We present sparse interpolation algorithms for recovering a polynomial with ≤ B terms from N evaluations at distinct values for the variable when ≤ E of the evaluations can be erroneous. Our algorithms perform exact arithmetic in the field of scalars K and the terms can be standard powers of the variable or Chebyshev polynomials, in which case the characteristic of K is = 2. Our algorithms return a list of valid sparse interpolants for the N support points and run in polynomial-time. For standard power basis our algorithms sample at N = ⌊ 4 3 E +2⌋B points and for Chebyshev basis at N = ⌊ 3 2 E +2⌋B points. Those are fewer points than N = 2(E + 1)B − 1 in [Kaltofen and Pernet, Proc. ISSAC 2014] for standard power basis and fewer than in [Arnold and Kaltofen, Proc. ISSAC 2015] for Chebyshev basis, where only the cases B ≤ 3 have explicit counts for N . Our method shows how to correct 2 errors in a block of 4B points for standard basis and how to correct 1 error in a block of 3B points for Chebyshev Basis.
Introduction
Let f (x) be a polynomial with coefficients from a field K (of characteristic = 2),
where T d (x) is the Chebyshev Polynomial of the First Kind (of degree d for d ≥ 0), defined by the recurrence
for d ∈ Z.
(2) assume ≤ E errors there is such a block of good arguments/values. Other blocks with errors may lead to a different t-sparse Chebyshev-1 interpolant with t ≤ B. The goal is to recover f (and possible other sparse interpolants with ≤ E errors) from N < (E + 1)2B evaluations.
In [Arnold and Kaltofen 2015] we give algorithms for the following bounds B, E : B = 1 : ∀E ≥ 57 : N = 23⌊ E 14 + 1⌋ < 2(E + 1) = 2B(E + 1); 23 14 ≤ 1.65, B = 2 : ∀E ≥ 86 : N = 43⌊ E 12 + 1⌋ < 4(E + 1) = 2B(E + 1); 43 12 ≤ 3.59, B = 3 : ∀E ≥ 222 : N = 74⌊ E 13 + 1⌋ < 6(E + 1) = 2T (E + 1); 74 13 ≤ 5. 70 .
The evaluation counts (4) are derived by using the method of [Kaltofen and Pernet 2014] : subsampling at all subsequences x ← T r+is (β) of arguments whose indices are arithmetic progressions to locate a subsequence without an error. The counts (4) are established by explicitly computed lengths for the Erdős-Turán Problem for arithmetic progressions of length ≤ 9. Here we give an algorithm that recovers f (and possible other sparse interpolants) for all B ≥ 1, E ≥ 1 bounds from
evaluations with ≤ E errors. Our new algorithm uses fewer evaluations than (4) even for B ≤ 3. We show that one can list-interpolate from 3B points correcting a single error, which with blocking yields (5). We correct one error from 3B points by deriving a non-trivial univariate polynomial for the value as a variable in each possible position. Our technique applies to Prony's original problem of interpolating a t-sparse polynomial with t ≤ B in power basis 1, x, x 2 , . . . in the presence of erroneous points. In [Kaltofen and Pernet 2014, Lemma 2] it was shown that from (E + 1)2B − 1 points one can correct ≤ E errors. Here we show that
points suffice to correct ≤ E errors. The counts (6) are achieved by correcting ≤ 2 errors from 4B points and blocking. We correct 2 errors at 4B points by deriving a bivariate Pham system for variables in place of the values in all possible error locations, which yields a bounded number of possible value pairs among which are the actual values. We note that for E = 2 the count 4B is smaller than the values n 2B,2 in [Kaltofen and Pernet 2014, Table 1 ], which are the counts for having a clean arithmetic progression of length 2B in the presence of 2 errors. Finally we note that our sparse list-interpolation algorithms are interpolation algorithms over the reals K = R if ω σ > 1 (or ω σ > 0 when f is in power basis) and N ≥ 2B + 2E, that is there will only be a single sparse interpolant computed by our algorithms. Uniqueness follows by Corollary 2 in [Kaltofen and Pernet 2014] and Corollary 2.4 in [Arnold and Kaltofen 2015] .
Over fields with roots of unity, the sparse list-interpolation problem for the power base can have with < (2E + 1)2B points more than a single B-sparse solution [Kaltofen and Pernet 2014, Theorem 3] , which is also true for the Chebyshev base as shown by Example 2.3.
Correcting One Error
Let K be a field of characteristic = 2. Let f (x) ∈ K[x] be a sparse univariate polynomial represented by a black box and it is equal to:
We assume that the black box for f returns the same value when probed multiple times at the same input. Let B be an upper bound on the sparsity of f (x) and D ≥ |δ j | for all 1 ≤ j ≤ t. Choose a point ω ∈ K \ {0} such that: (1) ω has order ≥ 2D + 1, meaning that ∀η ≥ 1, ω η = 1 ⇒ η ≥ 2D + 1, and (2) ω i 1 = ω i 2 for all 1 ≤ i 1 < i 2 ≤ 3B. The first condition is an input specification of the integer logarithm algorithm 1.1.1 that computes δ j from ω δ j .
The second condition guarantees that the inputs probed at the black box are distinct so that we don't get the same error at different locations. For i = 1, 2, . . . , 3B, letâ i be the output of the black box for f probed at input ω i . Assume there is at most one error in the evaluations, that is, there exists ≤ 1 index i ∈ {1, 2, . . . , 3B} such thatâ i = f (ω i ). We present an algorithm to compute a list of sparse polynomials which contains f .
For r = 1, . . . , B, let H r denote the following (B + 1) × (B + 1) Hankel matrix:
.
Let ℓ be the error location, i.e.,â ℓ = f (ω ℓ ). There are three cases to be considered:
First, we try Prony's algorithm (see Algorithm 1.1. 2) on the sequence (â 1 ,â 2 , . . . ,â 2B ), which will recover f (x) if Case 3 happens. Next we try Prony's algorithm on the sequence (â B+1 ,â B+2 , . . . ,â 3B ); this step will recover f (x) if Case 1 happens. Finally, to deal with Case 2, we replace the erroneous valueâ ℓ by a symbol α. Then the determinant the Hankel matrix H ℓ−B (see (8)) is univariate polynomial of degree B + 1 in α. By Prony/Blahut/Ben-Or/Tiwari Theorem [Prony III (1795); Blahut 1983; Ben-Or and Tiwari 1988 ], (f (ω i )) i≥0 is a linearly generated sequence and its minimal generator has degree ≤ B. Therefore f (ω ℓ ) is a solution of the equation:
det(H ℓ−B ) = 0.
By solving the equation (9), we obtain a list of candidates {ζ 1 , . . . , ζ b } for the correct value f (ω ℓ ). For each candidate ζ k (1 ≤ k ≤ b), we substituteâ ℓ by ζ k in the sequence (â B+1 ,â B+2 , . . . ,â 2B ) and try Prony's algorithm on the updated sequence (â 1 ,â 2 , . . . ,â 2B ), which gives us a list of sparse polynomials with f (x) being contained.
Example 1. 1 . Assume that we are given B = 3. With 3B = 9 evaluationsâ 1 ,â 2 , . . . ,â 9 obtained from the black box for f at inputs ω, ω 2 , . . . , ω 9 , we have the following 6 × 4 matrix:
For r = 1, 2, 3, the matrices H r (see (8)) are 4 × 4 submatrices of H:
Suppose there is one errorâ ℓ = f (ω ℓ ) in these 3B evaluations. We recover f (x) by the following steps.
(1) Try Prony's algorithm on 1.1.2 the sequence (â 1 ,â 2 , . . . ,â 6 ), which can recover f (x) in case that ℓ ∈ {7, 8, 9};
(2) Try Prony's algorithm 1.1.2 on the sequence (â 4 ,â 5 , . . . ,â 9 ), which can recover f (x) in case that ℓ ∈ {1, 2, 3};
(3) For ℓ ∈ {4, 5, 6}, substituteâ ℓ by α, then det(H ℓ−3 ) is a univariate polynomial of degree 4 in α and f (ω ℓ ) is a root of det(H ℓ−3 ). Compute the roots {ζ k } k≥1 of det(H ℓ−3 ). For each root ζ k , replaceâ ℓ by ζ k and check if the matrix H has rank ≤ 3. If yes, then try Prony's algorithm 1.1.2 on the updated sequence (â 1 ,â 2 , . . . ,â 6 ). As f (ω ℓ ) is equal to some ζ k , this step will recover f (x) in case that ℓ ∈ {4, 5, 6}.
For computing the term degrees δ j of f , we need an integer logarithm algorithm having the following input and output specifications.
Integer Logarithm Algorithm
Input: ◮ An upper bound D ∈ Z >0 .
◮ ω ∈ K \ {0} and has order ≥ 2D + 1, meaning that ∀η ≥ 1,
We describe the subroutine which we call Try Prony's algorithm. This subroutine will be frequently used in our main algorithms.
Try Prony's algorithm
Input: ◮ A sequence (â r , . . . ,â r+2B−1 ) in K where K is a field of characteristic = 2.
◮ An upper bound D ∈ Z >0 . ◮ ω ∈ K \ {0} and has order 2D + 1. ◮ A root finder for univariate polynomials over K. ◮ Integer logarithm algorithm 1.1.1 that takes D, ω, ρ as input and outputs: ◮ either δ ∈ Z with |δ| ≤ D and ω δ = ρ, ◮ or FAIL. Output: ◮ A sparse polynomial of sparsity t ≤ B and degree ≤ D, or FAIL.
Step 1: Use Berlekamp/Massey algorithm to compute the minimal linear generator of the sequence (â r , . . . ,â r+2B−1 ) and denote it by Λ(z).
Step 2: Compute the roots of Λ(z) in K denote the roots as ρ 1 , . . . , ρ t . If ρ j = 0 for some 1 ≤ j ≤ t or ρ 1 , . . . , ρ t are not distinct, then return FAIL.
Step 3: For j = 1, . . . , t, use the Integer logarithm algorithm 1.1.1 to compute δ j = log ω ρ j .
If the Integer logarithm algorithm returns FAIL, then return FAIL.
Step 4: Compute the coefficients c 1 , . . . , c t by solving the following transposed generalized Vandermonde system
Step 5: Return the polynomial t j=1 c j x δ j . Now we give an algorithm for interpolating a black-box polynomial with sparsity bounded by B. This algorithm can correct one error in 3B evaluations.
A list-interpolation algorithm for power-basis sparse polynomials with
evaluations containing at most one error.
where K is a field of characteristic = 2. The black box for f returns the same erroneous output when probed multiple times at the same input. ◮ An upper bound B on the sparsity of f .
Output: ◮ An empty list or a list of sparse polynomials {f [1] , . . . , f [M ] } with each f [k] (1 ≤ k ≤ M) satisfying:
is represented by its term degrees and coefficients;
Step 1: For i = 1, 2, . . . , 3B, get the outputâ i of the black box for f at input ω i . Let L be an empty list.
Step 2: Try Prony's algorithm 1.1.2 on the sequence (â 1 ,â 2 , . . . ,â 2B ). If Prony's algorithm returns a sparse polynomialf of sparsity ≤ B and degree ≤ D, and there is ≤ 1
If the error is in (â 2B+1 ,â 2B+2 . . . ,â 3B ), then the sequence (â 1 ,â 2 , . . . ,â 2B ) is free of errors, so Prony's algorithm in Step 2 will return f and f will be added to the list L.
Step 3: Try Prony's algorithm 1.1.2 on the sequence (â B+1 ,â B+2 , . . . ,â 3B ). If Prony's algorithm returns a sparse polynomialf of sparsity ≤ B and degree ≤ D, and there is
If the error is in (â 1 , . . . ,â B ), then the sequence (â B+1 ,â B+2 , . . . ,â 3B ) is free of errors, so Prony's algorithm in Step 3 will return f and f will be added into the list L.
Step 4: For ℓ = B + 1, B + 2, . . . , 2B, 4(a): substituteâ ℓ by a symbol α in the matrixH ℓ−B (see (8)); use the fraction free Berlekamp/Massey algorithm Kaltofen and Yuhasz 2013] to compute the determinant ofH ℓ−B and denote it by ∆ ℓ (α); Ifâ ℓ = f (ω ℓ ) with ℓ ∈ {B + 1, B + 2, . . . , 2B}, then we substituteâ ℓ by a symbol α and compute the roots
Thus for every root ξ k (k = 1, . . . , b), we replaceâ ℓ with ξ k and use Berlekamp/Massey algorithm to check if the new sequence (â 1 ,â 2 , . . . ,â 3B ) is generated by some polynomial of degree ≤ B. If so, then we try Prony's algorithm on the updated sequence (â 1 ,â 2 , . . . ,â 2B ). In the end, Step 4 will add f into the list L in case that B + 1 ≤ ℓ ≤ 2B.
Step 5: Return the list L. 
Correcting 2 Errors
In this section, we give a list-interpolation algorithm to recover f (x) (see (7)) from 4B evaluations that contain 2 errors. Recall that B is an upper bound on the sparsity of f (x) and D is an upper bound on the absolute values of the term degrees of f (x). We will use Algorithm 1.1.3 as a subroutine.
Let ω ∈ K \ {0} such that: (1) ω has order ≥ 2D + 1, and (2) 
, letâ i be the output of the black box probed at input ω i . Let a ℓ 1 andâ ℓ 2 be the 2 errors and ℓ 1 < ℓ 2 . The problem can be covered by the following three cases:
First, we try the Algorithm 1.1.3 on the sequences (â 1 ,â 2 , . . . ,â 3B ) and (â B+1 ,â B+2 , . . . ,â 4B ), which can list interpolate f (x) if either Case 2 or Case 1 or Case 3 happens. For Case 4, we substitute the two erroneous valuesâ ℓ 1 andâ ℓ 2 by two symbols α 1 and α 2 respectively. Then the pair of correct values (f (ω ℓ 1 ), f (ω ℓ 2 )) is a solution of the following Pham system (see Lemma 1.2 and Lemma 1.3):
where H ℓ 1 −B and H ℓ 2 −B are Hankel matrices defined as (8). As the Pham systems (10) is zero-dimensional (see Lemma 1.3), we compute the solution set 3) all other entries of A are numbers in some field K.
We prove by induction on n. It is trivial if n = 1. Assume that the conclusion holds for n − 1. By minor expansion on the first column of A, we have
has at most n 1 n 2 solutions, where Q 1 and Q 2 are two polynomials in K[α 1 , α 2 ]. 
Suppose there are two errorsâ ℓ 1 ,â ℓ 2 (ℓ 1 < ℓ 2 ) in the evaluations. If ℓ 1 ∈ {1, 2, 3}, then the Algorithm 1. 1.3 can recover f (x) from the last 3B evaluations (â 4 ,â 5 , . . . ,â 12 ) . Similarly, f (x) can also be recovered from (â 1 ,â 2 , . . . ,â 9 ) by the Algorithm 1. 1.3 
It is remained to consider the case that ℓ 1 ∈ {4, 5, 6} and ℓ 2 ∈ {7, 8, 9}. We substitutê a ℓ 1 ,â ℓ 2 by α 1 , α 2 respectively. Then the determinants of the matrices H ℓ 1 −3 and H ℓ 2 −3 can be written as:
where H ℓ 1 −3 , H ℓ 2 −3 are Hankel matrices defined as (8) and where Q 1 and Q 2 are bivariate polynomials in α 1 and α 2 . We compute the roots (ξ 1,k , ξ 2,k ) k≥1 of the system (12) in K and the pair correct values (f (ω ℓ 1 ), f (ω ℓ 2 )) is one of the roots. For each root (ξ 1,k , ξ 2,k ), we substitutê a ℓ 1 ,â ℓ 2 by ξ 1,k , ξ 2,k respectively, and check if the matrix H has rank B = 3. If so, then run Prony's algorithm 1.1.2 on the updated sequence (â 1 ,â 2 , . . . ,â 6 ). In the end, we obtain a list of sparse polynomials that contains f (x).
1.2.1.
A list-interpolation algorithm for power-basis sparse polynomial with evaluations containing at most 2 errors.
Output: ◮ An empty list or a list of sparse polynomials {f [1] , . . . , f [M ] } with each f [k] (
is represented by its term degrees and coefficients; ◮ there are ≤ 2 indices i 1 , i 2 ∈ {1, 2, . . . , 4B} such that f [k] (ω i 1 ) =â i 1 and f [k] (ω i 2 ) =â i 2 whereâ i 1 andâ i 2 are the outputs of the black box probed at inputs ω i 1 and ω i 2 respectively; ◮ f (x) is contained in the list.
Step 1: For i = 1, 2, . . . , 4B, get the outputâ i of the black box for f at input ω i .
Step 2: Take (â 1 ,â 2 , . . . ,â 3B ) and (â B+1 ,â B+2 , . . . ,â 4B ) as the evaluations at the first step of Algorithm 1.1.3 and get two lists L 1 , L 2 . Let L be the union of L 1 and L 2 .
If either (â 1 ,â 2 , . . . ,â 3B ) or (â B+1 ,â B+2 , . . . ,â 4B ) contains ≤ 1 error, the Algorithm 1. 1.3 can compute a list of sparse polynomials containing f (x).
Step 3: For every polynomialf in the list L, if there are ≥ 3 indices i ∈ {1, 2, . . . , 4B} such thatf (ω i ) =â i then deletef from L.
Step 4: For ℓ 1 = B + 1, . . . , 2B and ℓ 2 = 2B + 1, . . . , 3B, 4(a) substituteâ ℓ 1 by α 1 andâ ℓ 2 by α 2 in the Hankel matrices H ℓ 1 −B and H ℓ 2 −B (see (8)); let ∆ ℓ 1 (α 1 , α 2 ) = det(H ℓ 1 −B ) and ∆ ℓ 2 (α 1 , α 2 ) = det(H ℓ 2 −B ).
Here, we also use the fraction free Berlekamp/Massey algorithm Kaltofen and Yuhasz 2013] to compute the determinants of H ℓ 1 −B and H ℓ 2 −B . 4(b) compute all solutions of the Pham system {∆ ℓ 1 (α 1 , α 2 ) = 0, ∆ ℓ 2 (α 1 , α 2 ) = 0} in K; denote the solution set as {(ξ 1,1 , ξ 2,1 ), . . . , (ξ 1,b , ξ 2,b )}; 4(c) for k = 1, . . . , b, 4(c)i substituteâ ℓ 1 by ξ 1,k andâ ℓ 2 by ξ 2,k ; 4(c)ii use Berlekamp/Massey algorithm to compute the the minimal linear generator of the new sequence (â 1 ,â 2 , . . . ,â 4B ) and denote it by Λ(z); 4(c)iii if deg(Λ(z)) ≤ B, try Prony's algorithm 1.1.2 on the updated sequence (â 1 ,â 2 , . . . ,â 2B ); if Prony's algorithm 1.1.2 returns a sparse polynomial f of sparsity ≤ B and degree ≤ D, and there are ≤ 2 indices i 1 , i 2 ∈ {1, 2, . . . , 4B} such thatf (ω i 1 ) =â i 1 andf (ω i 2 ) =â i 2 , then addf into the list L;
If the two errors areâ ℓ 1 andâ ℓ 2 with ℓ 1 ∈ {B +1, . . . , 2B} and ℓ 2 ∈ {2B +1, . . . , 3B}, we substituteâ ℓ 1 andâ ℓ 2 by two symbols α 1 and α 2 respectively. As the pair of correct values (f (ω ℓ 1 ), f (ω ℓ 2 )) is a solution of the system {∆ ℓ 1 (α 1 , α 2 ) = 0, ∆ ℓ 2 (α 1 , α 2 ) = 0},
Step 4 will add f into the list L.
Step 5: Return the list L.
Proposition 1 Step 4 of Algorithm 1.2.1, the Pham system {∆ ℓ 1 (α, β) = 0, ∆ ℓ 2 (α, β) = 0} has ≤ (B + 1) 2 solutions, so this step produces ≤ B 2 (B + 1) 2 polynomials. Therefore the output list contains ≤ B 2 (B + 1) 2 + 2(B 2 + B + 2) polynomials.
Correcting E Errors
Recall that f (x) is a sparse univariate polynomial of the form t j=1 c j x δ j (see (7)) with t ≤ B and ∀j, |δ j | ≤ D. We show how to list interpolate f (x) from N evaluations containing ≤ E errors, where
Denote θ = E 3 . Choose {ω 1 , . . . , ω θ , ω θ+1 } ∈ K \ {0} such that: (1) ω σ has order ≥ 2D + 1 for all 1 ≤ σ ≤ θ + 1, and
Letâ σ,i denote the output of the black box at input ω i σ . If E mod 3 = 0 then N = E 3 · 4B + 2B. The problem is reduced to one the following situations: (1) the last block (â θ+1,1 ,â θ+1,2 , . . . ,â θ+1,2B ) of length 2B is free of error, or (2) there is some block (â σ,1 ,â σ,2 , . . . ,â σ,4B ) of length 4B contains ≤ 2 errors, where 1 ≤ σ ≤ E 3 .
These two situations can be respectively dealt with Prony's algorithm 1.1.2 and the Algorithm 1.2. 1 . If E mod 3 = 1 then N = θ · 4B + 3B. The problem is reduced to one the following situations: (1) the last block (â θ+1,1 ,â θ+1,2 , . . . ,â θ+1,3B ) of length 3B has ≤ 1 error, or (2) there is some block (â σ,1 ,â σ,2 , . . . ,â σ,4B ) of length 4B contains ≤ 2 errors, where 1 ≤ σ ≤ θ. Therefore by trying the Algorithm 1.1.3 on (â θ+1,1 ,â θ+1,2 , . . . ,â θ+1,3B ) and the Algorithm 1. 2.1 on (â σ,1 ,â σ,2 , . . . ,â σ,4B ), we can list interpolate f (x).
If E mod 3 = 2 then E = 3 · θ + 2 and N = (θ + 1)4B. So there is some σ ∈ {1, . . . , θ} such that the block (â σ,1 ,â σ,2 , . . . ,â σ,4B ) of length 4B contains ≤ 2 errors, and we can use the Algorithm 1.2.1 on this block to list interpolate f (x). Remark 1.1. We apply the Algorithm 1.2.1 on every block (â σ,1 ,â σ,2 , . . . ,â σ,4B ) for all σ ∈ {1, . . . , E 3 }, which will result in ≤ E 3 (B 4 + 2B 3 + 3B 2 + 2B + 4) polynomials according to Proposition 1.4 . The length of the last block depends on the value of E, and we have the following different upper bounds on the number of resulting polynomials:
By Descartes' rule of signs (see e.g. [Bochnak, Coste, and Roy 1998, Proposition 1.2.14] ), the approach for correcting E errors will produce a single polynomial if K = R, N ≥ 2B + 2E and ω σ > 0, ∀σ. However, if N < 2B + 2E then there can be ≥ 2 valid sparse interpolants. We give an example to illustrate this. 
and f [1] be the sum of odd degree terms of h and f [2] be the negative of the sum of even degree terms of h. Clearly, we have h = f [1] − f [2] and f [1] (ω i ) = f [2] (ω i ) for i = 0, 1, . . . , 2B − 2.
Moreover, both f [1] and f [2] have sparsity ≤ B as deg(h) = 2B − 1. Consider a sequenceâ consisting of the following 2B + 2E − 1 values: a (1) = f [1] (ω 0 ) , f [1] (ω 1 ), . . . , f [1] (ω 2B−2 ) , a (2) = f [1] (ω 2B−1 ), f [1] (ω 2B ), . . . , f [1] (
that is,â = (a (1) , a (2) , a (3) ). If all the errors are inâ (3) , then f [1] is a valid interpolant. Alternatively, if all the errors are inâ (2) then f [2] is a valid interpolant. Therefore, from these 2B + 2E − 1 values, we have at least 2 valid interpolants.
We remark that one of the valid interpolants, f [1] and f [2] , must have B terms since otherwise uniqueness is guaranteed by Descartes's rule of signs. In this example, both f [1] and f [2] have B terms because the polynomial h has 2B terms.Indeed, deg(h) = 2B − 1 implies that h has ≤ 2B terms, and by Descartes' rule of signs, h has ≥ 2B terms because it has 2B − 1 positive real roots. Therefore h is a dense polynomial. However, with the following substitutions x = y k , ω =ω k for some k ≫ 1, we have again a counter example where h, f [1] and f [2] are very sparse with respect to the new variable y.
Sparse Interpolation in Chebyshev Basis with Error Correction

Correcting One Error
Let K be a field of characteristic = 2 and f (x) ∈ K[x] be a polynomial represented by a black box. Assume that f (x) is a sparse polynomial in Chebyshev-1 basis of the form:
where T δ j (x) (j = 1, . . . , t) are Chebyshev polynomials of the First kind of degree δ j . We want to recover the term degrees δ j and the coefficients c j . Using the formula T n ( x+x −1 2 ) = x n +x −n 2 for all n ∈ Z ≥0 , [Arnold and Kaltofen 2015, Sec. 4 ] transformed f (x) into a sparse Laurent polynomial:
Therefore the problem is reduced to recover the term degrees and coefficients of the polynomial g(y). Let ω ∈ K such that: (1) ω has order ≥ 2D + 1, and (2) ω 2i 1 −1 = ω 2i 2 −1 for all 1 ≤ i 1 < i 2 ≤ 3B. For i = 1, 2, . . . , 3B, letâ 2i−1 be the output of the black box probed at input γ 2i−1 = (ω 2i−1 +ω −(2i−1) )/2. Note that g(ω i ) = g(ω −i ) for any integer i. For odd integers r ∈ {2k −1 | k = 1, . . . , B}, let G r ∈ K (B+1)×(B+1) be the following Hankel+Toeplitz matrix:
Hankel matrix
If all the values involved in the matrix G r are correct, then det(G r ) = 0 [Arnold and Kaltofen 2015, Lemma 3.1].
If the 2B evaluations {â 2i−1 } 2B i=1 are free of errors, then one can use Prony's algorithm 1.1.2 to recover g(y) (and f (x)) from the following sequence: a −2(2B−1)−1 ,â −2(2B−2)−1 , . . . ,â −1 ,â 1 , . . . ,â 2(2B−1)−1 ,â 2(2B)−1 .
Now we show how to list interpolate f (x) from 3B evaluations {â 2i−1 } 3B i=1 containing ≤ 1 error.
Assume thatâ 2ℓ−1 is the error, that is,â 2ℓ−1 = f (γ 2ℓ−1 ) = g(ω 2ℓ−1 ). The problem can be reduced to three cases:
First, we try Prony's algorithm 1.1.2 on the sequence (â 2i−1 ) 2B i=−(2B−1) (see (17)), which will return f (x) if Case 3 happens. For Case 1 and Case 2, we substituteâ 2ℓ−1 by a symbol α. Let
where G 2ℓ−1 and G 2(ℓ−B)−1 are defined as in (16) (17)). In the end, we will get a list of polynomials with f (x) being contained.
If a r orâ r+2B is substituted by a symbol α in G r , then the determinant of G r is a univariate polynomial of degree B + 1 in α.
Proof. First, we show that ifâ r+2B is substituted by α, then the matrix G r has the form:
Since r ∈ {2k − 1 | k = 1, . . . , B} and i, j ∈ {0, 1 . . . , B}, we have
Therefore, either |r + 2(i + j)| = r + 2B or |r + 2(i − j)| = r + 2B implies i + j = B, sô a r+2B only appears on the anti-diagonal of the matrix G r . Conversely, every element on the anti-diagonal of G r is equal toâ r+2B +â |r+2(i−j)| for some i, j ∈ {0, 1, . . . , B}. Thus G r has the form (18) and its determinant is a univariate polynomial of degree B + 1 in α. Now we consider the case thatâ r is substituted by α. Similarly, because r ∈ {2k − 1 | k = 1, . . . , B} and i, j ∈ {0, 1 . . . , B}, we have
Therefore, if r > B then i = j in (19), soâ r only appears on the main diagonal of G r . On the other hand, every element on the main diagonal of G r is equal toâ |r+2(i+i)| +â r for some i ∈ {0, 1, . . . , t}. Hence, if r > B then the determinant of G r is a polynomial of degree B + 1 in α. Assume that r ≤ B. From (19), we see that after substitutingâ r by α, the matrix G r has the form:
According to Lemma 1.2, the determinant of the matrix (20) is a univariate polynomial of degree B + 1 in α.
Example 2. 1 . For B = 3, we have 3B = 9 evaluations {â 2i−1 } 3B i=1 obtained from the black box for f at inputs γ i = (ω 2i−1 + ω −(2i−1) )/2. We construct the following 6 × 4 matrix:
For r = 1, 3, 5, the matrices G r are 4×4 submatrices of the matrix G. The matrix G 1 consists of the first 4 rows of G. If we substituteâ 1 orâ 7 by a symbol α, then the determinant of G 1 is univariate polynomial of degree 4 in α. The matrix G 3 consists of the second to the fifth row of G and the determinant of G 3 becomes a univariate polynomial of degree 4 in α ifâ 3 or a 9 is substituted by α. Similarly, the matrix G 5 consists of the last 4 rows of G. Substitutinĝ a 5 orâ 11 by α, det(G 5 ) is a univariate polynomial of degree 4 in α.
Suppose there is one errorâ 2ℓ−1 = f (γ 2ℓ−1 ) in the 3B evaluations. Here is how we correct this single error for all possible ℓ's:
(1) if ℓ ∈ {1, 2, 3}, then substituteâ 2ℓ−1 by α and compute the roots of det(G 2ℓ−1 ), and the roots are candidates for f (γ 2ℓ−1 );
(2) if ℓ ∈ {4, 5, 6}, then substituteâ 2ℓ−1 by α and compute the roots of det(G 2(ℓ−3)−1 ), and the roots are candidates for f (γ 2ℓ−1 );
( If the error isâ 2ℓ−1 (B + 1 ≤ ℓ ≤ 2B), that isâ 2ℓ−1 = f (ξ 2ℓ−1 ), we also substitutê a 2ℓ−1 by a symbol α. As the solution set {ξ 1 , . . . , ξ 
Correcting E Errors
The settings for f (x) are the same as in Section 2. 1 . We show how to list interpolate f (x) from N evaluations containing ≤ E errors, where
Denote θ = E 2 . Choose {ω 1 , . . . , ω θ , ω θ+1 } ∈ K \ {0} such that: (1)ω has order 2D + 1, and (2) ω 2i 1 −1
The problem is reduced to one the following situations: (1) the last block (â θ+1,2i−1 ) 2B i=1 of length 2B is free of errors, or (2) there is some block (â σ,2i−1 ) 3B i=1 with 1 ≤ σ ≤ E 2 of length 3B contains ≤ 1 errors. These two situations can be respectively dealt with Prony's algorithm 1.1.2 and the Algorithm 2. 1.1. If E is odd then E = 2·θ+1 and N = (θ+1)3B. Thus, there is some block (â σ,1 , . . . ,â σ,3B ) with 1 ≤ σ ≤ θ + 1 of length 3B contains ≤ 1 error; we can use the Algorithm 2.1.1 on this block to list interpolate f (x).
Remark 2. 1 . For every σ ∈ {1, . . . , E 2 }, we apply Algorithm 2.1.1 on the block (â σ,2i−1 ) 3B i=1 which will result in ≤ E 2 (2B 2 + 2B + 1) polynomials by Proposition 2.2. The length of the last block depends on the value of E, and we have following different upper bounds on the number of resulting polynomials:
(1) E 2 (2B 2 + 2B + 1) + 1, if E is even; (2) E 2 + 1 (2B 2 + 2B + 1), if E is odd. Due to Obrechkoff's theorem, a generalization of Descartes's rule of signs to orthogonal polynomials [Dimitrov and Rafaeli 2009, Theorem 1.1] , our approach for correcting E errors gives a unique valid sparse interpolant when K = R, N ≥ 2B + 2E and ω σ > 1 [Arnold and Kaltofen 2015, Corollary 2.4 ]. Similar to the case of power basis, if N < 2B + 2E then there can be ≥ 2 valid sparse interpolants in Chebyshev-1 basis as shown by the following example.
Example 2.2. Choose ω > 1. The polynomials h, f [1] and f [2] , given in Example 1.3, can be represented in Chebyshev-1 basis using the following formula [Fraser 1965, P. 303 ] [Cody 1970, P. 412 ] [Mathar 2006, Eq. (2)]:
where the primed summation indicates that the first term (at j = 0) is to be halved if it appears. Moreover, the formula (22) implies that f [1] is a linear combination of the odd degree Chebyshev-1 polynomials T 2j−1 (x) (j = 1, 2, . . . , B), and f [2] is a linear combination of the even degree Chebyshev-1 polynomials T 2j−2 (x) (j = 1, 2, . . . , B) , which means both f [1] and f [2] have sparsity ≤ B in Chebyshev-1 basis as well. Therefore, f [1] and f [2] are also valid interpolants in Chebyshev-1 basis for the 2B + 2E − 1 evaluations given in (14) (if we assume B is an upper bound on the sparsity of the black-box polynomial f and E is an upper bound on the number of errors in the evaluations).
Again, we remark that one of the valid interpolants, f [1] and f [2] , must have sparsity B since otherwise uniqueness is a consequence of the Obrechkoff's theorem [Dimitrov and Rafaeli 2009, Theorem 1.1] . In this example, h also has 2B terms in Chebyshev-1 basis because deg(h) = 2B − 1 and h has 2B − 1 real roots ω i > 1, i = 1, . . . , 2B − 1. Thus both f [1] and f [2] have sparsity B in Chebyshev-1 basis. One can also make h, f [1] and f [2] very sparse with respect to Chebyshev-1 basis by the following substitutions:
x = T k (y), ω = T k (ω) for some k ≫ 1.
For K = C, we usually choose ω as a root of unity. But then we may need 2B(2E + 1) evaluations to get a unique interpolant. Here is an example from [Kaltofen and Pernet 2014, Theorem 3] , simply by changing the power basis to Chebyshev-1 basis.
Example 2.3. Consider the following two polynomials:
where m ≥ 2t(2E + 1) − 1 and 2t divides m. Let ω be a primitive m-th root of unity. Let b = (0, . . . , 0 t−1 , 1, 0, . . . , 0 t−1 ) ∈ K 2t−1 .
The evaluations of f 1 at ω i +ω −i
