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Introduction
In vision applications, such as video surveillance and automatic target recognition, imaging sensors of different modality are often used. The expectation is that a set of such sensors would benefit the system in two ways; first, the complementary nature of the sensors will result in increased capability, and second, the redundancy among the sensors will improve robustness. The challenge in image fusion is thus combining information from the images produced by the constituent sensors to maximize the performance benefits over using either sensor individually.
We adopt here a more "goal-oriented" view of image fusion than is traditionally used. Instead of improving the context (or information) present in a scene, we consider the task of using image fusion to improve the estimation of the shape (as defined by a silhouette, or a boundary) of an object. We start with an initial detection of object regions from one sensor (A). The proposed algorithm then takes these detected regions as input, and extracts relevant information from the other sensor (B) in an attempt to produce a better segmentation of the object. The initial detections can be obtained from either sensor. Depending on the application, factors such as persistence, signal-to-noise ratio, and the availability and complexity of the detection scheme can influence this choice. The proposed fusion technique enables a user to benefit from the presence of two imaging modalities at the cost of providing an initial segmentation from either one.
Image fusion algorithms can be broadly classified into low-, mid-, and high-level techniques based on their position in the information processing pipeline. Our proposed algorithm is a goal-oriented mid-level fusion technique that utilizes contour-based features. As will be shown, these features allow a description of shape from partially detected object regions. We use these features within a mutual information framework to extract relevant (redundant and complementary) information across sensors. Deriving such information directly from raw pixel intensities or similar lowlevel fusion cues would be difficult. High-level fusion techniques usually employ voting schemes to combine results after independently processing each input. Such high-level techniques are not well suited to situations when only two input channels exist. Further, the cost of obtaining detection results independently in each channel can be considered an overhead.
We start by extracting contour features from the input image regions of both sensors (assumed to be coregistered). We extend the notion of affinity, originally defined to measure the smoothness of the curve joining two edge elements [17] , to contours. Using this affinity measure, we formulate conditional probability distributions of contour features from sensor A with respect to sensor B. We then compute the mutual information between contour features from the two sensors based on these conditional distributions. Then we identify the set of contour features from B that maximize the mutual information with the features from A. The contours from sensor A overlaid with the selected contours from sensor B form the fused result.
We demonstrate the approach for a video surveillance application using a thermal and color camera as the two input sensors. Based on manually segmented object regions we show the efficacy of the proposed method by comparing segmentation performance using the fused result over using either input sensor independently.
Related Work
Image fusion techniques have a long history in vision. Gradient-based techniques include defining first-order contrasts in high dimensions [14] and examining gradients at multiple resolutions [13] . Several region-based multiresolution algorithms have been proposed such as the pyramid approaches of [15, 10] and the wavelet-based approach of [7] . Other biologically motivated techniques [5] have also been proposed. Most of these fusion techniques aim at enhancing the information content of the scene, to ease and improve human visual analysis. In contrast, the method we propose is designed specifically to enhance the capabilities of an automatic vision-based detection system.
Recently [4] proposed a fusion algorithm also designed with a similar aim. However, their fusion technique was specific to a thermal and color camera, and required background modeling in both domains. Our proposed method is an improvement on both counts, in that it is not tied to any particular combination of sensors and it only requires the prior ability (via method of choice) to detect object features in any one sensor modality.
Contour Features
Based only on the preliminary detection in sensor A, our goal is to be able to extract relevant information from sensor B, such that the combined result is a better estimation of the object shape. The crucial step in this process is choosing the appropriate features. The importance of first-order gradient information in estimating the shape and appearance of an object is well known [2, 8] . We exploit this information by extracting features that capture the location, orientation, and magnitude of the object gradients.
We first obtain a thinned representation of the gradient magnitude image using a standard non-maximum suppression algorithm. The thinned edges are then broken into short, nearly linear contour fragments based on changes in the gradient direction. A contour fragment is obtained by traversing along a thinned edge using a connectedcomponents algorithm until a change from the initial edge orientation is encountered. To ensure contour fragments of reasonable size, the edge orientations are initially quantized into a smaller number of bins. We represent a contour fragment by a feature vector c = [ep 1 , ep 2 , θ, E mag ], where ep 1 and ep 2 are the coordinates of the two end-points, θ is the quantized orientation, and E mag is the mean edge magnitude along the contour. The set of all contour features {c 1 , . . . c n } forms the feature representation of the object. The shape of the imaged object is implicitly captured by the magnitude (E mag ), position (ep 1 , ep 2 ), and orientation (θ) of the contour features.
Estimating Feature Relevance
Having extracted contour features, our goal is to select features from sensor B that are relevant to the features in sensor A. Mutual information is considered to be a good indicator of the relevance of two random variables [1] . This ability to capture the dependence, or relevance, between random variables has recently led to several attempts at employing mutual information in feature selection schemes [6, 11, 16] .
Preliminaries
Denoting two discrete random variables by X and Y , their mutual information can be defined in terms of their probability density functions (pdfs) p(x), p(y), and p(x, y) as
Based on entropy, the mutual information between X and Y can also be expressed using the conditional probability p(x|y). The entropy, H, of X is a measure of its randomness (or uncertainty) and is defined as H(X) = − x∈X p(x) log p(x). Given two variables, conditional entropy is a measure of the randomness when one of them is known. The conditional entropy of X and Y can be expressed as
The mutual information between X and Y can be computed from the entropy terms defined above by
Let us associate random variables S 1 and S 2 with the sensors A and B respectively. Let C 1 denote the domain of S 1 , and C 2 the domain of S 2 . In order to use either Eqn. 1 or Eqn. 3 to compute the mutual information between S 1 and S 2 we first need to define the domains, C 1 and C 2 , and then estimate the appropriate probability distribution functions. A discretized version of the full contour feature space of A, and similarly of B, are natural choices for C 1 and C 2 respectively. In general, obtaining the pdfs, especially the joint and the conditionals, of the contour features c i ∈ C 1 and c j ∈ C 2 is a difficult task. Indeed, it is this difficulty that primarily impedes the use of mutual information in feature selection schemes [16, 11] .
Nevertheless, a typical approach would be to estimate these distributions using a large training data-set consisting of manually segmented objects imaged using the sensors in question. The difficulty of generating such a data-set aside, such an approach has several drawbacks. Importantly, different pdfs will need to be estimated for different object classes in the training set, and there is no guarantee that these would generalize well for novel objects. This is especially cumbersome given the enormous computation and memory requirements of non-parametric estimation techniques. Further, the well-known issue of scale (bandwidth) selection [9] in these methods becomes compounded in high dimensional spaces such as ours.
Instead of relying on a training data-set to learn the distributions of features, we propose a different approach to the problem. We make the assumption that objects of interest have continuous, regular boundaries. Based on this assumption, we seek to define relationships between samples from S 1 and S 2 that will enable us to identify the set of contours from sensor B with the highest relevance to sensor A.
In the context of fusion, we propose that a set of features has high relevance to another, if it provides both redundant and complementary information. The choice of contour features (Sect. 3) enables us to further define relevance as the ability of a set of features to coincide with, and complete object boundaries that have been only partially captured by another set. We now address the issue of computing contour feature relevance and folding it into a mutual information framework.
Contour Affinity
Assume that the pair of images shown in Fig. 1 Visualizing the contour features extracted from sensor A in image-space, as in Fig. 1(a) , we see that the contour fragments form an incomplete trace of the boundary of the viewed object. As described earlier, we desire the subset of contour features from sensor B that provides the best completion of the broken contour image formed by the features from A.
Perceptual (and computational) figure completion is a very active field of research. For the purpose of figure completion, several studies, such as [17] , have used an "affinity" measure between a pair of edge elements to compute how likely it is that they belong to the same underlying edge structure. We borrow this notion of affinity and adapt it to deal with contours of finite size instead of the dimensionless edge elements used in the literature.
Consider a pair of contours c 1 and c 2 . Hypothesize a curve connecting c 1 and c 2 such that the contours lie completely along it. Any such connection would join one of the end-points of c 1 to an end-point of c 2 . Based on which two end-points are connected, all such curves fall into one of four categories. Consider one such curve between an endpoint of c 1 and an end-point of c 2 . Further, consider the vector joining the ends of the curve, pointing from the endpoint of c 1 to the end-point of c 2 . Let θ 1 denote the angle between this vector and the outward pointing unit vector at the end-point of c 1 , directed along the tangent to c 1 . Let θ 2 denote the angle from c 2 , analogous to θ 1 . Finally, let r denote the Euclidean distance between the two end-points of c 1 and c 2 . These quantities, θ 1 , θ 2 , and r are computed for each of the four possible sets of curves between end-points of c 1 and c 2 .
We define the contour affinity, Af f (c 1 , c 2 ), between two contours c 1 and c 2 as the maximum affinity value over the four possible sets of curves. The affinity for a particular curve set is defined as
where
mag | (the absolute difference in the intensity of the contours). We write the normalization factors σ r , σ t , and σ e as σ r = R/f 1 , σ t = T/f 2 , and σ e = E/f 3 , where R, T , and E equal the maximum possible value of r, β, and Δ, and (f 1 , f 2 , f 3 ) are weights that can be used to change the relative influence of each term in the affinity calculation.
Contour pairs that are in close proximity, lie along a smooth curve, and have comparable intensities will have high affinity values. Consider the pair-wise affinity measurements between contour features taken one at a time from C 2 , and the set of contour features C 1 . If a particular contour feature c 2 ∈ C 2 lies along the object boundary, it would have very high affinity values with neighboring contours features in C 1 . If c 2 represents a non-object contour (e.g., background edge), unless it is in close proximity to some object contour, aligns well with it, and has similar intensity values, we expect that it would have a low affinity value with all the contours features in C 1 .
Figure 1(c) shows the relative difference in affinity between the short contour shown in white (selected from Fig.  1(a) ) and the other contours (from Fig. 1(b) ). The brighter the contour, the higher the affinity. For this computation of affinity, we used the weights f 1 = 5, f 2 = 5, and f 3 = 0, since the intensity of the contours in this example were generated randomly.
Estimation of Conditional Probability using Contour Affinity
As stated earlier, affinity captures the possibility that two contours belong to the same underlying edge structure. If we assume that one of the contours belongs to an object boundary, one can interpret the affinity between two contours to be an indication of the probability that the second contour also belongs to the object boundary. In other words, the affinity between c 1 and c 2 can be treated as an estimate of the probability that c 1 belongs to an object given that c 2 does. Consider once again the random variables S 1 and S 2 . Let C 1 , the domain of S 1 , now contain contour features extracted only from the current input image from sensor A. Similarly let C 2 , the domain of S 2 , contain contour features extracted from the corresponding image from sensor B. Based on the pair-wise affinity between contours of C 1 and C 2 , we define
Computing Mutual Information
The definition of the conditional probability in Eqn. 5 enables us to measure the conditional entropy between S 1 and any contour c j ∈ C 2 . Using Eqn. 2, this can be expressed as
where the distribution p(c j ) can be considered as a prior expectation of observing a given contour feature. Similarly, assuming p(c i ) to be a known distribution (e.g., uniform), the entropy of S 1 can be computed as
Using Eqns. 6 and 7 in Eqn. 3 we can measure the mutual information I(S 1 ; c j ). In order to obtain an estimate of the full joint mutual information I(S 1 ; S 2 ), we consider each contour independently and use the approximation suggested in [11] , which is the mean of all mutual information values between contour features c j ∈ C 2 and S 1
Contour Feature Selection using Mutual Information
We now address the issue of selecting the most relevant set of contour features from S 2 based on S 1 . This problem statement is very reminiscent of the feature selection problem [11, 6] , and the intuition behind the solution is also similar. We seek the subset of contours from S 2 that maximizes the mutual information between S 1 and S 2 .
If we assume the prior distribution of contours features p(c i ) and p(c j ) to be uniform, the entropy of S 1 (Eqn. 7) is constant. Maximizing the mutual information is then equivalent to finding the set of features from S 2 that minimizes the conditional entropy H (S 1 |S 2 ) . In other words, we seek those contours features from S 2 that minimize the randomness of the object contour features in S 1 .
Rewriting Eqn. 8 using Eqns. 6 and 7, and using the assumption of uniform distributions for p(c i ) and p(c j ), the conditional entropy of S 1 and S 2 can be expressed as
where the term in parenthesis can be interpreted as the entropy of the distribution of affinity between c j and the contours in C 1 . This is indeed the notion of relevance we wish to capture since, as described in Sect. 4.2, the entropy of affinity values is expected to be low only for c j lying on object boundaries.
The problem of finding the subset that maximizes the mutual information is intractable since there are an exponentially large number of subsets that would need to be compared. An alternate greedy heuristic involves a simple incremental search scheme that adds to the set of selected features one at a time. Starting from an empty set of selected features, at each iteration, the feature from S 2 that maximizes Eqn. 8 is added to the set of selected features. This solution, as proposed in the feature selection literature [11, 6] , has one drawback in that there is no fixed stopping criteria, other than possibly a user-provided limit to the maximum number of features required [11] . Obviously, this is a crucial factor that would impede the use of this greedy selection scheme in most fusion applications.
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We present here a modified version of the greedy algorithm that addresses the need for a reliable stopping criterion:
1. Compute I full = I(S 1 ; S 2 ), where S 1 and S 2 are random variables defined over C 1 and C 2 respectively 2. For each
Initially, the set C 2 contains contour features that lie along the object boundary as well as a potentially large number of irrelevant contour features due to sensor noise and scene clutter. The algorithm presented above is based on the observation that removing a relevant contour feature from C 2 should reduce the mutual information (< I full ), while removing an irrelevant feature should increase the mutual information (> I full ). I full can be considered to be the minimum mutual information required between S 1 and S 2 . Using I full as the threshold, however, can sometimes result in only a few c j being selected due to inaccuracies in the estimation of the pdfs. A better threshold can be obtained in practice. If we observe the sequence of mutual information values I j in descending order (e.g. Fig. 2) , there is often a sharp drop (corresponding to the separation of object and non-object contours) in the mutual information at some value I j = I T in the vicinity of I full such that I T ≥ I full . Using I T instead of I full in step 3 of the above algorithm typically results in the selection of a better subset of contours. Figure 2 shows the mutual information values I j for a pair of input images. The dashed horizontal line corresponds to I full . The solid line represents I T , the point ≥ I full in the mutual information profile with the largest drop. In practice, the subset of contours below I T form a better solution than using just the contours below I full . Under conditions of very high clutter, the profile of mutual information values may not contain a point with a distinctly large drop. However, the described heuristic still provides a reasonable separation of object/non-object contours in this case.
The result of the overall contour selection process, applied to the example problem of Fig. 1(a) and (b) , is shown in Fig. 1(d) . As can be seen, apart from the stray contour in the bottom right, and a few internal contours, the subset of contours that is selected is reasonable. Figure 1(e) shows the contours from sensor A (Fig. 1(a) ) overlaid in gray with the selected contours from sensor B. The slight misalignment in the contours from the two sensors was done intentionally to demonstrate the robustness of the algorithm to small errors in sensor registration. 
Experiments
To test our approach for feature-level fusion, we consider a video surveillance scenario that employs a pair of colocated and registered cameras. This enables us to evaluate the ability of our fusion approach to improve the shape segmentation of objects in typical urban surveillance scenarios. The two sensors used are a ferroelectric thermal camera (Raytheon 300D) and a color camera (Sony TRV87 Handycam). We show an example of a typical image pair, cropped to a person region, in Fig. 3(a) and (b) . Note that all the color images are converted to gray-scale. To choose the "reference" sensor (A), we considered the nature of the application and the ease of obtaining an initial detection. The need for persistence in a surveillance application, and the ease of background modeling in the relatively stable thermal domain [3] , prompted us to choose the thermal camera as sensor A. We employ the contour-based background subtraction scheme using Contour Saliency Maps [3] to directly obtain a preliminary detection of object contours from the thermal domain. For ease of computation, we break the corresponding thermal and visible input images into sub-images based on the regions obtained from background-subtraction in the thermal domain. Each thermal sub-image consists of contours that belong to a single object, or objects that were close to each other in the input image. The matching visible sub-image consists of all the thinned gradient magnitudes of the image region containing the object(s). In Fig. 3(c) and (d) we show an example of the sub-image pair corresponding to the image regions shown in Fig. 3(a) and (b) .
These sub-image pairs form the input to our fusion algorithm. We first extract contour features from each subimage as described in Sect. 3. We used 4 orientation bins with centers at 0, 45, 90, and 135 degrees, and a standard connected-components algorithm.
For every pair of contour features from both domains, we then estimate the probability of a contour feature in the thermal domain conditioned on the occurrence of a feature from the visible domain (as described in Sect. 4.3). For the computation of contour affinity (Eqn. 4), in all the experiments, we used f 1 = 5, f 2 = 5, and f 3 = 15.
The set of contour features from the visible domain that are most relevant to the object contour features from the thermal domain are chosen using the steps outlined in Sect. 5. The final fused result is then obtained by overlaying these contour features selected from the visible domain with the contour features originally detected in the thermal domain. In case of misalignments that could arise due to small registration errors, standard morphological techniques can be used to ensure that all contours are 1-pixel thick.
We show several examples of the fusion results in Fig.  6 . All images have been shown in binary to improve clarity. Figure 6(a) shows the detected contours obtained from the thermal domain. The Fig. 6(b) shows the thinned gradients from the visible domain. The set of contours selected by our algorithm from the visible domain are shown in Fig.  6 (c). Figure 6(d) shows the final fused result obtained by overlaying Fig. 6(c) with Fig. 6(a) . Overall, the results are satisfactory. The algorithm selects contours that both strengthen and complement the set of input object contours. In general, the outer boundaries of the fused result are a reasonable approximation of the true object shape. In spite of the presence of shadows and illumination changes, the proposed fusion framework is effective in obtaining a reasonable contour segmentation in the visible domain, that further improves the original segmentation acquired from the thermal sensor.
After the sub-images of an image pair have been processed, the resulting fused image contains contours extracted from both domains that best represent the objects in the scene. Several different vision applications can benefit from improvements in such a result, especially those that rely on the notion of object shape. Shape could be either extracted directly from the contours, or after using figure completion or contour-based segmentation methods on these contours. Examples of such applications include activity recognition, object classification, and tracking.
Quantitative Evaluation
As stated in Sect. 1, the challenge for any fusion algorithm is to utilize information from two or more sources so as to maximally improve the performance of the system over using either sensor individually. In this section we analyze how our fusion algorithm stands up to this challenge for the task of shape segmentation. The quantitative evaluation is based on the manual segmentation of the object regions in 39 images-pairs chosen at random from several thermal/color video sequences. Results of the handsegmentation (by multiple people) of each pair of images were combined using an element-wise logical-OR operation to obtain the final manually segmented images.
Since the final result of our algorithm is a set of contours, let us assume that we have available a module that can perform segmentation (generate a closed shape, e.g., a silhouette) from such an input. For evaluation, we propose then to use this module to generate a segmentation from three different sets of contours,
• Set T: initially detected from the thermal sensor, • Set V: subset selected from the visible sensor, • Set TV: overlay of the thermal and visible contours.
The comparison of the shape segmentation achieved in each of the above scenarios will provide valuable information that can be used to judge the validity of the proposed approach. Several approaches for contour-based segmentation and figure completion exist. For the purpose of this evaluation, we make use of the method suggested in [3] to complete and fill the shape.
The set of 39 image-pairs generated a total of 65 useable sub-image pairs (a simple size criterion was used to eliminate sub-images that contained person regions that were too small). For each sub-image, the shape segmentation corresponding to the three sets of contours enumerated above were obtained. Examples of the segmentation for Set TV are shown in Fig. 6 (e). To enable a visual assessment of the segmentation result, we show in Fig. 6 (f) the manual segmentation of the image regions.
To quantify the segmentation results we compute Precision and Recall values using the manually segmented object regions as ground-truth. Precision refers to the fraction of pixels segmented as belonging to the object that are in fact true object pixels while Recall refers to the fraction of object pixels that are correctly segmented by the algorithm. We combine these values into a single measure of performance using the F-measure [12] , which is the harmonic mean of Precision and Recall. The higher the F-measure, the better the performance.
In Fig. 4 we present the F-measures evaluated for the three different scenarios, over all the sub-images. 0.8254, F V = 0.8108, F T V = 0.8436). As clearly shown in the figure, Set TV, the result of the fusion algorithm, yields the best overall segmentation result. The improvement over Set T, which is the detection result from the thermal sensor, is 2.2%. It is interesting also to note that Set V, the set of contours selected by the fusion algorithm from the visible domain, also performed comparably to the thermal domain (lower than Set T by 1.8%).
These numbers demonstrate the ability of the proposed algorithm to use limited cues from one sensor to extract relevant information from the other sensor. The segmentation performance obtained from the fusion results show that the algorithm is successful in extracting both redundant and complementary information across modalities.
We next subject our algorithm to more adverse conditions. We perform the same experiment as before, only this time we use a subset of Set T by randomly discarding 10% of the contours. This resulting set is then used as input into our fusion algorithm. This experiment tests if the fusion algorithm is capable of estimating the correct set of relevant features from sensor B, given a more incomplete detection from sensor A. The results of this experiment are shown in Fig. 5 . As in Fig. 4 , the bold lines represent the average F-measure generated from each set (F T = 0.8127, F V = 0.8106, F T V = 0.8399). Once again, Set TV, the fusion result, yields the best segmentation. The improvement over Set T is 3.4%, slightly higher than earlier. Also, the segmentation generated from Set V is very similar (lower by 0.2%) to Set T.
Comparing these results to that of the previous experiment, the interesting point to note is the relative changes in the F-measure across Sets T, V, and TV. As expected, discarding contours adversely affects the segmentation results achieved from Set T. However, Sets V and TV hardly show a decrease in performance. In fact, the drop in segmentation performance for Sets V and TV is only around 20% of the decrease seen in Set T. These observations lend further credibility to the proposed fusion scheme. In particular, this shows that the algorithm is (at least to some extent) able to extract information from the other sensor to compensate for the impoverished input from one sensor.
Summary
We presented a new, feature-level fusion technique for object segmentation based on mutual information. Starting from an initial detection of object features in one sensor, our technique extracts relevant information from the other sensor to improve the quality of the original detection. We first defined a feature representation based on contour fragments that is complex enough to implicitly capture object shape and simple enough to provide an easy realization of feature relevance.
We then approached fusion as a variation of the mutual information feature selection problem. To avoid the pitfalls of learning the relevant probability distributions from training data, we proposed a method that generatesthe required probability distribution from a single pair of images. The method computes the conditional probability distribution based on the notion of contour affinity and effectively captures the expectation that objects have regular shapes and continuous boundaries. We then computed the mutual information between the features extracted from both sensors. Finally, we employed a new scheme to reliably obtain a subset of features from the secondary sensor that have the highest mutual information with the provided object contours. The final fused result is obtained by overlaying the selected contours from both domains.
Our approach was tested in a video surveillance setting, using co-located thermal and color cameras. Using over 65 manually segmented object regions, the result of the fusion algorithm yielded better segmentation results than those obtained from detection results of any one sensor alone.
In the future we plan to extend the method to extract information from both sensors simultaneously. We would also like to investigate the robustness of our feature representation to translation and rotation of the sensors. 
