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Resumen
Los modelos de volatilidad estoca´stica tratan de explicar las caracter´ısticas de las se-
ries de retornos de acciones y otros activos financieros. En estos modelos, la volatilidad
se considera un proceso aleatorio latente, el cual determina, en parte, las propiedades
de la distribucio´n de los retornos. Pese a que en teor´ıa reproducen bien las principales
caracter´ısticas de los datos, los modelos de volatilidad estoca´stica tienen la dificultad
que no permiten deducir una expresio´n anal´ıtica para la funcio´n de verosimilitud, por
lo que su estimacio´n se debe abordar desde otros enfoques. Uno de los me´todos que ha
sido propuesto es el Me´todo de Momentos Eficiente (EMM), cuya idea fundamental
es utilizar los valores esperados de los scores de una densidad auxiliar bajo el modelo
de volatilidad estoca´stica como condiciones de momentos en un criterio GMM. En la
medida que la densidad auxiliar se ajusta mejor a los datos, el estimador EMM es
ma´s eficiente. El objetivo de esta tesis es llevar a cabo un estudio Monte Carlo de
la capacidad del EMM para estimar modelos de volatilidad estoca´stica con respuesta
asime´trica de la volatilidad a cambios en los precios (efecto leverage). Entre los mode-
los auxiliares empleados en la estimacio´n, se propone la utilizacio´n del modelo ARCH
asime´trico (APARCH), debido a que e´ste puede reproducir el efecto de asimetr´ıa,
entre otras caracter´ısticas observadas en los datos.
Palabras clave: Volatilidad Estoca´stica, Me´todo de Momentos Eficiente, Monte Car-
lo, APARCH, EGARCH.
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Abstract
Stochastic volatility models try to explain observed features of stock returns and
other financial assets. These models treat volatility as a latent stochastic process that
partly determines the properties of the distribution of returns. Due to the absence of
a likelihood function, estimation of stochastic volatility models must be tackled from
alternative approaches. One of the methods that has been proposed is the Efficient
Method of Moments (EMM), whose basic idea is to use the expectation of the scores
of an auxiliary density under the stochastic volatility model as moment conditions in
a GMM criterion. As the auxiliary density better fits the data, the EMM estimator
becomes more efficient. The objective of this thesis is to carry out a Monte Carlo
study of the capability of EMM to estimate stochastic volatility models with leverage
effect. Among the auxiliary models considered, we propose the use of the APARCH
model, since it can reproduce the asymmetric effect, among other observed features
of the data.
Keywords: Stochastic Volatility, Efficient Method of Moments, Monte Carlo, APARCH,
EGARCH.
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Cap´ıtulo 1
Introduccio´n
1.1. Introduccio´n General
El modelamiento de los retornos financieros ha generado durante de´cadas una gran
cantidad de investigacio´n. Esto se debe fundamentalmente a que este tema juega un
rol central en a´reas como el ana´lisis de riesgo, conformacio´n de portafolios, prono´stico
de la volatilidad y valoracio´n de opciones, entre otros. Los primeros modelos asumı´an
que los retornos constituyen una secuencia de variables aleatorias independientes e
ide´nticamente distribuidas (iid). Osborne (1959) propuso la distribucio´n normal, la
cual empezo´ a ser ra´pidamente cuestionada por Mandelbrot (1963) y Fama (1965),
quienes encontraron que los datos de retornos diarios tienen muchas observaciones
cercanas a un valor central y muchas observaciones extremas que no pueden ser ex-
plicadas por el modelo Gaussiano. Esta observacio´n condujo a Mandelbrot (1963) a
proponer la familia de distribuciones Pareto estables, la cual puede modelar curtosis
alta y colas pesadas, pero tiene el problema que es de varianza infinita, lo que la hace
poco atractiva para modelar los retornos.
Ma´s adelante se observo´ que las autocorrelaciones de los retornos son cercanas a
cero (Clark (1973), Taylor (1982, 1986)), pero los retornos al cuadrado y potencias de
los retornos absolutos tienen autocorrelaciones significativas que decaen lentamente
(Taylor (1986), Ding, Granger y Engle (1993)). Esto quiere decir que el proceso gene-
rador de retornos es no lineal, lo que implica descartar la hipo´tesis de secuencia iid y
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sugiere de paso que estos podr´ıan modelarse como un proceso ruido blanco. Por otro
lado, tambie´n se observo´ que la varianza de los retornos diarios no es constante, lo que
constituye evidencia adicional en contra de la hipo´tesis iid. No obstante, tambie´n se
ha detectado que la heteroscedasticidad y las colas pesadas se desvanecen al agregar
datos por semanas o meses, en cuyo caso la forma de la distribucio´n se empieza a
parecer a la Normal (Cont (2001), Shephard y Andersen (2009)).
Clark (1973) propuso un modelo pionero para explicar la heteroscedasticidad y
la distribucio´n leptocu´rtica de los retornos. En su modelo, los retornos diarios son
la suma de los cambios aleatorios de precios intra-d´ıa, los cuales ocurren como re-
sultado de la realizacio´n del proceso aleatorio de llegada de informacio´n al mercado.
En la pra´ctica, este proceso puede estar vinculado con el volumen de comercio y con
eventos como el anuncio de dividendos o de datos macroecono´micos, entre otros. En
este modelo la curtosis alta se genera por la mezcla de distribuciones, en la que los
retornos y la varianza son variables aleatorias. Ma´s alla´ de si los datos respaldan
o no este modelo, su mayor virtud esta´ en que da el soporte teo´rico necesario a la
heteroscedasticidad, al vincularla directamente con el flujo de informacio´n.
La principal falencia del modelo de Clark (1973) es que no puede explicar por
que´ hay periodos de alta y baja volatilidad, feno´meno conocido como agrupamiento
de la volatilidad. Este hecho, junto con la evidencia de que los retornos podr´ıan tener
las caracter´ısticas de un proceso ruido blanco, forman la base para los modelos de
heteroscedasticidad condicional (ARCH), propuestos por Engle (1982) y Bollerslev
(1986) y el de volatilidad estoca´stica (SV) propuesto por Taylor (1982, 1986). En
los procesos ARCH, la varianza condicional se genera endo´genamente como resultado
de cambios en los retornos pasados. Por su parte, los modelos SV tratan la varianza
condicional como un proceso estoca´stico no observado, dirigido por una componente
aleatoria que reu´ne los factores exo´genos que afectan la varianza. Por ende, en los
modelos SV la informacio´n relevante para la varianza va ma´s alla´ de la contenida en
los retornos pasados. El agrupamiento de la volatilidad se modela permitiendo que el
proceso de varianza este´ autocorrelacionado, mientras que la componente exo´gena es
consistente con el modelo de Clark (1973), dado que permite cambios aleatorios en la
varianza, los cuales pueden ser generados por el flujo de informacio´n.
Un hecho emp´ırico que en los u´ltimos an˜os ha ganado relevancia en la modelacio´n
de los retornos es lo que se conoce como efecto de asimetr´ıa o leverage, y que consiste
en que una ca´ıda de los retornos produce un aumento mayor de la volatilidad futura
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que un aumento de los retornos de la misma magnitud (Black (1976), Nelson (1991)).
En otras palabras, este efecto reproduce el hecho de que la volatilidad tiende a aumen-
tar despue´s de malas noticias y a reducirse despue´s de buenas noticias. Numerosos
estudios han presentado evidencia del efecto leverage. Engle y Ng (1993) muestran
que la relacio´n entre los retornos del d´ıa anterior y la varianza actual, relacio´n a la
que denominan “curva de impacto de noticias”, es asime´trica, de tal manera que los
retornos negativos producen un aumento mayor de la varianza que los retornos posi-
tivos. Por su parte, Jacquier, Polson y Rossi (2004) calculan que para el ı´ndice CRSP
(Center for Research in Security Prices) de Estados Unidos, cuando los retornos caen
2 desviaciones esta´ndar por debajo de la media, la volatilidad es 22 % mayor en los 10
d´ıas siguientes que cuando los retornos suben 2 desviaciones esta´ndar por encima de
la media. Bollerslev, Litvinova y Tauchen (2006) encuentran que este efecto tambie´n
se encuentra presente, incluso, en datos de alta frecuencia. Adema´s, hallan que el
efecto inverso es insignificante, es decir, que la varianza actual no incide en el nivel
de los retornos futuros.
Los modelos que no incorporan el efecto de asimetr´ıa, como el GARCH ba´sico, pue-
den producir malas estimaciones de la varianza para las series en las que este feno´meno
esta´ presente. De hecho, Hull y White (1987) argumentan que este efecto es tan sig-
nificativo que puede explicar en gran medida los sesgos en la valoracio´n de opciones
financieras generados por el modelo tradicional de Black y Scholes (1973). Dentro de
la familia ARCH, algunos de los modelos que tratan de reproducir el efecto leverage
son el GARCH exponencial (EGARCH) de Nelson (1991), el GJR-GARCH de Glos-
ten, Jagannathan y Runkle (1993) y el GARCH asime´trico de potencias (APARCH)
de Ding, Granger y Engle (1993). En los modelos de volatilidad estoca´stica es ma´s
sencillo reproducir el efecto leverage, ya que basta con permitir que las innovaciones
de las ecuaciones de los retornos pasados y de la varianza actual este´n negativamente
correlacionadas (Harvey y Shephard, 1996).
A pesar de que los modelos de volatilidad estoca´stica son flexibles para modelar
los hechos emp´ıricos y sus propiedades estad´ısticas son ma´s fa´ciles de obtener que
las de los modelos de clase ARCH, su estimacio´n es ma´s complicada, dado que no
es posible obtener la funcio´n de verosimilitud correspondiente. Esto se debe a que
el modelo esta´ caracterizado por una variable latente, la varianza, que no puede ser
reconstruida en funcio´n de datos observables, como en el caso de los modelos tipo
ARCH. Los primeros me´todos anal´ıticos fueron cuasi-ma´xima verosimilitud (QML),
3
que consiste en aplicar el filtro de Kalman a una transformacio´n del modelo, y el
Me´todo Generalizado de Momentos (GMM). Sin embargo, estos me´todos tienen pro-
blemas de eficiencia en muestras pequen˜as, tal como fue demostrado por Jacquier,
Polson y Rossi (1994) y Andersen y Sørensen (1996) mediante estudios de simulacio´n
para el caso del modelo SV sin efecto leverage.
Con el objetivo de superar los problemas de los me´todos anal´ıticos, han surgido
me´todos que se basan o recurren a simulaciones. Uno de ellos es el Me´todo de Momen-
tos Eficiente (EMM), propuesto por Bansal et a´l. (1995) y aplicado a la estimacio´n
de modelos de volatilidad estoca´stica por Gallant y Tauchen (1996). El EMM es un
me´todo que recurre a un modelo auxiliar estimable por QML, por lo general de la
familia ARCH. La idea es optimizar un criterio de momentos en el que los momentos
son los valores esperados de los scores del modelo auxiliar bajo el modelo estructu-
ral de volatilidad estoca´stica, evaluados en los estimadores QML de los para´metros
auxiliares. Debido a que en general no es posible obtener expresiones anal´ıticas para
estos valores esperados bajo el modelo de volatilidad estoca´stica, los momentos del
EMM se deben estimar mediante simulaciones. Para el modelo SV sin efecto leverage,
Andersen, Chung y Sørensen (1999) y Chumacero (1997) encontraron que el EMM
tiene mejor comportamiento en muestras pequen˜as que GMM y es una alternativa
plausible a otros me´todos computacionalmente ma´s demandantes.
Andersen, Chung y Sørensen (1999) estudiaron la eficiencia del EMM para esti-
mar el modelo SV sin efecto leverage, encontrando en general buenos resultados. Un
primer intento por establecer la capacidad del EMM para estimar modelos SV con
efecto leverage se debe a Giraldo y Lopera (2006), quienes encontraron problemas
de convergencia de los estimadores, pero plantean que estos problemas no se deben
al me´todo como tal, sino que son causados por el modelo auxiliar utilizado o por el
me´todo de optimizacio´n. En esta tesis, se intentan superar esos problemas. El objetivo
principal es determinar si el EMM es un me´todo eficiente para estimar el modelo SV
con efecto leverage y bajo cua´les modelos auxiliares el me´todo es ma´s preciso. Pa-
ra esto se estudia la eficiencia del me´todo v´ıa simulaciones, recurriendo a diferentes
modelos auxiliares. Adema´s de los modelos auxiliares tradicionalmente utilizados, se
propone el modelo APARCH de Ding, Granger y Engle (1993), debido a que admite
leverage y es flexible, parsimonioso y estable.
La eficiencia del EMM es mayor cuando el modelo auxiliar es una buena aproxi-
macio´n del verdadero proceso generador de datos (Gallant y Long, 1997). Adema´s,
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Andersen, Chung y Sørensen (1999) advierten que la inferencia en el EMM es sensi-
ble a la eleccio´n del modelo auxiliar cuando se tienen muestras pequen˜as (menores a
1.000). De aqu´ı que es crucial acertar en la eleccio´n de un modelo auxiliar adecuado.
No obstante, en la literatura esta eleccio´n regularmente se hace, en cierto sentido, de
forma arbitraria. De hecho, en este paso es comu´n que se cometan contradicciones
como recurrir a modelos auxiliares ARCH y GARCH estacionarios, que no tienen
efecto leverage ni memoria larga, para estimar modelos SV con efecto leverage o me-
moria larga. Al hacer esto, o bien se denota que no se cree que el modelo SV que se
esta´ estimando sea acertado o, peor au´n, se esta´ abusando del me´todo de estimacio´n.
Con el objetivo de dar algunas pistas con respecto a la eleccio´n de un modelo auxiliar
adecuado, en la seccio´n 1.2 se hace un estudio comparativo de diferentes alternativas,
entre ellas el APARCH. Se analiza la precisio´n de estos modelos para estimar la va-
rianza condicional de procesos SV simulados. Esta comparacio´n permitira´ determinar
a priori cua´les ser´ıan los mejores modelos auxiliares para utilizar en la estimacio´n
por EMM, de manera que se puedan minimizar los problemas de eficiencia asociados
al modelo auxiliar.
En el cap´ıtulo 2 se recopilan las principales propiedades estad´ısticas del modelo
SV, se muestra la forma co´mo acomoda hechos emp´ıricos de las series de retornos
y se presentan algunas extensiones, que tratan de reproducir otras caracter´ısticas de
los retornos, como colas ma´s pesadas en la distribucio´n de los retornos. El me´todo de
momentos eficiente, su fundamento teo´rico y sus propiedades asinto´ticas se presentan
en el cap´ıtulo 3, donde se destaca la importancia de la eleccio´n del modelo auxiliar.
El principal aporte de la tesis es el cap´ıtulo 4. En este cap´ıtulo se hace el estudio
de simulaciones del me´todo EMM. Se simulan datos de modelos SV con distribuciones
condicionales de los retornos Gaussianas y de colas pesadas, para diferentes taman˜os
de muestra, con los cuales se hacen las estimaciones por EMM recurriendo a diferentes
modelos auxiliares. Se determina para cua´les modelos auxiliares y taman˜os de muestra
el EMM es ma´s eficiente y se concluye si el EMM es o no un buen me´todo para estimar
esta clase de modelos de volatilidad estoca´stica con efecto leverage.
Finalmente, en el cap´ıtulo 5 se presentan las conclusiones y se subrayan los prin-
cipales aportes de esta investigacio´n.
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1.2. Revisio´n del Problema de Investigacio´n
Sea yt ≡ logPt/Pt−1 − µ los retornos diarios de una accio´n, descontando su valor
medio, µ, que se asume constante. El modelo log-normal de volatilidad estoca´stica
(SV) esta´ dado por las ecuaciones:
yt = σtεt, (1.1)
ht = α(1− φ) + φht−1 + σηηt, (1.2)
donde ση > 0, 0 < φ < 1 y ht ≡ log σ2t es el logaritmo de la varianza condicional de
los retornos. Adema´s, se asume que(
εt−1
ηt
)
∼ iidN2
[(
0
0
)
,
(
1 ρ
ρ 1
)]
.
Note que {ht} sigue un proceso AR(1) con innovaciones Gaussianas. La restriccio´n
0 < φ < 1 garantiza que el proceso es estacionario, con media α y varianza finita
σ2h = σ
2
η/(1−φ2). Por propiedades de la distribucio´n log-normal, el proceso de varianza
condicional {σ2t } es estacionario con media
E(σ2t ) = exp
{
α +
σ2h
2
}
(1.3)
y varianza
Var(σ2t ) = exp{2α + σ2h}(exp{σ2h} − 1). (1.4)
Harvey y Shephard (1996) observan que si ρ = Corr(εt−1, ηt) es negativo, se obtiene
el efecto leverage descrito en la seccio´n 1.1. Yu (2005) muestra que cuando ρ < 0, existe
una correlacio´n negativa entre E(ht+1|yt) y yt. Esta esperanza condicional permite
una interpretacio´n del leverage ma´s clara, ya que muestra que el valor esperado de la
volatilidad futura aumenta con una reduccio´n de los retornos en el periodo actual.
Una forma esta´ndar de modelar el efecto leverage es haciendo
ηt = ρεt−1 +
√
1− ρ2t, (1.5)
con t ∼ iidN(0, 1) independiente de εt para todo t. As´ı, se cumple que Corr(εt−1, ηt) =
ρ y la ecuacio´n para la log-varianza se transforma en
ht = α(1− φ) + φht−1 + σηρεt−1 + ση
√
1− ρ2t. (1.6)
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Las principales propiedades de este modelo y sus extensiones se describen en el cap´ıtu-
lo 2.
Los modelos SV son una clase de modelos parsimoniosos, flexibles para modelar
hechos emp´ıricos y con interesantes propiedades estad´ısticas. Su principal problema
consiste en que la estimacio´n del vector de para´metros λ = (α, φ, ση, ρ)
′ no es sencilla,
dado que la funcio´n de verosimilitud para una muestra {yt}Tt=1,
L(λ|y) =
∫
· · ·
∫
f({yt}Tt=1|{ht}Tt=1, λ)f({ht}Tt=1|λ)dh1 · · · dhT ,
no esta´ disponible anal´ıticamente, debido a que el proceso {ht} no es observado (Wa-
tanabe, 1999). Por esta razo´n, han aparecido me´todos de estimacio´n que no recurren a
la verosimilitud. Uno de ellos es el Me´todo de Momentos Eficiente (EMM), propuesto
por Gallant y Tauchen (1996) para la estimacio´n de modelos de volatilidad estoca´sti-
ca. E´ste es un me´todo indirecto que utiliza los scores de un modelo auxiliar como
condiciones de momentos en un criterio GMM. El me´todo se describe con detalle en
el cap´ıtulo 3. Por ahora, basta con mencionar que en la medida en que el modelo
auxiliar se ajusta mejor a los datos, el estimador EMM es ma´s eficiente (Gallant y
Tauchen (1996), Gallant y Long (1997)). Adicionalmente, se ha encontrado que la
inferencia es sensible a la eleccio´n del modelo auxiliar en muestras pequen˜as (meno-
res a 1.000), aunque para muestras grandes (mayores a 4.000) el me´todo es robusto
a la eleccio´n del modelo auxiliar (Andersen, Chung y Sørensen, 1999). Dado que en
la pra´ctica no es comu´n disponer de taman˜os de muestra tan grandes, resulta crucial
la eleccio´n de un modelo auxiliar adecuado en la estimacio´n por EMM. Los modelos
auxiliares ma´s empleados en la literatura son de la familia ARCH, debido a que son
fa´cilmente estimables por QML, y e´ste es precisamente el primer paso del me´todo
(ver cap´ıtulo 3).
Andersen, Chung y Sørensen (1999) estudiaron la precisio´n del EMM para estimar
el modelo SV sin efecto leverage a trave´s de simulaciones y encontraron resultados
aceptables, siendo un me´todo similar a otros computacionalmente ma´s demandantes
y de implementacio´n ma´s compleja. Pero como ha sido reconocido por Gallant, Hsieh
y Tauchen (1997) y Jacquier, Polson y Rossi (2004), un modelo SV plausible para
modelar los datos reales debe contener efecto leverage. Por esta razo´n es importante
establecer la precisio´n del EMM para la estimacio´n de modelos SV que incorporan este
efecto. El objetivo principal de este proyecto es determinar si el EMM produce buenos
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estimadores para este tipo de modelos y establecer bajo cua´les modelos auxiliares el
me´todo es ma´s eficiente.
1.2.1. Comparacio´n de modelos auxiliares
Para la estimacio´n por EMM, usualmente se recurre a modelos auxiliares ARCH,
GARCH, EGARCH y a densidades semiparame´tricas (SNP), que en su forma ma´s
comu´n contienen una componente parame´trica de la familia ARCH para modelar la
varianza condicional, y una estructura no parame´trica para distribucio´n de los retor-
nos, la cual recoge otras caracter´ısticas de los datos, como colas pesadas y asimetr´ıa,
que no pueden ser capturadas por una distribucio´n condicional normal (ver, por ejem-
plo, Andersen, Chung y Sørensen (1999), Gallant, Hsieh y Tauchen (1997) y Gallant
y Tauchen (2002)). En esta seccio´n se compara la precisio´n con la que estos modelos
aproximan la varianza generada por los procesos SV. Aqu´ı solamente nos interesa el
modelamiento de la varianza condicional, ya que caracter´ısticas no Gaussianas de la
distribucio´n de los retornos que pueden estar presentes en los datos, pueden ser cap-
turadas agregando te´rminos a la parte no parame´trica de una densidad SNP. La idea
es proporcionar pistas acerca de cua´l modelo auxiliar podr´ıa producir los estimadores
EMM ma´s eficientes.
En este punto es importante mencionar que para la estimacio´n por EMM con datos
reales, una de las caracter´ısticas que debe poder reproducir un buen modelo auxiliar
es el efecto leverage. Engle y Ng (1993) comparan varios modelos de la familia ARCH
que reproducen el efecto leverage. Denominando como “curva de impacto de noticias”
a la relacio´n entre los retornos del d´ıa anterior y la varianza actual, encuentran que
los modelos EGARCH de Nelson (1991) y GJR-GARCH de Glosten, Jagannathan y
Runkle (1993) (en adelante, GJR) son los que mejor se ajustan a las caracter´ısticas
emp´ıricas de esta curva. Los otros modelos alternativos no ofrecen buenos ajustes.
Sin embargo, Engle y Ng (1993) no tienen en cuenta el modelo APARCH de Ding,
Granger y Engle (1993), del cual el GJR es un caso particular. Por esta razo´n, aqu´ı se
estudian los modelos EGARCH, GJR y APARCH como posibles modelos auxiliares.
El modelo ba´sico GARCH se utiliza como referente para comparar la precisio´n de
los modelos auxiliares con y sin leverage para aproximar la varianza generada por un
proceso SV con efecto leverage.
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El modelo EGARCH(1,1) esta´ dado por las ecuaciones:
yt = σtZt, Zt ∼ iid(0, 1),
log(σ2t ) = ω + β log(σ
2
t−1) + θZt−1 + γ(|Zt−1| − E|Zt−1|), (1.7)
con ω, θ, γ ∈ R y |β| < 1. Este modelo reproduce el efecto leverage a trave´s de la
funcio´n asime´trica g(Zt−1) = θZt−1 + γ(|Zt−1| − E|Zt−1|). Al igual que en el modelo
SV, en el EGARCH(1,1) el logaritmo de la varianza condicional tambie´n es un proceso
causal AR(1). La diferencia con el modelo SV es la innovacio´n del proceso, ya que
mientras en el SV e´sta es aleatoria, en el EGARCH(1,1) es una funcio´n asime´trica del
rezago de la innovacio´n del proceso de retornos. Para el EGARCH(1,1) con E(Z2t ) <
∞ y Var[g(Zt−1)] < ∞, la condicio´n |β| < 1 es suficiente para la existencia de una
u´nica solucio´n estacionaria (He, Tera¨svirta y Malmsten, 2002).
El EGARCH tiene algunos problemas. En primer lugar, no existen expresiones
sencillas para los momentos del modelo y para las autocorrelaciones de potencias
de los retornos absolutos, por lo que en general se deben aproximar nume´ricamente
(ver He, Tera¨svirta y Malmsten (2002)). Por otro lado, Straumann y Mikosch (2006)
demuestran bajo ciertas condiciones que el estimador QML del EGARCH(1,1) es
fuertemente consistente, pero la distribucio´n asinto´tica del estimador permanece sin
ser establecida. Adicionalmente, como veremos ma´s adelante, la recursio´n para la
reconstruccio´n de la varianza puede ser inestable en algunos casos.
La segunda clase de modelos que se va a considerar es el modelo GARCH asime´tri-
co de potencias o APARCH(1,1), el cual se escribe como
yt = σtZt, Zt ∼ iid(0, 1),
σδt = α0 + α(|yt−1| − γyt−1)δ + βσδt−1, (1.8)
con α0 > 0, δ ≥ 0, β ≥ 0, α ≥ 0 y |γ| < 1. Este modelo tambie´n reproduce el efecto
leverage, el cual surge cuando 0 < γ < 1. Al permitir que el exponente δ sea un
para´metro libre, este modelo impone una transformacio´n de potencias de Box-Cox a
la desviacio´n esta´ndar condicional. Esto permite que durante la estimacio´n se obtenga
el valor de δ que mejor se ajusta a los datos, haciendo a e´ste un modelo flexible. Al
proponer este modelo, Ding, Granger y Engle (1993) sostienen que puede acomodar
memoria larga de potencias de valores absolutos de los retornos, el cual es un hecho
emp´ırico frecuentemente observado en las series financieras.
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El modelo APARCH incluye como casos especiales otras especificaciones que han
sido propuestas en la literatura. Haciendo δ = 2, se obtiene el modelo GJR. Si δ = 2 y
γ = 0, el modelo APARCH se reduce al GARCH(1,1) de Bollerslev (1986), que es un
modelo que no incluye el efecto leverage. En Ding, Granger y Engle (1993) se mues-
tran otros modelos como casos particulares. A diferencia del EGARCH, Straumann
y Mikosch (2006) demuestran que el estimador QML del GJR es asinto´ticamente
normal.
De acuerdo con Ling y McAleer (2002), la condicio´n suficiente y necesaria para la
existencia de una u´nica solucio´n estacionaria de orden δ en el modelo APARCH(1,1)
es
αE[(|Zt| − γZt)δ] + β < 1, (1.9)
en cuyo caso yt es estacionario estricto y ergo´dico, con E(|yt|δ) < ∞. Note que esta
condicio´n depende de la distribucio´n de la innovacio´n {Zt}. Ling y McAleer (2002),
en el teorema 3.2 muestran las condiciones para la existencia de los momentos de
orden mδ con m > 0 del modelo APARCH.
Con el objetivo de comparar la precisio´n con la que los modelos auxiliares apro-
ximan los modelos SV, se simulan series de datos de modelos SV de un conjunto de
para´metros, luego se estiman los modelos auxiliares por QML con estos datos y se
reconstruyen las varianzas condicionales. Las especificaciones de los para´metros de
los modelos SV utilizados esta´n dadas en te´rminos del cuadrado del coeficiente de
variacio´n, el cual para el modelo SV log-normal esta´ dado por
CV2 =
Var(σ2t )
[E(σ2t )]2
= exp{σ2h} − 1, (1.10)
donde σ2h = σ
2
η/(1− φ2). Note que este coeficiente es alto cuando σ2η es alto, es decir,
cuando la componente aleatoria de la log-varianza es dominante. Este coeficiente,
por lo tanto, se puede interpretar como una medida del grado de persistencia de la
varianza condicional en el modelo SV. Jacquier, Polson y Rossi (1994) argumentan
que el CV2 es ma´s interpretable que σ2η por s´ı solo, ya que tambie´n involucra el
para´metro autorregresivo φ. Dado un valor de φ, entre menor sea el CV2, mayor es
el grado de persistencia de la varianza condicional.
Para el experimento se consideraron 3 grupos de para´metros para el modelo SV,
en funcio´n del grado de persistencia, los cuales se muestran en la tabla 1.1. Las especi-
ficaciones consideradas esta´n basadas en Jacquier, Polson y Rossi (1994), con ligeras
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modificaciones. El primer grupo de para´metros esta´ calibrado para un coeficiente de
variacio´n al cuadrado de 10. Este caso se denomina de varianza condicional “alea-
toria”, dado que el para´metro ση es alto y dominante, de modo que los cambios en
la varianza condicional son altamente aleatorios. El segundo caso es un conjunto de
para´metros tal que se tiene un coeficiente de variacio´n al cuadrado de 2. Esta espe-
cificacio´n se denomina de varianza condicional “persistente”, dado que el para´metro
autorregresivo φ es 0.95 y ση tiene un valor intermedio. La varianza “altamente per-
sistente” es el tercer caso, con un CV2 de 0.1, donde ση es pequen˜o y φ es 0.98,
de manera que la varianza condicional esta´ altamente autocorrelacionada. Todas las
especificaciones esta´n calibradas para un valor esperado de la varianza condicional de
0.0007.
Varianza
Para´metros
E(σ2t ) Var(σ2t ) CV2α φ ση ρ
1. Aleatoria -8.450 0.80 0.93000 -0.7 0.0007 5.08× 10−6 10
2. Persistente 7.810 0.95 0.32730 -0.7 0.0007 9.88× 10−7 2.0
3. Altamente persistente -7.312 0.98 0.06145 -0.7 0.0007 4.90× 10−8 0.1
Tabla 1.1: Para´metros de los modelos de volatilidad estoca´stica simulados. Todas las
especificaciones esta´n calibradas para una varianza condicional media de 0.0007.
En primer lugar, se generaron 10.000 datos de los modelos SV y con estos se esti-
maron los modelos auxiliares GARCH, EGARCH, GJR y APARCH por QML. Para
comparar la precisio´n de las estimaciones de la varianza condicional, se calcularon
los promedios acumulados de las varianzas estimadas por cada modelo, con el fin de
observar a que´ valores convergen las varianzas promedio. En la figura 1.1 se muestran
los resultados para la especificacio´n de modelo SV con varianza condicional “aleato-
ria”. Se aprecia que el promedio de la varianza condicional estimada con GJR tiende
a converger a un valor que duplica el del modelo SV. El modelo GARCH tambie´n
genera una varianza condicional promedio estimada muy alta en comparacio´n con la
verdadera. En este caso, los modelos que ma´s se aproximan son el EGARCH, cuyas
varianzas promedio son ide´nticas a las del SV, y el APARCH, que tiene varianzas
condicionales promedio ligeramente superiores.
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Figura 1.1: Promedio acumulado de la varianza condicional estimada para 10.000
datos simulados del modelo de volatilidad estoca´stica con varianza condicional “alea-
toria” (ver tabla 1.1). La l´ınea horizontal corresponde al valor esperado de la varianza
condicional del modelo SV, que es 0.0007.
En la figura 1.2 se presentan los dos casos con datos simulados de procesos SV con
varianza condicional “persistente” y “altamente persistente”. En comparacio´n con el
caso anterior, es claro que a medida que la varianza condicional es ma´s persistente,
las varianzas estimadas promedio tienden a converger a valores ma´s cercanos a los
del modelo SV. No obstante, au´n con varianza persistente, la varianza promedio
estimada del modelo GJR sigue siendo muy alta en comparacio´n con la verdadera.
Cuando la varianza es altamente persistente, todos los modelos auxiliares ofrecen
resultados similares. Hasta aqu´ı hemos visto que, en promedio, los modelos auxiliares
GJR y GARCH tienden a sobrestimar considerablemente la varianza condicional de
los modelos SV cuando la varianza es aleatoria y que las estimaciones mejoran en la
medida que la varianza condicional es ma´s persistente.
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Figura 1.2: Promedio acumulado de la varianza condicional estimada para 10.000
datos simulados de modelos de volatilidad estoca´stica con: (a) varianza condicional
“persistente”, y (b) varianza condicional “altamente persistente” (ver tabla 1.1). La
l´ınea horizontal corresponde al valor esperado de la varianza condicional del modelo
SV, que es 0.0007.
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Figura 1.3: Inestabilidad del EGARCH. Una simulacio´n y estimacio´n de la varianza
para 10.000 datos de un modelo de volatilidad estoca´stica con varianza condicional
“aleatoria” (ver tabla 1.1). La l´ınea horizontal corresponde al valor esperado de la
varianza condicional del modelo SV, que es 0.0007.
A pesar de que en general se obtienen buenos resultados con el modelo EGARCH,
se debe tener en cuenta que este proceso ocasionalmente se vuelve inestable. El
EGARCH(1,1) obedece la ecuacio´n recursiva
log(σ2t ) = ω − γE|Zt−1|+ β log(σ2t−1) + e−(log σ
2
t−1)/2(θyt−1 + γ|yt−1|), (1.11)
la cual, en determinados casos, puede salirse de control y generar valores extremada-
mente altos de la varianza condicional. Debido a la parte exponencial, es posible pasar
de un valor negativo muy grande a un valor positivo muy grande de la log-varianza.
Esta inestabilidad se presenta de forma imprevisible, dado que puede ocurrir entre
simulaciones de un mismo proceso. En la figura 1.3 se muestra un caso en el que el
EGARCH es inestable, el cual aparece en una simulacio´n del proceso SV con varian-
za condicional aleatoria. En ella se observa que ocurre una estimacio´n de la varianza
condicional extremadamente grande, que causa que el promedio de las varianzas esti-
madas se mantenga muy alto y no tienda a valores cercanos a los del modelo SV. Por
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el contrario, las estimaciones GARCH, GJR y APARCH son consistentes y estables
en cada simulacio´n.
Este resultado es consistente con los hallazgos de Engle y Ng (1993), quienes tam-
bie´n encuentran que grandes valores negativos de los retornos hacen que el modelo
EGARCH pronostique varianzas condicionales que son hasta 3.000 veces mayores a
las observadas. Esto genera que la desviacio´n esta´ndar de la varianza condicional sea
considerablemente mayor a la implicada por modelos GARCH y GJR y tambie´n es
mayor a la de los retornos al cuadrado. Por ende, el EGARCH puede generar una
distribucio´n de la varianza condicional con colas demasiado extremas. Por otro lado,
Engle y Ng (1993) tambie´n hallan que en periodos de estabilidad, bajo el modelo
EGARCH se tiende a rechazar la hipo´tesis de efecto leverage, au´n cuando e´ste se en-
cuentra presente. Por el contrario, el modelo GJR tiende a no rechazar esta hipo´tesis.
Engle y Ng (1993) argumentan que esto se debe a que la forma cuadra´tica del GJR
domina a la forma exponencial del EGARCH con valores pequen˜os de los retornos.
Esto implica que un retorno negativo, pero pequen˜o, no afecta de forma significativa a
la varianza condicional del siguiente periodo en el EGARCH, lo que hace indetectable
el efecto leverage.
El problema de una varianza explosiva es que afecta el algoritmo de optimizacio´n
para la estimacio´n por EMM, por lo que se requiere tener precaucio´n cuando se
utiliza el EGARCH como modelo auxiliar. Una posible explicacio´n de la inestabilidad
del EGARCH podr´ıa encontrarse en lo que Straumann y Mikosch (2006) denominan
propiedad de invertibilidad de los modelos de heteroscedasticidad condicional, que no
es ma´s que la convergencia en probabilidad del algoritmo estimador de la varianza
a medida que el taman˜o de la muestra va a infinito. Para el EGARCH(1,1), esta
propiedad depende de los para´metros del modelo (ver Straumann y Mikosch (2006),
proposicio´n 3.9), mientras que para el GJR(1,1), la estacionariedad garantiza que el
proceso es invertible. Por esta razo´n, ciertas combinaciones de para´metros estimados
en el EGARCH(1,1) podr´ıan conducir a que la reconstruccio´n de la varianza se salga
de control.
Con el propo´sito de cuantificar la forma promedio en que los modelos auxiliares
estiman la verdadera volatilidad condicional, se generaron 1.000 simulaciones para
taman˜os de muestra de 1.500 de cada una de las especificaciones de modelos SV de la
tabla 1.1. Para cada una de estas series se estimaron las volatilidades con los modelos
auxiliares (σˆt) y se obtuvieron las frecuencias de las desviaciones porcentuales de
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las estimaciones de la volatilidad, (σˆt − σt)/σt × 100 %, donde σt son las verdaderas
volatilidades generadas por los modelos SV. Estas desviaciones se clasificaron en 5
intervalos: i) estimaciones por debajo del 50 % del valor real de la volatilidad, ii)
estimaciones entre 50 % y 20 % menores al valor real, iii) estimaciones entre 20 %
menores y 20 % mayores al valor real, iv) estimaciones entre 20 % y 50 % mayores a la
verdadera volatilidad y v) estimaciones de volatilidades que exceden en ma´s del 50 % a
los valores reales. Luego se hicieron los promedios de estas frecuencias. Evidentemente,
un buen modelo auxiliar es aque´l que genera una proporcio´n alta de estimaciones de
la volatilidad condicional con magnitudes que no exceden ni son inferiores en un 20 %
a los verdaderos valores. En la tabla 1.2 se presentan los resultados.
Como se puede observar en el panel A de la tabla 1.2, las volatilidades condicio-
nales son altamente sobrestimadas por los modelos auxiliares cuando la varianza es
aleatoria, generando valores mayores al 50 % de los verdaderos ma´s del 20 % de las
veces, y con el modelo GARCH teniendo el peor desempen˜o. Los modelos que mejor
se comportan son el EGARCH y el APARCH que generan el 43.1 % y el 41.7 % de
las estimaciones en el intervalo central, respectivamente. En el panel B, con varianza
condicional persistente, las estimaciones mejoran para todos los modelos auxiliares.
En este caso, los modelos EGARCH, APARCH y GJR generan estimaciones en el in-
tervalo central ma´s del 60 % de las veces. No obstante, au´n estos modelos sobrestiman
las verdaderas volatilidades con magnitudes entre 20 % y 50 % mayores a las verdade-
ras, con frecuencias cercanas al 20 %. En el extremo de varianza condicional altamente
persistente (panel C), las estimaciones con los modelos EGARCH, APARCH y GJR
tienen una precisio´n superior al 95 %. El modelo GARCH, por el contrario, sigue
sobrestimando la verdadera volatilidad el 11.9 % de las veces.
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Modelo auxiliar
Frecuencias relativas( %)
i ii iii iv v
<-50 % (-50 %,-20 %) (-20 %,20 %) (20 %,50 %) >50 %
A. Varianza condicional “aleatoria”
GARCH 1.8 17.9 31.0 13.1 36.3
EGARCH 0.9 14.9 43.1 20.0 21.2
GJR 1.3 15.5 38.8 19.9 24.5
APARCH 1.2 15.2 41.7 20.7 21.3
B. Varianza condicional “persistente”
GARCH 0.2 16.1 46.1 19.0 18.6
EGARCH 0.1 9.3 68.2 18.5 4.0
GJR 0.1 11.6 60.5 20.6 7.2
APARCH 0.1 10.1 66.0 19.2 4.7
C. Varianza condicional “altamente persistente”
GARCH 0.0 3.0 85.2 11.4 0.5
EGARCH 0.0 0.6 97.4 2.0 0.0
GJR 0.0 0.6 95.2 4.2 0.0
APARCH 0.0 0.4 97.4 2.2 0.0
D. Modelo SV sin efecto leverage
GARCH 1.0 14.8 41.4 23.0 19.7
EGARCH 1.0 14.9 41.6 23.0 19.5
GJR 1.1 14.9 41.4 23.0 19.7
APARCH 1.0 14.9 41.6 23.0 19.5
Tabla 1.2: Distribucio´n de frecuencias de las desviaciones porcentuales de las volatili-
dades estimadas mediante modelos auxiliares con respecto a las verdaderas volatilida-
des condicionales generadas por los modelos de volatilidad estoca´stica. Se promedian
1.000 repeticiones para taman˜os de muestra de 1.500. Para los para´metros utilizados
en las simulaciones, ver tabla 1.1. El panel D, modelo sin efecto leverage, correspon-
de a los mismos para´metros del modelo SV con varianza condicional “persistente”,
excepto que el para´metro de leverage, ρ, se hace igual a cero.
Por otro lado, cabe resaltar que las estimaciones de δ de los modelos APARCH
son menores al valor de 2 asumido por el modelo GJR (no reportado), lo cual puede
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explicar por que´ la recursio´n cuadra´tica del GJR tiende a sacar valores altos de la
varianza condicional. Este resultado es consistente con el hallazgo de Engle y Ng
(1993), quienes tambie´n encuentran que el GJR puede generar valores muy altos
de la varianza condicional, cuando hay datos extremos de los retornos. El modelo
APARCH es, sin duda, superior al modelo GJR.
Para la especificacio´n sin leverage (panel D), que tiene los mismos para´metros
del modelo persistente pero con ρ = 0, todos los modelos son tan efectivos co-
mo el GARCH. Este resultado es acorde con los hallazgos de Andersen, Chung y
Sørensen (1999), quienes para la estimacio´n por EMM de modelos SV sin efecto leve-
rage, encuentran mejores resultados cuando se emplean modelos auxiliares GARCH y
EGARCH sime´tricos (con para´metro de asimetr´ıa igual a cero), que cuando se utiliza
el EGARCH asime´trico. Un resultado interesante en este caso es que se observa que las
estimaciones tienden a sobrestimar la volatilidad ma´s que en el caso con efecto leve-
rage (compare paneles B y D). Una posible explicacio´n a esto es que el efecto leverage
introduce cierto grado de prediccio´n de la varianza que mejora las estimaciones.
1.2.2. S´ıntesis
El principal resultado de este estudio comparativo es la observacio´n de que cuando
la varianza condicional es altamente aleatoria, los modelos auxiliares de clase ARCH
tienden a sobrestimar las verdaderas volatilidades generadas por los modelos SV, pero
tambie´n se vio que las estimaciones mejoran notablemente cuando la varianza con-
dicional es ma´s persistente. Los modelos EGARCH y APARCH ofrecen las mejores
estimaciones, mientras que el modelo GARCH es, de lejos, el que peor ajuste ofrece
en todos los casos. Este modelo tiende a sobrestimar considerablemente la verdadera
varianza condicional, resultado que era de esperar, puesto que este modelo no repro-
duce el efecto leverage. El EGARCH es un buen modelo auxiliar, pero hay que tener
precauciones, dado que la ecuacio´n recursiva puede salirse de control en algunos casos.
Por su parte, el APARCH se muestra como un modelo competitivo y estable.
Estos resultados confirman que es importante utilizar modelos auxiliares EGARCH
o APARCH en la estimacio´n por EMM cuando se tienen datos con efecto leverage.
Los autores que no tienen esto en cuenta, pueden no encontrar buenos resultados en
la estimacio´n de modelos SV por EMM, pero la falencia puede no estar en el modelo
SV necesariamente, sino en la eleccio´n del modelo auxiliar.
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Cap´ıtulo 2
El Modelo de Volatilidad
Estoca´stica
2.1. Introduccio´n
Recordemos de la seccio´n 1.2 que el modelo de volatilidad estoca´stica log-normal
esta´ dado por las ecuaciones:
yt = σtεt, (2.1)
ht = α(1− φ) + φht−1 + σηηt, (2.2)
donde (
εt−1
ηt
)
∼ iidN2
[(
0
0
)
,
(
1 ρ
ρ 1
)]
,
con los para´metros ση > 0, 0 < φ < 1 y ht ≡ log(σ2t ). Adema´s, recordemos que el
efecto leverage aparece cuando ρ < 0. Como vimos en la seccio´n 1.1, esta clase de
modelos surgio´ para tratar de explicar los hechos emp´ıricos de las series de retornos
financieros. Segu´n Shephard y Andersen (2009), Jungbacker y Koopman (2009) y Yu
(2005), el modelo de volatilidad estoca´stica log-normal puede interpretarse como la
versio´n discreta de un proceso en tiempo continuo en el cual el logaritmo de los precios
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del activo (ignorando te´rminos de drift y primas de riesgo) y su correspondiente log-
varianza siguen un sistema de ecuaciones diferenciales estoca´sticas de la forma:
d logPt = σtdWt, (2.3)
d log σ2t = ϕ(α− log σ2t )dt+ ωdBt, (2.4)
donde ϕ > 0, ω > 0, y W y B son movimientos Brownianos esta´ndar, con correlacio´n
ρ. De manera ana´loga al modelo discreto, cuando ρ < 0 surge el efecto leverage.
Este modelo fue utilizado por Wiggins (1987) y Melino y Turnbull (1990) para la
valoracio´n de opciones financieras. Si bien en la actualidad, los modelos en tiempo
continuo han ido ganando terreno dentro de la literatura financiera, los modelos SV en
tiempo discreto son preferibles en situaciones en las que se dispone solamente de una
observacio´n diaria en lugar de datos de alta frecuencia, esenciales para la estimacio´n
precisa de modelos en tiempo continuo.
Los modelos de volatilidad estoca´stica y la familia de modelos de clase ARCH son
las principales alternativas para modelar la varianza condicional en series de tiempo
financieras. La diferencia fundamental entre estas clases de modelos es que en los
ARCH la volatilidad se genera endo´genamente (como resultado de cambios en los
retornos pasados, por ejemplo), mientras que en los modelos SV, la ecuacio´n de la
varianza condicional contiene un te´rmino estoca´stico que pretende explicar cambios en
la volatilidad que en la pra´ctica se asocian principalmente al flujo exo´geno y aleatorio
de informacio´n relevante para la formacio´n de los precios de los activos.
Aparte de esta diferencia conceptual, existen divergencias en cuanto a la flexibili-
dad de estos modelos para adaptarse a los hechos observados de las series de retornos
financieros. Por ejemplo, Jacquier, Polson y Rossi (1994) encontraron evidencia de
que la FAC del modelo SV se ajusta mejor que la de un modelo GARCH a la FAC
muestral de los retornos al cuadrado de un portafolio de acciones. Por su parte, Car-
nero, Pen˜a y Ruiz (2004) sen˜alan que el modelo de volatilidad estoca´stica es ma´s
flexible para acomodar varios hechos emp´ıricos simulta´neamente, como curtosis al-
ta, colas pesadas, persistencia de la volatilidad y autocorrelaciones de los retornos al
cuadrado. Por ejemplo, en el modelo GARCH(1,1) Gaussiano, en el que la varianza
condicional esta´ dada por σ2t = α0 + α1y
2
t−1 + β1σ
2
t−1, la condicio´n para que el cuarto
momento de los retornos sea finito es (α1 + β1)
2 + 2α21 < 1 (Bollerslev, 1986), de ma-
nera que cuando la persistencia es alta (α1 +β1 es cercano a 1), este modelo no puede
tener curtosis finita. En este mismo sentido, Kim, Shephard y Chib (1998) encuentran
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que el modelo SV Gaussiano es mejor que el GARCH Gaussiano y es similar a un
modelo t-GARCH cuando se ajusta a datos de tasas de cambio. No obstante, Carnero,
Pen˜a y Ruiz (2004) encuentran que au´n bajo una distribucio´n de cola pesada, para
obtener un modelo GARCH(1,1) persistente y con curtosis alta, pero finita, se debe
restringir el para´metro α1 a cero. En contraste, los modelos SV no imponen esta clase
de restricciones sobre los para´metros, como veremos ma´s adelante, de suerte que un
modelo SV Gaussiano puede generar series con curtosis alta, sin implicar alta persis-
tencia y sin forzar a εt a tener una distribucio´n de cola pesada. Carnero, Pen˜a y Ruiz
(2004) muestran que estos resultados tambie´n son va´lidos cuando se comparan los
modelos SV con efecto leverage y los modelos de la familia ARCH con efecto leverage
(EGARCH y QGARCH, espec´ıficamente).
Otro problema de los modelos GARCH es que debido a la forma funcional de
la varianza condicional, los valores grandes del proceso tienden a agruparse, lo cual
puede no representar fielmente lo que ocurre en la pra´ctica (Davis y Mikosch, 2009a).
Adicionalmente, los modelos SV tienen la ventaja de que las expresiones de las FAC
de las potencias de los retornos absolutos esta´n disponibles, lo que permite contrastar
con la evidencia muestral, mientras que en los modelos GARCH son desconocidas
(Davis y Mikosch, 2009b). Por u´ltimo, cabe sen˜alar que, tal como vimos en la seccio´n
1.2, los modelos de heteroscedasticidad condicional no se ajustan bien a series cuya
varianza es altamente aleatoria.
Las propiedades estad´ısticas de los modelos SV discretos han sido compiladas
por Ghysels, Harvey y Renault (1996), Taylor (1994), Shephard y Andersen (2009)
y Davis y Mikosch (2009b), entre otros. En la seccio´n 2.2 se recogen las principales
propiedades, donde se muestra la flexibilidad del modelo para incluir hechos obser-
vados en las series financieras y en la seccio´n 2.3 se presentan algunas importantes
extensiones que tratan de reproducir caracter´ısticas de los retornos y la varianza que
no pueden ser capturadas por el modelo ba´sico.
2.2. Propiedades Estad´ısticas
Los modelos SV tratan de explicar el feno´meno de los clu´steres de la volatilidad, los
cuales se capturan al permitir que el proceso de log-varianza condicional este´ auto-
correlacionado. En el modelo SV ba´sico, las autocorrelaciones son las de un proceso
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AR(1), aunque es posible acomodar otra clase de especificaciones, como veremos ma´s
adelante.
En este modelo, los retornos son una diferencia martingala, au´n con efecto leverage
(Harvey y Shephard (1996), Yu (2005)), lo cual es consistente con la hipo´tesis de
mercados eficientes. Sin embargo, como anotan Shephard y Andersen (2009), al no
tener en cuenta las primas de riesgo, el modelo ba´sico solo modela la parte riesgosa de
los rendimientos, y es esta componente la que no es pronosticable. En situaciones o
mercados en los que sea posible introducir una parte pronosticable a los rendimientos,
esto se hace fa´cilmente agregando una componente que contenga la prima de riesgo.
La estructura probabil´ıstica del modelo esta´ determinada por las propiedades de
los procesos {εt} y {σt}. Si {εt} y {σt} son estrictamente estacionarios, entonces
{yt} es estrictamente estacionario (Davis y Mikosch, 2009b). Como sen˜alan Davis y
Mikosch (2009b), cualquier proceso {ht} es estacionario si tiene representacio´n lineal
causal
ht =
∞∑
j=0
ψjη
∗
t−j, t ∈ Z, (2.5)
con ψ0 = 1,
∑∞
j=0 ψ
2
j < ∞ y donde η∗t es una secuencia de variables aleatorias iid
de media cero y varianza finita σ2η (ver Brockwell y Davis (1991)). Algunas clases
de procesos que cumplen esta propiedad son los ARMA estacionarios, incluyendo el
AR(1), y los ARFIMA de memoria larga. Esta propiedad es heredada por funciones
medibles de ht, espec´ıficamente σt. Es decir, si {ht} es estacionario estricto, entonces
{σt} tambie´n lo es. Por lo tanto, la condicio´n 0 < φ < 1 garantiza que los procesos de
volatilidad estoca´stica y de retornos son estacionarios estrictos en el modelo ba´sico.
Por teorema ergo´dico (Grimmett y Stirzaker (2001), cap´ıtulo 9), la estacionariedad
implica que {yt} es ergo´dico, es decir, que su media muestral obedece la ley fuerte de
grandes nu´meros.
Por independencia contempora´nea entre {σt} y {εt}, los momentos del modelo
esta´n dados por el producto de los momentos de estos procesos:
E(yct ) = E(σct )E(εct), c > 0. (2.6)
Entonces, la distribucio´n incondicional de los retornos tiene media cero y varianza
Var(yt) = E(σ2t ) = exp
{
α +
σ2h
2
}
, (2.7)
22
donde σ2h es la varianza de ht, que en el caso AR(1) esta´ dada por σ
2
η/(1− φ2). Esta
varianza es constante. Note que si la distribucio´n de εt es sime´trica, los momentos
impares de yt son cero. Expresiones de los momentos para el modelo sin efecto leverage
se encuentran en Ghysels, Harvey y Renault (1996) y Harvey (1998). Para el modelo
con leverage, los momentos son los mismos que para el modelo sin leverage, excepto
aquellos que involucran rezagos de los retornos (Harvey y Shephard, 1996).
Debido a que los {εt} son incorrelacionados, los retornos son ruido blanco, pero
no son independientes, ya que potencias de los retornos absolutos son autocorrela-
cionados. Para el modelo sin leverage, las autocorrelaciones de las potencias de los
retornos absolutos, |yt|c para c > 0, esta´n dadas por (Harvey, 1998):
ρc(τ) =
exp
{
c2
4
σ2hρτ
}
− 1
κc exp
{
c2
4
σ2h
}− 1 , τ ≥ 1, (2.8)
donde
κc =
E(|εt|2c)
[E(|εt|c)]2 .
En la anterior expresio´n, ρt denota la FAC de {ht}, que en el caso AR(1) esta´ dada
por ρt = φ
t. Estas autocorrelaciones son va´lidas para cualquier modelo SV en el que
{ht} es un proceso Gaussiano. Taylor (1986) y Harvey (1998) observan que si σ2h es
pequen˜o o φ es cercano a uno, entonces
ρc(τ) ≈ ρτ
exp
{
c2
4
σ2h
}
− 1
κc exp
{
c2
4
σ2h
}− 1 , τ ≥ 1. (2.9)
Es decir, las autocorrelaciones de {|yt|c} tienen un comportamiento similar a las
de {ht}, excepto que esta´n multiplicadas por un factor de proporcionalidad. Bajo la
especificacio´n AR(1), Taylor (1986) argumenta que las autocorrelaciones ρc(τ) son
similares a las de un proceso ARMA(1,1).
Para los retornos al cuadrado se tiene que κc = κε, donde κε es la curtosis de
εt (es igual a 3 si se asume que el proceso {εt} se distribuye normal), entonces las
autocorrelaciones de los retornos al cuadrado esta´n dadas por
ρ2(τ) =
exp{σ2hρτ} − 1
κε exp{σ2h} − 1
, τ ≥ 1. (2.10)
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Dado que {σt} y {yt} son estacionarios ergo´dicos, las autocorrelaciones muestrales
convergen casi seguramente (a.s.) a sus valores poblacionales, siempre que existan y
sean finitas (Davis y Mikosch, 2009b).
Para el modelo con efecto leverage, es posible obtener las autocorrelaciones de los
retornos al cuadrado cuando εt ∼ N(0, 1) y {ht} sigue un proceso AR(1) Gaussiano.
En este caso, se tiene que
ρ2(τ) =
Cov(y2t , y
2
t−τ )
Var(y2t )
=
E(ε2t−τσ2t σ2t−τ )− [E(σ2t )]2
3E(σ4t )− [E(σ2t )]2
.
Las esperanzas E(σ2t ) y E(σ4t ) se obtienen haciendo uso de las propiedades de la
distribucio´n log-normal, mientras que E(ε2t−τσ2t σ2t−τ ) se puede obtener a trave´s de
E(ε2t−τσ2t σ2t−τ ) = E[E(ε2t−τσ2t σ2t−τ |Ωt−τ )] = E[ε2t−τσ2t−τE(σ2t |Ωt−τ )],
donde Ωt−τ es el conjunto de informacio´n hasta (t − τ). Note que ε2t−τ y σ2t−τ hacen
parte del conjunto Ωt−τ , y por ende pueden sacarse de la esperanza condicional en la
anterior expresio´n. Ahora, para obtener E(σ2t |Ωt−τ ), se expande σ2t hasta τ periodos
atra´s:
σ2t = exp
{
α(1− φ)
τ−1∑
j=0
φj + 2φτ log σt−τ + ση
τ−1∑
j=0
φjηt−j
}
.
Luego se hace uso de ηt = ρεt−1 +
√
1− ρ2t, donde t y εt−1 son v.a. normales
esta´ndar independientes para obtener E(σ2t |Ωt−τ ). Despue´s de unos ca´lculos algo te-
diosos, se llega a la siguiente expresio´n para la FAC de los retornos al cuadrado en el
modelo con efecto leverage:
ρ2(τ) =
(ρ2σ2ηφ
2τ−2 + 1) exp{σ2hφτ} − 1
3 exp{σ2h} − 1
, τ ≥ 1. (2.11)
Note que esta expresio´n difiere solo ligeramente de la FAC del modelo sin efecto
leverage, ya que ρ2σ2ηφ
2τ−2 es un nu´mero pequen˜o. Adema´s, ambas FAC tienen un
comportamiento asinto´tico similar.
Una cr´ıtica que podr´ıa hacerse al modelo SV ba´sico es el supuesto de que la va-
rianza condicional sigue un proceso log-normal. Sin embargo, este supuesto no solo
es conveniente desde el punto de vista algebraico, sino que ha sido defendido desde la
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evidencia emp´ırica de la “volatilidad realizada”, un te´rmino que denota una estima-
cio´n de la volatilidad diaria usando datos de alta frecuencia. Suponga que el logaritmo
de los precios (en tiempo continuo) es la solucio´n a la ecuacio´n diferencial estoca´stica
(ignorando te´rminos de drift y primas de riesgo):
d logPt = σtdWt, (2.12)
donde W es un movimiento Browniano esta´ndar. La variacio´n cuadra´tica (QV ) se
define como la volatilidad integrada en un periodo de tiempo (Andersen, Bollerslev,
Diebold y Labys, 2001):
QV (t) =
t∫
t−1
σ2sds, (2.13)
la cual tiene un rol fundamental en los modelos de volatilidad estoca´stica en tiempo
continuo. Una forma de estimar la variacio´n cuadra´tica diaria es a trave´s de la suma
de los cuadrados de las diferencias de los logaritmos de los precios de M observaciones
intra-d´ıa, muestreadas cada ∆ unidades de tiempo, es decir:
{Q}t =
M∑
j=1
[
y∗
(
t− 1 + ∆j
M
)
− y∗
(
t− 1 + ∆(j − 1)
M
)]2
, (2.14)
donde y∗(h) = logPh. Esta variable converge en probabilidad a QV (t) a medida que
el ancho del intervalo de muestreo, ∆, va a cero (Barndorff-Nielsen y Shephard (2002)
y Andersen, Bollerslev, Diebold y Labys (2001)). {Q}t se conoce como varianza rea-
lizada y su ra´ız cuadrada es la volatilidad realizada. Esta medida permite “observar”
con buena precisio´n el proceso de la volatilidad latente diaria.
Andersen, Bollerslev, Diebold y Ebens (2001) encuentran que el logaritmo de la
volatilidad realizada diaria de los retornos de acciones tiene las caracter´ısticas de la
distribucio´n normal, lo que concede legitimidad al modelo SV log-normal. Estos resul-
tados tambie´n son va´lidos para datos de tasas de cambio, tal como es reportado por
Andersen, Bollerslev, Diebold y Labys (2001). Barndorff-Nielsen y Shephard (2002)
encuentran que la distribucio´n log-normal o la inversa Gaussiana (NIG) pueden ajus-
tarse bien a las caracter´ısticas de la volatilidad realizada, pero adema´s muestran que
el modelo log-normal sigue siendo va´lido au´n cuando el nu´mero de observaciones
intra-d´ıa disponibles es pequen˜o.
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En el modelo SV log-normal, la curtosis de los retornos es κε exp{σ2h} > κε. Esta
curtosis es mayor a 3 au´n asumiendo que {εt} es Gaussiano. Por lo tanto, el modelo
produce una distribucio´n incondicional estacionaria y leptocu´rtica de los retornos, lo
cual es consistente con la evidencia emp´ırica. Una forma de acomodar una curtosis ma´s
alta es asumiendo una distribucio´n leptocu´rtica de la innovacio´n εt. Pero no´tese que
la curtosis tambie´n es mayor a medida que la varianza del proceso de la log-varianza
condicional (σ2h) es ma´s alta. Esto es va´lido no solo para el modelo log-normal, sino
en el caso general (Renault, 2009), y ofrece una forma de probar emp´ıricamente la
validez de los modelos SV, contrastando las caracter´ısticas de las distribuciones de
los retornos con las de la volatilidad realizada diaria de diferentes acciones.
2.3. Extensiones del Modelo Ba´sico
Una de las principales ventajas del modelo SV es su flexibilidad para acomodar he-
chos emp´ıricos. En algunas series de retornos se ha observado que estos pueden tener
autocorrelaciones pequen˜as, pero significativas (Taylor (1982, 1986)). Para modelar
este hecho, Taylor (1982) asume que el proceso {εt} no es una secuencia iid, sino un
proceso autocorrelacionado. Pero actualmente es ma´s comu´n asumir que los {εt} son
iid (Shephard y Andersen, 2009), y las autocorrelaciones se consiguen modelar inclu-
yendo una estructura ARMA(p,q) en el proceso de retornos. Por ejemplo, Gallant,
Hsieh y Tauchen (1997) modelan los retornos y la log-varianza como procesos AR(p),
con p > 1, de la siguiente manera:
yt =
Ly∑
j=1
cjyt−j + σtεt, (2.15)
ht − α =
Lh∑
j=1
φj(ht−j − α) + σηηt. (2.16)
Esta especificacio´n permite modelar cambios en la media condicional de yt, que
pueden ocurrir por periodos de altos y bajos retornos, y tambie´n permite modelar
una estructura de autocorrelaciones de la log-varianza un poco ma´s generalizada que
la impuesta por el modelo AR(1). En Harvey y Shephard (1996) se fija Ly = 1,
estimando c1 por mı´nimos cuadrados ordinarios en un paso preliminar. Sin embargo,
por lo general se acepta que los retornos no son pronosticables, as´ı que es raro ver
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valores de Ly diferentes de cero. Por su parte, van der Sluis (1997) propone y estima
un modelo en el que la log-varianza sigue un proceso ARMA(p,q), sin modificaciones
en la ecuacio´n de retornos. A este modelo lo denomina ASARMAV(p,q). De forma
similar, el modelo permite adicionar saltos en la ecuacio´n de retornos (ver por ejemplo,
Chib, Nardari y Shephard (2002)), para modelar periodos prolongados de altos o bajos
retornos.
Asumiendo que la innovacio´n {εt} es normal esta´ndar, Davis y Mikosch (2009a)
establecen que el comportamiento asinto´tico de las colas de la distribucio´n de los
retornos esta´ dado por:
P (yt > x) =
1
2
P (Yt > 2 log x), (2.17)
donde Yt = log y
2
t y
P (Yt > z) ∼ σ
2
h√
pi
exp
{
− z
2
2σ2h
+
z log z + (k − 1)z − (k + σ2h) log z
σ2h
− log
2 z
2σ2h
− k
2
2σ2h
+O
(
log2 z
z
)}
, (2.18)
a medida que z → ∞, donde k = log(2/σ2h). Por ende, el modelo SV log-normal con
innovacio´n de los retornos Gaussiana tiene colas ma´s pesadas que la normal, pero esto
puede no ser suficiente para modelar las observaciones extremas de los retornos. Note
que un retorno extremo implica una volatilidad condicional alta en el modelo con
innovacio´n normal. Asumiendo una distribucio´n de colas pesadas para εt, las obser-
vaciones extremas pueden ser absorbidas por εt en lugar de la volatilidad (Jacquier,
Polson y Rossi, 2004). Esto implica que el modelo con colas pesadas es ma´s resistente
a valores extremos, lo cual tiene implicaciones importantes para la estimacio´n del
modelo y para la estimacio´n y prono´stico de la volatilidad. Como ha sido observado
por Liesenfeld y Jung (2000), incluir una innovacio´n de cola pesada influye en la es-
timacio´n de los para´metros de la ecuacio´n de log-varianza produciendo un para´metro
de persistencia ma´s alto y un para´metro de variabilidad menor. Estos cambios en la
estimacio´n de los para´metros ayudan a mejorar considerablemente los prono´sticos de
la volatilidad (Jacquier, Polson y Rossi, 2004). Otro argumento en contra del modelo
con innovacio´n normal ha sido sugerido por Liesenfeld y Jung (2000), quienes sostie-
nen que este modelo no puede explicar simulta´neamente la distribucio´n leptocu´rtica
de los retornos y el decrecimiento lento de las funciones de autocorrelacio´n de los
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retornos al cuadrado. Adema´s, emp´ıricamente se ha encontrado que las estimacio-
nes de modelos SV con colas pesadas ofrecen mejores ajustes a los datos de retornos
(Gallant, Hsieh y Tauchen, 1997).
La funcio´n de distribucio´n de una variable aleatoria A tiene colas pesadas si obe-
dece la ley de potencias:
P (A > x) = x−αL(x), (2.19)
donde α > 0 y L es una funcio´n de variacio´n lenta, que incluye constantes, logaritmos,
logaritmos iterados y potencias de logaritmos (Davis y Mikosch, 2009b). La distri-
bucio´n de A se dice que tiene “variacio´n regular con ı´ndice α”. Para el modelo sin
efecto leverage, Davis y Mikosch (2009a) establecen que la distribucio´n de los retornos
hereda el mismo comportamiento de las colas pesadas de εt:
P (yt > x) ∼ E(σαt )P (εt > x) y P (yt ≤ −x) ∼ E(σαt )P (εt ≤ −x),
a medida que x → ∞, siempre que E(σα+δt ) < ∞ para algu´n δ > 0. En el caso de
varianza condicional log-normal, E(σα+δt ) es finito para todo δ > 0, por ende basta
con asignar una distribucio´n de colas pesadas a εt para que los retornos tambie´n
tengan colas pesadas. De forma interesante, para una base de datos de retornos de
acciones de 20 pa´ıses, Jondeau y Rockinger (2003) encuentran que las dos colas de la
distribucio´n, derecha e izquierda, tienen ı´ndices similares.
El modelo de colas pesadas ma´s utilizado es el que asume una distribucio´n t
escalada para εt, definida como:
εt =
√
v−2
v
δt√
χ2t,v
v
, (2.20)
donde δt ∼ iidN(0, 1) y χ2t,v ∼ χ2v, con v pequen˜o (Kim, Shephard y Chib, 1998).
Los grados de libertad (v) pueden ser impuestos o estimados con los datos. Un mo-
delo con distribucio´n t ha sido estimado, entre otros, por Jacquier, Polson y Rossi
(2004) y Chib, Nardari y Shephard (2002) en el contexto de estimacio´n Bayesiana, y
por Jungbacker y Koopman (2009) en el contexto de estimacio´n Monte Carlo basada
en simulaciones. Otras opciones son la distribucio´n Normal Inversa Gaussiana (NIG)
(Barndorff-Nielsen (1997) y Andersson (2001)) y la distribucio´n de error generalizada
(GED), propuesta por Nelson (1991) para los modelos EGARCH y aplicada por Lie-
senfeld y Jung (2000) a los modelos SV. Recientemente, se han propuesto modelos SV
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con dos factores en la ecuacio´n de log-varianza, uno para explicar comportamientos
de corto plazo y otro para las tendencias de largo plazo. Modelos de este tipo tienen
colas pesadas y han sido estimados por Liesenfeld y Richard (2003) y Chernov et a´l.
(2003), entre otros. Estos u´ltimos autores estiman su modelo mediante EMM.
Una alternativa no parame´trica para colas pesadas fue propuesta por Gallant,
Hsieh y Tauchen (1997), quienes estiman un modelo SV que contiene una transfor-
macio´n spline cuadra´tica de la innovacio´n de los retornos. El modelo esta´ dado por:
yt = σtT (εt),
T (εt) = b0 + b1εt + b2ε
2
t + b3I+(εt)ε
2
t ,
ht = α(1− φ) + φht−1 + σηηt,
donde se imponen las restricciones E[T (εt)] = 0 y Var[T (εt)] = 1 a los coeficientes bj,
εt ∼ iidN(0, 1) y la variable I+(εt) es una variable indicadora que toma el valor de 1 si
εt > 0 y de 0 si εt < 0, y tiene como objetivo capturar la asimetr´ıa en la distribucio´n
de los retornos. Esta alternativa hace ma´s gruesas las colas y permite asimetr´ıa, pero
a costa de introducir ma´s para´metros al modelo.
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Cap´ıtulo 3
El Me´todo de Momentos Eficiente
3.1. Introduccio´n
En el modelo de volatilidad estoca´stica, los retornos se observan pero no la volatilidad,
debido a que esta se considera una variable aleatoria latente. Esto implica que no es
posible obtener una expresio´n anal´ıtica para la funcio´n de verosimilitud en te´rminos
de variables observadas, y por ende no es posible estimar el modelo directamente
por Ma´xima Verosimilitud. Los primeros me´todos anal´ıticos para la estimacio´n de
modelos SV fueron el Me´todo Generalizado de Momentos (GMM) y el Me´todo de
Cuasi-Ma´xima Verosimilitud (QML) aplicado a una transformacio´n del modelo. Luego
aparecieron me´todos que recurren a simulaciones.
El GMM, propuesto por Hansen (1982) y aplicado por Melino y Turnbull (1990)
a la estimacio´n de modelos de volatilidad estoca´stica, se basa en la idea de minimi-
zar un vector de diferencias entre momentos poblacionales y momentos muestrales,
multiplicado por una matriz de ponderaciones, que es la inversa de una estimacio´n
de la matriz de covarianzas asinto´tica de las condiciones de momentos. Mediante es-
tudios de simulaciones, Andersen y Sørensen (1996), Chumacero (1997) y Jacquier,
Polson y Rossi (1994) mostraron que GMM es ineficiente en muestras finitas, ya que
los estimadores arrojan altos RMSE y tienen sesgos sustanciales. El GMM tiene pro-
blemas especialmente cuando el para´metro φ es cercano a uno (persistencia de la
volatilidad) o cuando el coeficiente de variacio´n al cuadrado es bajo, casos en los que
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los algoritmos tienden a colapsar a soluciones de esquina. De hecho, Jacquier, Polson
y Rossi (1994) reportan que para un taman˜o de muestra de 500, cerca de la mitad
de las estimaciones se fueron a soluciones de esquina. Andersen y Sørensen (1996)
muestran que este problema se reduce a medida que aumenta el taman˜o de muestra,
sin embargo la convergencia de los estimadores es lenta, requirie´ndose taman˜os de
muestra superiores a 4.000 para una eficiencia aceptable. Andersen y Sørensen (1996)
sostienen que la deficiencia del GMM en muestras pequen˜as se debe en gran medida
a que estima mal la matriz de covarianzas asinto´tica. Adema´s de lo anterior, GMM
tiene el inconveniente que pueden presentarse o´ptimos globales por fuera de la regio´n
estacionaria o que la superficie criterio no sea convexa (Jacquier, Polson y Rossi,
1994).
El me´todo QML fue propuesto por Harvey, Ruiz y Shephard (1994). La idea es
que al tomar logaritmo al cuadrado de los retornos, el modelo SV se transforma en
un modelo lineal de espacio estado, al cual se aplica el filtro de Kalman. El principal
problema de este me´todo es que la innovacio´n resultante en el modelo transformado
dif´ıcilmente sea Gaussiana, lo que causa que el me´todo sea ineficiente en muestras pe-
quen˜as, aunque el estimador es consistente y asinto´ticamente normal (Kim, Shephard
y Chib, 1998). Jacquier, Polson y Rossi (1994) encuentran que, al igual que GMM,
QML es deficiente para datos con coeficiente de variacio´n bajo y alta persistencia de
la volatilidad. Un problema adicional del QML es que al tomar cuadrados a los retor-
nos se pierde informacio´n, por ejemplo el efecto leverage (Ghysels, Harvey y Renault,
1996).
Estas deficiencias de los me´todos anal´ıticos llevaron al surgimiento de me´todos
que recurren o se basan en simulaciones (para una recopilacio´n de los principales
me´todos, ver Broto y Ruiz (2004)). Uno de estos es el Me´todo de Momentos Eficiente
(EMM), propuesto por Gallant y Tauchen (1996), el cual ha sido utilizado para la
estimacio´n de modelos de volatilidad estoca´stica en tiempo discreto y en tiempo
continuo, modelos de tasas de intere´s y tasas de cambio, entre otros (ver Gallant
y Tauchen (2010a)). Ba´sicamente, el EMM consiste en la aplicacio´n de un criterio
GMM en el que las condiciones de momentos esta´n dadas por las esperanzas de los
scores de un modelo auxiliar bajo el modelo estructural de volatilidad estoca´stica. Los
datos entran a trave´s de los estimadores de ma´xima verosimilitud de los para´metros
del modelo auxiliar, los cuales se emplean para evaluar los scores. Debido a que en
la mayor´ıa de los casos las esperanzas no se pueden obtener anal´ıticamente, estas se
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deben aproximar a trave´s de simulaciones.
Los pasos del EMM son los siguientes. En primer lugar, se resumen las caracter´ısti-
cas de los datos aplicando QML a una densidad de transicio´n (modelo auxiliar), que
debe ser una aproximacio´n cercana al verdadero proceso generador de datos. Lue-
go, se utilizan simulaciones para evaluar la esperanza de los scores auxiliares bajo el
modelo de volatilidad estoca´stica, donde los para´metros auxiliares se reemplazan por
sus estimadores QML del paso anterior. Finalmente, se optimiza una funcio´n criterio
chi-cuadrado, como en GMM, para obtener los estimadores EMM de los para´metros
del modelo SV.
Aparte de eliminar la arbitrariedad en la seleccio´n de los momentos de GMM,
el EMM ha demostrado tener numerosas ventajas. Chumacero (1997) y Andersen,
Chung y Sorensen (1999) comparan la capacidad de ambos me´todos para estimar el
modelo SV sin efecto leverage. En ambos estudios, el EMM es claramente superior a
GMM en te´rminos de eficiencia, dado que arroja menores RMSE, estimadores menos
sesgados y menores tasas de falla en la convergencia. Otra ventaja del EMM es que los
RMSE declinan exponencialmente con el taman˜o de la muestra, mientras que el GMM
no tiene esta caracter´ıstica (Chumacero, 1997). Por u´ltimo, cuando el modelo auxiliar
es una buena aproximacio´n de la verdadera densidad condicional, en EMM no se
requiere acudir a una complicada matriz de ponderaciones como en GMM. Andersen,
Chung y Sorensen (1999) muestran que EMM tambie´n es superior a QML y es una
alternativa competente a me´todos Bayesianos computacionalmente ma´s complejos de
implementar.
En el resto del cap´ıtulo se explica el me´todo EMM detalladamente, se resumen
sus propiedades asinto´ticas y se destaca el papel del modelo auxiliar.
3.2. Descripcio´n y Propiedades del EMM
Esta descripcio´n del me´todo se hace siguiendo a Gallant y Tauchen (2002, 2010a),
Gallant, Hsieh y Tauchen (1997) y Andersen, Chung y Sørensen (1999).
Denote el vector de para´metros del modelo de volatilidad estoca´stica definido en
las ecuaciones (1.1)-(1.2) y (1.5), o “modelo estructural”, por λ = (α, φ, ση, ρ)
′, y sea
p(yt−L, yt−L+1, ..., yt|λ) la densidad estacionaria conjunta de los retornos yt−L, yt−L+1, ..., yt
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para este modelo. En la seccio´n 1.2 vimos que la condicio´n 0 < φ < 1 garantiza que
el modelo SV es estacionario estricto y ergo´dico.
Sean {y˜t}nt=1 los datos observados, que se presume son generados por un proceso
SV con un vector de para´metros λ0 ∈ Λ ⊂ R`λ , donde `λ es la longitud del vector λ0.
Suponga que es posible encontrar un modelo auxiliar que se ajuste razonablemente
bien a los datos observados. El modelo auxiliar tiene vector de para´metros θ ∈ Θ ⊂
R`θ , con `θ > `λ, y densidad condicional
f(yt|xt−1, θ),
donde xt−1 = (yt−L, yt−L+1, ..., yt−1) representa el vector de rezagos de los retornos.
El primer paso del EMM consiste en estimar θ por QML con los datos observados:
θ˜n = arg ma´x
θ∈Θ
1
n
n∑
t=1
log f(y˜t|x˜t−1, θ). (3.1)
Si el modelo auxiliar es una buena aproximacio´n a los datos, debe comportarse
bien en pruebas de especificacio´n estad´ıstica. Cabe destacar que, de hecho, esta es la
u´nica manera en que los datos reales ingresan al me´todo. Ahora defina el criterio
m(λ, θ) =
∫
· · ·
∫
∂
∂θ
log f(yt|xt−1, θ)p(yt−L, ..., yt|λ)dyt−L · · · dyt. (3.2)
Es decir, m(λ, θ) es el valor esperado de los scores de la distribucio´n condicional
del modelo auxiliar bajo el modelo estructural de volatilidad estoca´stica. Como es
indicado por Gallant, Hsieh y Tauchen (1997), el fundamento del EMM consiste en
que el estimador QML del modelo auxiliar, θ˜n, induce el valor de θ para el cual
m(λ0, θ) = 0. Por ende, m(λ, θ˜n) debe estar cerca de cero para valores de λ cercanos a
λ0. Luego, el objetivo de EMM es minimizarm(λ, θ˜n). En este aspecto, el EMM guarda
cierta similitud con Ma´xima Verosimilitud, dado que este u´ltimo puede entenderse
como un me´todo de momentos en el que los momentos esta´n dados por los scores de
la funcio´n de verosimilitud.
Como m(λ, θ˜n) en la mayor´ıa de los casos no se puede obtener por solucio´n cerrada,
se debe aproximar por integracio´n de Monte Carlo, promediando sobre una serie
simulada del modelo SV, lo cual es posible porque el modelo es estacionario y ergo´dico:
m(λ, θ˜n) ≈ 1
N
N∑
τ=1
∂
∂θ
log f(yˆτ (λ)|xˆτ−1(λ), θ˜n), (3.3)
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donde {yˆτ (λ)}Nτ=1 es una larga serie simulada del modelo SV para un vector de para´me-
tros λ. En este aspecto, EMM es similar al me´todo simulado de momentos (SMM)
de Duffie y Singleton (1993), el cual obtiene los estimadores al minimizar un criterio
GMM en el que los momentos poblacionales se obtienen, no por v´ıa anal´ıtica, sino
calcula´ndolos con base en largas simulaciones del modelo a estimar. Se debe tener en
cuenta que para calcular los valores de m(λ, θ˜n), primero se debe correr la simulacio´n
hasta cierto nu´mero de observaciones con el fin de eliminar oscilaciones temporales
ocasionadas por los valores iniciales. Las simulaciones introducen un error adicional,
pero este se hace despreciable fijando un valor de N arbitrariamente grande.
Finalmente, el estimador EMM del vector de para´metros se obtiene al minimizar
un criterio tipo GMM:
λ˜n = arg mı´n
λ∈Λ
[m′(λ, θ˜n)(˜n)−1m(λ, θ˜n)], (3.4)
donde (˜n)
−1 es una matriz de ponderaciones. Si el modelo auxiliar es una buena apro-
ximacio´n del modelo estructural, Gallant y Tauchen (1996) establecen que una matriz
de ponderaciones aceptable es la inversa del estimador de la matriz de covarianzas
asinto´ticas del vector score, dada por:
˜n =
1
n
n∑
t=1
[
∂
∂θ
log f(y˜t|x˜t−1, θ˜n)
] [
∂
∂θ
log f(y˜t|x˜t−1, θ˜n)
]′
. (3.5)
Note que la matriz ˜n se puede calcular inmediatamente despue´s de obtener los
estimadores QML del vector de para´metros auxiliares. Gallant y Long (1997) demues-
tran que EMM es tan eficiente como ma´xima verosimilitud cuando el modelo auxiliar
abarca todas las caracter´ısticas del modelo estructural. Por lo tanto, esta es la cota
de eficiencia del EMM. Sin embargo, la eficiencia ma´xima dif´ıcilmente se logre, pero
si la densidad auxiliar es una buena aproximacio´n de la verdadera distribucio´n de los
datos, la eficiencia del EMM es casi plena y la matriz de covarianzas asinto´tica de los
estimadores se aproxima a la de ma´xima verosimilitud (Gallant y Tauchen (1999),
Gallant y Long (1997)). Lo importante es que una adecuada eleccio´n del modelo auxi-
liar permite utilizar la matriz de ponderaciones indicada anteriormente, sin necesidad
de recurrir a matrices ma´s elaboradas, como ocurre en GMM (matrices de pondera-
cio´n HAC). Si el modelo auxiliar no aproxima adecuadamente la verdadera densidad
condicional, podr´ıan aparecer problemas en la estimacio´n, como sesgos o colapsos
del algoritmo, y adema´s se calcular´ıan mal los errores esta´ndar, lo cual conllevar´ıa a
inferencias erro´neas acerca de los para´metros del modelo.
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3.2.1. Propiedades asinto´ticas del estimador EMM y pruebas
de especificacio´n
Bajo condiciones de regularidad esta´ndares (Gallant y Tauchen, 1996),
λˆn
a.s.−−→ λ0.
Es decir, el estimador EMM es consistente fuerte. Adema´s, su distribucio´n asinto´ti-
ca es normal: √
n(λˆn − λ0) d−→ N(0, [(M0)′(0)−1(M0)]−1), (3.6)
donde M0 = M(λ0, θ0) y
M(λ, θ) =
∂m(λ, θ)
∂λ′
. (3.7)
M0 puede ser estimado consistentemente por
Mˆn = Mn(λˆn, θ˜n)
a.s.−−→M0.
Por otro lado, ˜n
a.s.−−→ 0, donde
0 = Eλ0
{[
∂
∂θ
log f(y0|x−1, θ0)
] [
∂
∂θ
log f(y0|x−1, θ0)
]′}
. (3.8)
Intervalos de confianza de tipo Wald para los elementos λi del vector λ pueden ser
construidos calculando Mˆn nume´ricamente y obteniendo la varianza asinto´tica estima-
da de λˆi como el i-e´simo elemento de la diagonal de la matriz (1/n)[(Mˆn)
′(˜n)−1(Mˆn)]−1.
Para chequear la especificacio´n del modelo, bajo la hipo´tesis nula de que el modelo
SV p(yt−L, ..., yt|λ) es correcto,
L0 = n ·m′(λˆn, θ˜n)(˜n)−1m(λˆn, θ˜n) d−→ χ2(`θ−`λ), (3.9)
donde `θ y `λ son las longitudes de los vectores θ y λ, respectivamente. Entonces,
una condicio´n necesaria para la identificacio´n es `θ > `λ, es decir, el modelo auxiliar
debe tener ma´s para´metros que el modelo de volatilidad estoca´stica. Las condiciones
suficientes se discuten en Gallant y Tauchen (1996). Valores grandes del estad´ıstico
L0 llevan a rechazar la hipo´tesis de que el modelo SV es adecuado para describir los
datos.
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Si se rechaza la hipo´tesis nula, se pueden inspeccionar los cuasi-t-ratios para tener
un indicio de cua´l es el motivo por el que el modelo SV no se ajusta bien a los datos:
Tˆn = S
−1
n
√
nm(λˆn, θ˜n); Sn =
[
diag
{
˜n − (Mˆn)[(Mˆn)′(˜n)−1(Mˆn)]−1(Mˆn)′
}] 1
2
.
(3.10)
Valores grandes de los cuasi-t-ratios revelan caracter´ısticas de los datos que el
modelo SV no puede aproximar (Gallant, Hsieh y Tauchen, 1997).
3.3. S´ıntesis
El me´todo EMM se puede sintetizar en los siguientes pasos:
1. Elegir un modelo auxiliar con vector de para´metros θ, que se ajuste bien a los
datos.
2. Obtener las expresiones anal´ıticas de los scores del modelo auxiliar.
3. Estimar θ por QML (aplicar (3.1)).
4. Calcular la matriz ˜n de (3.5) y obtener su inversa, la matriz de ponderaciones.
5. Programar la expresio´n (3.3), los valores esperados de los scores bajo una larga
serie de datos simulados del modelo SV y evaluados en los para´metros auxilia-
res estimados por QML, θ˜n, obtenidos en el paso 3. Estas expresiones son los
insumos para el criterio de optimizacio´n.
6. Aplicar el criterio (3.4) para obtener los estimadores EMM.
7. Una vez obtenidos los estimadores EMM, estos se introducen en las expresiones
(3.3) y con estas se puede calcular el valor del estad´ıstico (3.9), para chequear
la hipo´tesis de que el modelo SV es correcto.
8. Las derivadas en (3.7) se pueden calcular nume´ricamente para obtener intervalos
de confianza de tipo Wald, tal como se explica en la seccio´n 3.2.1, y para obtener
los valores de los cuasi-t-ratios dados en (3.10).
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Cap´ıtulo 4
Simulaciones y Estimaciones
4.1. Introduccio´n
En este cap´ıtulo se presentan las estimaciones por EMM de los modelos de volatilidad
estoca´stica con datos simulados, recurriendo a varios modelos auxiliares y taman˜os de
muestra. Se busca, por un lado, determinar si el EMM es un buen me´todo para estimar
modelos SV con efecto leverage. Por otro lado, se pretende establecer el papel del
modelo auxiliar en las estimaciones, comparando la eficiencia del EMM bajo modelos
auxiliares GARCH, que no tienen leverage, y modelos EGARCH y APARCH, que
efectivamente reproducen este efecto. Con el propo´sito de evaluar la capacidad de
EMM para estimar un espectro ma´s amplio de modelos de volatilidad estoca´stica,
tambie´n se simula y estima un modelo SV con colas pesadas en la distribucio´n de la
innovacio´n de la ecuacio´n de retornos.
El cap´ıtulo esta´ organizado de la siguiente manera: en la seccio´n 4.2 se describen
los modelos auxiliares que se van a utilizar en la estimacio´n, se derivan los scores
del modelo APARCH y se describe la metodolog´ıa de simulacio´n y estimacio´n. Los
resultados de las estimaciones para los modelos SV con innovacio´n Gaussiana y con
colas pesadas se presentan en la seccio´n 4.3. Finalmente, en la seccio´n 4.4 se hace una
s´ıntesis global de los resultados y se concluye bajo cua´les circunstancias el EMM es
un me´todo aceptable para estimar esta clase de modelos de volatilidad estoca´stica.
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La estimacio´n de modelos SV mediante EMM ha sido implementada en los pro-
gramas S-Plusr (Zivot y Wang, 2006), SAS (Instituto SAS, en l´ınea) y Oxr (van der
Sluis, 1997), y tambie´n se encuentra disponible un co´digo escrito en lenguaje C++,
prove´ıdo por Gallant y Tauchen (2010a). En esta tesis, la estimacio´n se hace con base
en el lenguaje R (ver co´digo en ape´ndice B).
4.2. Configuracio´n de las Simulaciones
El primer modelo SV que se va a estimar es un modelo con distribucio´n normal
esta´ndar de la innovacio´n de los retornos, {εt}, y para´metros reales (α, φ, ση, ρ)′ =
(−7.81, 0.95, 0.3273,−0.7)′. Este modelo esta´ calibrado para un coeficiente de varia-
cio´n al cuadrado de 2, y solo difiere ligeramente de los modelos considerados por
Jacquier, Polson y Rossi (1994), Andersen, Chung y Sørensen (1999) y Giraldo y
Lopera (2006). Se consideran taman˜os de muestra de 500, 1.000, 2.000 y 4.000. Ma´s
adelante se estudia un modelo en el que {εt} sigue una distribucio´n t estandarizada
de cola pesada.
Ahora se definen los modelos auxiliares a emplear en la estimacio´n por EMM. De
acuerdo con los resultados de la seccio´n 1.2, los modelos que mejor reproducen la va-
rianza condicional generada por un proceso SV log-normal son EGARCH y APARCH.
El modelo GARCH se deja como referencia, para comparar la eficiencia de EMM bajo
este modelo que no reproduce el efecto leverage. El GJR no se tiene en cuenta por ser
un caso particular del modelo APARCH, adema´s que como se aprecio´ en la seccio´n
1.2, e´ste tiende a sobrestimar considerablemente la verdadera varianza condicional.
Sin embargo, los modelos de heteroscedasticidad condicional Gaussianos no pue-
den, por s´ı solos, recoger todas las caracter´ısticas de los retornos generados por los
procesos de volatilidad estoca´stica (ve´ase, por ejemplo, Carnero, Pen˜a y Ruiz (2004)).
Por esta razo´n, un modelo auxiliar adecuado requiere una densidad condicional que
sea versa´til para capturar caracter´ısticas no Gaussianas de la distribucio´n de los re-
tornos. La densidad semiparame´trica (SNP), propuesta por Gallant y Nychka (1987)
y Gallant y Tauchen (1989), reu´ne tales propiedades, por lo que se ha convertido en
un esta´ndar en la estimacio´n por EMM.
Defina zt = (yt − µt)/σt como la innovacio´n de los retornos {yt}, donde σt es
un para´metro o funcio´n de escala y µt es una funcio´n de localizacio´n, que se asume
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depende linealmente de xt−1 = (yt−1, yt−2, ...), el vector de retornos pasados (o trans-
formaciones de estos). La SNP es una distribucio´n condicional para zt de la forma:
hk(zt|xt−1, θ) = [Pk(zt)]
2Φ(zt)∫
[Pk(u)]2Φ(u)du
, (4.1)
donde θ es el vector de para´metros de la SNP, Φ(zt) es la densidad normal esta´ndar
y Pk(zt) es el polinomio:
Pk(zt) =
Kz∑
i=0
biz
i
t, b0 = 1, (4.2)
formado de las potencias de zt, hasta de grado Kz. Note que si Kz = 0, se obtie-
ne la distribucio´n normal esta´ndar. Para explicar la heteroscedasticidad condicional
mediante la SNP, la funcio´n de escala σt puede ser modelada de forma parame´tri-
ca, acomodando una especificacio´n de tipo GARCH. Una alternativa puramente no
parame´trica consiste en permitir que los coeficientes del polinomio sean a su vez
polinomios de grado Kx en xt−1, formando el nuevo polinomio:
P ∗k (zt, xt−1) =
Kz∑
i=0
(
Kx∑
j=0
bijx
j
t−1
)
zit, b0,0 = 1. (4.3)
Cuando Kx > 0, la forma de la distribucio´n condicional hk(zt|xt−1, θ) cambia con
xt−1, razo´n por la que este caso se denomina heteroge´neo (Gallant, Hsieh y Tauchen,
1997). Sin embargo, esta especificacio´n puramente no parame´trica de la densidad
SNP tiene el problema que el ı´ndice Kx puede llegar a ser muy alto en las estimacio-
nes para que el modelo pueda explicar la heteroscedasticidad presente en los datos,
volvie´ndose una densidad no parsimoniosa dif´ıcil de estimar con muestras pequen˜as.
Como es reportado por Andersen, Chung y Sørensen (1999), esta versio´n de la SNP
no arroja buenos resultados como modelo auxiliar en la estimacio´n por EMM, siendo
ampliamente superada por las versiones homoge´neas (Kx = 0) con funcio´n de escala
parame´trica. Por esta razo´n, en esta tesis solo se considera el caso homoge´neo.
Haciendo el cambio de variable yt = µt +σtzt, finalmente se llega a la distribucio´n
condicional de los retornos:
fk(yt|xt−1, θ) = 1
σt
[Pk((yt − µt)/σt)]2Φ((yt − µt)/σt)∫
[Pk(u)]2Φ(u)du
. (4.4)
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La densidad SNP es un estimador no parame´trico consistente y eficiente de la
verdadera densidad condicional (Gallant y Nychka (1987), Gallant y Long (1997)).
Para la estimacio´n por EMM, la SNP es preferible a los modelos con distribucio´n
condicional Gaussiana, puesto que agregando te´rminos Kz, la densidad puede reco-
ger caracter´ısticas que son recurrentes en la distribucio´n de los retornos, como colas
pesadas y asimetr´ıa (Gallant y Nychka, 1987).
Con el objetivo de reducir la influencia de los valores extremos en las estimaciones
de las densidades SNP, los cuales pueden inflar la log-verosimilitud, Zivot y Wang
(2006, p. 902) sugieren aplicar una transformacio´n spline al vector de rezagos xt−1.
Esta transformacio´n esta´ dada por:
xˆi =

0.5[xi − c− ln(1− xi − c)], xi < −c
xi, −c < xi < c
0.5[xi + c+ ln(1 + xi − c)], xi > c.
(4.5)
En esta expresio´n, xi representa los elementos del vector xt−1. El valor de c se
escoge arbitrariamente (para retornos diarios, puede estar entre 0.02 y 0.05). Esta
transformacio´n comprime los valores de xi que exceden y esta´n por debajo de c y −c,
respectivamente. Estos rezagos transformados se utilizan para las estimaciones de las
funciones de localizacio´n y escala.
Por otra parte, Gallant y Tauchen (2002, 2010b) argumentan que la SNP puede ser
inestable cuando se utiliza como modelo auxiliar en la estimacio´n por EMM, debido
a que algunos valores suministrados dentro del proceso de simulacio´n pueden ser muy
pequen˜os. Para corregir este problema, agregan un te´rmino 0 a la SNP (sugieren un
valor 0 = 0.001), modificando la densidad condicional de la siguiente manera:
f ∗k (yt|xt−1, θ) =
1
σt
{[Pk((yt − µt)/σt)]2 + 0}Φ((yt − µt)/σt)∫
[Pk(u)]2Φ(u)du+ 0
. (4.6)
Finalmente, el vector auxiliar θ contiene los para´metros de la ecuacio´n de loca-
lizacio´n, los de la ecuacio´n de escala y los coeficientes del polinomio de la densidad
SNP, que dependen del valor del ı´ndice Kz. Para seleccionar el mejor modelo con
datos reales, Gallant, Hsieh y Tauchen (1997) y Gallant y Tauchen (2010b) sugieren
utilizar el criterio BIC.
Como se aprecio´ en el cap´ıtulo 3, una de las condiciones del me´todo EMM es
que el nu´mero de elementos del vector de para´metros auxiliares debe ser mayor al
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nu´mero de elementos del vector de para´metros del modelo SV. Al utilizar la densidad
condicional SNP, se pueden obtener modelos auxiliares que cumplan este requisito sin
necesidad de agregar para´metros a la parte de la funcio´n de escala, los cuales pueden
generar problemas de estimacio´n. Sin embargo, es necesario tener precaucio´n con la
sobreparametrizacio´n, especialmente para estimar modelos con muestras pequen˜as.
Andersen, Chung y Sørensen (1999) encuentran que para taman˜os de muestra menores
a 1.000, la estimacio´n QML de modelos SNP tiende a llegar a o´ptimos locales. Por
estas razones, estos autores recomiendan utilizar modelos condicionalmente normales
o SNP con pocos para´metros cuando el taman˜o de muestra es pequen˜o, mientras que
para taman˜os de muestra ma´s grandes, agregar te´rminos a la SNP mejora la eficiencia
de los estimadores.
Algunos de los modelos auxiliares empleados en la literatura son densidades SNP
con ecuaciones de escala que son versiones modificadas de los modelos ARCH y
GARCH, en los que σt es una funcio´n de valores absolutos de rezagos de los retornos
y de la propia σt, en contraste con las versiones cla´sicas que utilizan los retornos al
cuadrado. Modelos de este tipo han sido empleados por Gallant, Hsieh y Tauchen
(1997), Gallant y Tauchen (2002) y Zivot y Wang (2006, Cap. 23). Estos modelos
auxiliares esta´n implementados en el software S-Plus (Zivot y Wang, 2006, Cap. 23)
y en el co´digo en C++ proporcionado por Gallant y Tauchen (2010a). Gallant, Hsieh
y Tauchen (1997), tratando de estimar un modelo SV con innovacio´n spline, memo-
ria larga y efecto leverage para el ı´ndice S&P500, utilizan dos modelos auxiliares.
Un SNP con funcio´n de escala ARCH de 18 para´metros, con Kz = 4 y Kx = 0 y
otro totalmente no parame´trico, con Kz = 4 y Kx = 1.Pero note que los modelos
auxiliares no contienen efecto leverage ni memoria larga, lo cual puede explicar que
el ARCH requiera 18 para´metros para intentar atrapar estas caracter´ısticas. Por su
parte, Andersen, Chung y Sørensen (1999) utilizan modelos SNP y Gaussianos con
funciones de escala ARCH(q), GARCH(1,1) y EGARCH(1,1). Para la SNP utilizan
Kz = 2 o´ 4 con Kx = 0 y Kz = 2 con Kx = 1. Utilizando el modelo ARCH Gaussiano,
encuentran problemas serios en la distribucio´n de los estimadores EMM en muestras
pequen˜as, especialmente el para´metro φ, por lo que no recomiendan el uso de este mo-
delo auxiliar. Giraldo y Lopera (2006) recurren a un SNP-EGARCH(1,1) con Kz = 4
para estimar modelos SV con efecto leverage. Chumacero (1997) utiliza un ARCH
exponencial (logaritmo de la varianza en funcio´n de retornos cuadra´ticos), pero sin
recurrir a la SNP. En lugar de ello, utiliza una distribucio´n condicional t, para tratar
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de atrapar las colas pesadas. En este estudio se utilizara´n modelos auxiliares SNP ho-
moge´neos con funciones de escala GARCH, EGARCH y APARCH. Para taman˜os de
muestra pequen˜os, se consideran tambie´n los modelos condicionalmente Gaussianos.
4.2.1. Scores
En esta seccio´n se presentan los scores del modelo auxiliar SNP-APARCH. Los scores
del modelo SNP-GARCH son un caso particular de los del SNP-APARCH, mientras
que los del SNP-EGARCH fueron obtenidos por Giraldo y Lopera (2006).
El modelo auxiliar SNP-APARCH tiene densidad condicional
f(yt|xt−1, θ) = 1√
2piσt
[P 2(zt) + 0]e
− z
2
t
2∫ +∞
−∞ P
2(u)Φ(u)du+ 0
, zt =
yt − µt
σt
(4.7)
formada con el polinomio
P (zt) = 1 +
Kz∑
i=1
biz
i
t.
Dado que en general los retornos no tienen autocorrelaciones ma´s alla´ del primer
rezago, el factor de localizacio´n µt se asume que puede depender hasta de yt−1:
µt = a0 + a1yt−1. (4.8)
Con respecto al factor de escala σt, se asume que sigue un proceso APARCH(1,1),
dado por
σδt = c0 + c1(|εt−1| −m1εt−1)δ + d1σδt−1, (4.9)
donde εt−1 = yt−1−µt−1. Se utiliza el modelo de orden (1,1), dado que es el caso ma´s
utilizado en la literatura para atrapar la heteroscedasticidad condicional.
El modelo SNP-APARCH tiene vector de coeficientes
θ = (b1, ..., bKz , a0, a1, c0, c1, d1,m1, δ)
′.
La log-verosimilitud de una observacio´n yt esta´ dada por:
s(θ) ∝ −1
2
log σ2t −
z2t
2
+ log[P 2(zt) + 0]− log
(∫ +∞
−∞
P 2(u)Φ(u)du+ 0
)
. (4.10)
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De la log-verosimilitud, es fa´cil ver que los scores de los coeficientes del polinomio
b1, ..., bKz esta´n dados por:
∂s(θ)
∂bi
=
2P (zt)
P 2(zt) + 0
∂P (zt)
∂bi
− 1∫ +∞
−∞ P
2(u)Φ(u)du+ 0
∂
∂bi
(∫ +∞
−∞
P 2(u)Φ(u)du
)
.
(4.11)
donde
∂P (zt)
∂bi
= zit, i = 1, ..., Kz. (4.12)
El denominador
∫ +∞
−∞ P
2(u)Φ(u)du+0 y las derivadas
∂
∂bi
(·) se obtienen al resolver
la integral, que es una expresio´n que esta´ dada en te´rminos de los momentos hasta de
orden E(u2Kz) de una variable u ∼ N(0, 1). Estos pueden calcularse fa´cilmente con
la ayuda de algu´n software matema´tico.
Los scores de los para´metros de localizacio´n esta´n dados por:
∂s(θ)
∂a0
=
1
σt
[
zt − 2P (zt)
P 2(zt) + 0
∂P (zt)
∂zt
]
+
1
2σ2t
[
z2t − 1−
2ztP (zt)
P 2(zt) + 0
∂P (zt)
∂zt
]
∂σ2t
∂a0
,
(4.13)
y
∂s(θ)
∂a1
=
yt−1
σt
[
zt − 2P (zt)
P 2(zt) + 0
∂P (zt)
∂zt
]
+
1
2σ2t
[
z2t − 1−
2ztP (zt)
P 2(zt) + 0
∂P (zt)
∂zt
]
∂σ2t
∂a1
,
(4.14)
donde
∂P (zt)
∂zt
=
Kz∑
j=1
jbjz
j−1
t . (4.15)
Por su parte, las derivadas
∂σ2t
∂a0
y
∂σ2t
∂a1
obedecen las ecuaciones recursivas:
∂σ2t
∂a0
= 2c1σ
2−δ
t (|εt−1| −m1εt−1)δ−1[I(−)(zt−1 > 0) +m1] + d1σ2−δt σδ−2t−1
∂σ2t−1
∂a0
, (4.16)
y
∂σ2t
∂a1
= 2c1σ
2−δ
t (|εt−1|−m1εt−1)δ−1[I(−)(zt−1 > 0)+m1]yt−2+d1σ2−δt σδ−2t−1
∂σ2t−1
∂a1
, (4.17)
donde
I(−)(zt−1 > 0) =
{
−1 si εt−1 > 0
1 si εt−1 < 0.
(4.18)
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Esta variable indicadora surge al tomar la derivada del valor absoluto |εt−1|, la
cual no esta´ definida para εt−1 = 0. Para no afectar el ca´lculo de los scores, si llegara
a ocurrir algu´n εt−1 = 0, lo cual es poco probable, e´ste se corrige reemplaza´ndolo por
un valor cercano a cero en la fo´rmula de la derivada.
Finalmente, los scores de los coeficientes de la ecuacio´n de escala APARCH,
(c0, c1, d1,m1, δ), esta´n dados por:
∂s(θ)
∂c0, c1, d1,m1, δ
=
1
2σ2t
(
z2t −
2ztP (zt)
P 2(zt) + 0
∂P (zt)
∂zt
− 1
)
∂σ2t
∂c0, c1, d1,m1, δ
, (4.19)
donde las derivadas de σ2t con respecto a los para´metros obedecen las siguientes ecua-
ciones recursivas:
∂σ2t
∂c0
=
2σ2−δt
δ
(
1 +
d1δσ
δ−2
t−1
2
∂σ2t−1
∂c0
)
, (4.20)
∂σ2t
∂c1
=
2σ2−δt
δ
[
(|εt−1| −m1εt−1)δ + d1δσ
δ−2
t−1
2
∂σ2t−1
∂c1
]
, (4.21)
∂σ2t
∂d1
=
2σ2−δt
δ
(
σδt−1 +
d1δσ
δ−2
t−1
2
∂σ2t−1
∂d1
)
, (4.22)
∂σ2t
∂m1
=
2σ2−δt
δ
[
−δc1εt−1(|εt−1| −m1εt−1)δ−1 + d1δσ
δ−2
t−1
2
∂σ2t−1
∂m1
]
, (4.23)
∂σ2t
∂δ
=
2σ2−δt
δ
[
c1(|εt−1| −m1εt−1)δ ln(|εt−1| −m1εt−1) + d1σ
δ
t−1 lnσ
2
t−1
2
]
−2σ
2
t lnσ
δ
t
δ2
+ d1σ
2−δ
t σ
δ−2
t−1
∂σ2t−1
∂δ
. (4.24)
4.2.2. Procedimiento de estimacio´n
Se propone el siguiente esquema para la simulacio´n y estimacio´n de los modelos SV,
para taman˜os de muestra n=500, 1.000, 2.000 y 4.000. Por cada taman˜o de muestra,
se hacen los siguientes pasos:
1. Se genera una serie simulada de los retornos de taman˜o n del modelo SV res-
pectivo. Para eliminar oscilaciones causadas por los valores iniciales, se genera
y descarta una premuestra de 1.000 observaciones.
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2. Para la estimacio´n de los modelos auxiliares, se procede de la siguiente manera.
Siguiendo las recomendaciones de Zivot y Wang (2006, cap. 23), se aplica la
transformacio´n spline (4.5) a los rezagos de los retornos, con un valor de c de
0.03. Con estos datos se estiman los para´metros de las ecuaciones de localizacio´n,
de escala para especificaciones GARCH, EGARCH y APARCH y los coeficientes
del polinomio de la densidad SNP. En la estimacio´n del modelo auxiliar, se
parte de diferentes conjuntos de valores iniciales, con el objetivo de evitar caer
en o´ptimos locales. Este es un paso cr´ıtico, puesto que en las estimaciones se
encontro´ que un o´ptimo local del modelo auxiliar puede llevar a una solucio´n
de esquina en la estimacio´n EMM. Luego de estimar los modelos auxiliares, se
recogen los para´metros estimados por QML en el vector θ˜n. Esto completa el
primer paso del EMM.
3. Se evalu´an los scores en los para´metros estimados y se obtiene la matriz ˜n,
dada en la ecuacio´n (3.5).
4. Se aplica un optimizador a la funcio´n criterio (3.4), para obtener los estimadores
EMM. El optimizador se programa generando simulaciones de taman˜o 80.000
del modelo SV respectivo. En este paso se detecto´ una alta sensibilidad de la
funcio´n criterio EMM a los valores iniciales del algoritmo. Cuando se escoge un
vector de valores iniciales lejano a los verdaderos para´metros, las estimaciones
tienden a ser considerablemente sesgadas. Por esta razo´n, se opto´ por iniciar el
optimizador en el vector de para´metros verdaderos, tal como hicieran Andersen,
Chung y Sørensen (1999) en su estudio Monte Carlo. No obstante, este hecho
sugiere que al trabajar con datos reales, de los cuales se desconoce el verdadero
proceso generador de datos, se debe tener la precaucio´n de efectuar la estimacio´n
EMM partiendo de diferentes puntos de la regio´n criterio.
5. Se repiten los pasos 1 a 4, 500 veces, para obtener las series de para´metros
estimados.
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4.3. Resultados
4.3.1. Modelo SV log-normal
La seleccio´n de los modelos auxiliares para cada taman˜o de muestra se hizo conside-
rando modelos con dependencia hasta del primer rezago en la funcio´n de localizacio´n,
mientras que para la funcio´n de escala se estimaron modelos de orden (1,1). Para el
polinomio de la SNP se ensayaron valores de Kz entre 0 y 8. Se hicieron las estima-
ciones para algunas series simuladas de modelos SV para cada taman˜o de muestra
y se realizo´ una seleccio´n previa de modelos auxiliares, de acuerdo al criterio BIC
y a la significancia de los para´metros. En este punto, se hizo evidente que modelos
SNP con muchos para´metros no permiten, en general, evaluar la significancia de los
para´metros, debido a problemas de invertibilidad de la matriz Hessiana.
Taman˜o de muestra
500 1.000 2.000 4.000
AR(1)-GARCH-SNP(2) AR(1)-GARCH-SNP(4) AR(1)-GARCH-SNP(4) AR(1)-GARCH-SNP(4)
EGARCH EGARCH-SNP(4) EGARCH-SNP(4) EGARCH-SNP(4)
APARCH APARCH-SNP(4) APARCH-SNP(4) APARCH-SNP(4)
Tabla 4.1: Modelos auxiliares empleados en la estimacio´n por EMM del modelo de
volatilidad estoca´stica. En todos los casos, los modelos de heteroscedasticidad condi-
cional son de orden (1,1).
Enseguida, se procedio´ a realizar un experimento preliminar de estimaciones EMM
utilizando los modelos auxiliares preseleccionados. Los modelos auxiliares finales se
escogieron teniendo en cuenta los RMSE, la convergencia y la distribucio´n de los esti-
madores de este estudio preliminar, descartando aquellos que producen altos RMSE,
estimadores altamente sesgados, malas distribuciones de los estimadores y cantidades
altas de estimaciones en valores de esquina. Los modelos auxiliares seleccionados se
muestran en la tabla 4.1. Para el taman˜o de muestra 500, se escogieron los mode-
los ma´s parsimoniosos EGARCH(1,1) Gaussiano y APARCH(1,1) Gaussiano y un
AR(1)-GARCH(1,1)-SNP(2). En este u´ltimo caso, se hizo evidente que por no te-
ner en cuenta el efecto leverage, fue necesario agregar te´rminos SNP para mejorar las
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estimaciones bajo el modelo auxiliar GARCH. Para los taman˜os de muestra ma´s gran-
des, se escogieron modelos EGARCH(1,1)-SNP(4), APARCH(1,1)-SNP(4) y AR(1)-
GARCH(1,1)-SNP(4). En la escogencia de los modelos auxiliares, se busco´ cierto
equilibrio entre RMSE, convergencia del algoritmo y distribucio´n de los estimado-
res. Agregando ma´s te´rminos SNP se reducen los RMSE hasta cierto punto, pero el
porcentaje de estimaciones que caen en soluciones de esquina aumenta y las distri-
buciones de los estimadores resultan lejos de la normalidad, por lo cual esos modelos
con ma´s te´rminos son menos atractivos.
Los principales resultados del experimento de Monte Carlo se presentan en la tabla
4.2. Por cada combinacio´n de taman˜o de muestra y modelo auxiliar, se reportan los
promedios de los 500 para´metros estimados, los RMSE, desviaciones esta´ndar, los
valores P de la prueba de normalidad de Shapiro-Wilk y el porcentaje de estimaciones
que caen en soluciones de esquina (colapsos), para los cuatro para´metros del modelo
SV. En este punto vale la pena mencionar que durante el proceso de evaluacio´n
de los scores auxiliares con las series simuladas de modelos SV, la reconstruccio´n
de la varianza en los modelos con te´rminos EGARCH se fue a infinito en algunos
casos, lo cual es causado por las caracter´ısticas de la ecuacio´n de recurrencia del
EGARCH sen˜aladas en la seccio´n 1.2. Sin embargo, este problema se resolvio´ al
reestimar utilizando una nueva serie de nu´meros aleatorios.
En lo que respecta a la convergencia del EMM, se observa una alta sensibilidad a
la escogencia del modelo auxiliar. Las estimaciones basadas en modelos auxiliares con
te´rminos GARCH sufrieron de altas tasas de falla en la convergencia en los taman˜os de
muestra 500, 1.000 e, inclusive, 2.000. Se observa como al pasar de un modelo AR(1)-
GARCH(1,1)-SNP(2) en el taman˜o de muestra 500 a un modelo AR(1)-GARCH(1,1)-
SNP(4) en el taman˜o de muestra 1.000, el porcentaje de estimaciones que cayeron en
soluciones de esquina sube de 21.8 % a 28.3 %. Por el contrario, al incluir te´rminos
SNP en los modelos EGARCH y APARCH, el porcentaje de colapsos cae. Estos
u´ltimos modelos mantienen tasas de colapsos bajas y similares y, de hecho, para el
taman˜o de muestra 4.000, ya ninguna estimacio´n cayo´ en soluciones de esquina. Lo
que esta evidencia sugiere es que las estimaciones basadas en modelos auxiliares que
no proveen suficiente informacio´n acerca de las caracter´ısticas de los datos, tendera´n
a generar colapsos en el criterio de optimizacio´n EMM.
Para el taman˜o de muestra 500, el RMSE de αˆ bajo el modelo auxiliar SNP-
GARCH es ligeramente inferior en comparacio´n con los RMSE de los modelos au-
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xiliares EGARCH y APARCH Gaussianos, pero sucede lo contrario con los dema´s
para´metros. A partir del taman˜o de muestra 1.000, el modelo SNP-GARCH tiene
los RMSE ma´s altos en todos los para´metros. Llama la atencio´n principalmente el
caso de ρˆ, para el cual los RMSE de las estimaciones bajo este modelo auxiliar son
considerablemente superiores a los RMSE bajo los modelos SNP-EGARCH y SNP-
APARCH. Adema´s, es notable que solo para este para´metro y modelo auxiliar, el
RMSE no cae a medida que aumenta el taman˜o de la muestra. Estos hechos ratifican
la presuncio´n de que una estimacio´n basada en un modelo auxiliar que no reproduce
el efecto leverage ser´ıa menos precisa en comparacio´n con utilizar un modelo auxiliar
que tuviera en cuenta este efecto.
Cuando se comparan los RMSE de los modelos auxiliares SNP-EGARCH y SNP-
APARCH no se aprecian diferencias considerables, si bien en la mayor´ıa de los casos
los del modelo auxiliar SNP-APARCH son levemente inferiores. Tambie´n se aprecia
que a medida que aumenta el taman˜o de muestra, los RMSE de todos los para´metros
estimados bajo ambos modelos auxiliares se reducen y se van haciendo cada vez
ma´s similares. Por ende, los modelos auxiliares SNP-EGARCH y SNP-APARCH son
competentes en te´rminos de RMSE. Un ana´lisis de la distribucio´n de los estimadores,
el sesgo y la dispersio´n permitira´ establecer si existe alguna diferencia sustancial en
las estimaciones bajo cada uno de estos modelos.
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Tam. muestra 500 1.000
Mod. Auxiliar AR(1)-GARCH(1,1)-SNP(2) AR(1)-GARCH(1,1)-SNP(4)
Coeficientes α φ ση ρ α φ ση ρ
Promedio -7.886 0.934 0.344 -0.684 -7.859 0.939 0.342 -0.677
RMSE 0.251 0.034 0.074 0.143 0.214 0.026 0.054 0.190
Desv. Esta´ndar 0.239 0.030 0.072 0.142 0.209 0.024 0.052 0.188
Valor P test S-W 0.003 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
Colapsos 21.8 % 28.3 %
Mod. Auxiliar EGARCH(1,1) EGARCH(1,1)-SNP(4)
Coeficientes α φ ση ρ α φ ση ρ
Promedio -7.790 0.944 0.334 -0.712 -7.845 0.943 0.329 -0.710
RMSE 0.269 0.021 0.068 0.110 0.182 0.021 0.044 0.074
Desv. Esta´ndar 0.269 0.020 0.068 0.110 0.179 0.020 0.044 0.074
Valor P test S-W 0.001 <0.001 <0.001 <0.001 0.533 <0.001 0.054 <0.001
Colapsos 5.5 % 3.9 %
Mod. Auxiliar APARCH(1,1) APARCH(1,1)-SNP(4)
Coeficientes α φ ση ρ α φ ση ρ
Promedio -7.834 0.944 0.337 -0.715 -7.857 0.946 0.325 -0.722
RMSE 0.270 0.024 0.066 0.102 0.192 0.017 0.042 0.078
Desv. Esta´ndar 0.269 0.023 0.065 0.101 0.186 0.016 0.042 0.075
Valor P test S-W <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 0.002 <0.001
Colapsos 5.1 % 1.4 %
Tam. muestra 2.000 4.000
Mod. Auxiliar AR(1)-GARCH(1,1)-SNP(4) AR(1)-GARCH(1,1)-SNP(4)
Coeficientes α φ ση ρ α φ ση ρ
Promedio -7.851 0.944 0.336 -0.679 -7.824 0.948 0.329 -0.694
RMSE 0.151 0.016 0.039 0.177 0.109 0.012 0.027 0.146
Desv. Esta´ndar 0.145 0.014 0.038 0.176 0.108 0.012 0.027 0.146
Valor P test S-W 0.576 <0.001 0.020 <0.001 0.813 <0.001 <0.001 <0.001
Colapsos 10.2 % 3.5 %
Mod. Auxiliar EGARCH(1,1)-SNP(4) EGARCH(1,1)-SNP(4)
Coeficientes α φ ση ρ α φ ση ρ
Promedio -7.836 0.946 0.328 -0.706 -7.828 0.948 0.329 -0.701
RMSE 0.139 0.015 0.032 0.051 0.092 0.008 0.023 0.037
Desv. Esta´ndar 0.136 0.014 0.032 0.051 0.091 0.008 0.023 0.037
Valor P test S-W 0.996 <0.001 <0.001 0.114 0.489 <0.001 <0.001 0.986
Colapsos 0.6 % 0.0 %
Mod. Auxiliar APARCH(1,1)-SNP(4) APARCH(1,1)-SNP(4)
Coeficientes α φ ση ρ α φ ση ρ
Promedio -7.843 0.947 0.328 -0.709 -7.822 0.949 0.326 -0.705
RMSE 0.131 0.012 0.030 0.056 0.087 0.007 0.021 0.039
Desv. Esta´ndar 0.127 0.012 0.030 0.056 0.086 0.007 0.021 0.038
Valor P test S-W 0.279 <0.001 0.022 0.004 0.420 <0.001 0.593 0.586
Colapsos 0.6 % 0.0 %
Tabla 4.2: Resultados de las estimaciones EMM del modelo de volatilidad estoca´stica log-normal
(ecuaciones (1.1) y (1.6)), con εt ∼ N(0, 1), para taman˜os de muestra de 500, 1.000, 2.000 y 4.000 y
diferentes modelos auxiliares (ver tabla 4.1). Los para´metros verdaderos son α = −7.81, φ = 0.95,
ση = 0.3273 y ρ = −0.7. La cuarta fila en cada bloque corresponde al valor P del test de normalidad
de Shapiro-Wilk. Los resultados esta´n basados en 500 estimaciones convergentes.
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En las figuras 4.1 y 4.2 se presentan los boxplots de las estimaciones para los
taman˜os de muestra de 500 y 4.000, respectivamente. En el ape´ndice, figuras A1 y
A2, se presentan las gra´ficas correspondientes a los taman˜os de muestra 1.000 y 2.000.
Para el taman˜o de muestra 500, se observa que, si bien el estimador EMM de α bajo
el modelo SNP-GARCH es el menos disperso, a la vez es el ma´s sesgado. En cuanto
al para´metro φ, el modelo SNP-EGARCH arroja los estimadores menos dispersos y
el SNP-GARCH tiene el peor desempen˜o, arrojando los estimadores ma´s sesgados,
dispersos y con una cantidad considerable de valores extremos, todos ellos por debajo
del valor real. Esto se repite para el caso de ση, en el cual tambie´n se observa que
los modelos SNP-EGARCH y SNP-APARCH arrojan resultados similares. En lo que
respecta a ρ, las estimaciones basadas en los modelos auxiliares SNP-EGARCH y
SNP-APARCH son ligeramente sesgadas hacia abajo, mientras que el modelo auxiliar
SNP-GARCH arroja los estimadores menos sesgados, pero con mayor dispersio´n.
Para el taman˜o de muestra 4.000, presentado en la figura 4.2, ya se aprecia un de-
terioro considerable en las estimaciones basadas en el modelo auxiliar SNP-GARCH,
puesto que este modelo arroja las estimaciones ma´s dispersas y con mayor nu´me-
ro de valores extremos para todos los para´metros, pero con especial e´nfasis en el
para´metro de asimetr´ıa, ρ. En esta figura, tambie´n se observa que el modelo auxiliar
SNP-APARCH arroja los mejores estimadores de los para´metros φ y ση, en cuan-
to a que presentan menos valores extremos que los estimadores EMM basados en
SNP-EGARCH.
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Figura 4.1: Resultados de las estimaciones EMM para el taman˜o de muestra 500.
Estos resultados esta´n basados en 500 estimaciones convergentes dentro del espacio
parame´trico. Las l´ıneas horizontales corresponden a los verdaderos valores de los
para´metros, que son α = −7.81, φ = 0.95, ση = 0.3273 y ρ = −0.7.
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Figura 4.2: Resultados de las estimaciones EMM para el taman˜o de muestra 4.000.
Estos resultados esta´n basados en 500 estimaciones convergentes dentro del espacio
parame´trico. Las l´ıneas horizontales corresponden a los verdaderos valores de los
para´metros, que son α = −7.81, φ = 0.95, ση = 0.3273 y ρ = −0.7.
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Figura 4.3: Comportamiento de los estimadores EMM a medida que aumenta el ta-
man˜o de muestra. Se comienza con un taman˜o de muestra de 500 y se va incremen-
tando de a 100 hasta llegar a 10.000. Los modelos auxiliares empleados en las esti-
maciones EMM son EGARCH(1,1)-SNP(4) y APARCH(1,1)-SNP(4). Las l´ıneas hori-
zontales corresponden a los verdaderos valores de los para´metros, que son α = −7.81,
φ = 0.95, ση = 0.3273 y ρ = −0.7.
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Anteriormente, se analizo´ el comportamiento de EMM sobre el promedio de 500
estimaciones para un mismo taman˜o de muestra. En la figura 4.3, se evalu´a co´mo se
comportan los estimadores al aumentar gradualmente el taman˜o de muestra. Se em-
pieza con un taman˜o de muestra de 1.000 y se va aumentando de a 100 hasta alcanzar
un taman˜o de muestra de 10.000. En este experimento, se comparan las estimaciones
bajo los modelos auxiliares EGARCH(1,1)-SNP(4) y APARCH(1,1)-SNP(4). Como
se observa, las estimaciones mejoran ra´pidamente dentro de las primeras 3.000 obser-
vaciones, y luego se mantienen cerca de los verdaderos para´metros, especialmente en
los casos de α y ση. Las estimaciones de φ y ρ tienden a desviarse en los taman˜os de
muestra ma´s grandes, pero esto se atribuye a que se esta´ manteniendo fijo el nu´mero
de te´rminos de la expansio´n SNP, cuando en realidad estos deben aumentar para que
la densidad SNP abarque bien las principales caracter´ısticas de los datos a medida que
crece el taman˜o de muestra (Gallant, Hsieh y Tauchen, 1997). En la figura tambie´n
se aprecia que el para´metro en el que las estimaciones tienen una menor variabilidad
de muestra a muestra es φ, mientras que las estimaciones de los dema´s para´metros
se ven ma´s afectadas al cambiar el taman˜o de la muestra. Pero lo ma´s importante es
que en todos los casos se aprecia una mayor variabilidad de las estimaciones basadas
en el modelo SNP-EGARCH, lo cual conforma un punto a favor del modelo auxiliar
SNP-APARCH.
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Figura 4.4: QQ-plots normales de las distribuciones de los estimadores EMM para
el taman˜o de muestra 500. Estos esta´n calculados con base en 500 estimaciones con-
vergentes dentro del espacio parame´trico del modelo de volatilidad estoca´stica con
para´metros α = −7.81, φ = 0.95, ση = 0.3273 y ρ = −0.7.
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Figura 4.5: QQ-plots normales de las distribuciones de los estimadores EMM para
el taman˜o de muestra 4.000. Estos esta´n calculados con base en 500 estimaciones
convergentes dentro del espacio parame´trico del modelo de volatilidad estoca´stica
con para´metros α = −7.81, φ = 0.95, ση = 0.3273 y ρ = −0.7.
Para verificar la propiedad de normalidad asinto´tica de los estimadores EMM,
se reportan los valores P de la prueba de normalidad de Shapiro-Wilk en la tabla
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4.2, y en las figuras 4.4 y 4.5 se muestran los QQ-plot normales para los estimadores
con taman˜o de muestra 500 y 4.000, respectivamente. Las gra´ficas para los taman˜os
de muestra 1.000 y 2.000 pueden ser consultadas en el ape´ndice (figuras A.3 y A.4,
respectivamente). En el taman˜o de muestra 500, ningu´n estimador ha convergido a
la normalidad, segu´n el test S-W. No obstante, en la figura 4.4 se aprecia un ajuste
relativamente bueno de αˆ bajo el modelo auxiliar SNP-GARCH y bajo los mode-
los EGARCH y APARCH, si se excluyen las colas. Las distribuciones de los dema´s
para´metros esta´n lejos de la normalidad en este taman˜o de muestra. La distribucio´n
del estimador EMM de α ya ha convergido a la normalidad bajo el modelo auxiliar
SNP-EGARCH en muestras de taman˜o 1.000 y a partir de 2.000 en los dema´s casos.
Con respecto a la distribucio´n de σˆη, se observa una buena aproximacio´n a la norma-
lidad de los estimadores bajo los modelos auxiliares SNP-EGARCH y SNP-APARCH
a partir del taman˜o de muestra 1.000 y para el modelo auxiliar SNP-GARCH a partir
de 2.000. En cuanto a ρˆ, su distribucio´n es normal a partir del taman˜o de muestra
2.000, bajo los modelos auxiliares SNP-EGARCH y SNP-APARCH, pero para las
estimaciones bajo el modelo auxiliar SNP-GARCH, no se garantiza la normalidad ni
siquiera con muestras de taman˜o 4.000. Por su parte, la distribucio´n del estimador
de φ es la que menos se aproxima a la normalidad, y solo se aprecia una buena apro-
ximacio´n para el taman˜o de muestra 4.000. En s´ıntesis, las inferencias basadas en
la normalidad asinto´tica son altamente confiables con taman˜os de muestra de 2.000
para los para´metros ρ y ση, 4.000 en el caso de φ y menos de 1.000 en el caso de α.
4.3.2. Modelo SV con colas pesadas
Se estimo´ un modelo donde la innovacio´n de la ecuacio´n de retornos sigue una dis-
tribucio´n t de cola pesada. Los para´metros de este modelo son los mismos del caso
anterior, pero en este modelo se tiene que
ηt = ρεt−1 +
√
1− ρ2t, (4.25)
con t ∼ iidN(0, 1) y εt−1 sigue una distribucio´n t escalada (de media cero y varianza
unitaria) con 3 grados de libertad, y ambas son mutuamente independientes. Durante
el proceso de estimacio´n EMM, no se estiman los grados de libertad sino que direc-
tamente se asumen iguales a 3. Por supuesto que en este caso, la innovacio´n {ηt} ya
no es Gaussiana, sino que tiene una distribucio´n intermedia entre la t y la normal
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(Nason, 2006). Por lo tanto, {σ2t } ya no sigue una distribucio´n log-normal, y el vector
(ηt, εt−1) no es normal bivariado, aunque la correlacio´n entre ambas variables sigue
siendo ρ. Mediante EMM es posible estimar este modelo SV, puesto que no se requiere
conocer la expresio´n para la funcio´n de distribucio´n de σ2t .
Al igual que en la estimacio´n del modelo SV log-normal, se llevo´ a cabo un estu-
dio preliminar de modelos auxiliares, encontra´ndose que los que arrojan los mejores
resultados son el AR(1)-EGARCH(1,1)-SNP(4) y AR(1)-APARCH(1,1)-SNP(4). En
esta evaluacio´n de los modelos auxiliares se encontro´ que incluir menos te´rminos SNP
conduce a tasas de falla en la convergencia ma´s altas, mientras que modelos auxiliares
con ma´s te´rminos SNP tienen, hasta cierto punto, menores tasas de colapso, pero las
distribuciones de los estimadores se deterioran considerablemente. En este caso, la
eleccio´n del modelo auxiliar es incluso ma´s sensible para la estimacio´n EMM que en
el caso log-normal.
Por otro lado, se encontro´ que con taman˜os de muestra menores a 2.000, las
estimaciones bajo cualquier modelo auxiliar considerado arrojaron tasas de colapsos
mayores al 30 %, lo cual es inconcebible, razo´n por la cual solo se reportaron los
resultados de las estimaciones para taman˜os de muestra 2.000 y 4.000. En la tabla 4.3
se presentan las principales estad´ısticas y en la figura 4.6 se muestran los resultados
para el taman˜o de muestra 4.000. Los resultados para el taman˜o de muestra 2.000 se
encuentran en la figura A.5 del ape´ndice.
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Tam. muestra 2.000 4.000
Mod. Auxiliar AR(1)-EGARCH(1,1)-SNP(4) AR(1)-EGARCH(1,1)-SNP(4)
Coeficientes α φ ση ρ α φ ση ρ
Promedio -7.886 0.932 0.326 -0.693 -7.860 0.932 0.330 -0.688
RMSE 0.183 0.040 0.063 0.089 0.140 0.037 0.053 0.082
Desv. Esta´ndar 0.167 0.036 0.063 0.089 0.131 0.032 0.053 0.081
Valor P test S-W <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
Colapsos 18.6 % 12.1 %
Mod. Auxiliar AR(1)-APARCH(1,1)-SNP(4) AR(1)-APARCH(1,1)-SNP(4)
Coeficientes α φ ση ρ α φ ση ρ
Promedio -7.928 0.946 0.329 -0.701 -7.883 0.946 0.327 -0.706
RMSE 0.228 0.026 0.078 0.110 0.150 0.024 0.062 0.085
Desv. Esta´ndar 0.196 0.026 0.078 0.110 0.131 0.023 0.062 0.085
Valor P test S-W <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
Colapsos 15.5 % 13.8 %
Tabla 4.3: Resultados de las estimaciones EMM del modelo de volatilidad estoca´stica
con colas pesadas, para taman˜os de muestra de 2.000 y 4.000. Los para´metros verda-
deros son α = −7.81, φ = 0.95, ση = 0.3273 y ρ = −0.7. La cuarta fila en cada bloque
corresponde al valor P del test de normalidad de Shapiro-Wilk. Los resultados esta´n
basados en 500 estimaciones convergentes.
De los resultados reportados en la tabla 4.3, el primer aspecto que salta a la vista
son las tasas relativamente altas de fallas en la convergencia de los estimadores, que
son superiores al 10 % incluso en el taman˜o de muestra 4.000. Adicionalmente, cuando
se comparan los RMSE con los del modelo log-normal de la tabla 4.2, es evidente que
en el caso del modelo con colas pesadas, los RMSE son considerablemente ma´s altos
en todos los casos, y especialmente los del para´metro φ. En definitiva, los estimadores
EMM del modelo con colas pesadas son menos precisos, adema´s de que las tasas de
falla son ma´s altas. De la figura 4.6 se desprende que, si bien no hay grandes sesgos
en los estimadores, hay una gran dispersio´n y una cantidad considerable de valores
extremos, lo cual es evidente si se compara con el caso log-normal (figura 4.2). En
cuanto al te´rmino que lidera la heteroscedasticidad condicional en el modelo auxi-
liar, no hay un claro dominador, pues si bien el modelo con especificacio´n APARCH
ofrece una mejor estimacio´n de φ, en los dema´s para´metros no supera al modelo con
especificacio´n EGARCH.
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Figura 4.6: Resultados de las estimaciones EMM del modelo SV con colas pesadas,
para el taman˜o de muestra 4.000. Estos resultados esta´n basados en 500 estimaciones
convergentes dentro del espacio parame´trico. Las l´ıneas horizontales corresponden a
los verdaderos valores de los para´metros, que son α = −7.81, φ = 0.95, ση = 0.3273
y ρ = −0.7.
En la figura 4.7 se presentan los QQ-plot normales de los estimadores EMM para el
taman˜o de muestra 4.000. En la figura A.6 del ape´ndice se encuentra el gra´fico para el
taman˜o de muestra 2.000. En esta figura se aprecia claramente que las distribuciones
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de los estimadores esta´n lejos de la normalidad asinto´tica aun con un taman˜o de
muestra de 4.000, el cual garantiza una muy buena aproximacio´n en la estimacio´n del
modelo log-normal. Para el caso de colas pesadas, las distribuciones de los estimadores
EMM son leptocu´rticas alrededor de los verdaderos valores, pero tambie´n tienen una
proporcio´n grande de valores extremos. Estos resultados indican que no son confiables
las inferencias basadas en la normalidad asinto´tica en las estimaciones de modelos SV
con colas pesadas, bajo la estructura de estimacio´n aqu´ı considerada.
No obstante, hay evidencia de que las falencias en la estimacio´n se deben a defi-
ciencias de los modelo auxiliares utilizados para captar las principales caracter´ısticas
de este tipo de datos con colas pesadas y valores extremos de los retornos. Por un
lado, cuando se estimo´ el modelo log-normal se observo´ que las estimaciones basadas
en modelos SNP-GARCH, que no reproducen el efecto leverage, generaron tasas ma´s
altas de soluciones de esquina y mayor dispersio´n de los estimadores. Esto mismo
puede estar sucediendo en este caso, es decir, que las altas tasas de colapsos se deban
a que los modelos auxiliares no alcanzan a explicar las colas pesadas de los retor-
nos. Adema´s, el hecho de que incrementar o reducir los te´rminos SNP en el modelo
auxiliar afecte tanto los estimadores, hace sospechar que estos modelos auxiliares no
son adecuados, lo que conduce al fallo de EMM. Como es enfatizado por Gallant y
Long (1997), si el modelo auxiliar no es bueno, la inversa de la matriz de covarianzas
asinto´tica (3.5) no es una matriz de ponderaciones eficiente, lo cual har´ıa aparecer
problemas de estimacio´n similares a los que surgen con el me´todo GMM. Para reme-
diar estos problemas sera´ necesario implementar una matriz de ponderaciones ma´s
elaborada o recurrir a modelos auxiliares alternativos a la densidad SNP, que cum-
plan las condiciones de modelar datos extremos, patrones de varianza condicional y
efecto leverage y que adema´s dispongan de una expresio´n anal´ıtica de la funcio´n de
log-verosimilitud. Evidentemente, ambas alternativas no son una tarea sencilla.
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Figura 4.7: QQ-plots normales de las distribuciones de los estimadores EMM del
modelo SV con colas pesadas, para el taman˜o de muestra 4.000. Estos esta´n calculados
con base en 500 estimaciones convergentes dentro del espacio parame´trico del modelo
de volatilidad estoca´stica con para´metros α = −7.81, φ = 0.95, ση = 0.3273 y ρ =
−0.7.
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4.4. S´ıntesis
En el estudio Monte Carlo realizado en este cap´ıtulo, se encontro´ que el EMM es
un me´todo razonablemente bueno para estimar modelos SV log-normales con efecto
leverage, siempre y cuando se haga una cuidadosa seleccio´n del modelo auxiliar. A
partir de un taman˜o de muestra de 1.000 se obtienen estimadores precisos y con
taman˜os de muestra de 2.000, la distribucio´n de los estimadores muestra una muy
buena aproximacio´n a la normalidad, por tanto las inferencias son confiables. Sin
embargo, para algunos para´metros los estimadores no convergen a la normalidad
asinto´tica a la misma velocidad. El para´metro α converge ma´s ra´pidamente, incluso
con solo 500 datos, mientras que φ lo hace ma´s lentamente. En cuanto al para´metro
de leverage, las estimaciones son precisas y la distribucio´n asinto´tica se comprobo´ que
es normal.
De forma interesante, como se presupon´ıa con base en los resultados del estudio
comparativo de modelos auxiliares de la seccio´n 1.2, se demostro´ que es crucial que
el modelo auxiliar contenga el efecto leverage para una mejor estimacio´n EMM, ya
que reduce las tasas de colapsos a soluciones de esquina y mejora la precisio´n de los
estimadores. Los modelos auxiliares con te´rminos APARCH y EGARCH son alta-
mente recomendados, aunque los modelos con te´rminos APARCH probaron arrojar
estimadores ma´s estables en comparacio´n con los modelos auxiliares con te´rminos
EGARCH, a lo cual hay que agregar que esta u´ltima clase de modelos puede fallar
en la estimacio´n de la varianza condicional debido a las caracter´ısticas de la ecuacio´n
recursiva, tal como se aprecio´ en la seccio´n 1.2.
En el caso de la estimacio´n de un sencillo modelo SV con colas pesadas y efecto
leverage, el desempen˜o del EMM no es tan satisfactorio. Si bien produce estimadores
con poco sesgo, la tasa de fallas en la convergencia es alta, al igual que los RMSE,
en comparacio´n con el caso log-normal. Adema´s, no se garantiza la convergencia
de los estimadores a la distribucio´n normal ni siquiera con taman˜os de muestra del
orden de 4.000, lo cual es problema´tico para las inferencias. Sin embargo, la evidencia
sugiere que estos problemas pueden ser adjudicados a que los modelos auxiliares
considerados no logran reproducir el comportamiento de los valores extremos de los
retornos generados por estos procesos de volatilidad estoca´stica, de manera que no
se logra obtener una estimacio´n precisa de la matriz de covarianzas asinto´tica (3.5),
afectando el algoritmo EMM.
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Como fue sugerido por uno de los jurados, posteriormente ser´ıa interesante ex-
tender este estudio con un ana´lisis de la precisio´n de la prueba de especificacio´n del
modelo, dada en (3.9), viendo co´mo se comporta en estimaciones con base en modelos
auxiliares bien y mal especificados. Esto con el objetivo de establecer si esta prueba
es robusta a la eleccio´n del modelo auxiliar.
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Cap´ıtulo 5
Conclusiones
Los modelos de volatilidad estoca´stica (SV) son versa´tiles para acomodar las carac-
ter´ısticas observadas en las series de retornos financieros, razo´n por la que actualmente
son ampliamente utilizados en la literatura financiera. Sin embargo, su estimacio´n no
es sencilla, al no estar disponible una expresio´n anal´ıtica de la funcio´n de verosimili-
tud, lo que ha llevado a que se propongan me´todos de estimacio´n alternativos, uno
de ellos es el me´todo de momentos eficiente (EMM) de Gallant y Tauchen (1996).
Para hallar los estimadores, este me´todo utiliza los valores esperados de los scores
de un modelo auxiliar bajo el modelo de volatilidad estoca´stica como condiciones de
momentos en un criterio GMM.
En esta tesis se llevo´ a cabo un estudio Monte Carlo sobre la capacidad del EMM
para estimar modelos de volatilidad estoca´stica con efecto leverage y colas pesadas
en la distribucio´n de la innovacio´n de la ecuacio´n de retornos. Se construyo´ sobre la
base de los trabajos pioneros de Andersen, Chung y Sørensen (1999) y Chumacero
(1997), quienes estudiaron las propiedades de los estimadores EMM en modelos SV
log-normales sin efecto leverage. Aqu´ı se amplio´ al caso del modelo con efecto leverage
y tambie´n se puso a prueba un modelo con cola pesada en la ecuacio´n de retornos.
Ambos, el efecto leverage y las colas pesadas, han sido ampliamente documentados
en la evidencia emp´ırica de las series de retornos financieros, y de all´ı la importancia
de determinar la capacidad del EMM para estimar modelos SV que incluyen estas
propiedades.
El EMM mostro´ ser un me´todo viable para la estimacio´n del modelo SV log-normal
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con leverage, produciendo estimadores insesgados y con una dispersio´n aceptable,
siempre y cuando se haga una cuidadosa seleccio´n del modelo auxiliar. Se encontro´ que
las estimaciones basadas en modelos auxiliares con especificaciones GARCH, que
no reproducen el efecto leverage, tienen mayores tasas de falla en la convergencia,
RMSE ma´s altos y distribuciones que convergen ma´s lentamente a la normalidad, en
comparacio´n con las estimaciones basadas en modelos auxiliares que tienen en cuenta
este efecto. En este sentido, los modelos auxiliares SNP-APARCH y SNP-EGARCH
son recomendados, aunque se detecto´ cierta inestabilidad en la ecuacio´n recursiva del
EGARCH que genera que la varianza condicional reconstruida se salga de control
en algunos casos, afectando la estimacio´n EMM. Adicionalmente, las estimaciones
basadas en el modelo auxiliar SNP-APARCH mostraron ser ma´s estables a medida
que cambia el taman˜o de muestra.
En la estimacio´n EMM del modelo SV log-normal, las inferencias sobre los para´me-
tros basadas en la normalidad asinto´tica son confiables con taman˜os de muestra de
alrededor de 2.000, aunque para el para´metro α la normalidad se alcanza incluso en
taman˜os de muestra menores a 1.000. Con un taman˜o de muestra de 500, los estima-
dores son relativamente precisos e insesgados, aunque no se garantiza la convergencia
a la normalidad, por lo que puede haber problemas con las inferencias. Con respec-
to al coeficiente de leverage, el EMM arrojo´ estimadores precisos y asinto´ticamente
normales.
El desempen˜o del me´todo, sin embargo, se deterioro´ notablemente cuando se es-
timo´ el modelo SV con colas pesadas. Aumentaron los RMSE y la dispersio´n de los
estimadores, hubo altas tasas de falla en la convergencia, incluso con muestras gran-
des, y no se alcanzo´ la convergencia a la normalidad ni siquiera en el taman˜o de
muestra de 4.000. Por otro lado, los estimadores tambie´n fueron ma´s sensibles a la
eleccio´n del modelo auxiliar en comparacio´n con el caso log-normal, ya que incluir o
reducir el nu´mero de te´rminos SNP condujo a un incremento sustancial en la tasa de
colapsos o a un empeoramiento de las distribuciones de los estimadores. No obstante,
estos problemas de estimacio´n pueden ser adjudicados a que los modelos auxiliares
considerados tal vez no pueden reproducir adecuadamente las caracter´ısticas de los
datos, por ende produciendo malos estimadores de la matriz de ponderaciones. En
estas circustancias, se requerira´ acudir a matrices de ponderaciones ma´s elaboradas
o buscar modelos auxiliares alternativos a SNP, los cuales puedan explicar las colas
pesadas de los retornos, a la vez que incluyan el efecto leverage, el comportamiento
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persistente de la varianza condicional y que permitan obtener expresiones anal´ıticas
para los scores. Claramente, encontrar modelos auxiliares con estas caracter´ısticas no
es una tarea fa´cil.
La principal ventaja del EMM, que es recurrir a un modelo auxiliar, se convierte
en un inconveniente cuando no es posible hallar un modelo auxiliar que describa
bien los datos, como ocurre cuando los retornos son generados por modelos SV con
colas pesadas o cuando la varianza condicional es menos persistente, en cuyo caso
los modelos de heteroscedasticidad condicional no ofrecen una buena aproximacio´n,
tal como se vio en la seccio´n 1.2. Recurrir a modelos auxiliares inadecuados hace
que el EMM sea ma´s impreciso, pudiendo errar considerablemente en los para´metros
estimados o conducir a rechazar o aceptar un modelo SV incorrectamente. En estas
situaciones, el investigador queda no solo con el problema de determinar cua´l modelo
SV ajustar a los datos, sino que tambie´n debe asumir el reto de hallar un modelo
auxiliar adecuado para la estimacio´n.
En lo que respecta a la aplicabilidad del me´todo EMM en situaciones reales, se
puede mencionar lo siguiente. Por un lado, los resultados de las estimaciones permiten
deducir que la precisio´n del me´todo es cuestionable en situaciones en las que los
datos proceden de modelos no Gaussianos o con especificaciones ma´s complejas que
las consideradas en este estudio. Pero, se debe recalcar, el me´todo no falla en su
concepcio´n teo´rica, sino en la dificultad pra´ctica de hallar un modelo auxiliar que
filtre adecuadamente las caracter´ısticas de los datos. Esta alta dependencia del modelo
auxiliar hace al EMM un me´todo riesgoso en manos de usuarios no expertos, ya
que una mala eleccio´n de e´ste puede conducir a errores graves de estimacio´n y a
inferencias erro´neas sobre los modelos estimados. Esto es bien ilustrado por Zivot
y Wang (2006, pp. 957-959), quienes estiman un modelo SV ba´sico recurriendo a
un inadecuado modelo auxiliar AR(1) y a un modelo auxiliar ma´s elaborado, que
explica mejor las caracter´ısticas de los datos. En la primera estimacio´n, el criterio
chi-cuadrado del EMM sugiere que el modelo ba´sico se ajusta bien a los datos, pero,
al hacer la estimacio´n con el modelo auxiliar adecuado, esta hipo´tesis es rechazada
contundentemente. Por otro lado, el asunto del modelo auxiliar tambie´n puede ser un
factor clave que determine la aceptacio´n del me´todo por parte de los usuarios. Si bien
una vez implementado en software, el EMM es fa´cil de aplicar, es menester del usuario
elegir un modelo auxiliar para representar los datos. Este aspecto, seguramente, har´ıa
que muchos usuarios no especializados opten por otros me´todos de estimacio´n o que
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finalmente recurran a modelos de tipo GARCH, ma´s fa´cilmente estimables.
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Ape´ndice A
Resultados de las estimaciones
para taman˜os de muestra 1.000 y
2.000
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Figura A.1: Resultados de las estimaciones EMM para el taman˜o de muestra 1.000.
Estos resultados esta´n basados en 500 estimaciones convergentes dentro del espacio
parame´trico. Las l´ıneas horizontales corresponden a los verdaderos valores de los
para´metros, que son α = −7.81, φ = 0.95, ση = 0.3273 y ρ = −0.7.
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Figura A.2: Resultados de las estimaciones EMM para el taman˜o de muestra 2.000.
Estos resultados esta´n basados en 500 estimaciones convergentes dentro del espacio
parame´trico. Las l´ıneas horizontales corresponden a los verdaderos valores de los
para´metros, que son α = −7.81, φ = 0.95, ση = 0.3273 y ρ = −0.7.
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Figura A.3: QQ-plots normales de las distribuciones de los estimadores EMM para
el taman˜o de muestra 1.000. Estos esta´n calculados con base en 500 estimaciones
convergentes dentro del espacio parame´trico del modelo de volatilidad estoca´stica
con para´metros α = −7.81, φ = 0.95, ση = 0.3273 y ρ = −0.7.
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Figura A.4: QQ-plots normales de las distribuciones de los estimadores EMM para
el taman˜o de muestra 2.000. Estos esta´n calculados con base en 500 estimaciones
convergentes dentro del espacio parame´trico del modelo de volatilidad estoca´stica
con para´metros α = −7.81, φ = 0.95, ση = 0.3273 y ρ = −0.7.
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Figura A.5: Resultados de las estimaciones EMM del modelo SV con colas pesadas,
para el taman˜o de muestra 2.000. Estos resultados esta´n basados en 500 estimaciones
convergentes dentro del espacio parame´trico. Las l´ıneas horizontales corresponden a
los verdaderos valores de los para´metros, que son α = −7.81, φ = 0.95, ση = 0.3273
y ρ = −0.7.
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Figura A.6: QQ-plots normales de las distribuciones de los estimadores EMM del
modelo SV con colas pesadas, para el taman˜o de muestra 2.000. Estos esta´n calculados
con base en 500 estimaciones convergentes dentro del espacio parame´trico del modelo
de volatilidad estoca´stica con para´metros α = −7.81, φ = 0.95, ση = 0.3273 y ρ =
−0.7.
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Ape´ndice B
Co´digo en R utilizado para las
estimaciones
A continuacio´n se provee el programa en R utilizado para la estimacio´n de las
densidades SNP con te´rminos GARCH, EGARCH y APARCH y para la estimacio´n
del modelo SV por EMM. El programa se ejecuto´ en la versio´n 2.13.2 del Software.
Primero se exponen las funciones que se emplean en la estimacio´n y al final se presenta
un ejemplo. Los tiempos promedio de computacio´n de las estimaciones EMM en un
equipo con procesador Intel Core 2 Duo @2.8GHz estuvieron entre 1 minuto para la
estimacio´n con modelo auxiliar SNP-GARCH y cerca de 3 minutos en las estimaciones
con modelo auxiliar SNP-APARCH en el caso del modelo SV log-normal. Para el
modelo SV con colas pesadas, los tiempos fueron de cerca de 2 minutos para el
modelo auxiliar SNP-EGARCH y 5 minutos para el auxiliar SNP-APARCH.
En primer lugar, se creo´ una librer´ıa DLL en lenguaje C que contiene las ecuaciones
recursivas de los modelos GARCH(1,1), EGARCH(1,1), APARCH(1,1), as´ı como las
ecuaciones recursivas correspondientes a los scores de cada uno de los modelos. Estas
funciones esta´n guardadas en el archivo “funcionesC.dll”, y puede ser prove´ıdo a
solicitud. Estas se cargan escribiendo:
dyn.load("funcionesC.dll")
Mediante la siguiente funcio´n, se generan las volatilidades. Esta es una funcio´n auxi-
liar, que se empleara´ posteriormente en la estimacio´n SNP.
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eps.sig.gen = function(theta,ar,y,x,arch.model){
n <- length(y)
a0 <- theta[1]
if (ar==0) mu <- a0
else {
a1 <- theta[2]
mu = a0 + a1*c((mean(x)-a0)/a1,x[-n])
}
epsilon <- y - mu
epsil.x <- x - mu
if (arch.model=="garch"){
if (ar==0){c0<-theta[2]; c1<-theta[3]; d1<-theta[4]}
else { c0<-theta[3]; c1<-theta[4]; d1<-theta[5]}
vrz = var(x)
sigma = .C("sigmaGARCH",as.double(epsil.x),as.double(c0),
as.double(c1),as.double(d1),as.integer(n),as.double(vrz),
sigma=double(n))$sigma
}
if (arch.model=="egarch"){
if (ar==0){c0<-theta[2]; c1<-theta[3]; d1<-theta[4]; m1<-theta[5]}
else { c0<-theta[3]; c1<-theta[4]; d1<-theta[5]; m1<-theta[6]}
logv = log(var(x))
sigma = .C("sigmaEGARCH",as.double(epsil.x),as.double(abs(epsil.x)),
as.double(c0),as.double(c1),as.double(d1),as.double(m1),
as.integer(n),as.double(logv),sigma=double(n))$sigma
}
if (arch.model=="aparch"){
if (ar==0){c0<-theta[2]; c1<-theta[3]; d1<-theta[4]; m1<-theta[5];
delta<-theta[6]}
else { c0<-theta[3]; c1<-theta[4]; d1<-theta[5]; m1<-theta[6];
delta<-theta[7]}
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sdx = sd(x)
sigma = .C("sigmaAPARCH",as.double(epsil.x),as.double(abs(epsil.x)),
as.double(c0),as.double(c1),as.double(d1),as.double(m1),
as.double(delta),as.integer(n),as.double(sdx),sigma=double(n))$sigma
}
sal = cbind(epsilon,sigma)
colnames(sal) = c("epsilon","sigma")
return(sal)
}
Utilizando la siguiente funcio´n, se generan los scores. Esta, al igual que la anterior,
es una funcio´n auxiliar que se utiliza luego en la estimacio´n de las densidades SNP.
SNP.score.gen = function(solution,SNPvec,bvec,z,arch.model,epsilon,
sigma,y,ar){
b = rep(NA,length(SNPvec))
for (i in 1:length(b)){
if (SNPvec[i]==0) b[i]=0
if (SNPvec[i]==1){b[i]=bvec[1]; bvec=bvec[-1]}
}
if (length(b)<8) b[(length(b)+1):8]=0
n <- length(y)
e0 = 0.001
denom = 1 + b[1]^2 + 6*b[1]*(b[3]+5*b[5]+35*b[7]) + 3*b[2]^2 +
2*b[2]*(15*b[4]+105*b[6]+945*b[8]+1) + 15*b[3]^2 + 210*b[3]*
(b[5]+9*b[7]) + 105*b[4]^2 + 6*b[4]*(315*b[6]+3465*b[8]+1) +
945*b[5]^2 + 20790*b[5]*b[7] + 10395*b[6]^2 + 30*b[6]*(9009*b[8]+
1) + 135135*b[7]^2 + 2027025*b[8]^2 + 210*b[8] + e0
poli = 1 + b[1]*z + b[2]*z^2 + b[3]*z^3 + b[4]*z^4 + b[5]*z^5 +
b[6]*z^6 + b[7]*z^7 + b[8]*z^8
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dDenom.db1 = 2*b[1] + 6*(b[3]+5*b[5]+35*b[7])
if (b[2]!=0) dDenom.db2 = 6*b[2] + 2*(15*b[4]+105*b[6]+945*b[8]+1)
else dDenom.db2 = 0
dDenom.db3 = 6*b[1] + 30*b[3] + 210*(b[5]+9*b[7])
if (b[4]!=0) dDenom.db4 = 30*b[2] + 210*b[4] + 6*(315*b[6]+3465*
b[8]+1)
else dDenom.db4 = 0
dDenom.db5 = 30*(b[1]+7*b[3]+63*b[5]+693*b[7])
if (b[6]!=0) dDenom.db6 = 30*(7*b[2]+63*b[4]+693*b[6]+9009*b[8]+1)
else dDenom.db6 = 0
dDenom.db7 = 210*(b[1]+9*b[3]+99*b[5]+1287*b[7])
if (b[8]!=0) dDenom.db8 = 210*(9*b[2]+99*b[4]+1287*b[6]+19305*
b[8]+1)
else dDenom.db8 = 0
if (b[1]!=0) dPoli.db1=z else dPoli.db1=0
if (b[2]!=0) dPoli.db2=z^2 else dPoli.db2=0
if (b[3]!=0) dPoli.db3=z^3 else dPoli.db3=0
if (b[4]!=0) dPoli.db4=z^4 else dPoli.db4=0
if (b[5]!=0) dPoli.db5=z^5 else dPoli.db5=0
if (b[6]!=0) dPoli.db6=z^6 else dPoli.db6=0
if (b[7]!=0) dPoli.db7=z^7 else dPoli.db7=0
if (b[8]!=0) dPoli.db8=z^8 else dPoli.db8=0
score.b1 = 2*poli*dPoli.db1/(poli^2+e0)-dDenom.db1/denom
score.b2 = 2*poli*dPoli.db2/(poli^2+e0)-dDenom.db2/denom
score.b3 = 2*poli*dPoli.db3/(poli^2+e0)-dDenom.db3/denom
score.b4 = 2*poli*dPoli.db4/(poli^2+e0)-dDenom.db4/denom
score.b5 = 2*poli*dPoli.db5/(poli^2+e0)-dDenom.db5/denom
score.b6 = 2*poli*dPoli.db6/(poli^2+e0)-dDenom.db6/denom
score.b7 = 2*poli*dPoli.db7/(poli^2+e0)-dDenom.db7/denom
score.b8 = 2*poli*dPoli.db8/(poli^2+e0)-dDenom.db8/denom
dPoli.dz = b[1] + 2*b[2]*z + 3*b[3]*z^2 + 4*b[4]*z^3 + 5*b[5]*z^4 +
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6*b[6]*z^5 +7*b[7]*z^6 + 8*b[8]*z^7
if (arch.model=="egarch" | arch.model=="aparch") indicadora<-
ifelse(z>=0,-1,1)
dSig2.da0 = numeric(n)
dSig2.da1 = numeric(n)
if (arch.model=="garch"){
if (ar==0){ c0=solution[2]; c1=solution[3]; d1=solution[4]}
else { c0=solution[3]; c1=solution[4]; d1=solution[5]}
posic.a0 = -2*c1*mean(epsilon)/(1-d1)
dSig2.da0 = .C("ds2da0garch",as.double(epsilon),as.double(c1),
as.double(d1),as.integer(n),as.double(posic.a0),
result=double(n))$result
if (ar==1){
posic.a1 = -2*c1*mean(epsilon*c(mean(y),y[-n]))/(1-d1)
dSig2.da1 = .C("ds2da1garch",as.double(y),as.double(epsilon),
as.double(c1),as.double(d1),as.integer(n),as.double(posic.a1),
result=double(n))$result
}
}
if (arch.model=="egarch"){
if (ar==0){ c0=solution[2]; c1=solution[3]; d1=solution[4];
m1=solution[5]}
else { c0=solution[3]; c1=solution[4]; d1=solution[5];
m1=solution[6]}
dn1 = 1-mean((sigma^2/c(mean(sigma^2),sigma[-n]^2))*(c1-0.5*
c(mean(d1*z+m1*abs(z)),d1*z[-n]+m1*abs(z[-n]))))
posic.a0 = mean((sigma^2/c(mean(sigma),sigma[-n]))*(m1*
c(mean(indicadora),indicadora[-n])-d1))/dn1
dSig2.da0 = .C("ds2da0egarch",as.double(sigma^2),as.double(sigma),
as.double(z),as.double(abs(z)),as.integer(indicadora),as.double(c1),
as.double(d1),as.double(m1),as.integer(n),as.double(posic.a0),
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result=double(n))$result
if (ar==1){
posic.a1 = mean(c(mean(y),mean(y),y[-c(n-1,n)])*
(sigma^2/c(mean(sigma),sigma[-n]))*
(m1*c(mean(indicadora),indicadora[-n])-d1))/dn1
dSig2.da1 = .C("ds2da1egarch",as.double(y),
as.double(sigma^2),as.double(sigma),
as.double(z),as.double(abs(z)),
as.integer(indicadora),as.double(c1),
as.double(d1),as.double(m1),as.integer(n),
as.double(posic.a1),result=double(n))$result
}
}
if (arch.model=="aparch"){
if (ar==0){ c0=solution[2]; c1=solution[3]; d1=solution[4];
m1=solution[5]; delta=solution[6]}
else {c0=solution[3]; c1=solution[4]; d1=solution[5];
m1=solution[6]; delta=solution[7]}
dn1 = 1-d1*mean(sigma^(2-delta)*c(mean(sigma^(delta-2)),sigma[-n]^
(delta-2)))
posic.a0 = 2*c1*mean(sigma^(2-delta)*c(mean((abs(epsilon)-m1*
epsilon)^(delta-1)),(abs(epsilon[-n])-m1*epsilon[-n])^(delta-
1))*(c(mean(indicadora),indicadora[-n])+m1))/dn1
dSig2.da0 = .C("ds2da0aparch",as.double(sigma),as.double(epsilon),
as.double(abs(epsilon)),as.integer(indicadora),as.double(c1),
as.double(d1),as.double(m1),as.double(delta),as.integer(n),
as.double(posic.a0),result=double(n))$result
if (ar==1){
posic.a1 = 2*c1*mean(sigma^(2-delta)*c(mean((abs(epsilon)-
m1*epsilon)^(delta-1)),(abs(epsilon[-n])-m1*epsilon[-n])^(delta-
1))*(c(mean(indicadora),indicadora[-n])+m1)* c(mean(y),mean(y),
y[-c((n-1):n)]))/dn1
dSig2.da1 = .C("ds2da1aparch",as.double(y),as.double(sigma),
as.double(epsilon),as.double(abs(epsilon)),as.integer(indicadora),
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as.double(c1),as.double(d1),as.double(m1),as.double(delta),
as.integer(n),as.double(posic.a1),result=double(n))$result
}
}
score.a0=(1/sigma)*(z-2*poli*dPoli.dz/(poli^2+e0))+(1/(2*sigma^2))*
(z^2-1-2*z*poli*dPoli.dz/(poli^2+e0))*dSig2.da0
if (ar==1){
score.a1=(c(mean(y),y[-n])/sigma)*(z-2*poli*dPoli.dz/(poli^2+e0))+
(1/(2*sigma^2))*(z^2-1-2*z*poli*dPoli.dz/(poli^2+e0))*dSig2.da1
}
if (ar==0) score.a1=rep(0,n)
dSig2.dc0 = numeric(n)
dSig2.dc1 = numeric(n)
dSig2.dd1 = numeric(n)
dSig2.dm1 = numeric(n)
dSig2.ddelta = numeric(n)
if (arch.model=="garch"){
posic.c0 = 1/(1-d1)
posic.c1 = mean(epsilon^2)/(1-d1)
posic.d1 = mean(sigma^2)/(1-d1)
dSig2.dc0 = .C("ds2dc0garch",as.double(d1),as.integer(n),
as.double(posic.c0),result=double(n))$result
dSig2.dc1 = .C("ds2dc1garch",as.double(epsilon^2),as.double(d1),
as.integer(n),as.double(posic.c1),result=double(n))$result
dSig2.dd1 = .C("ds2dd1garch",as.double(sigma^2),as.double(d1),
as.integer(n),as.double(posic.d1),result=double(n))$result
score.c0=(1/(2*sigma^2))*(z^2-2*z*poli*dPoli.dz/(poli^2+e0)-1)*
dSig2.dc0
score.c1=(1/(2*sigma^2))*(z^2-2*z*poli*dPoli.dz/(poli^2+e0)-1)*
dSig2.dc1
score.d1=(1/(2*sigma^2))*(z^2-2*z*poli*dPoli.dz/(poli^2+e0)-1)*
dSig2.dd1
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}if (arch.model=="egarch"){
dn2 = 1-mean((sigma^2/c(mean(sigma^2),sigma[-n]^2))*(c1-
0.5*c(mean(d1*z+m1*abs(z)),(d1*z+m1*abs(z))[-n])))
posic.c0 = mean(sigma^2)/dn2
posic.c1 = mean(sigma^2*c(mean(log(sigma^2)),log(sigma^2)[-n]))/dn2
posic.d1 = mean(sigma^2*c(mean(z),z[-n]))/dn2
posic.m1 = mean(sigma^2*c(mean(abs(z)),abs(z)[-n]))/dn2
dSig2.dc0 = .C("ds2dc0egarch",as.double(sigma^2),
as.double(z),as.double(abs(z)),
as.double(c1),as.double(d1),as.double(m1),as.integer(n),
as.double(posic.c0),result=double(n))$result
dSig2.dc1 = .C("ds2dc1egarch",as.double(sigma^2),
as.double(log(sigma^2)),as.double(z),as.double(abs(z)),as.double(c1),
as.double(d1),as.double(m1),as.integer(n),
as.double(posic.c1),result=double(n))$result
dSig2.dd1 = .C("ds2dd1egarch",as.double(sigma^2),as.double(z),
as.double(abs(z)),as.double(c1),as.double(d1),as.double(m1),
as.integer(n),as.double(posic.d1),result=double(n))$result
dSig2.dm1 = .C("ds2dm1egarch",as.double(sigma^2),as.double(z),
as.double(abs(z)),as.double(c1),as.double(d1),as.double(m1),
as.integer(n),as.double(posic.m1),result=double(n))$result
score.c0=(1/(2*sigma^2))*(z^2-2*z*poli*dPoli.dz/(poli^2+e0)-1)*
dSig2.dc0
score.c1=(1/(2*sigma^2))*(z^2-2*z*poli*dPoli.dz/(poli^2+e0)-1)*
dSig2.dc1
score.d1=(1/(2*sigma^2))*(z^2-2*z*poli*dPoli.dz/(poli^2+e0)-1)*
dSig2.dd1
score.m1=(1/(2*sigma^2))*(z^2-2*z*poli*dPoli.dz/(poli^2+e0)-1)*
dSig2.dm1
}
if (arch.model=="aparch"){
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Dnm = 1-d1*mean(sigma^(2-delta)*c(mean(sigma^(delta-2)),sigma[-n]^
(delta-2)))
posic.c0 = 2*mean(sigma^(2-delta))/(delta*Dnm)
posic.c1 = 2*mean(sigma^(2-delta)*c(mean((abs(epsilon)-m1*epsilon)^
delta),(abs(epsilon[-n])-m1*epsilon[-n])^delta))/(delta*Dnm)
posic.d1 = 2*mean(sigma^(2-delta)*c(mean(sigma^delta),sigma[-n]^
delta))/(delta*Dnm)
posic.m1 = -2*c1*mean(sigma^(2-delta)*c(mean(epsilon*
(abs(epsilon)-m1*epsilon)^(delta-1)),(epsilon*(abs(epsilon)-m1*
epsilon)^(delta-1))[-n]))/Dnm
Numd=2*mean(sigma^(2-delta)*c(mean(c1*(abs(epsilon)-m1*epsilon)^
delta*log(abs(epsilon)-m1*epsilon)+0.5*d1*sigma^delta*log(sigma^2)),
(c1*(abs(epsilon)-m1*epsilon)^delta*log(abs(epsilon)-m1*epsilon)+0.5*
d1*sigma^delta*log(sigma^2))[-n])-2*sigma^2*log(sigma^delta)/delta)
posic.delta = Numd/(delta*Dnm)
dSig2.dc0 = .C("ds2dc0aparch",as.double(sigma),as.double(d1),
as.double(delta),as.integer(n),as.double(posic.c0),
result=double(n))$result
dSig2.dc1 = .C("ds2dc1aparch",as.double(sigma),as.double(epsilon),
as.double(abs(epsilon)),as.double(d1),as.double(m1),as.double(delta),
as.integer(n),as.double(posic.c1),result=double(n))$result
dSig2.dd1 = .C("ds2dd1aparch",as.double(sigma),as.double(d1),
as.double(delta),as.integer(n),as.double(posic.d1),
result=double(n))$result
dSig2.dm1 = .C("ds2dm1aparch",as.double(sigma),as.double(epsilon),
as.double(abs(epsilon)),as.double(c1),as.double(d1),as.double(m1),
as.double(delta),as.integer(n),as.double(posic.m1),
result=double(n))$result
dSig2.ddelta = .C("ds2ddelta",as.double(sigma),as.double(epsilon),
as.double(abs(epsilon)),as.double(c1),as.double(d1),as.double(m1),
as.double(delta),as.integer(n),as.double(posic.delta),
result=double(n))$result
score.c0=(1/(2*sigma^2))*(z^2-2*z*poli*dPoli.dz/(poli^2+e0)-1)*
dSig2.dc0
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score.c1=(1/(2*sigma^2))*(z^2-2*z*poli*dPoli.dz/(poli^2+e0)-1)*
dSig2.dc1
score.d1=(1/(2*sigma^2))*(z^2-2*z*poli*dPoli.dz/(poli^2+e0)-1)*
dSig2.dd1
score.m1=(1/(2*sigma^2))*(z^2-2*z*poli*dPoli.dz/(poli^2+e0)-1)*
dSig2.dm1
score.delta=(1/(2*sigma^2))*(z^2-2*z*poli*dPoli.dz/(poli^2+e0)-
1)*dSig2.ddelta
}
scores.mu = cbind(score.a0,score.a1)
colnames(scores.mu) = c("score.a0","score.a1")
scores.b = cbind(score.b1,score.b2,score.b3,score.b4,score.b5,
score.b6,score.b7,score.b8)
colnames(scores.b) = paste("score.b",1:8,sep="")
scores.b = scores.b[,-which(b==0)]
if (arch.model=="garch"){
scores=cbind(scores.mu,score.c0,score.c1,score.d1,scores.b)
}
if (arch.model=="egarch"){
scores=cbind(scores.mu,score.c0,score.c1,score.d1,score.m1,scores.b)
}
if (arch.model=="aparch"){
scores=cbind(scores.mu,score.c0,score.c1,score.d1,score.m1,
score.delta,scores.b)
}
if (ar==0) scores = scores[,-2]
return(scores)
}
Ahora se procede a construir la funcio´n SNP.estim para la estimacio´n de las densida-
des SNP. Esta funcio´n tiene los siguientes argumentos: y es la serie; ar indica el nu´mero
de te´rminos autorregresivos de la ecuacio´n de localizacio´n, puede tomar los valores de
0 o´ 1; SNPvec indica cua´les te´rminos del polinomio de la SNP se utilizan (se sen˜alan
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con el nu´mero 1) y cua´les se restringen a 0, por ejemplo SNPvec=c(0,1,0,1,0,1)
significa que se utiliza un polinomio de grado 6 en la expansio´n SNP, y que adema´s
los coeficientes impares se restringen a 0; arch.model es el modelo de heteroscedas-
ticidad condicional que se empleara´ para la ecuacio´n de escala, puede ser “garch”,
“egarch” o “aparch”; spline puede ser TRUE o FALSE e indica si se utilizara´ una
transformacio´n spline para los datos; si spline=TRUE, c.spl es el valor del coeficien-
te c para la transformacio´n spline (ver ecuacio´n 4.5); par.signif puede ser TRUE
o FALSE e indica si se debe mostrar la significancia de los para´metros estimados; si
par.signif=TRUE, method puede ser alguno de los me´todos de optimizacio´n disponi-
bles en la funcio´n optim de R, que permite obtener la significancia de los para´metros;
finalmente, startval es un vector de para´metros iniciales para el optimizador. Esta
funcio´n tambie´n genera la matriz de covarianzas asinto´tica (3.5) y su inversa, la ma-
triz de ponderaciones que se utilizara´ posteriormente en la estimacio´n EMM, la cual
se etiqueta como ponderaciones.EMM.
SNP.estim = function(y,ar=0,SNPvec=rep(0,8),arch.model="garch",
spline=FALSE,c.spl=0.05,par.signif=FALSE,method="BFGS",startval){
if (ar!=0 & ar!=1) stop(’ar debe ser 0 o´ 1’)
if (length(SNPvec)>8) stop(’La longitud de SNPvec debe ser menor
o igual a 8’)
b.test = ifelse(SNPvec==0 | SNPvec==1,0,1)
if (sum(b.test)!=0) stop("SNPvec esta´ mal definido")
if (c.spl<=0) stop(’c.spl debe ser mayor a cero’)
x <- y
n <- length(y)
if (spline){
x = rep(NA,n)
for (i in (1:n)){
if (y[i]>-c.spl & y[i]<c.spl) x[i]=y[i]
if (y[i]<=-c.spl) x[i]=0.5*(y[i]-c.spl-log(1-y[i]-c.spl))
if (y[i]>=c.spl) x[i]=0.5*(y[i]+c.spl+log(1+y[i]-c.spl))
}
}
kz = sum(SNPvec)
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SNP = function(bvec,z,sigma){
b = rep(NA,length(SNPvec))
for (i in 1:length(b)){
if (SNPvec[i]==0) b[i]=0
if (SNPvec[i]==1){b[i]=bvec[1]; bvec=bvec[-1]}
}
if (length(b)<8) b[(length(b)+1):8]=0
e0 = 0.001
denom = 1 + b[1]^2 + 6*b[1]*(b[3]+5*b[5]+35*b[7]) + 3*b[2]^2 +
2*b[2]*(15*b[4]+105*b[6]+945*b[8]+1) + 15*b[3]^2 + 210*b[3]*(b[5]+
9*b[7]) + 105*b[4]^2 + 6*b[4]*(315*b[6]+3465*b[8]+1) + 945*b[5]^2 +
20790*b[5]*b[7] + 10395*b[6]^2 + 30*b[6]*(9009*b[8]+1) + 135135*
b[7]^2 + 2027025*b[8]^2 + 210*b[8] + e0
poli = 1 + b[1]*z + b[2]*z^2 + b[3]*z^3 + b[4]*z^4 + b[5]*z^5 +
b[6]*z^6 + b[7]*z^7 + b[8]*z^8
dens = (1/(sqrt(2*pi)*sigma))*(poli^2+e0)*exp(-0.5*z^2)/denom
return(dens)
}
if (arch.model=="garch") lgt=3
if (arch.model=="egarch") lgt=4
if (arch.model=="aparch") lgt=5
logver = function(theta){
eps.sig = eps.sig.gen(theta=theta,ar=ar,y=y,x=x,arch.model=
arch.model)
epsilon = eps.sig[,1]
sigma = eps.sig[,2]
z = epsilon/sigma
if (kz>0) bvec = theta[(ar+1+lgt+1):(ar+1+lgt+kz)]
else bvec = rep(0,8)
ll = -sum(log(SNP(bvec=bvec,z=z,sigma=sigma)))
return(ll)
94
}if (arch.model=="garch" & ar==0){
lower = c(-1e5,1e-10,1e-10,1e-10,rep(-20,kz))
upper = c(1e5,1e5,1-1e-10,1-1e-10,rep(20,kz))
}
if (arch.model=="garch" & ar==1){
lower = c(-1e5,-1+1e-10,1e-10,1e-10,1e-10,rep(-20,kz))
upper = c(1e5,1-1e-10,1e5,1-1e-10,1-1e-10,rep(20,kz))
}
if (arch.model=="egarch" & ar==0){
lower = c(-1e5,-1e2,-1+1e-10,-1+1e-10,-1+1e-10,rep(-20,kz))
upper = c(1e5,1e2,1-1e-10,1-1e-10,1-1e-10,rep(20,kz))
}
if (arch.model=="egarch" & ar==1){
lower = c(-1e5,-1+1e-10,-1e2,-1+1e-10,-1+1e-10,-1+1e-10,rep(-20,kz))
upper = c(1e5,1-1e-10,1e2,1-1e-10,1-1e-10,1-1e-10,rep(20,kz))
}
if (arch.model=="aparch" & ar==0){
lower = c(-1e5,1e-10,1e-10,1e-10,-1+1e-10,1e-10,rep(-20,kz))
upper = c(1e5,1e5,1-1e-10,1-1e-10,1-1e-10,4,rep(20,kz))
}
if (arch.model=="aparch" & ar==1){
lower = c(-1e5,-1+1e-10,1e-10,1e-10,1e-10,-1+1e-10,1e-10,rep(-20,kz))
upper = c(1e5,1-1e-10,1e5,1-1e-10,1-1e-10,1-1e-10,4,rep(20,kz))
}
if (par.signif){
sol = optim(par=startval,fn=logver,lower=lower,upper=upper,
method=method,hessian=TRUE)
hess = sol$hessian
std.err = sqrt(diag(solve(hess)))
tval = sol$par/std.err
valp = ifelse(tval>0,(pnorm(tval,lower.tail=F)+pnorm(-tval,
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lower.tail=T)),(pnorm(tval,lower.tail=T)+pnorm(-tval,lower.tail=F)))
logveros = -sol$value
solution = sol$par
}
else {
sol = nlminb(start=startval,objective=logver,lower=lower,
upper=upper,control=list(eval.max=2000,iter.max=1500))
solution = sol$par
logveros = -sol$objective
}
bic = -2*logveros + log(n)*length(solution)
mu.par = solution[1:(ar+1)]
names(mu.par) = paste("a",0:ar,sep="")
if (arch.model=="garch"){
sig.par = solution[(ar+2):(ar+4)]
names(sig.par) = c("c0","c1","d1")
}
if (arch.model=="egarch"){
sig.par = solution[(ar+2):(ar+5)]
names(sig.par) = c("c0","c1","d1","m1")
}
if (arch.model=="aparch"){
sig.par = solution[(ar+2):(ar+6)]
names(sig.par) = c("c0","c1","d1","m1","delta")
}
lgth = length(mu.par)+length(sig.par)
if(kz>0){
b.par = solution[(lgth+1):length(solution)]
names.b = paste("b",1:length(SNPvec),sep="")
names(b.par) = names.b[-which(c(SNPvec,0)==0)]
}
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else b.par = rep(0,8)
if (kz>0) names(solution) = c(names(mu.par),names(sig.par),
names(b.par))
else names(solution) = c(names(mu.par),names(sig.par))
epsdes = eps.sig.gen(theta=solution,ar=ar,y=y,x=x,arch.model=
arch.model)
epsilon = epsdes[,1]
sigma = epsdes[,2]
z = epsilon/sigma
scores = SNP.score.gen(solution=solution,SNPvec=SNPvec,bvec=b.par,
z=z,arch.model=arch.model,epsilon=epsilon,sigma=sigma,y=y,ar=ar)
suma = scores[1,]%*%t(scores[1,])
for (i in (2:n)){
aux = scores[i,]%*%t(scores[i,])
suma = suma + aux
}
matrizI = suma/n
inversa = solve(matrizI)
if (par.signif){
signific = rbind(solution,std.err,tval,valp)
colnames(signific) = names(solution)
rownames(signific) = c("Coefic.","Std.Err","t calc.","Valor-P")
}
adj = c(logveros,bic)
names(adj) = c("LogLik","BIC")
if (par.signif){
final = list(coeficientes=solution,significancia=signific,
Ajuste=adj,ponderaciones.EMM=inversa,prom.scores=matrizI)
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}else {
final = list(coeficientes=solution,Ajuste=adj,
ponderaciones.EMM=inversa,prom.scores=matrizI)
}
return(final)
}
La siguiente es una funcio´n auxiliar que calcula los scores promedio (ecuacio´n 3.3),
los cuales se utilizan en el criterio EMM (ecuacio´n 3.4).
SNP.scores = function(QMLEs,y,SNPvec=rep(0,8),ar=0,
arch.model="garch",spline=F,c.spl=0.1){
x = y
n = length(y)
if (spline){
x = rep(NA,n)
for (i in (1:n)){
if (y[i]>-c.spl & y[i]<c.spl) x[i]=y[i]
if (y[i]<=-c.spl) x[i]=0.5*(y[i]-c.spl-log(1-y[i]-c.spl))
if (y[i]>=c.spl) x[i]=0.5*(y[i]+c.spl+log(1+y[i]-c.spl))
}
}
epsdes = eps.sig.gen(theta=QMLEs,ar=ar,y=y,x=x,arch.model=
arch.model)
epsilon = epsdes[,1]
sigma = epsdes[,2]
z = epsilon/sigma
kz = sum(SNPvec)
if (kz>0) bvec = QMLEs[(length(QMLEs)-kz+1):length(QMLEs)]
else b=rep(0,8)
scores = SNP.score.gen(solution=QMLEs,SNPvec=SNPvec,bvec=bvec,z=z,
arch.model=arch.model,epsilon=epsilon,sigma=sigma,y=y,ar=ar)
scores.prom = colMeans(scores)
return(scores.prom)
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}Por u´ltimo, la funcio´n EMM.estim permite estimar un modelo de volatilidad estoca´sti-
ca mediante EMM, para los casos en que se asume que εt sigue una distribucio´n normal
o una distribucio´n t con 3 grados de libertad. El me´todo recurre a una funcio´n que
genera simulaciones del modelo SV respectivo, SVsim, con el propo´sito de obtener los
scores promedio en los que se basa el criterio EMM. Los argumentos de EMM.estim
son los siguientes: y es la serie, Nsim es el nu´mero de simulaciones para calcular los
scores promedio, signif puede ser TRUE o FALSE e indica si se debe mostrar la signi-
ficancia del modelo SV y de los coeficientes estimados, cond.dist indica si se estima
un modelo SV con εt siguiendo una distribucio´n normal esta´ndar (“normal”) o una
t estandarizada con 3 grados de libertad (“t”), SV.start es un vector de coeficien-
tes iniciales (α, φ, ση, ρ) para el optimizador. Los argumentos de mod.aux son los que
corresponden al modelo auxiliar SNP y son los mismos de la funcio´n SNP.estim,
descrita anteriormente.
EMM.estim = function(y,Nsim=80000,signif=FALSE,cond.dist="normal",
SV.start,mod.aux=list(ar=0,SNPvec=rep(0,8),arch.model="garch",
spline=F,c.spl=0.05,startval)){
ar = mod.aux$ar
SNPvec = mod.aux$SNPvec
arch.model = mod.aux$arch.model
spline = mod.aux$spline
c.spl = mod.aux$c.spl
startval = mod.aux$startval
if (cond.dist=="normal") epsilon = rnorm(Nsim+100,0,1)
if (cond.dist=="t") epsilon = sqrt(1/3)*rt(Nsim+100,df=3)
e = rnorm(Nsim+100,0,1)
SNP = SNP.estim(y=y,ar=ar,SNPvec=SNPvec,arch.model=arch.model,
spline=spline,c.spl=c.spl,par.signif=FALSE,startval=startval)
coef.aux = SNP$coeficientes
ponderac = SNP$ponderaciones.EMM
criterio = function(lambda){
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Xsim = SVsim(n=Nsim,coef=lambda,input.random=TRUE,
epsilon=epsilon,e=e)[,1]
score.prom = SNP.scores(QMLEs=coef.aux,y=Xsim,SNPvec=SNPvec,ar=ar,
arch.model=arch.model,spline=spline,c.spl=c.spl)
crit = t(score.prom)%*%ponderac%*%score.prom
return(crit)
}
upper = c(0,1,5,1)
lower = c(-20,0.0001,0.0001,-1)
soluc = nlminb(start=SV.start,objective=criterio,upper=upper,
lower=lower,control=list(eval.max=150,iter.max=100))
resultado = soluc$par
names(resultado) = c("alfa","phi","sigma.eta","rho")
salida = list(coeficientes=resultado)
if (signif){
n1 = length(y)
Xoptim = SVsim(n=Nsim,coef=resultado,input.random=TRUE,
epsilon=epsilon,e=e)[,1]
sc.pr.est = SNP.scores(QMLEs=coef.aux,y=Xoptim,SNPvec=SNPvec,ar=ar,
arch.model=arch.model,spline=spline,c.spl=c.spl)
chi.cuad = n1*t(sc.pr.est)%*%ponderac%*%sc.pr.est
glib = length(coef.aux)-length(resultado)
SVvalp = pchisq(chi.cuad,df=glib,lower.tail=FALSE)
modelsignif = c(chi.cuad,round(glib,0),SVvalp)
names(modelsignif) = c("Chi-cuad","g.l.","Valor-P")
G = function(lambda){
Xoptim = SVsim(n=Nsim,coef=lambda,input.random=TRUE,
epsilon=epsilon,e=e)[,1]
SC = SNP.scores(QMLEs=coef.aux,y=Xoptim,SNPvec=SNPvec,ar=ar,
arch.model=arch.model,spline=spline,c.spl=c.spl)
return(SC)
}
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M = numDeriv::jacobian(func=G,x=resultado)
MIM = solve(t(M)%*%ponderac%*%M)
vcov = (1/n1)*MIM
std.err = sqrt(diag(vcov))
tval = resultado/std.err
valp = ifelse(tval>0,(pnorm(tval,lower.tail=F)+pnorm(-tval,
lower.tail=T)),(pnorm(tval,lower.tail=T)+pnorm(-tval,lower.tail=F)))
coefic = matrix(nrow=4,ncol=length(resultado),rbind(resultado,
std.err,tval,valp))
colnames(coefic)=names(resultado)
rownames(coefic)=c("Coefic.","Std.Err","t calc.","Valor-P")
Imat = SNP$prom.scores
Smat = sqrt(diag(Imat-M%*%MIM%*%t(M)))
cuasi.t = sqrt(n1)*sc.pr.est/Smat
names(cuasi.t) = names(coef.aux)
salida = list(SV.model.signif=modelsignif,coeficientes=coefic,
cuasi.t.ratios=t(cuasi.t))
}
return(salida)
}
Ejemplo
Suponga que se tiene una serie de retornos de acciones, llamada y, a la que queremos
ajustar un modelo SV log-normal. Lo primero que hacemos es cargar la librer´ıa DLL
“funcionesC.dll” y correr todas las funciones descritas anteriormente. El siguiente
paso es encontrar un modelo auxiliar que describa adecuadamente los datos. La esti-
macio´n del modelo auxiliar se hace recurriendo a la funcio´n SNP.estim. Por ejemplo,
un modelo auxiliar AR(1)-APARCH(1,1)-SNP(4) con transformacio´n spline se estima
de la siguiente manera:
iniciales=c(-0.0006,-0.5, 0.02,0.7, 0.15,0.5,1.5,rep(0.01,4))
modaux = SNP.estim(y=y,ar=1,SNPvec=rep(1,4),arch.model="aparch",
spline=T,c.spl=0.03,par.signif=T,method="BFGS",startval=iniciales)
Aqu´ı se debe tener en cuenta que es necesario probar diferentes valores para el vector
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de para´metros iniciales, con el objetivo de evitar caer en o´ptimos locales. Se esco-
gen los para´metros cuya estimacio´n alcanza la ma´xima log-verosimilitud, la cual es
reportada por SNP.estim. Luego de elegir el modelo auxiliar adecuado, probando
modelos con AR(0), con te´rminos EGARCH y variando el nu´mero de te´rminos de la
expansio´n SNP, y luego seleccionando segu´n el criterio BIC y la significancia de los
para´metros, se procede a la estimacio´n EMM. Supongamos que el modelo auxiliar
AR(1)-APARCH(1,1)-SNP(4) es adecuado, entonces la estimacio´n EMM se ejecuta
escibiendo:
inicialSV = c(-7.810,0.95,0.32730,-0.7)
SVmod = EMM.estim(y=y,Nsim=80000,signif=T,cond.dist="normal",
SV.start=inicialSV,mod.aux=list(ar=1,SNPvec=rep(1,4),arch.model=
"aparch",spline=T,c.spl=0.03,startval=iniciales)))
En este paso tambie´n se debe evaluar la estimacio´n arrancando desde diferentes valores
iniciales del vector de para´metros del modelo SV.
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