Variational equations on mixed Riemannian-Lorentzian metrics by Otway, Thomas H.
ar
X
iv
:m
at
h-
ph
/0
70
20
07
v3
  7
 M
ar
 2
00
8
VARIATIONAL EQUATIONS ON MIXED
RIEMANNIAN-LORENTZIAN METRICS
THOMAS H. OTWAY
Abstract. A class of elliptic-hyperbolic equations is placed in the context
of a geometric variational theory, in which the change of type is viewed as a
change in the character of an underlying metric. A fundamental example of
a metric which changes in this way is the extended projective disc, which is
Riemannian at ordinary points, Lorentzian at ideal points, and singular on the
absolute. Harmonic fields on such a metric can be interpreted as the hodograph
image of extremal surfaces in Minkowski 3-space. This suggests an approach
to generalized Plateau problems in 3-dimensional space-time via Hodge the-
ory on the extended projective disc. Analogous variational problems arise on
Riemannian-Lorentzian flow metrics in fiber bundles (twisted nonlinear Hodge
equations), and on certain Riemannian-Lorentzian manifolds which occur in
relativity and quantum cosmology. The examples surveyed come with natural
gauge theories and Hodge dualities. This paper is mainly a review, but some
technical extensions are proven. MSC2000 : 35M10, 53A10, 83C80
Key words: signature change, projective disc, Minkowski 3-space, equations of
mixed type, nonlinear Hodge equations
1. Introduction: the projective disc
In a small circle of paper, you shall see as it were an epitome of the whole world.
Giambattista Della Porta, 1589, on the camera obscura
Analysis on Beltrami’s projective disc model for hyperbolic space is in one sense
very old mathematics. Beltrami introduced the projective disc in 1868 as one of the
earliest Euclidean models for non-Euclidean space [9]; see also [10], [113]. But it also
arises in the context of some new mathematics related to variational problems in
Minkowski space and Hodge theory on pseudo-Riemannian manifolds. In practice
Beltrami’s construction amounts to equipping the unit disc centered at the origin
of coordinates in R2 with the distance function
(1) ds2 =
(
1− y2) dx2 + 2xydxdy + (1− x2) dy2
(1− x2 − y2)2 .
Integrating ds along geodesic lines in polar coordinates, we find that the distance
from any point in the interior of the unit disc to the boundary of the disc is infinite,
so the unit circle becomes the absolute: the curve at projective infinity; c.f. [49],
Sec. 9.1.
It is natural to ask how to interpret the so-called ideal points in the complement
of the unit disc in R2. It has been known for a long time that such points are not
merely allowed by the projective disc model in a formal sense, but are actually
useful in classical geometric constructions. For example, tangent lines to the unit
disc can be used to characterize orthogonal lines within the disc, and certain families
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of translated lines inside the disc attain their simplest representation as a rotation
about an ideal point. Although these classical geometric operations on ideal points
are well known [112], [64], geometric analysis on domains which include ideal points
is still very incompletely understood.
In this review we use Beltrami’s model as a point of reference from which to
survey aspects of geometric variational theory on mixed Riemannian-Lorentzian
domains, on which the signature of the metric changes sign along a smooth hyper-
surface. (The metric underlying (1) changes from Riemannian to Lorentzian on the
Euclidean unit circle.) In Sec. 2 we consider variational problems which reduce to
the existence of harmonic fields on the extended projected disc − that is, solutions
to the Hodge equations
(2) dα = δα = 0
on a domain of R2 which includes the closed unit disc as a proper subset and is
equipped with the Beltrami metric (1). Here d is the exterior derivative, with formal
adjoint δ, acting on a 1-form α. The crucial technical problem for the equations of
Sec. 2 is the existence of solutions to boundary-value problems; this question is
addressed in Sec. 3. Sections 4 and 5 are concerned with the related topics of
duality and gauge invariance. These topics motivate the study of gauge-invariant,
potentially elliptic-hyperbolic systems in fiber bundles. In Sec. 6 we briefly review
similar systems that arise in relativity and cosmology, and the relation of those
systems to other elliptic-hyperbolic equations on manifolds which have been studied
by mathematicians.
On the extended projective disc the Hodge equations are no longer uniformly
elliptic, but are elliptic on ordinary points inside the unit disc, hyperbolic on ideal
points in the R2-complement of the disc, and parabolic on the unit circle, which is
a singularity of the manifold. One might wonder why anyone would want to study
such a peculiar system. There are at least two motivations for doing so:
i) to learn what the geometry of the Beltrami disc reveals about elliptic-hyperbolic
partial differential equations, and
ii) to learn what elliptic-hyperbolic partial differential equations on the Beltrami
disc reveal about the geometry of space-time.
Regarding the first motivation, there is no canonical way to decide what consti-
tutes a natural boundary-value problem for an equation that changes from elliptic
to hyperbolic type on a smooth curve. Historically, physical analogies have been
the main tool, chiefly analogies to the physics of compressible flow [12]. However,
it is also possible to approach the problem using a geometric analogy, which we will
briefly describe.
The highest-order terms of any linear second-order partial differential equation
on a domain Ω ⊂ R2 can be written in the form
(3) Lu = α (x, y)uxx + 2β(x, y)uxy + γ(x, y)uyy,
where (x, y) are coordinates on Ω; α, β, and γ are given functions; u = u (x, y) . Tra-
ditionally, the question of whether the equation is elliptic, hyperbolic, or parabolic
has been identified with the question of whether the discriminant
(4) ∆ (x, y) = αγ − β2
is respectively positive, negative, or zero. If the discriminant is positive on part
of Ω and negative elsewhere on Ω, then the equation associated with the operator
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L is said to be of mixed elliptic-hyperbolic type. The curve on which the equation
changes type is called the parabolic line or, borrowing the terminology of fluid
dynamics, the sonic curve. A simple example of an elliptic-hyperbolic equation is
the Lavrent’ev-Bitsadze equation
sgn(y)uxx + uyy = 0,
for which the parabolic line is the x-axis.
An alternative approach is to replace the class of differential operators L on a
single domain of R2 with the single Laplace-Beltrami operator,
Lgu = 1√|g| ∂∂xi
(
gij
√
|g| ∂u
∂xj
)
,
on a class of domains for which gij represents the local metric tensor.
For example, the Lavrent’ev-Bitsadze equation can be associated to the Laplace-
Beltrami operator on a metric which is Euclidean above the x-axis and Minkowskian
below the x-axis. Elliptic operators will be associated to Riemannian metrics; wave
operators will be associated to Lorentzian metrics. In this classification, the type
of a linear second-order equation is not a function of the associated linear operator
at all; that operator is always the Laplace-Beltrami operator. Rather, the type
of the equation is a feature of the metric tensor on the underlying surface. Any
change in the signature which results in a change in sign of the determinant g
will change the Laplace-Beltrami operator on the metric from elliptic to hyperbolic
type. The Laplace-Beltrami operator on surface metrics for which such a change
occurs along a smooth curve will correspond to planar elliptic-hyperbolic operators
in local coordinates. However, any curve on which the change of type occurs will
necessarily represent a singularity of the metric tensor, as the determinant g will
vanish along that curve.
According to this point of view, in order to decide which boundary-value prob-
lems are natural for a second-order linear elliptic-hyperbolic equation on R2, one
should study the geometry of the underlying pseudo-Riemannian metric. For exam-
ple, characteristic lines for the Hodge equations on extended P2 can be interpreted
as polar lines for a chord of the projective disc, and this suggests a natural class of
boundary-value problems [95].
However, in this review we focus on the second motivation for studying harmonic
fields on the extended projective disc. This is the opportunity that they afford to
revisit, from a different point of view, work done by Chao-Hao Gu in the 1980’s on
the existence of extremal surfaces in Minkowski 3-space M2,1 [41]-[45], and similar
variational problems which arise in the context of fiber bundles.
2. The geometric variational problem
The area functional for a smooth surface Σ in M2,1 having graph z = f (x, y) is
given by
A =
∫ ∫
Σ
√∣∣1− f2x − f2y ∣∣ dxdy.
The surface Σ is time-like when f2x+f
2
y exceeds unity and space-like when f
2
x+f
2
y is
exceeded by unity. Introducing Lagrange’s notation p = fx, q = fy, the boundary
between the space-like and time-like surfaces is the unit circle centered at the origin
of coordinates in the pq-plane.
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A necessary condition for Σ to be extremal on M2,1 is that its graph f (x, y)
satisfy the minimal surface equation in the form [42]
(5)
(
1− p2) qy + 2pqpy + (1− q2) px = 0.
This is a quasilinear partial differential equation which is elliptic for space-like
surfaces and hyperbolic for time-like surfaces. We can linearize this equation by
the method of Legendre ([23], Sec. I.6.1), applying the transformation z = px +
qy − ϕ (p, q) , x = ϕp, y = ϕq. We obtain the linear equation(
1− p2)ϕpp − 2pqϕpq + (1− q2)ϕqq = 0.
Adopting homogeneous coordinates (u, v, w) for w 6= 0, we eventually obtain the
equation [43]
(6)
[(
1− p2)ψp]p − 2pqψpq + [(1− q2)ψq]q = 0,
where p = −u/w and q = −v/w. Equation (6) can be interpreted as the Laplace-
Beltrami equation on the extended projective disc P2; c.f. [95] and references
therein.
In models for more general classes of surfaces (e.g., Examples 2-4 from Sec. 2 of
[109]), the gradient of f may be replaced by the d-closed 1-form ω = ω1dx+ ω2dy.
In particular, consider a space-like surface Σ embedded in M2,1. The variational
equations of the area functional can be written in the form
(7)
[(
1− ω22
)
ω1
]
x
+ ω1ω2 (ω1y + ω2x) +
[(
1− ω21
)
ω2
]
y
= 0,
(8) ω2x − ω1y = 0.
These are the equations for an extremal surface which is space-like in some regions
of M2,1 and time-like in others. However, the surface that it describes is singular
on the circle ω21 + ω
2
2 = 1.
If the Gaussian curvature of the surface is nonvanishing, then
ω1xω2y − (ω1y)2 = ω1xω2y − ω1yω2x 6= 0
and the nonlinear system can be linearized by a Legendre transformation to obtain
(9)
[(
1− x2)u1]x − (xyu1)y − (xyu2)x + [(1− y2)u2]y = 0,
(10) u1y − u2x = 0.
This system has a geometric interpretation as the Hodge equations on the extended
projective disc.
From this point of view, solving the Hodge equations locally on extended P2 is a
way to approach generalized Plateau problems in Minkowski 3-space. For example,
suppose one were to study the existence question for a class of area-extremizing
surfaces in M2,1. The first step in such a program might be an existence theorem
for a class of Dirichlet problems for eqs. (9), (10): The hypothesis of a sufficiently
smooth vector-valued function h prescribed on all or part of a boundary curve in
extended P2 would be shown to imply the existence of a 1-form satisfying the Hodge
equations in the interior and equalling h on the boundary.
Unfortunately, a good Hodge theory on extended P2 would not in itself provide
a good variational theory even for stationary hypersurfaces in M2,1. One reason is
that the Legendre transformation may itself introduce singularities. It is known
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that, in the elliptic region, such singularities can only occur on at most a point
set if the image is the system (9), (10) [93]. However, higher-order singularities in
the parabolic and hyperbolic regions of the equations are possible and, based on
analogies to the equations of gas dynamics [22], expected. Moreover, although the
Legendre transformation makes the equation simpler, it makes boundary conditions
more complicated, so the interpretation of boundary-value problems for harmonic
1-forms on extended P2 in terms of extremal hypersurfaces in M2,1 is not generally
straightforward.
Nevertheless, the Dirichlet problem for a quasilinear elliptic-hyperbolic system,
having a line singularity on the parabolic curve, is sufficiently formidable that the
approach via linearization remains the one with the most apparent promise. (For
a possible alternative, see [118] and references therein; for an alternative in the
particular case studied by Gu, see [65].)
3. Boundary-value problems
Both of the two motivations for studying the Hodge equations on extended P2
begin with the existence question for boundary-value problems: under what condi-
tions on the boundary can we expect solutions in the interior? The obstruction to
answering this question is the problematic nature of boundary-value problems for
elliptic-hyperbolic equations.
The systematic study of partial differential equations which change from elliptic
to hyperbolic type on a smooth hypersurface began in 1923 with the famous memoir
of Tricomi [117] concerning the equation
(11) yuxx + uyy = 0.
Tricomi’s work was extended in the early 1930s by Cinquini-Cibrario [21] to include
the equation
(12) xuxx + uyy = 0.
The study of these equations led to the establishment of two classes of normal forms,
to which any linear elliptic-hyperbolic equation of second order can be reduced near
a point (c.f. [13]), and some appropriate boundary-value problems for such forms.
In particular, the Tricomi problem for (11) or (12) prescribes the solution on the
part of the boundary consisting of characteristic curves; see, e.g., Sec. 12.1 of [34]
for a discussion. Tricomi problems for the scalar case of the system (9), (10) were
solved by Hua and his students in the 1980s [53], [55].
The boundary-value problems formulated by Tricomi and Cinquini-Cibrario were
open in the sense that the boundary conditions are prescribed on a proper subset
of the boundary. Closed problems, in which data are prescribed on the entire
boundary, have only recently been studied in a systematic way [70] see also [103].
Closed problems were formulated as early as 1929 by Bateman [8], but in the
informal style typical of British applied mathematics of that period. An isolated
result, the existence of weak solutions to the closed Dirichlet problem for the scalar
Tricomi equation, was proven by Morawetz in 1967 [81]; see also [104]. Some special
cases are treated in [41], [71], [98], and [115].
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The closed boundary-value problems in [70] are formulated for a class of equa-
tions having the form
(13) K(y)uxx + uyy = 0,
where the type-change function K(y) is a continuously differentiable function sat-
isfying certain technical properties, the most important of which are K(0) = 0 and
yK(y) > 0 for y 6= 0. In the simplest special case, K(y) = y, (13) reduces to the
Tricomi equation (11). For this reason, equations of the form (13) are said to be of
Tricomi type. Similarly, eq. (12) is the simplest example of an equation of Keldysh
type − that is, an equation of the form [57]
(14) K(x)uxx + uyy = 0,
where K(x) is generally taken to be a continuously differentiable function such that
K(0) = 0 and xK(x) > 0 for x 6= 0. Equations of this kind, with various lower-
order terms, have arisen in the study of transonic gas dynamics and, recently, in
optics; see, e.g., Sec. 3 of [16] and Sec. 4 of [71], respectively. If the components of
the vector (u1, u2) are sufficiently differentiable, then the system (9), (10) in polar
coordinates can be represented as a single equation of Keldysh type. Sufficient
conditions for the existence of unique solutions to closed boundary-value problems
for equations having the general form (14) are virtually unknown.
The known results on the existence of solutions to boundary-value problems for
(9), (10) can be summarized as follows:
Let Ω be the domain formed by the polar lines of a chord of the unit disc in
extended P2. Then there exists a weak solution on Ω with data prescribed on the
non-characteristic part of the boundary. In fact, we can deform the chord in such a
way that there is also a non-characteristic, explicitly hyperbolic boundary on which
data are prescribed, providing a mild monotonicity condition is met. Solutions lie
in a weighted function space. The weak solution is strong (in the sense of Sec.
3.2, below) if we round off the sharp points on the boundary and perturb the
lower-order terms. These assertions are stated precisely and proven in Sec. II of
[95]. Although they are formulated in [95] in the context of projective geometry, a
(different) boundary-value problem for an analogous domain in the scalar case has
been formulated in the context of Minkowski geometry; compare Fig. 1 of [44] with
Sec. 4, Fig. 2 of [53].
However, we show in the following section that the closed Dirichlet problem for
twice-continuously differentiable solutions of (9), (10) is over-determined on the
hyperbolic boundary. Note the odd terminology: Hyperbolic points are ordinary
points lying inside the unit disc, and thus lie in the elliptic region of the eqs. (9),
(10). The hyperbolic boundary is the portion of the domain boundary on which the
discriminant (4) of the equation is negative; so the hyperbolic boundary for (9),
(10) lies outside the unit disc and consists of ideal points rather than hyperbolic
points.
3.1. The nonexistence of classical solutions. Expressed in polar coordinates,
eq. (6) assumes the form
(15)
(
1− r2)φrr + 1
r2
φθθ +
(
1
r
− 2r
)
φr = 0,
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for φ = φ (r, θ) , provided r 6= 0. We define eq. (15) over a sector
Ωs = {(r, θ) |0 < r0 ≤ r ≤ r1, θ1 ≤ θ ≤ θ2},
where θ2 − θ1 < pi and the interior of Ωs includes a segment of the line r = 1. For
convenience we will take θ1 to be negative and θ2 to be positive.
Writing eq. (15) in the equivalent form
(16) r2
(
1− r2)φrr + φθθ + r (1− 2r2)φr = 0,
we show that the Dirichlet problem for this equation on a typical domain has
a unique solution if data are given on only the non-characteristic portion of the
boundary. This will imply that the Dirichlet problem is over-determined if data are
prescribed on the entire boundary.
Define the set Ω+ ⊂ Ωs, where
Ω+ =
{
(r, θ) ∈ R2|r0 < ε ≤ r < 1,−θ0 ≤ θ ≤ θ0
}
.
We will choose the domain Ω of eq. (16) to be the region enclosed by the annular
sector Ω+ and the intersecting lines tangent to the points (r,±θ) = (1,±θ0) .
Precisely, let (r,±θ) = (1,±θ0) be the two points of intersection of the line
x = x0, x0 ∈ (ε, 1) , with the unit circle centered at the origin of coordinates in R2.
Let Ω0 be the triangular region bounded by the vertical chord γ0 given in Cartesian
coordinates by
γ0 =
{
(x, y) ∈ R2|x = x0, y2 ≤ 1− x20
}
and the two polar lines of γ0. (Recall that the polar lines of a chord are the tangent
lines to the unit circle at its two points of intersection with the chord.) Then
Ω = Ω+ ∪ Ω0.
In the following we denote by Ω− the subdomain of Ω0 consisting of ideal points,
and by ν the arc of the unit circle lying between the points (r,±θ) = (1,±θ0) .
Because ε is a fixed number greater zero, the mapping from the region Ω in the
polar rθ-plane (the Cartesian xy-plane) to its image in the Cartesian rθ-plane is
well-defined, and we shall call the image Ω as well.
Theorem 1. Considering (16) as an equation on the subdomain Ω of the Carte-
sian rθ-plane, any solution φ ∈ C2 (Ω) of (16) taking values f (r, θ) ∈ C2 (∂Ω) on
the boundary segment ∂Ω\Ω− is unique.
Proof. The method of proof has been applied to other elliptic-hyperbolic equa-
tions [72], [79], [82]. Suppose that there are two solutions satisfying the boundary
conditions. Subtraction yields a solution, which we also denote by φ, satisfying
homogeneous boundary conditions. Define the functional
I =
∫ (r,θ)
ψ1dθ + ψ2dr,
where
(17) ψ1 = r
2
(
1− r2)φ2r − φ2θ
and
(18) ψ2 = −2φrφθ,
on the Cartesian rθ-plane. Because
ψ2θ − ψ1r =
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(19) − 2φr
[
r2
(
1− r2)φrr + φθθ + r (1− 2r2)φr] = 0,
there is a function χ (r, θ) such that χθ = ψ1 and χr = ψ2.
The first step is to show that φ vanishes identically on ν. Because φ is the
difference of two solutions having identical boundary values, φ (1,±θ0) = 0. Also,
φr is zero along the lines θ = ±θ0. Then χr = ψ2 = −2φrφθ = 0 on these lines.
Integrating, χ (r,−θ0) = c1 and χ (r, θ0) = c2, where c1 and c2 are constants. On
the arc ν,
(20) χθ = ψ1 = −φ2θ ≤ 0
so c1 ≥ c2. On the intersection of the line r = ε with ∂Ω,
χθ = ψ1 = ε
(
1− ε2)φ2r ≥ 0,
as φθ is zero there by the homogeneous boundary conditions, implying that c2 ≥ c1.
We conclude that c1 = c2. Now (20) implies that χθ ≡ 0 on ν. Integrating the
differential equation χθ = −φ2θ = 0 and using the boundary conditions φ (1,±θ0) =
0, we conclude that φ vanishes identically on the parabolic line ν. The homogeneous
boundary conditions now imply that φ vanishes on all of ∂Ω+. The maximum
principle for nonuniformly elliptic equations implies that φ vanishes identically on
Ω+ (see the Remark following the proof of Theorem 3.1 in Sec. 3.1 of [37]).
Denote by Γ the set of polar lines of γ, where γ is the set of chords x = τ for
x0 < τ < 1. Then Γ is a set of characteristic lines to eq. (16), which are intersecting
pairs of tangent lines to the unit circle. Order Γ by decreasing radial distance, from
the origin, of the point of intersection for the two polar lines of τ. Then the indexed
set Γλ, beginning with the polar lines of γ0 and having a limit point at the vertical
line x = 1, foliates the subdomain Ω− in the sense that Ω− can be expressed as the
uncountable union of the elements of {Γλ} .
On elements of Γλ we have the characteristic equation
(21) dr2 − r2 (r2 − 1) dθ2 = 0,
so
dχ = χθdθ + χrdr =
(
χθ ± χrr
√
r2 − 1
)
dθ
and, using (17) and (18),
dχ
dθ
= r2
(
1− r2)φ2r − φ2θ ∓ 2r√r2 − 1φrφθ
= −
(
r
√
r2 − 1φr ± φθ
)2
≤ 0.
Because χθ = χr = 0 on ν, we know that χ is constant on ν. Integrating along
elements of Γλ and using the constancy of χ on the arc ν now implies that χ is
constant, and thus χθ vanishes, on all of Ω
−. But χθ = ψ1 and 1− r2 < 0 on Ω−,
so (17) implies that φ2r = φ
2
θ = 0 on Ω
−. Thus φ is constant on Ω−. Because φ
vanishes on ν, we find by continuity that the constant is zero.
This completes the proof of Theorem 1.
Corollary 2. Considering (16) as an equation on a domain Ω of the Cartesian
rθ-plane, the closed Dirichlet problem for classical solutions of eq. (16) is over-
determined on Ω.
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Remarks. i) A nonexistence result of an entirely different kind, for solutions of
a semilinear elliptic-hyperbolic equation, is presented in [68]. That result is based
on an elliptic-hyperbolic extension of the Pohozaev identities of elliptic theory.
ii) Defining the first-order operator Nφ = −2φr and the 1-form
ψ = ψ1dθ + ψ2dr,
eq. (19) can be interpreted formally as associating a conservation law to the second-
order operator Lφ defined by eq. (16) via the method of multipliers:
0 =
∫ ∫
Nφ · Lφdrdθ =
∫ ∫
dψ.
(Compare this equation with p. 262 of [69] and eqs. (5), (6) of [80]; see also the
equation preceding eq. (7.1) of [29], taking ∂U/∂t = 0 in that equation.) However,
this interpretation is only applicable to a sufficiently small coordinate patch about
an arc of the sonic curve. In general, χ is only incompletely specified by eq. (19);
however, in the case considered in Theorem 1, regions on which φ must vanish are
deduced from boundary conditions and the particular geometry of the domain.
iii) Despite the close similarity of Theorem 1 to Sec. 3 of [82], eq. (16) differs
from the corresponding equation, (23), of [82] in its type-change function and lower-
order terms. Moreover, because the hyperbolic boundary depends on the form of the
characteristic equation, this difference in type-change function affects the geometry
of the domain.
iv) The characteristic equation (21), in its Cartesian form
(22)
(
a2 − x2) dy2 + 2xy dx dy + (a2 − y2) dx2 = 0
for a a constant, seems to have been introduced in 1854 by G. G. Stokes, in the same
Cambridge Smith’s Prize examination in which Stokes’ Theorem first appeared
(c.f. [114] and eq. 1 of [95]). Although no geometric context was suggested in the
examination question, Stokes drew the attention of examinees to the possibility of
singular solutions.
3.2. A strongly well-posed boundary-value problem. Solutions which exist
in the closure of the graph of the differential operator are said to be strong; c.f. [33],
p. 354. Precisely, a strong solution of a boundary-value problem for an operator
equation Lu = f, with f ∈ L2, is an element u ∈ L2 for which there exists a sequence
uν of continuously differentiable functions, satisfying the boundary conditions, for
which
lim
ν→∞
‖uν − u‖L2 = limν→∞ ‖Lu
ν − f‖L2 = 0.
A consequence of this definition is the uniqueness of strong solutions.
A system of two differential equations on a domain of R2 is symmetric positive
[33] if it can be written in the form of the matrix equation
(23) Lw ≡ A1wx +A2wy +Bw = ϕ,
where w = (w1, w2) is a vector, the matrices A
1 and A2 are symmetric, and the
symmetric part κ∗ of the matrix κ ≡ B− (1/2) (A1x +A2y) is positive definite. Here
and below, an asterisk denotes symmetrization: κ∗ = (κ+ κT )/2.
Considering a solution ω to (23) as a mapping from the domain Ω to a finite-
dimensional vector space V, denote by ∂V the restriction of V to the boundary ∂Ω
of Ω. We will use in a fundamental way a theorem by Friedrichs [33]; see also [63]
and [107].
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Friedrichs’ Theorem on Symmetric Positive Systems. Let Ω be a bounded
domain of R2 having C2 boundary ∂Ω. Consider the matrix β = n1A
1
|∂Ω + n2A
2
|∂Ω,
where n = (n1, n2) is the outward-pointing normal vector to ∂Ω. Suppose that the
matrix β admits a decomposition β = β++β−, for which the sum of the null spaces
for β+ and β− spans ∂V ; R+∩R− = 0, where R± are the ranges of β±; the matrix
µ = β+ − β− satisfies µ∗ ≥ 0. Then the boundary-value problem given by
(24) Lw = ϕ in Ω,
β−w = 0 on ∂Ω,
where L is given by (23), has a strong solution whenever the system is symmetric
positive and the components of ϕ are square-integrable.
A boundary-value problem which possesses a strong solution is said to be strongly
well-posed. We show the existence of such a problem for a class of equations of
Keldysh type. We initially consider equations having the form
(25) [K(η)uη]η + uξξ + kuξ = f (η, ξ) ,
where K ′(η) > 0, k is a nonzero constant, K(η) < 0 for 0 ≤ η < ηcrit and K(η) > 0
for ηcrit < η ≤ R. We do not expect classical solutions, so rather than study this
equation directly, we consider the associated system
(26) Lw = A1wη +A
2wξ +Bw = F,
where L is a first-order operator, w = (w1(η, ξ), w2(η, ξ)) , F = (f, 0) ,
(27) A1 =
(
K(η) 0
0 −1
)
, A2 =
(
0 1
1 0
)
,
and
(28) B =
(
K ′(η) k
0 0
)
.
We interpret η as a radial coordinate and ξ as an angular coordinate, so that the
system (26)-(28) is defined on a closed disc of radius R. The system is equivalent
to (25) if the components of w are C2 and w1 = uη, w2 = uξ.
Theorem 3. Suppose that there is a positive constant ν0 such that K
′(η) ≥ ν0.
Let there be continuous functions σ(ξ) and τ(ξ) such that the boundary condition
(29) σ(ξ)w1 + τ(ξ)w2 = 0,
where the product σ(ξ)τ(ξ) is either strictly positive or strictly negative and has
sign opposite to the sign of k. Then the boundary-value problem (26)-(29), with
K and k as defined in eq. (25), possesses a strong solution on the closed disc
{(η, ξ) |0 ≤ η ≤ R} provided |K(0)| is sufficiently small.
Proof. Multiply the terms of eq. (26) by the matrix
E =
(
a −cK(η)
c a
)
,
where a and c are constants; the sign of c is chosen so that στc < 0 (so ck > 0);
a > 0; and |c| is large. The matrix E is nonsingular provided
detE = a2 + c2K(η) 6= 0.
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BecauseK(η) is continuous, increasing, andK(ηcrit) = 0, the invertibility condition
for E becomes
min
η∈[0,R]
|K(η)| < a
2
c2
.
This condition will be satisfied provided |K(0)| is sufficiently small.
The symmetric part κ∗ of the matrix
κ = EB − (1/2) [(EA1)η + (EA2)ξ]
has determinant
∆ =
ak
2
[
cK ′(η)− ak
2
]
≥ ak
2
[
cν0 − ak
2
]
,
so the resulting system is symmetric positive provided |c| is sufficiently large. The
proof will be complete once we show that the boundary conditions are admissible.
Proceeding as in [116], choose the outward-pointing normal vector to have the form
n = K−1(η)dη.
Then on the boundary η = R,
β =
(
a c
c −aK−1(R)
)
.
Choose
β− =
1
σ2 + τ2
(
στc + σ2a τ2c+ στa
−στaK−1(R) + σ2c −τ2aK−1(R) + στc
)
.
Choose β+ = β − β−. Then β−w = 0, as (29) implies that w2 = −(σ/τ)w1 on the
circle η = R. Moreover,
µ =
1
σ2 + τ2
( (
τ2 − σ2) a− 2στc (σ2 − τ2) c− 2στa(
τ2 − σ2) c+ 2στ |aK−1(R)| (τ2 − σ2) aK−1(R)− 2στc
)
,
implying that
µ∗ =
1
σ2 + τ2
( (
τ2 − σ2) a− 2στc στa (K−1(R)− 1)
στa
(
K−1(R)− 1) (τ2 − σ2) aK−1(R)− 2στc
)
.
If στ < 0, choose c > 0; if στ > 0, choose c < 0. Then the matrix µ∗ will be
non-negative provided |c| is sufficiently large.
Now
R− =
σω1 + τω2
σ2 + τ2
(
τc+ σa
−τaK−1(R) + σc
)
and
R+ =
τω1 − σω2
σ2 + τ2
(
τa− σc
σaK−1(R) + τc
)
,
so R− ∩R+ = 0. Because conditions are given on the entire boundary of the disk,
the null space of β− alone spans the range of ∂V.
The invertibility of E completes the proof of Theorem 3.
Remarks. i) Equation (25) is a lower-order perturbation of an equation stud-
ied by Magnanini and Talenti in the context of singular optics [71]. Those authors
considered L2 data prescribed on the boundary of the unit disc. They were able to
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construct an explicit, smooth solution in the interior of the disc having a point sin-
gularity at the origin. Moreover, they showed the problem to be weakly well-posed
on the entire domain. Theorem 3 of this section replaces Theorem 3 of [95] which
claims, on the basis of an erroneous proof [96], that a strong solution to a closed
boundary-value problem exists for an arbitrarily small lower-order perturbation of
the equation studied in [71]. In the present theorem the perturbation is lower-order
but not arbitrarily small.
ii) A similar result has been proven by Torre [116] for the equation
(30)
1
η
(ηuη)η +
(
1
η2
− ω˜2
)
uξξ = f (η, ξ) ,
where f is a sufficiently smooth function and ω˜ is a constant. In [116], condition
(29) is imposed on functions σ, τ such that the product στ does not vanish on
the outer boundary of an annulus and σ, τ satisfy the Dirichlet conditions σ = 1,
τ = 0 on the inner boundary. Because eq. (30) is a helically reduced wave equation
in M2,1, it provides a toy model for the reduction of the Einstein equations by a
helical Killing field (c.f. Examples 1 and 4 of Sec. 6, below). In distinction to eq.
(25), which is of Keldysh type, eq. (30) is of Tricomi type.
This section has been devoted to closed boundary-value problems for harmonic
fields on extended P2 and similar equations of Keldysh type. The vast literature
on open boundary-value problems for equations of the form (13) and its nonlinear
relatives has been ignored. The literature on such problems published during the
first half of the twentieth century is reviewed in [12]; for more recent literature, see
[17]. See also [72]. All three references concentrate on the literature in mathematical
fluid dynamics, but results also exist on boundary-value problems for nonlinear
equations related to (13) that arise in connection with the isometric embedding of
Riemannian manifolds into a higher-dimensional Euclidean space [67],[84], [127].
4. Duality
In this and the following section we return to the geometric variational problems
introduced in Section 2. But we will eventually replace the linear Hodge theory of
eqs. (2) by a nonlinear Hodge theory based on an elliptic-hyperbolic extension of
the Yang-Mills equations.
4.1. Hodge duality of surfaces. It has been known for nearly a century that
every solution of the Euclidean minimal surface equation
(31) ∇ ·
(
∇u√
1 + |∇u|2
)
= 0
over all of R2 is an affine linear function [11]. Geometrically, this means that a non-
parametric minimal surface of R3 is a plane. This Bernstein property was extended
to entire solutions of the Lorentzian maximal space-like hypersurface equation
(32) ∇ ·
(
∇u√
1− |∇u|2
)
= 0
by Calabi [15]: a maximal space-like hypersurface of M2,1 is a space-like plane.
Calabi’s result was later extended to space-like hypersurfaces of n-dimensional
Minkowski space by Cheng and Yau [20].
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Yang has interpreted this kind of equivalence between equations (31) and (32) in
the language of differential forms ([126], eqs. (2.23)−(2.29); see also [1]). In Yang’s
interpretation, Calabi’s equivalence becomes duality under the Hodge isomorphism.
Yang’s argument involves writing eq. (5) in the dual form [108]
(33) δ [ρ(Q)ω] = dω = 0,
where, as in (2), d : Λp → Λp+1 is the exterior derivative with formal adjoint
δ : Λp → Λp−1;
Q(ω) = |ω|2 = ∗ (ω ∧ ∗ω) ;
∗ : Λp → Λn−p is the Hodge involution. If the surface is embedded in Euclidean
3-space, then we choose
(34) ρ(Q) =
1√
1 +Q
.
If the surface is embedded in Minkowski 3-space, then
(35) ρ(Q) =
1√
|1−Q| .
In the latter case it is necessary to distinguish space-like surfaces, for which Q < 1,
from time-like surfaces, for which Q > 1. The surface Q = 1 is the light cone. Note
that none of these surfaces can be found in M2,1 without solving the system (33),
(35).
If ω is a p-form satisfying (33) over a region having trivial de Rham cohomology,
then the n − p − 1-form ∗ [ρ(Q)dω] is closed, and thus is the differential of an
n− p− 2-form σ :
dσ = ∗ [ρ(Q)dω] .
If ρ(Q) is given by (34), then this implies that
0 = d2ω = d
[
(−1)p(n−p)+n−1 ∗ dσ√
1− |dσ|2
]
= ±δ [ρ˜(Q)dσ] ,
with ρ˜(Q) given by (35); see eqs. (2.23-2.30) of [126] for details.
Yang obtains from this duality, not the Bernstein property, but rather a Liouville
property ([126], eq. (2.31)): if either dω or dσ have finite energy on Rn in the sense
that
(36) E =
∫
Rn
∫ Q
0
ρ(s)ds ∗ 1 <∞
for ρ(Q) given by either (34) or (35), then
(37) dω = 0 or dσ = 0.
See Secs. 1-4 of [110] for more details of this and similar Liouville theorems. We
return to this topic in Sec. 5.
4.2. Hodge duality of flow metrics. It is also possible to establish a kind of
Hodge duality between extremal surfaces in M2,1 and a fully quasilinear model for
compressible potential flow. If L is the operator of eq. (3), we define as in [12] the
flow metric for the operator L to be the metric tensor gij having distance element
ds2L ≡ α (x, y) dy2 − 2β (x, y) dxdy + γ (x, y) dx2
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The metric gij is Riemannian for regions on which L is an elliptic operator and
Lorentzian for regions on which L is a hyperbolic operator.
This idea does not use the linearity of L in any essential way, and its original
motivation seems to have been the quasilinear equation for the steady flow of an
ideal gas. Define the quantity
c2 = 1− γ − 1
2
(
u2 + v2
)
,
where u and v are the components of the velocity of an ideal compressible fluid in
the x and y directions, respectively; γ > 1 is the adiabatic constant of the medium.
(The notation, which is historical, implies that the flow metric has traditionally not
been applied beyond the cavitation velocity u2+v2 = 2/ (γ − 1) . The gas is assumed
to be adiabatic and isentropic in order to avoid having to specify thermodynamic
variables.)
In the irrotational case we can define a potential function ψ (x, y) for which
dψ = udx+ vdy
and
∗dψ = udy − vdx,
where the centered asterisk again denotes Hodge involution. Then the flow metric
for the continuity equation of compressible ideal flow in the plane,(
c2 − u2)ux − 2uvuy + (c2 − v2) vy = 0,
has distance element
(38) ds2 = c2
(
dx2 + dy2
)− (∗dψ)2 ;
the flow metric of the classical minimal surface equation
(39)
(
1 + v2
)
ux − 2uvuy +
(
1 + u2
)
vy = 0
for the graph of a smooth function z = ψ (x, y) has distance element
(40) ds′2 = dx2 + dy2 + dψ2.
Each of the two flow metrics (38) and (40) decomposes into a conformally Eu-
clidean part and a non-Euclidean part. Moreover, if the classical minimal surface
equation (39) for smooth surfaces embedded in R3 is replaced by the equation (5)
for surfaces embedded in M2,1, then the non-Euclidean part of that flow metric is
the Hodge dual of the non-Euclidean part of the flow metric for ideal compressible
fluids: the flow metric for (5) has element of distance ds′′ given by
ds′′2 = dx2 + dy2 − dψ2.
For more details on duality of flow metrics, see Sec. 2.1 of [91].
The approach to duality initiated by eq. (33) seems to have been introduced in
[108], in the context of compressible flow on a compact Riemannian manifold; also
compare [54] and [78] with [109].
RIEMANNIAN-LORENTZIAN METRICS 15
5. Gauge invariance
5.1. Twisted nonlinear Hodge equations. It is natural to ask why the Bern-
stein property for extremal surfaces in [11], [15], and [20] becomes a Liouville prop-
erty for differential forms in eq. (37). The Bernstein property for solutions of the
two equations (31) and (32) has an intuitive interpretation because these partial dif-
ferential equations can be embedded in a geometric theory, the theory of extremal
hypersurfaces. In order to obtain an intuitive interpretation of Yang’s Liouville
property for solutions of the two systems (33), (34) and (33), (35), it would be use-
ful to embed those partial differential equations as well in an appropriate geometric
theory. Yang observes [126] that we can do so if the order of the differential form
ω is 1 or n− 1. We can also do so in the case studied by Yang, in which the order
of the differential form is 2.
In that case eq. (33), with ρ given by (35), is the Born-Infeld equation for an
electromagnetic field ω [14], [126]. There is a generalization of the Born-Infeld
equations which illuminates their geometric properties and, in particular, gives a
geometric interpretation of the Liouville property for those equations.
Proceeding as in [89] and [90], we denote by X a vector bundle having compact
structure group G ⊂ SO(m) and define X over a smooth, finite, oriented, n-
dimensional Riemannian manifold M. Form an admissible class of connections by
choosing a smooth base connectionD in the space of connections compatible with G
and considering the class of connections D+A, where A is a section of adX⊗T ∗M
which lies in the largest Sobolev space for which the energy functional E given by
(36) is finite (with the domain Rn replaced by M); details are given in [119] for the
case ρ ≡ 1. Denote by FA the curvature 2-form associated to a connection 1-form
A. Then Q = |FA|2 = 〈FA, FA〉 is an inner product on the fibers of the bundle
adX ⊗ Λ2 (T ∗M) . The inner product on adX is induced by the normalized trace
inner product on SO(m) and the inner product on Λ2 (T ∗M) is induced by the
exterior product ∗ (FA ∧ ∗FA) . Sections of the automorphism bundle AutX are
gauge transformations. These maps act tensorially on FA but affinely on A; see,
e.g., Sec. 6.4 of [73]. Note that it is possible to describe the geometry of FA either
in terms of a principal bundle or in terms of the associated vector bundle. The
choice is a matter of convenience; see, e.g., Sec. 2.3 of [73] for a discussion.
In the smooth case we take variations by computing (d/dt)(FD+tA) at the origin
of t. Using the fact that for any smooth section σ we have ([89], Sec. 1)
FD+tA(σ) =
(
F + tDA+ t2A ∧ A) (σ),
we obtain
δE =
1
2
∫
M
ρ(Q)δQ dM
(41) =
1
2
∫
M
ρ(Q)
d
dt |t=0
|F + tDA+ t2A ∧ A|2 dM.
Letting t = 0, the right-hand side of (41) can be written
(42)
∫
M
ρ(Q) 〈DA, FA〉 dM =
∫
M
〈DA, ρ(Q)FA〉 dM.
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We assume that either ∂M = 0 or, if not, that FA satisfies a “Neumann” boundary
condition of the form
(43) i∗(∗F ) = 0
on ∂M, where i∗ is the pull-back under inclusion of the boundary of M in M .
This is equivalent in local coordinates to prescribing zero boundary data for F in
a direction normal to ∂M ; see [74] for details in the case ρ ≡ 1.
Set δE equal to zero. Then (41) and (42) imply
0 =
∫
M
〈DA, ρ(Q)FA〉 dM =∫
∂M
Aϑ ∧ ( ρ(Q)FA)N +
∫
M
〈A, D∗ (ρ(Q)FA)〉 dM,
where D∗ denotes the formal adjoint of the exterior covariant derivative D; ϑ de-
notes tangential component on the boundary and N , the normal component there.
Condition (43) implies Euler-Lagrange equations of the form [87], [88]
(44) D∗ (ρ(Q)F ) = 0.
Because F is a curvature 2-form, it satisfies an additional condition
(45) DF = 0,
the second Bianchi identity.
If ρ ≡ 1, then eqs. (44), (45) degenerate to the Euclidean Yang-Mills equations
of high-energy physics. Viewed in another way, one obtains eqs. (44), (45) from
eqs. (33) by twisting the cotangent bundle in which solutions of (33) live. This
twist is represented analytically by a nonvanishing Lie bracket with A. Precisely,
A ∈ Γ (M,adX ⊗ T ∗M) is a connection 1-form on X having curvature 2-form
FA = dA+
1
2
[A, A] = dA+A ∧A,
where [ , ] is the bracket of the Lie algebra ℑ, the fiber of the adjoint bundle
adX. Thus eqs. (44), (45) can be characterized algebraically as a non-commutative
version of (33), or geometrically as twisted nonlinear Hodge equations.
Equations (44), (45) change from elliptic to hyperbolic type along the curve
d
dQ
(
Qρ2(Q)
)
= 0.
So, in this case as well, the elliptic and hyperbolic regions of the equations cannot
be found without solving the system. For ρ given by eq. (34), eqs. (44), (45) do not
change type, but ellipticity degenerates as Q tends to infinity.
Because eqs. (33) are equivalent to eqs. (44), (45) in the special case of an
abelian gauge group G, the closed 2-form ω of the classical Born-Infeld theory is,
geometrically, an abelian special case of the curvature 2-form FA (c.f. [90], Sec.
1). We can interpret Yang’s Liouville theorem given by eq. (37) for solutions of
the system (33) with (34) or (35), in the generalized perspective of [88]-[90], as
the assertion that a finite-energy solution of (33) on Rn with density (34) or (35) is
associated with a bundle having zero curvature, just as entire solutions in R3 orM2,1
are associated with surfaces having zero curvature. That geometric interpretation
is reflected in the degeneration of the Bernstein property of [15], for entire solutions
of (31) and (32), to a Liouville property in [126] for entire solutions of (33) with
(34) or (35).
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Liouville theorems have also been derived for solutions of (44) and similar geo-
metric objects; see, e.g., [86], [88], Sec. 5 of [93], and Secs. 3 and 4 of [110]. An
n-dimensional Born-Infeld system related to time-like extremal surfaces in higher-
dimensional Minkowski space is studied in [59].
In [56] a physical model for compressible ideal flow with SO(3) gauge invariance
is proposed. The mathematical structure of this model is similar in some ways to
the variational theory presented here.
Choosing the function ρ(Q) in eqs. (44) to be 1 + 4γQ−1, where γ is a param-
eter, the gauge group to be the abelian group U(1), and the underlying metric to
be Robertson-Walker, eqs. (44) become identical to eqs. (12) of [85], a nonlinear
electrodynamic model for the accelerated expansion of the universe.
A version of eqs. (44), (45) for mappings exists [90], [94], [97] which is related to
harmonic maps in exactly the same way that eqs. (44), (45) are related to Yang-
Mills fields. This class of maps is a special case of the F -harmonic maps introduced
by Ara [5].
5.2. Global triviality on Rn. In this section we extend the Liouville theorems
cited in the preceding section to the case of an energy functional for which the
variational equations may be elliptic-hyperbolic and the density may cavitate, in
a pointwise sense, on a set of measure zero. The bundle connection need not be a
pointwise solution of any equation at all in order to satisfy the hypotheses of this
section.
Consider a principal bundle Π over a domain Ω of Rn and a 1-parameter family
φt of compactly supported diffeomorphisms of Ω for which φs ◦ φt = φs+t with φ0
the identity transformation. This family of reparametrizations can be lifted to the
principal bundle by parallel transport, with respect to an arbitrary smooth connec-
tion, along the curve xs = φ
s(x) from x0 = x to xt = φ
t(x). If A ∈ Γ (Ω,Λ1 (adΠ))
is a Lie-algebra-valued connection 1-form, then we define At = (ψt)
∗
A, where ψ∗ is
a lifting of φ∗ to Γ
(
Ω,Λ1 (adΠ)
)
. (The superscripted asterisk denotes an induced
mapping.) For details of this lifting, see [106]. We say that the connection A is
r-stationary with respect to the energy functional E given by (36) if
δrE =
d
dt |t=0
E
(
F t
)
=
d
dt |t=0
E
(
F
(
At
))
=
d
dt |t=0
∫
Ω
∫ |F t|2
0
ρ(s)ds ∗ 1 = 0,
c.f. [2]. The following theorem provides sufficient conditions under which A must
have zero curvature almost everywhere if Ω = Rn. A slightly more complicated
argument will extend the result to manifolds of constant negative curvature (c.f.
[106]) and to Rn\Σ, where Σ is a singular set of prescribed codimension (c.f. [86]).
Theorem 4. Consider the geometric construction of the preceding paragraph.
Assume that ρ is continuously differentiable, nonnegative, and weightless under
conformal transformations; that there is a positive number Qcrit such that
(46) e(Q) =
∫ Q
0
ρ(s)ds > 0 ∀Q ∈ (0, Qcrit) ,
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with Q(F ) = |FA|2 defined as in Sec. 5.1; that the restriction of E to a Euclidean
n-disc of radius R is r-stationary ∀R > 0; that ρ′(s) ≤ 0 ∀s ≥ 0; and that
(47) E|BR ≤ CRk
as R tends to infinity for a positive constant C and a sufficiently small (positive)
constant k. Then if Q is bounded above by Qcrit, Q (F (x)) must be zero for almost
every x ∈ Rn for n > 4.
Proof. Similar theorems under somewhat different hypotheses have been proven
in [106]; see also Secs. 2 and 5 of [88], and Sec. 5 of [93]. Assume that the lifting
described earlier has been constructed. Denote by ψt the lift of a 1-parameter
family of compactly supported diffeomorphisms of Ω such that
ψs ◦ ψt = ψs+t,
and ψ0 = identity. Define
(48) f ≡ ψt(x) = x+ tξ(x) +O(t2),
where
ξ(x) =
d
dt |t=0
ψt (x)
is the variation vector field, to be chosen. We have
d
dt |t=0
Fij(f)df
idf j =
d
dt |t=0
Fij(f)
∂f i
∂xk
dxk
∂f j
∂xm
dxm =
d
dt |t=0
Fij(f)
(
δikδ
j
m + δ
i
kt
∂ξj
∂xm
+ δjmt
∂ξi
∂xk
+O(t2)
)
dxkdxm.
Make the coordinate transformation x→ y, where
y =
(
ψt
)−1
(x).
Then
d
dt |t=0
Fij(f)df
idf j = 2Fij(x)
∂ξi
∂xk
dxkdxj .
If J is the Jacobian of the transformation x→ y, then
(49)
d
dt |t=0
J
[(
ψt
)−1]
=
d
dt |t=0
∣∣∣∣∂x∂f
∣∣∣∣ = −div ξ.
By hypothesis, ∀R > 1,
0 = δrE =
d
dt |t=0
∫
BR
e
(〈
F t, F t
〉)
J
[(
ψt
)−1] ∗ 1 =
∫
BR
e(Q)
d
dt |t=0
J
[(
ψt
)−1] ∗ 1+
(50)
∫
BR
e′(Q)2
〈
d
dt |t=0
Fij(f)df
idf j , Fℓm(f)df
ℓdfm
〉
∗ 1.
Substitution of (49) into (50) yields∫
BR
e(Q) div ξ ∗ 1 = 4
∫
BR
e′(Q)
〈
Fij(x)
∂ξi
∂xℓ
dxℓdxj , Fij(f)df
idf j
〉
∗ 1.
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Choose an orthonormal basis
{u
i
}ni=1 =
{
∂
∂r
,
∂
∂θ2
, . . . ,
∂
∂θn
}
and let [106] ξ = η(r)r · ∂/∂r, where: r is the radial coordinate in a curvilinear
system; η(r) ∈ C∞0 [0, 1] ; η′(r) ≤ 0; η(r) = v (r/τ) = 1 for r ≤ τ, where τ is
a number in the interval (0, 1); there is a positive number δ for which η(r) = 0
whenever r exceeds τ + δ. For this choice of ξ,
(51)
∫
BR
e(Q) (nη + rη′) ∗ 1 = 4
∫
BR
Qρ(Q)η ∗ 1 + 4
∫
BR
ρ(Q)rη′
∣∣∣∣ ∂∂r ⌋F
∣∣∣∣
2
∗ 1.
Our hypothesis on the sign of ρ′ implies that
Qρ(Q) =
∫ Q
0
d
ds
(sρ(s)) ds
(52) =
∫ Q
0
[sρ′(s) + ρ(s)] ds ≤
∫ Q
0
ρ(s) ds = e (Q) .
Substitution of (52) into (51) yields∫
BR
e(Q) (nη − 4η + rη′) ∗ 1 ≤ 4
∫
BR
ρ(Q)rη′
∣∣∣∣ ∂∂r ⌋F
∣∣∣∣
2
∗ 1.
By construction
rη′(r) = −τ ∂
∂τ
v
( r
τ
)
≤ 0.
This yields
0 ≤ 4
∫
BR
ρ(Q)τ
∂
∂τ
v
( r
τ
) ∣∣∣∣ ∂∂r ⌋F
∣∣∣∣
2
∗ 1 ≤
∫
BR
e(Q)
[
(4− n) η + τ ∂
∂τ
v
( r
τ
)]
∗ 1.
As δ tends to zero we obtain
0 ≤
(
4− n+ τ ∂
∂τ
)∫
Bτ
e(Q) ∗ 1.
Multiply this last inequality by the integrating factor τ4−(n+1) and integrate over
τ between r1 and r2. We find that
(53) r4−n1 E|Br1 ≤ r
4−n
2 E|Br2 .
We can write the growth condition (47) in the form
(54) r4−nE|Br ≤ Cr4+k−n,
where 4+k−n < 0 for sufficiently small k. The right-hand side of (54) tends to zero
as r tends to infinity. The left-hand side is nonnegative by construction. Thus the
conformal energy r4−nE|Br tends to zero on R
n. Because by (53) the conformal
energy is nondecreasing for increasing r, we conclude that E is identically zero on
R
n. The vanishing of the energy on a ball of infinite radius implies the pointwise
vanishing of Q almost everywhere by inequality (46). This completes the proof.
An exactly analogous result holds in the case of a velocity field for a steady
polytropic flow of an ideal compressible fluid; see Sec. 5 of [93] for details.
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5.3. Local existence and regularity. In this section we briefly review the fun-
damental analysis of eqs. (44), (45). For details, see [89]; see also Sec. 2 of [93].
The local existence of solutions has been shown in the case ρ(Q) = Q(p−2)/2
for p exceeding n/2, where n is the dimension of the domain. In this case the
energy functional is Palais-Smale, and the existence of weak solutions follows by
conventional variational theory. The equations are nonuniformly elliptic for this
choice of ρ. It is possible to show that, in general, any weak solution is Ho¨lder
continuous on compact subdomains whenever FA ∈ Lp for p > n/2 and ρ is chosen
in such a way that the system is uniformly elliptic.
In the special case of an abelian gauge group, a weak solution of (44), (45) is any
curvature 2-form FA for which ρ(Q)FA is orthogonal in L
2 to the space of d-closed
2-forms dζ ∈ L2(B) such that ζ ∈ Λ1 has vanishing tangential data on ∂B. For a
nonabelian gauge group, an obvious extension to inhomogeneous equations allows
a weak solution to be defined by the equation
(55)
∫
B
〈dζ, ρ(Q)FA〉 ∗ 1 = −
∫
B
〈ζ, ∗ [A, ∗ρ(Q)FA]〉 ∗ 1.
Here B is a Euclidean n-disc, so the natural hypothesis on the domain is that it
can be covered by n-discs; for example, assume that the domain boundary has no
cusps.
We briefly outline the proof of regularity: The first step is to derive a weak
subelliptic estimate for |F |2, using difference quotients to establish the existence
of an H1,2-derivative. The subelliptic estimate allows one to conclude from a lim-
iting argument that |F | is locally bounded by Morrey’s Theorem. Now we apply
a mean-value inequality for Lie-algebra-valued sections, which is valid in the uni-
formly elliptic case of the equations (44), (45). The mean-value inequality is applied
to points in the solution space, so that the L2-difference of weak solutions can be
compared despite the nonlinearity of ρ. Using this inequality, it is possible to esti-
mate the L2-difference between a 2-form weakly satisfying eqs. (33) and a bounded,
weak solution of eqs. (44), (45). The latter is considered in an exponential gauge,
fixed in a Euclidean n-disc B centered at the origin of coordinates in Rn. Solutions
to eqs. (33) have known regularity, and in an exponential gauge, A(0) = 0 and
∀x ∈ B
|A(x)| ≤ 1
2
|x| · sup
|y|≤|x|
|F (y)| .
Thus elliptic estimates, and the minimizing property of the variance by the mean
with respect to location parameters, eventually show that the L2-difference of F
and its local mean value decays sufficiently rapidly as the radius of the underlying
domain shrinks to zero that Ho¨lder continuity can be obtained from the Campanato
Theorem. The final step is to show that the Campanato estimate is preserved under
continuous gauge transformations in a small n-disc centered at a point close to the
origin. This allows one to apply a covering argument which will extend to the entire
domain the estimate that was obtained in an exponential gauge at the origin.
5.4. Other symmetry groups. Although the system (44), (45) is invariant under
the action of the gauge group G and has the potential to change from elliptic to
hyperbolic type, the system is so poorly understood that it is hard to know how
these two properties affect solutions. In principle, the system cannot even be said
to be elliptic-hyperbolic, as the type of the equation can only be fixed modulo
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gauge transformations. However, the gauge invariance can be broken and (44),
(45) represented as an elliptic-hyperbolic system whenever the curvature FA lies
in a sufficiently high Sobolev space. It is this property, which is shared with the
Yang-Mills equations [119], that allows one to formulate sufficient conditions for
the existence of solutions, and their regularity in the uniformly “subsonic” case, as
described in the preceding section.
The distance element on the Beltrami disc is also invariant under the action of
a gauge group, the group of projective transformations. This invariance has the
consequence that the parabolic line for the Hodge equations (9), (10) on extended P2
is gauge-invariant under perspection to any conic section. So (9), (10) is an example
of an elliptic-hyperbolic system in which gauge invariance has a measurable effect
on the geometry of the problem. One might try to interpret a well known model
for wave propagation in cold plasma, in which the parabolic line of an elliptic-
hyperbolic system is a parabola with vertex at the origin of R2 [82], [105], as a
fixed gauge of a Hodge system on extended P2.
Unfortunately, there would be some problems with interpreting the cold plasma
model in terms of waves on extended P2. First, it does not appear to simplify the
original problem, although it may illuminate certain similarities in the analysis of
the two systems; compare [91], [92], and [98]. Second, the projective group consists
of non-Euclidean motions, which are noninertial and thus lacking in obvious physical
meaning, so it is unclear how to interpret the mathematical relation between the
two systems in terms of a satisfying physical theory. Finally, the gauge groups of
Sec. 5.1 act “upstairs” on a fiber bundle of states. The symmetry group under which
the Laplace-Beltrami equations are invariant acts “downstairs” on the underlying
metric, in the manner of the gauge group of general relativity. Thus it is reasonable
to look for physical analogies of Sec. 2 among theories in which the relevant bundle
is soldered to the base space rather than being related to the base space only by a
projection, as in plasma physics, the Born-Infeld model, and other electromagnetic
theories.
Symmetry groups for differential operators on Riemannian-Lorentzian metrics
other than extended P2 have been computed [69]. In particular, the symmetry
group for operators of Tricomi type which satisfy a pure power law has been shown
to correspond to a group of local conformal transformations with respect to the
underlying metric away from the metric singularity; moreover, the group extends
across the singular surface on which the metric changes type [102].
6. A zoo of mixed Riemannian-Lorentzian metrics
For the reasons cited in the preceding section, it is reasonable to look to relativity
for physical analogies of Sec. 2. We therefore include a brief survey of signature
change in the recent physics literature.
1. Special relativity: The wave equation on Minkowski space-time, in a reference
frame rotating with constant angular velocity ω with respect to another reference
frame, is expressible in cylindrical coordinates (ρ, ϕ, z) as the elliptic-hyperbolic
equation [111]
1
ρ
(ρuρ)ρ +
(
1
ρ2
− ω2
)
uϕϕ + uzz = 0.
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2. Quantum cosmology: These examples arise from the (controversial) Hartle-
Hawking hypothesis [46], that the universe might have originated as a manifold
having Euclidean signature and subsequently undergone a transition to a model
having Lorentzian signature across a hypersurface which was space-like as seen
from the Lorentzian side. (Note that certain metrics which are called Euclidean by
physicists would be called Riemannian by geometers; see footnote 2 of [36].) Some
2-dimensional variants are [111]:
i) continuous change of signature:
ds2 = −tdt2 + dz2;
ii) discontinuous change of signature:
ds2 = −z−1dt2 + dz2;
iii) continuous change of signature with a curvature singularity:
ds2 = −zdt2 + dz2;
see also [27].
These examples have obvious higher-dimensional analogues.
Alternatively, the metric might change from Lorentzian to Kleinian signature
across the line z = 0 :
ds2 = −dt2 + dx2 + dy2 + zdz2;
this 4-dimensional model has been studied in, e.g., [3].
In connection with the distinction between examples ii) and iii), we note that
operators on Riemannian-Lorentzian metrics which degenerate rather than blow up
at the change of signature have been studied by mathematicians as well as physicists
[19]; see also [18] and the discussion in Sec. 5 of [102].
It is interesting for mathematicians that although many of the criticisms of Har-
tle and Hawking’s widely discussed proposal concern physical predictions that it
implies, controversy also arises from mathematical ambiguities in geometric anal-
ysis on mixed Riemannian-Lorentzian metrics and from the variety of potential
singularities of such metrics. See [99] and the references therein for a recent dis-
cussion of the physical predictions; see, e.g., [26], [27], [31], [32], [47], [50], [51], and
[62] for discussions of the mathematical ambiguities. It has been observed [30] that
singularities similar to those that are associated with the Hartle-Hawking transition
can also arise in classical relativity, as in Example 1, above; see also [24], [25], [28],
[48], [60], and [61].
3. Repulsive singularities in 4-dimensional extended supergravity [35]: Mathe-
matically, this model is essentially a combination of 2ii) and 2iii);
4. Binary black hole space-times with a helical killing vector [58]: This model is
a generalization of example 1; see also [52] and [116].
5. Brane worlds : A brane is a submanifold of a bulk, or higher-dimensional space-
time. Traditionally, branes have been represented as uniformly time-like, but it has
been observed [75] that they need not be time-like everywhere and provide a natural
context for signature change. In fact, mixed Euclidean-Lorentzian branes can be
constructed in such a way that both the bulk and the brane are regular. However,
if viewed from within the brane, the change of signature may appear as a curvature
singularity [36], [76]. For certain choices, this provides an elegant kinematic model
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for both the apparent big bang singularity and the apparent accelerated expansion
of the universe; in particular, no hypothesis of dark energy is needed to account for
accelerated expansion [77].
Signature change has also been investigated in the context of spinor cosmology;
see [120] for a recent example.
There is a substantial literature on constructing analogies for the dynamical
equations for light in curved space-time using equations from models of condensed
matter, including (but by no means limited to) Bose-Einstein condensates with a
sink or a vortex [7], [66], [121]-[125]. These lead to analogies between acoustic waves
in matter and wave equations on mixed Riemannian-Lorentzian manifolds which
are reminiscent of those between gas dynamics and extremal surfaces discussed in
Sec. 4.2.
The idea behind these models is elegantly simple: An acoustic wave has a relation
to the flow in which it propagates which is analogous in some crucial ways to the
relation between a light wave and the ambient space-time. This analogy yields a
kinematic model for certain relativistic effects. For example, if the flow becomes
supersonic, an acoustic wave emitted downstream from a listener will be trapped
in an analogous way to the trapping of light inside a black hole with respect to an
external observer.
Such analogies can be traced back at least to the flow metrics of [12] and possibly
to the electrodynamics of [38]; a review is given in [6].
An elliptic-hyperbolic system associated with the Einstein evolution equations
is studied in [4]. But in that example an elliptic gauge-fixing condition is coupled
to hyperbolic evolution equations on a Lorentzian metric. Because the signature
of the metric is fixed, the resulting system is qualitatively different from the cases
considered here.
An important consideration for physical applications is whether the elliptic-
hyperbolic differential operator is of real principal type, in which case the principal
symbol of the operator is real-valued and no complete null bicharacteristic can be
trapped over any compact subset of the domain. Because a null bicharacteristic is
an integral curve of a Hamiltonian system canonically associated to the principal
symbol, the major analytic properties for operators of real principal type depend
only on the principal symbol, and not on the form of the lower-order terms; see the
concluding remarks in Sec. 3 of [101].
If the operator is of real principal type, ideas from microlocal analysis can be
applied to construct a natural theory of boundary regularity that is applicable to
the elliptic-hyperbolic case [100]; see also [39] and [40]. A major difference between
most of the physical examples listed here and the geometric examples of Secs. 1-5
is that the latter operators are not of real principal type; as a result, microlocal
arguments appear to fail and what can or cannot be said about solutions tends to
depend delicately on the precise form of the lower-order terms. A typical example
is Theorem 3 of [41]. In particular, this kind of dependence prevents the derivation
of uniqueness theorems by the expected arguments; see Sec. 5.1 of [98] for an
illustration.
Acknowledgment. I am grateful to Prof. K. R. Payne for acquainting me with
the accepted terminology for equations of the form (14). Confusion arises because
M. V. Keldysh was not the first mathematician to study such equations.
24 THOMAS H. OTWAY
References
[1] L. J. Al´ıas, B. Palmer, A duality result between the minimal surface equation and the maximal
surface equation, An. Acad. Brasil. Cieˆnc. 73 (2001) 161-164.
[2] W. K. Allard, On the first variation of a varifold, Ann. of Math. 95 (1972) 417-491.
[3] L. J. Alty, Kleinian signature change, Class. Quantum Grav. 11 (1994) 2523-2536.
[4] L. Andersson, V. Moncrief, Elliptic-hyperbolic systems and the Einstein equations, Ann.
Henri Poincare´ 4 (2003) 1-34.
[5] M. Ara, The geometry of F -harmonic maps, Kodai Math. J. 22 (1999), 243-263.
[6] C. Barcelo´, S. Liberati, M. Visser, Analogue gravity, Living Rev. Rel. 8 (2005) 12.
[7] C. Barcelo´, S. Liberati, S. Sonego, M. Visser, Causal structure of acoustic spacetimes, New
J. Phys. (2004) 186.
[8] H. Bateman, Notes on a differential equation which occurs in the two-dimensional motion of
a compressible fluid and the associated variational problems, Proc. R. Soc. London Ser. A
125 (1929) 598-618.
[9] E. Beltrami, Saggio di interpretazione della geometria non-euclidea, Giornale di Matematiche
6 (1868) 284-312.
[10] E. Beltrami, Teoria fondamentale degli spazii di curvatura costante, Annali Mat. Pura Appl.,
ser. 2, 2 (1868) 232-255.
[11] S. Bernstein, Sur un theoreme de geometrie et ses applications aux equations aux derivees
partielles du type elliptique, Commun. Soc. Math. Kharkov 15 (1915-1917) 38-45.
[12] L. Bers, Mathematical Aspects of Subsonic and Transonic Gas Dynamics, Wiley, New York,
1958.
[13] A. V. Bitsadze, Equations of the Mixed Type, Pergammon Press, New York, 1964.
[14] M. Born, L. Infeld, Foundation of a new field theory, Proc. R. Soc. London Ser. A 144 (1934)
425-451.
[15] E. Calabi, Examples of Bernstein problems for some nonlinear equations, Proceedings of the
Symposium on Global Analysis, University of California at Berkeley, 1968, pp. 223-230.
[16] S. Cˇanic´, B. Keyfitz, An elliptic problem arising from the unsteady transonic small distur-
bance equation, J. Differential Equations 125 (1996) 548-574.
[17] C. J. Chapman, High Speed Flow, Cambridge, 2000.
[18] J. Cheeger, On the Hodge theory of Riemannian pseudomanifolds. Geometry of the Laplace
operator, in: Proc. Sympos. Pure Math., Univ. Hawaii, Honolulu, Hawaii, 1979, Proc. Sym-
pos. Pure Math., XXXVI, Amer. Math. Soc., Providence, R.I., 1980, pp. 91-146.
[19] J. Cheeger, Spectral geometry of singular Riemannian spaces, J. Different. Geom. 18 (1983)
575-657.
[20] S.-Y. Cheng, S.-T. Yau, Maximal space-like hypersurfaces in the Lorentz Minkowski spaces,
Annals of Math. 104 (1976) 407-419.
[21] M. Cibrario, Alcuni teoremi di esistenza e di unicita per l’equazione xzxx + zyy = 0, Atti R.
Acc. Torino 68 (1932-1933).
[22] R. Courant, K. O. Friedrichs, Supersonic Flow and Shock Waves, Interscience, New York,
1948.
[23] R. Courant, D. Hilbert, Methods of Mathematical Physics, Vol. II, Partial Differential Equa-
tions, Wiley-Interscience, New York, 1962.
[24] F. Darabi, A. Rastkar, A quantum cosmology and discontinuous signature changing classical
solutions, Gen. Relativ. Gravit. 38 (2006) 1355-1366.
[25] T. Dereli, R. W. Tucker, Signature dynamics in general relativity, Class. Quantum Grav. 10
(1993) 365-373.
[26] T. Dray, G. F .R. Ellis, C. Hellaby, Note on signature change and Colombeau theory, Gen.
Relativi. Gravit. 33 (2001) 1041-1046.
[27] T. Dray, G. F. R. Ellis, C. Hellaby, C.A. Manogue, Gravity and signature change, Gen. Relat.
Gravit. 29 (1997) 591-597.
[28] T. Dray, C. A. Manogue, R. W. Tucker, Particle production from signature change, Gen.
Relat. Gravit. 23 (1991) 967-971.
[29] P. R. Eiseman, A. P. Stone, Conservation laws of fluid dynamics − a survey, SIAM Rev. 22
(1980) 12-27.
[30] G. Ellis, A. Sumeruk, D. Coule, C. Hellaby, Change of signature in classical relativity Class.
Quantum Grav. 9 (1992) 1535-1554.
RIEMANNIAN-LORENTZIAN METRICS 25
[31] F. Embacher, Actions for signature change, Phys. Rev. D 51 (1995) 6764-6777.
[32] J. Fernando Barbero G., From Euclidean to Lorentzian general relativity: The real way, Phys.
Rev. D 54 (1996) 1492-1499.
[33] K. O. Friedrichs, Symmetric positive linear differential equations, Commun. Pure Appl. Math.
11 (1958) 333-418.
[34] P. Garabedian, Partial Differential Equations, Amer. Math. Soc., Providence, 1998.
[35] I. Gaida, H. R. Hollman, J. M. Stewart, Classical and quantum analysis of repulsive singular-
ities in four-dimensional extended supergravity, Class. Quantum Grav. 16 (1999) 2231-2246.
[36] G. W. Gibbons, A. Ishibashi, Topology and signature changes in braneworlds, Class. Quantum
Grav. 21 (2004) 2919-2935.
[37] D. Gilbarg, N. S. Trudinger, Elliptic Partial Differential Equations of Second Order, Springer-
Verlag, Berlin, 1983.
[38] W. Gordon, Zur Lichtfortpflanzung nach der Relativitatstheorie, Ann. Phys. Leipzig, 72
(1923), 421-456.
[39] T. V. Gramchev, An application of the analytic microlocal analysis to a class of differential
operators of mixed type, Math. Nachr. 121 (1985) 41-51.
[40] R. J. P. Groothuizen, Mixed Elliptic-Hyperbolic Partial Differential Operators: A case-study
in fourier Integral Operators, CWI Tract, Vol. 16, Centrum voor Wiskunde en Informatica,
Amsterdam, 1985.
[41] C. Gu, On partial differential equations of mixed type in n independent variables, Commun.
Pure Appl. Math. 34 (1981) 333-345.
[42] C. Gu, A global study of extremal surfaces in 3-dimensional Minkowski space, in: Chao
Hao Gu, Marcel Berger and Robert L. Bryants (eds.), Differential Geometry and Differential
Equations (Shanghai 1985), Lecture Notes in Mathematics, Vol. 1255, Springer-Verlag, Berlin,
1985, pp. 26-33.
[43] C. Gu, The extremal surfaces in the 3-dimensional Minkowski space, Acta Math. Sinica n. s.
1 (1985) 173-180.
[44] C. Gu, A class of boundary problems for extremal surfaces of mixed type in Minkowski
3-space, J. reine angew. Math. 385 (1988) 195-202.
[45] C. Gu, Complete extremal surfaces of mixed type in 3-dimensional Minkowski space, Chin.
Ann. of Math. 15B (1994) 385-400.
[46] J. B. Hartle, S. W. Hawking, Wave function of the universe, Phys. Rev. D 28 (1983) 2960-
2975.
[47] S. A. Hayward, Comment on “Failure of standard conservation laws at a classical change of
signature”, Phys. Rev. D 52 (1995) 7331-7332.
[48] S. A. Hayward, Signature change in general relativity, Class. Quantum Grav. 9 (1992) 1851-
1862.
[49] J. Heidmann, Relativistic Cosmology, An Introduction, Springer-Verlag, Berlin, 1980.
[50] C. Hellaby, T. Dray, Failure of standard conservation laws at a classical change of signature,
Phys. Rev. D 49 (1994) 5096-5104.
[51] C. Hellaby, T. Dray, Reply comment: Comparison of approaches to classical signature change,
Phys. Rev. D 52 (1995) 7333-7339.
[52] C. Hellaby, A. Sumeruk, G.F.R. Ellis, Classical signature change in the black hole topology,
Int. J. Mod.Phys. D6 (1997) 211-238
[53] L. K. Hua, Geometrical theory of partial differential equations, in: S. S. Chern and Wu
Wen-tsu¨n, (Eds.), Proceedings of the 1980 Beijing Symposium on Differential Geometry and
Differential Equations, Gordon and Breach, New York, 1982, pp. 627-654.
[54] T. Iwaniec, C. Scott, B. Stroffolini, Nonlinear Hodge theory on manifolds with boundary,
Annali Mat. Pura Appl. 177 (1999) 37-115.
[55] X-H. Ji, D-Q. Chen, Tricomi’s problems of non-homogeneous equation of mixed type in real
projective plane, in: S. S. Chern and Wu Wen-tsu¨n, (Eds.), Proceedings of the 1980 Beijing
Symposium on Differential Geometry and Differential Equations, Gordon and Breach, New
York, 1982, pp. 1257-1271.
[56] T. Kambe, Gauge principle for flows of an ideal fluid, Fluid Dynamics Research 32 (2003)
193-199.
[57] M. V. Keldysh, On some cases of degenerate elliptic equations on the boundary of a domain,
Doklady Acad. Nauk USSR 77 (1951) 181-183 (in Russian).
26 THOMAS H. OTWAY
[58] C. Klein, Binary black hole spacetimes with helical Killing vector, Phys. Rev. D 70 (2004)
124026.
[59] D-X. Kong, A nonlinear geometric equation related to electrodynamics, Europhys. Lett. 66
(2004) 617-623.
[60] M. Kossowski, M. Kriele, Signature type change and absolute time in general relativity, Class.
Quantum Grav. 10 (1993) 1157-1164.
[61] M. Kossowski, M. Kriele, The Einstein equation for signature type changing spacetimes, Proc.
R. Soc. London Ser. A 446 (1994) 115-126.
[62] M. Kriele, J. Martin, Black holes, cosmological singularities and change of signature, Class.
Quantum Grav. 12 (1995) 503-511.
[63] P. D. Lax, R. S. Phillips, Local boundary conditions for dissipative symmetric linear differ-
ential operators, Commun. Pure Appl. Math. 13 (1960) 427-455.
[64] M. L. Leite, Maximal surfaces with planar lines of curvature, talk presented at the IVth
International Meeting on Lorentzian Geometry, Santiago de Compostella, 2007.
[65] J. Li, Stationary surfaces in Minkowski spaces. I. A representation formula, Pacific J. Math.
158 (1993) 353-363.
[66] S. Liberati, M. Visser, S. Weinfurtner, Naturalness in an emergent analogue spacetime, Phys.
Rev. Lett. 96 (2006) 151301.
[67] C. S. Lin, The local isometric embedding in R3 of a 2-dimensional Riemanian manifolds with
Gaussian curvature changing sign cleanly, Commun. Pure Appl. Math. 39 (1986) 867-887.
[68] D. Lupo, K. R. Payne, Critical exponents for semilinear equations of mixed elliptic-hyperbolic
and degenerate types, Commun. Pure Appl. Math. 56 (2003) 403-424.
[69] D. Lupo, K. R. Payne, Conservation laws for equations of mixed elliptic-hyperbolic and
degenerate types, Duke Math. J. 127 (2005) 251-290.
[70] D. Lupo, C. S. Morawetz, K. R. Payne, On closed boundary value problems for equations of
mixed elliptic-hyperbolic type, Commun. Pure Appl. Math. 60 (2007) 1319-1348.
[71] R. Magnanini, G. Talenti, Approaching a partial differential equation of mixed elliptic-
hyperbolic type, in: Yu. E. Anikonov, A. L. Bukhageim, S. I. Kabanikhin and V. G. Romanov
(Eds.), Ill-posed and Inverse Problems, VSP 2002, pp. 263-276.
[72] A. R. Manwell, The Tricomi Equation with Applications to the Theory of Plane Transonic
Flow, Pitman Publishing Company, LTD, London, 1979.
[73] K. B. Marathe, G. Martucci, The Mathematical Foundations of Gauge Theories, North-
Holland, Amsterdam, 1992.
[74] A. Marini, Dirichlet and Neumann Boundary Value Problems for Yang-Mills Connections,
Commun. Pure Appl. Math. 45 (1992) 1015-1050.
[75] M. Mars, J. M. M. Senovilla, R. Vera, Signature change on the brane, Phys. Rev. Lett. 86
(2001) 4219-4222.
[76] M. Mars, J. M. M. Senovilla, R. Vera, Lorentzian and signature changing branes, Phys. Rev.
D 76 (2007) 044029.
[77] M. Mars, J. M. M. Senovilla, R. Vera, Is the accelerated expansion evidence of a forthcoming
change of signature? arXiv:0710.0820 [gr-qc] (2007).
[78] A. Milani, R. Picard, Decomposition theorems and their appllication to non-linear electro-
and magnetostatic boundary value problems, in: S. Hildebrandt, R. Leis (Eds.), Partial
Differential Equations and Calculus of Variations, Lecture Notes in Mathematics, vol. 1357,
Springer, Berlin, 1988.
[79] C. S. Morawetz, Non-existence of transonic flow past a profile, Commun. Pure Appl. Math.
17 (1964) 357-367.
[80] C. S. Morawetz, Mixed equations and transonic flow, Rend. Mat. 25 (1966) 1-28.
[81] C. S. Morawetz, The Dirichlet problem for the Tricomi equation, Commun. Pure Appl. Math.
23 (1970) 587-601.
[82] C. S. Morawetz, D. C. Stevens, H. Weitzner, A numerical experiment on a second-order
partial differential equation of mixed type, Commun. Pure Appl. Math. 44 (1991) 1091-1106.
[83] S. Morita, Geometry of Differential Forms, American Mathematical Society, Providence, 2001.
[84] G. Nakamura, Y. Maeda, Local smooth isometric embeddings of low dimensional Riemannian
manifolds into Euclidean spaces, Trans. Amer. Math. Soc. 313 (1989) 1-51.
[85] M. Novello, S. E. Perez Bergliaffa, J. Salim, Nonlinear electrodynamics and the acceleration
of the universe, Phys. Rev. D 69 (2004) 127301.
RIEMANNIAN-LORENTZIAN METRICS 27
[86] T. H. Otway, An asymptotic condition for variational points of nonquadratic functionals,
Annales Fac. Sci. Toulouse 11 (1990) 187-195.
[87] T. H. Otway, Yang-Mills fields with nonquadratic energy, J. Geom. Phys. 19 (1996) 379-398.
[88] T. H. Otway, Properties of nonlinear Hodge fields, J. Geom. Phys. 27 (1998) 65-78.
[89] T. H. Otway, Nonlinear Hodge structures in vector bundles, in: Th. M. Rassias (Ed.), Non-
linear Analysis in Geometry and Topology, Hadronic Press, Palm Harbor, 2000, pp. 165-200.
[90] T. H. Otway, Nonlinear Hodge maps, J. Math. Phys. 41 (2000) 5745-5766.
[91] T. H. Otway, Hodge equations with change of type, Ann. Mat. Pura Appl. 181 (2002) 437-452.
[92] T. H. Otway, A boundary-value problem for cold plasma dynamics, J. Appl. Math. 3 (2003)
17-33.
[93] T. H. Otway, Geometric analysis near and across a sonic curve, in: C. V. Benton, (Ed.), New
Developments in Mathematical Physics Research, Nova Science Publishers, New York, 2004,
pp. 27-54.
[94] T. H. Otway, Maps and fields with compressible density, Rend. Sem. Mat. Univ. Padova 111
(2004) 133-159.
[95] T. H. Otway, Harmonic fields on the extended projective disc and a problem in optics, J.
Math. Phys. 46 (2005) 113501.
[96] T. H. Otway, Erratum: “Harmonic fields on the extended projective disc and a problem in
optics,” [J. Math. Phys. 46, 113501 (2005)], J. Math. Phys. 48 (2007) 079901.
[97] T. H. Otway, On a class of mappings between Riemannian manifolds, J. Nonlinear Math.
Phys. 14 (2007) 164-173.
[98] T. H. Otway, Energy inequalities for a model of wave propagation in cold plasma, Publ. Mat.
52 (2008) 195-234.
[99] D. N. Page, Susskind’s challenge to the Hartle-Hawking no-boundary proposal and possible
resolutions, J. Cosmol. Astropart. Phys. 01 (2007) 004.
[100] K. R. Payne, Interior regularity of the Dirichlet problem for the Tricomi equation, J. Mat.
Anal. Appl. 199 (1996) 271-292.
[101] K. R. Payne, Solvability theorems for linear equations of Tricomi type, J. Mat. Anal. Appl.
215 (1997) 262-273.
[102] K. R. Payne, Singular metrics and associated conformal groups underlying differential op-
erators of mixed and degenerate types, Ann. Mat. Pura Appl. 185 (2006) 613-625.
[103] K. R. Payne, Weak well-posedness of the Dirichlet problem for equations of mixed elliptic-
hyperbolic type, Le Matematiche 60 (2005) 267-279.
[104] M. Pilant, The Neumann problem for an equation of Lavrentiev-Bitsadze type, J. Math.
Anal. Appl. 106 (1985) 321-359.
[105] A. D. Piliya, V. I. Fedorov, Singularities of the field of an electromagnetic wave in a cold
anisotropic plasma with two-dimensional inhomogeneity, Sov. Phys. JETP 33 (1971) 210-215.
[106] P. Price, A monotonicity formula for Yang-Mills fields, Manuscripta Math. 43 (1983) 131-
166.
[107] L. Sarason, On weak and strong solutions of boundary value problems, Commun. Pure Appl.
Math. 15 (1962) 237-288.
[108] L. M. Sibner, R. J. Sibner, A nonlinear Hodge-de Rham theorem, Acta Math. 125 (1970)
57-73.
[109] L. M. Sibner, R. J. Sibner, Nonlinear Hodge theory: Applications, Advances in Math. 31
(1979) 1-15.
[110] L. M. Sibner, R. J. Sibner, Y. Yang, Generalized Bernstein property and gravitational strings
in Born-Infeld theory, Nonlinearity 20 (2007) 1193-1213.
[111] J. M. Stewart, Signature change, mixed problems and numerical relativity, Class. Quantum
Grav. 18 (2001) 4983-4995.
[112] J. Stillwell, Geometry of Surfaces, Springer, New York, 1992.
[113] J. Stillwell, Sources of Hyperbolic Geometry, Amer. Math. Soc., Providence, 1996.
[114] G. G. Stokes, Mathematical and Physical Papers, Cambridge University Press, 1880-1905,
Vol. 5, Appendix.
[115] G. Talenti, Some equations of non-geometrical optics, in: D. Lupo, C. D. Pagani, and B. Ruf
(Eds.), Nonlinear Equations: Methods, Models and Applications, Birkha¨user Verlag, Basel,
2003, pp. 257-267.
[116] C. G. Torre, The helically reduced wave equation as a symmetric positive system, J. Math.
Phys. 44 (2003) 6223-6232.
28 THOMAS H. OTWAY
[117] F. Tricomi, Sulle equazioni lineari alle derivate parziali di secondo ordine, di tipo misto,
Rendiconti Atti dell’ Accademia Nazionale dei Lincei, Ser. 5, 14 (1923) 134-247.
[118] K. Tso (K-S. Chou), Nonlinear symmetric positive systems, Ann. Inst. Henri Poincare´ 9
(1992) 339-366.
[119] K. Uhlenbeck, Connections with Lp bounds on curvature, Commun. Math. Phys. 83 (1982)
31-42.
[120] B. Vakili, S. Jalalzadeh, H. R. Sepangi, Classical and quantum spinor cosmology with sig-
nature change, J. Cosmol. Astropart. Phys. (2005) 006.
[121] S. E. C. Weinfurtner, Analog model for an expanding universe, arXiv:gr-gc/0404063.
[122] S. E. C. Weinfurtner, Emergent spacetimes, arXiv:0711.4416v1 [gr-qc].
[123] S. E. C. Weinfurtner, A. White, M. Visser, Trans-Planckian physics and signature change
events in Bose gas hydrodynamics, arXiv:gr-qc/0703117v1.
[124] S. Weinfurtner, S. Liberati, M. Visser, Analogue spacetime based on 2-component Bose-
Einstein condensates, arXiv:gr-qc/0605121.
[125] A. White, S. Weinfurtner, M. Visser, C. Savage, S. Scott, BEC-based analogues of signature
change in curved space-time, Abstract for presentation at the Australian Institute of Physics
17th National Congress, 2006, http://www.aipc2006.com/abstract/286.htm.
[126] Y. Yang, Classical solutions in the Born-Infeld theory, Proc. R. Soc. Lond. Ser. A 456 (2000)
615-640.
[127] C. Zuily, Existence locale de solutions C∞ pour des e´quations de Monge-Ampre changeant
de type, Comm. Partial Differential Equations 14 (1989) 691-697.
Department of Mathematics, Yeshiva University, 500 W 185th Street, New York,
New York 10033, U.S.A
E-mail address: otway@yu.edu
