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Abstract
Wireless sensor network (WSN) is an emerging tech-
nology that targets multiple applications in the different
environments. Its infrastructure is composed of a large
number of sensor nodes with a limited physical capacity
and low cost. The energy consumption must be as opti-
mized as possible in order to extend its lifetime. The use
of data compression techniques can be an advantage in
the WSN context, once these techniques eliminate trans-
mission of redundant information and consequently can
be adopted to minimize the consumption of energy in the
sensor nodes. WSN for monitoring applications can ben-
efit from this technique as it may maximize the lifetime of
batteries.
The main motivation of this paper is to investigate the
performance of a data compression algorithm for WSN in
the context of monitoring applications. To validate the
proposal, simulation experiments have been performed
using the Network Simulator (NS-2) tool.
1. Introduction
Wireless sensor network (WSN) is an emerging tech-
nology that is being applied to ensure connectivity in the
different environments. This property enables WSN to
extract information in a way simpler than the traditional
monitoring and instrumentation techniques [8]. However,
a series of new challenges must still be overcome, such as
the improvements of information security, fault tolerance
and quality of service (QoS) properties.
Structured networks are composed by a large number
of devices, named as sensor nodes. These nodes are char-
acterized by a limited amount of sensing, processing and
communication capabilities, and have also limitations due
to energy supply and very small physical size. Sensor
nodes work on a cooperative manner in order to dissem-
inate information through the network. Sink nodes get
information from network and make it available for client
applications. The installation of sensor nodes can be done
either without a previously defined structure [5], or with a
structured one [11], depending on the supported applica-
tion that will be installed.
Generally, as the sensor nodes are distributed over large
areas of difficult access, they must operate without human
intervention for a long period of time [2]. Therefore the
energy consumption must kept as low as possible, other-
wise the nodes may exhaust their operating energy and
will be turn-off. The frequent replacement of sensor nodes
can reduce significantly the benefits brought by wireless
sensor networks and in general must be avoided. In short,
the energy consumption in the sensor nodes must be as
optimized as possible, avoiding the decrease of network
performance in the event of several consecutive discon-
nections of sensor nodes.
As WSN have many devices, it is possible to have mul-
tiple elements monitoring the same variable set in the en-
vironment, causing duplication of information on the net-
work. This feature provides a level of redundance for
WSN, as the effect of message losses can be minimized.
On the other hand, it is important to say that the transmis-
sion process is the activity that consumes more energy in
the sensor nodes. Therefore, solutions for optimizing the
routing and data transmission must be implemented in or-
der to minimize the energy consumption. In this context,
data compression algorithm can be used as a technique to
minimize the energy consumption during the transmission
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process, whether by reduction of message size or by elim-
ination of the redundant data transmission.
In this paper we are interested about the monitoring ap-
plications for industrial automation environments, where
the size of transmitted messages is tipically very small
[13]. Therefore, we belive that the adoption of a com-
pression algorithm that minimize the message sizes have
a worse performance than a temporal compression algo-
rithm for the minimization of energy consumption. Thus,
we will focus this work only on a temporal data compres-
sion approach.
The Swinging Door [4] is a very popular algorithm
for temporal data compression. It is based on a temporal
structure with low complexity of implementation, which
aims to eliminate redundant data transmission. Wireless
sensor network for monitoring applications can benefit
from the use of this technique to maximize the batteries
lifetime in the various sensor nodes, thus extending the
required maintenance time for the system as a whole.
Therefore, in this paper we investigate the performance
of a WSN when the sensor nodes have been equipped with
the Swinging Door data compression algorithm. The tar-
get of this investigation is to assess the benefit that can be
brought by such kind of algorithm, in what concerns the
lifetime of nodes in a WSN. The proposal is validated by
simulate results using NS2 Simulator in monitoring appli-
cations.
The paper is organized as follows. In Section 2, we
give a brief description about wireless sensor network and
its most relevant protocols. Next, in Section 3, we outline
the Swinging Door algorithm, that was chosen as the tem-
poral data compression technique addressed in this paper.
The Section 4 shows the simulation models and the ob-
tained results. Finally, Section 5 concludes the paper and
indicates directions for future works.
2. Wireless Sensor Network
Wireless sensor network is a pervasive technology tar-
geting the connectivity between sensor nodes in multi-
ple environments. Its infrastructure may be composed
of a large number of sensor nodes, which have relative
inexpensive computational process and very small phys-
ical size. The sensor nodes in monitoring applications
measure local environmental conditions and forward the
sensed values to a set of central points, named sink nodes,
for appropriate processing. Sensor nodes can sense the
environment, communicate with their neighboring nodes,
and perform basic computations on the collected data [9].
Installation flexibility and configuration for sensor nodes
enable a better usability and maintenance than traditional
communication technologies [6]. These characteristics al-
low the used of WSN in a wide range of useful applica-
tions.
Currently, WSNs use solutions based either on stan-
dardized or proprietary protocols. There are many differ-
ent protocols related with the upper layers, but the IEEE
802.15.4 protocol [1] is a de facto standard for the lower
layers. The IEEE 802.15.4 protocol defines the charac-
teristics of the physical and medium access control for
low-rate wireless personal area network (LR-WPAN). In
folowing, we will present some relevant aspects about the
physical and data-link layers of the IEEE 802.15.4.
2.1. IEEE 802.15.4 - Physical Layer
The physical layer can operate in 3 distinct frequency
bands: 2450MHz ISM band (worldwide) with 16 chan-
nels, 915MHz band (only in the US) with 10 channels
and 868MHz band with only 1 channel (European and
Japanese standards). All the support bands use the Di-
rect Sequence Spread Spectrum (DSSS) access mode.
Signaling in the 2450MHz band is based on Orthogo-
nal Quadrature Phase Shift Keying (O-QPSK) while the
868/915 MHz bands rely on Binary Phase Shift Keying
(BPSK). The throughputs of bands are 250kbps, 40kbps
and 20kbps, respectively. Besides, the physical layer man-
agement services include the activation and desactivation
of the radio transceiver, energy detection (ED) within the
current channel, link quality indication (LQI) for received
packets, clear channel assessment (CCA) for carrier sense
multiple access with collision avoidance (CSMA-CA),
channel frequency selection and data transmission and re-
ception.
2.2. IEEE 802.15.4 - Data-link Layer
The Medium Access Control (MAC) is part of the
Data-link Layer. It defines two types of devices: Reduced
Function Device (RFD) and Full Function Device (FFD).
RFDs are equipped with a limited set of functions. They
can act as end-devices and their communications are re-
strict for FFDs. On the other hand, FFDs are equipped
with full set of functions and can act as a PAN coordinator
or an end-device. In this case, there are not any commu-
nication restrictions.
The IEEE 802.15.4 standard defines operation modes
based or not on a superframe structure. In the first case,
a superframe structure is used to synchronize the network
communication. The standard defines one PAN informa-
tion base (PIB), named as macBeaconOrder (BO), to ac-
tivate this operation mode. BO assumes values from 0 up
to 14. The figure 1 shows the superframe structure.
Beacon
CAP CFP Inactive
Superframeduration
Beacon interval
Figure 1. Superframe structure.
The superframe structure is divided into active (CAP
and CFP) and inactive portions. A beacon slot delimits the
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start of the superframe. The active portion is divided in 16
equally sized slots. The sensor nodes compete for channel
access using a slotted CSMA-CA protocol during the con-
tention access period (CAP). However, applications with
low-latency requirements must use the contention free pe-
riod (CFP) in order to access the medium without com-
peting for it. During the inactive portion, the sensor nodes
may enter in a low-power mode to save energy.
The superframe duration (active portion) and beacon
interval (active portion + inactive portion) are defined by
two PIB: SO (macSuperframeOrder) and BO. These vari-
ables satisfy the following relation: 0 ≤ SO ≤ BO ≤ 14.
The values of BO and SO are determined by the coordi-
nator. This information will be relevant to configure the
simulation tool used in this work.
In this transmission mode, it is possible to transmite
from the end-device to the coordinator or vice-versa. The
end-device must wait for a beacon message in order to
start a communication. After it has received a beacon
message, the end-device is enabled to transmit. Then, it
transmits the data frame to the coordinator using the slot-
ted CSMA-CA mode. Finally, the coordinator sends an
acknowledgment frame to the end-device. This mecha-
nism is described in figure 2 (a).
On the other hand, when the coordinator has to transfer
data to a end-device, it uses the beacon message to an-
nounce pending messages. To save energy, end-devices
sleep in the most of the time and wake up periodically to
listen the beacon messages. When a beacon message with
a pending information is sensed by an end-device, this has
to send a MAC request command to the coordinator indi-
cating that pending information can be transmitted. Then,
the coordinator confirms this indication by transmiting an
acknowledgment frame followed by the pending data us-
ing the slotted CSMA-CA mode. Finally, the end-device
sends an acknowledgment frame to the coordinator. This
mechanism is described in figure 2 (b).
Coordinator
Network
Device
Beacon
Data
Acknowledgment
Coordinator
Network
Device
Beacon
DataRequest
Acknowledgment
Data
Acknowledgment
(a) (b)
Figure 2. (a) Communication to a coordi-
nator in a beacon-enabled PAN. (b) Com-
munication from a coordinator in a beacon-
enabled PAN.
When operating without a superframe structure, there
are no beacon frame and the communication happens on
the basis of unslotted CSMA-CA. The coordinator is al-
ways turned on and the communication from end-devices
to the coordinator is poll-based. This operation mode is
actived when the BO value is set to 15.
Depending on the application requirements, two main
types of network topology are supported: the star topol-
ogy and peer-to-peer topology. In the star topology, end-
devices and sink-node (PAN coordinator) send messages
to each other. Thus, all the communications involve the
sink-node.
Otherwise, in the peer-to-peer topology all types of
communication are possible among end-devices, route-
devices and sink-nodes. Thus, peer-to-peer topology al-
lows complex network formations to be implemented
through a multihop network.
3. Compression Algorithm Architecture
Despite the recent advances on routing, data manage-
ment, security, robustness and fault tolerance in wireless
sensor networks, the energy efficiency consumption still
is the main focus of development in this area. This trend
is motivated mainly by the reduced physical capacity of
sensor nodes.
In a WSN, the operation that consumes more energy
is just data transmission. Experiments [3] performed in
dense scenarios have shown that the data transmission
consumes around 50% of the system’s energy. Therefore,
solutions for optimizing data transmission must be imple-
mented to minimize the energy consumption. A possible
solution to save energy is to use a temporal compression
algorithm that eliminates the transmission of redundant
information. In this paper we will assess the use of the
temporal compression algorithm Swinging Door [4], in
a scenario where the target for the use of this algorithm
is the minimization of the energy consumption in sensor
nodes.
The Swinging Door algorithm is based on concept of
timed windows. Basically, the algorithm can optimize the
energy consumption because it enables only relevant data
to be sent onto the network. Deviation compression, max-
imum and minimum compression time are the parameters
used by the algorithm to create the timed windows, where
the relevant data are those outside of the timed window.
Thus, no relevant data is transmitted, i.e., they are lost.
To recover the original information, interpolation methods
can be used.
There are two situation to determine if a current da-
tum is relevant (see algorithm 1): i) when the timeline is
greater than or equal to the maximum compression time
or ii) when it is the first datum of the new timed win-
dow. On the other hand, the previous datum is transmit-
ted when the compression deviation of current datum is
outside the timed window and the timeline is not less than
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input : datum- information that will be whether or
not transmitted in the specific time,
timeline- computation time,
tmax, tmin- time boundaries,
bias- compression deviation.
output: Confirmation to transmission
if isFirstData(datum) then
currentBaseTime← timeline;
currentBase← datum;
return true;
end
else if timeline ≥ tmax + currentBaseTime then
currentBaseTime← timeline;
currentBase← datum;
return true;
end
else if abs(currentBase − datum) ≥
currentBase × bias then
if timeline ≥ tmin + currentBaseTime then
currentBaseTime← timeline;
currentBase← dataPrevious;
return true;
end
end
return false
Algoritmo 1: Swinging Door algorithm.
the minimum compression time. The figure 3 shows a data
compression example using the Swinging Door algorithm.
The compression rate was 50%, where 2 current samples
(0 and 5) and one previous sample (3) were transmitted. It
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Figure 3. Swinging Door example.
is easy to observe that this algorithm has a low-complexity
processing. Thus, the adoption of this algorithm is feasi-
ble for implementation into wireless sensor nodes, once
these devices have a limited physical processing capacity.
In a previous paper [12], using experimental scenar-
ios we have shown that the incorporation of the Swinging
Door into a smart sensor can decrease considerably the
data exchanges on the communication network. However,
an assessment of the overall saved energy by the use of
this algorithm was not realized.
4. Simulation and Results Analysis
In this paper, we assess the performance of tempo-
ral compression algorithm Swinging Door embedded into
wireless sensor nodes, in what concerns the overall en-
ergy consumption. More specificaly, the NS-2 [7] simula-
tion tool was used to build adequate models for modelling
tipical monitoring applications.
The simulation tool provides mechanisms to select the
routing protocols, create topologies and applications, con-
figure PAN coordinator, end-devices and router-devices,
radio-propagation and antenna model, traffic and queue
patterns, link and node model failures, superframe struc-
ture and event animation.
The configuration of the NS-2 simulator for our ex-
periments was based on hardware, superframe, energy
consumption, topology and routing parameters, as repre-
sented in table 1.
Table 1. Used parameters to simulation.
Hardware Parameters
Channel type Channel/WirelessChannel
Propagation model Propagation/TwoRayGround
Queue protocol Queue/DropTail/PriQueue
Queue length 50
Physical layer Phy/WirelessPhy/802 15 4
MAC layer Phy/WirelessPhy/802 15 4
CSThresh 3.9062e-14
RXThresh 3.9062e-14
Frequency 2.4GHz
Superframe Parameters
BO 4
SO 4
Energy Consumption Parameters
Power transmission 61.92 mW
Power receive 44.40 mW
Power idle 2.40 µW
Power sleep 1.44 nW
Topology and Routing Parameters
Routing protocol AODV
Area 300m x 300m
Range 50m
Topology Star
The hardware parameters were configured specifically
for a wireless sensor network, where received threshold
(RXThresh) and carrier sense threshold (CSThresh) were
used to give the sensing range of the nodes. With respect
to superframe parameters, SO (macSuperframeOrder) and
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BO (macBeaconOrder) were choosen with values that
maximize the percentage of successfuly transmitted data
packets [10]. Following, the energy consumption parame-
ters were based on a real Texas Instruments CC2520 radio
transceiver with a very low power consumption.
A star topology has been used in our simulation assess-
ments. It is composed by one PAN coordinator (FFD) and
7 end-devices (RFD), as shown in figure 4. The PAN co-
ordinator is turned on when the simulation is started, but
the other devices are turned on only 5 seconds later with
delay intervals of 1 second between them. For this config-
uration, the average network startup time was around 13
seconds.
Pancoordinator (FFD)
End-device (RFD)
Figure 4. Experiment scenario.
Due to a IEEE 802.15.4 standard limition, the end-
devices only communicate with a PAN coordinator or
a router device. Therefore the routing protocol AODV
adopted in our topology can be simplified. This change
was made in NS-2 routing kernel.
Within this context, an industrial monitoring applica-
tion was used for the performance evaluation of tempo-
ral data compression Swinging Door algorithm. Basically,
10,000 samples were extracted from a real database sys-
tem for gas injection monitoring in an onshore oil field
[12] and then replicated for all end-device models. There-
fore, up to 70,000 real samples can be transmitted in the
simulated network scenario.
The development of the Swinging Door algorithm was
made in the application layer of NS-2. The traffic pat-
tern follows a constant bit rate with an interval config-
ured by the user plus an uniform random range between
0 and 1 second. Scripts for automated configuration of
patterns traffic have been developed to facilitate the inter-
action with the application.
The main feature of compression algorithm is the rela-
tion between the rate compression and the compression er-
rors due to information losses. It is not interesting to have
an high compression rate if the amount of distortion intro-
duced by algorithm is too large. Therefore a tradeoff be-
tween both parameters must be determined. The analysis
of this tradeoff in our experiments was evaluated through
of mean square error for a linear interpolation mechanism
on the compressed data transmitted around the network.
The results described in the figure 5 do not suggest the
use this algorithm for compression rate higher than 85%.
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Figure 5. Analysis of mean square error for
the compression algorithm.
It is clear that the use of a temporal data compression
algorithm to eliminate the transmission of redundant in-
formation minimizes the energy consumption around the
network. However is necessary to measure the influence
of the compression rate on the energy consumption. Thus,
in the figure 6 it is possible to see that the influence of
the compression rate and the energy consumption do not
have a linear relation, because the saved energy corre-
sponds only to the transmission energy portion and is not
related with the processing and reception activities. Thus,
for example to 85% rate compression, the saved energy is
around 65%.
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Figure 6. Influence of compression rate in
the saved energy.
Saved energy is very important to extend the lifetime of
batteries that supply energy to sensor nodes. In our exper-
iments, the analyse of batteries’ lifetime was made based
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on 3 parameters: simulation runtime (15,000 seconds), 2
AA batteries (2300mAh, 1.5V) and the mean energy con-
sumption around the network without the Swinging Door
algorithm (10.53mW). The equation 1 evaluates the life-
time through these parameters.
lifetime (days) = runtime× energy batteries
energy used× 3600× 24 (1)
Figure 7 shows the relation between compression rate
and the network lifetime. If the Swinging Door algorithm
is not used, the network lifetime was assessed to be around
400 days. However, when this algorithm is used, the net-
work lifetime is highly extended. For example, using a
85% compression rate, the network lifetime is extended to
1,200 days, i.e., a ratio of 3 when compared to the case
where the Swinging Door algorithm is not used.
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Figure 7. Network lifetime to different com-
pression rate.
Another information used in our simulation was the
network stability. This information describes the relation
between the sent data packets and received data packtes.
Figure 8 shows that the adoption of the Swinging Door
algorithm can maximize the network stability for differ-
ent applications range. This improvement is due to the
elimination of redundant data transmissions, reducing the
collision likelihood as there are less messages being trans-
mitted. On the other hand, when the Swinging Door algo-
rithm is not used the network stability performance de-
creases.
Investigating on the NS-2 log, it was verified that some
problems occur due to the hidden terminal problem. This
network problem happens when nodes that are outside the
range of other nodes send packets simultaneously to the
sink node. In a situation like this, nodes cannot sense the
carrier and the CSMA/CA does not work. As described in
figure 8, we can see that in a star topology with radius up
to 25m, the hidden terminal problem occurs. In this situ-
ation, due to 50m static sensibility on sensor nodes, those
sensor nodes that are located on opposite side of topology
do not sensing each other.
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Figure 8. Percentage of successfull trans-
mitted data packets.
5. Conclusion
In this paper, the performance of the temporal com-
pression algorithm Swinging Door for Wireless Sensor
Network in a monitoring application have been investi-
gated. Simulations made using the NS-2 tool shown that
the adoption of the Swinging Door algorithm can elim-
inate the redundant data transmission around network.
Thus the energy consumption in the sensor nodes can be
minimized.
The obtained results show that the relation between
compression rate of algorithm and nodes consumption en-
ergy is not linear and for compression rates around 85%,
the network lifetime is tripled.
Analysis made in network stability shown that the algo-
rithm can minimize the hidden terminal problem through
the network load reduction.
A suggestion for further work is related with the adop-
tion of a faulty tolerance mechanism in noisy channel
where the algorithm can be analysed.
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