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Casimir energy of a cylindrical shell of elliptical cross section
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We calculate the increase in the number of modes (the Kac number) per unit length and the
change in the zero-point energy (the Casimir energy) of the electromagnetic field resulting from the
introduction of a thin perfectly conducting cylindrical shell of elliptical cross-section. Along the way
we give a novel route to the calculation of these physical quantities. The Casimir energy is found to
be attractive with the circular case corresponding to the energy maximum and the large eccentricity
limit being the divergent energy minimum. As a result, with only Casimir stresses present, a fixed
area shell is unstable with respect to collapse onto itself. This instability is argued to persist at
arbitrary temperature.
PACS numbers: 03.70.+k, 11.10.-z, 11.10.Gh, 42.50.Pq
I. INTRODUCTION
The introduction of a conducting surface into a region
disturbs the electromagnetic field. As a general measure
of the disturbance we can calculate the mode sum
S(Ω) =
∑
α
(
e−ωα/Ω − e−ωα/Ω
)
(1)
where ωα are the mode frequencies before introduction
of the surface [1] and ωα is the resulting spectrum. For
a general spectrum, the mode sum S(Ω) is divergent for
large values of the parameter Ω (for example, for a mass-
less scalar field, it diverges as Ωd−1, where d is the di-
mensionality); however, for the electromagnetic modes
disturbed by a thin perfectly conducting cylindrical shell
(of any crosssection), the mode sum per unit length is
finite [2]. In this case (the subject of this paper) the
quantities of particular interest are the Kac number per
unit length K/L (the change in the number of possible
modes [2, 3]) and the Casimir energy per unit length C/L
(the change in the zero point energy [4] formally calcu-
lable from the sum of 12 (ωα − ωα) [5]). These can be
extracted from S by an expansion in powers of 1/Ω:
S(Ω)/L = K/L− 2
Ω
C/L+ ... (2)
From here the Kac number K can be recognized as the
coefficient B3/2 of the heat kernel expansion widely used
in the Casimir calculations [6].
For the case of a cylinder (of any cross section) the
modes have the form
ωα(q) =
√
q2 + w2α, (3)
where q is the continuous wave vector of the modes in
the axial direction and wα are the cutoff frequencies for
the modes. There are two types of modes, in which either
the magnetic field or the electric field is purely transverse
[7]. The cutoff frequencies wα are determined by the
solutions of the two-dimensional Helmholtz problem for
a scalar field representing the component of the electric
or magnetic field parallel to the axis of the cylinder, with
Dirichlet and Neumann boundary conditions for the two
mode types. The mode sum (1) is over both types of
modes.
The sum over the cutoff frequencies (1) can be done
with the aid of a contour integral representation [8]. Let
ψ(w) be a function that is zero for each cutoff frequency,
and let ψ(w) be the corresponding function for the undis-
turbed space. Then
S(Ω)
L
=
1
2πi
∮
dw
∫ ∞
−∞
dq
2π
e−
√
q2+w2/Ω d
dw
ln
ψ(w)
ψ(w)
(4)
where the first integral is over a contour enclosing the
real axis, and L is the (infinite) length of the cylinder.
The advantage to this representation is that the contour
can be deformed to lie along the imaginary w axis, where
the functions ψ(w) and ψ(w) are slowly varying, instead
of highly oscillatory. The integral over q is∫ ∞
−∞
e−
√
q2+w2/Ωdq = 2wK1
(w
Ω
)
(5)
where Kn is the modified Bessel function of order n. Us-
ing this and making the change in variables w→ iy gives
S(Ω)
L
=
1
2π2
∮
dy yK1
(
iy
Ω
)
d
dy
ln
ψ(iy)
ψ(iy)
= − 1
2π2Ω
∫ ∞
−∞
dy iyK0
(
iy
Ω
)
ln
ψ(iy)
ψ(iy)
(6)
In the second representation an integration by parts has
been performed, and the contour integral has been con-
verted to an integral over the y axis.
In the cases to be considered, the function
ln[ψ(iy)/ψ(iy)] can be taken to be an even function of
y. Then we can replace iyK0(iy/Ω) by its even part,
(π/2)|y|J0(y/Ω) (Jn is the Bessel function of order n),
2and reduce the range of integration to the positive y axis,
arriving at the representation
S(Ω)
L
= − 1
2πΩ
∫ ∞
0
ydyJ0
( y
Ω
)
ln
ψ(iy)
ψ(iy)
(7)
The quantity ln[ψ(iy)/ψ(iy)] becomes small for large
y. In general the leading term is of order y−1; this de-
termines the Kac number per unit length, as will now be
shown. Define
K
L
= − 1
2π
lim
y→∞
y ln
ψ(iy)
ψ(iy)
(8)
and separate Eq.(7) into two terms:
S(Ω)
L
=
K
L
∫ ∞
0
dy
Ω
J0
( y
Ω
)
− 1
Ω
∫ ∞
0
dy J0
( y
Ω
)( y
2π
ln
ψ(iy)
ψ(iy)
+
K
L
)
(9)
The first integral converges and is equal to unity, inde-
pendent of the cutoff Ω. The second integral is conver-
gent without the Bessel function, so that we may take
the limit Ω → ∞ in the integrand. Then according to
Eq.(2), the Casimir energy per unit length is
C
L
=
1
2
∫ ∞
0
dy
(
y
2π
ln
ψ(iy)
ψ(iy)
+
K
L
)
(10)
II. CIRCULAR CYLINDER
The Kac number for an arbitrarily shaped conductive
shell has been given previously [2]. The Casimir energy
of the circular cylindrical shell has been also determined
[14]. Here we will give a new route to the known result
in the familiar setting of the circular cylinder, in prepa-
ration for the extension to the case of the cylinder of
elliptical cross section.
We consider the effect on the electromagnetic spec-
trum of the introduction of a cylindrical conducting
boundary of radius A into another cylinder of radius
Z (which will be taken to infinity shortly [1]). The
cutoff frequencies of the system interior to the larger
cylinder are specified by a scalar function ϕ(ρ, φ), which
satisfies the two-dimensional Helmholtz equation. The
variables can be separated, so that ϕ is a combina-
tion of angular factors exp(inφ) and Bessel functions
of corresponding order. There are both TE and TM
modes, for the regions ρ < A and A < ρ < Z, so
that there are four mode conditions: Jn(wA) = 0;
J ′n(wA) = 0; H
(1)
n (wA)Jn(wZ) −H(1)n (wZ)Jn(wA) = 0;
and H
(1)
n
′(wA)J ′n(wZ) − H(1)n ′(wZ)J ′n(wA) = 0 (H(1)n
is the Hankel function of order n). Then a candidate
for ψ is the product for all n of the left-hand sides of
these four expressions, and ψ is the product of the fac-
tors Jn(wZ)J
′
n(wZ). However, for w = iy, the Bessel
functions are increasing or decreasing exponentially, and
in the limit of large Z the exponentially small H
(1)
n (iZA)
terms can be dropped so that ψ(iy)/ψ(iy) reduces to a
product of modified Bessel functions
ψ(iy)
ψ(iy)
=
∏
n
−(2Ay)2In(Ay)Kn(Ay)I ′n(Ay)K ′n(Ay)
(11)
The factor −(2Ay)2 has been introduced so that the fac-
tors in the product approach unity for large y. This prod-
uct can be written in a simpler form with the aid of the
Wronskian relation rI ′n(r)Kn(r) − rIn(r)K ′n(r) = 1:
ψ(iy)
ψ(iy)
=
∏
n
(
1− σ2n
)
(12)
where
σn = y
d
dy
In(Ay)Kn(Ay) (13)
There is an alternate route to (11) that sheds some
light on its meaning [9]. The path integral representation
of quantum mechanics turns three-dimensional quantum
mechanics at zero temperature into a four-dimensional
classical statistical mechanics problem where the ratio
H/T that determines the Boltzmann weight at a tem-
perature T is represented by the ratio of the action to
Planck’s constant. The introduction of a boundary sup-
presses TM modes (because the longitudinal electric field
must vanish at the boundary) but introduces new TE
modes (because the longitudinal magnetic field can be
discontinuous across the boundary). In either case the
effect is localized near the boundary, and can be de-
scribed by solutions of the modified Helmholtz equa-
tion (△ − y2)u(r, y) = 0 with sources on the boundary.
These solutions have radial parts that are described by
the modified Bessel functions, and the amplitudes of the
sources are proportional to In(yA), Kn(yA), I
′
n(yA), and
K ′n(yA) – the quantities that enter into (11). This ap-
proach gives a route to the calculation of the Casimir
energy entirely in terms of functions defined on the imag-
inary w axis.
Combining (10) and (12) gives
C
L
=
1
2
∫ ∞
0
(
K
L
+
y
2π
∞∑
n=−∞
ln(1− σ2n)
)
dy (14)
The logarithm can be expanded in a sum of powers of
σn. Then C/L =
∑
Tm, where
T1 =
1
4π
∫ ∞
0
(
2πK
L
− y
∞∑
n=−∞
σ2n
)
dy
Tm = − 1
4πm
∫ ∞
0
ydy
∞∑
n=−∞
σ2mn (15)
3A. Klich Expansion
Klich [10] has pointed out a useful trick for evaluat-
ing the sums that appear in these equations. The Green
function for the modified Helmholtz problem can be ex-
panded in modified Bessel functions about an arbitrary
origin, and by equating representations we can derive the
identity [11]
K0 (yAρ(φ− φ′)) =
∞∑
n=−∞
In(Ay)Kn(Ay)e
in(φ−φ′) (16)
where
ρ(φ) =
√
2− 2 cosφ = 2
∣∣∣∣sin φ2
∣∣∣∣ (17)
Performing the operation yd/dy on both sides of (16)
gives
H(1, 2) ≡ y d
dy
K0
(
2yA
∣∣∣∣sin φ1 − φ22
∣∣∣∣
)
=
∞∑
n=−∞
y
d
dy
(In(yA)Kn(yA)) e
in(φ1−φ2)
=
∞∑
n=−∞
σne
in(φ1−φ2) (18)
By multiplying this expression times itself 2m times,
identifying the φi in a chain of pairs, and integrating
over all φi we may derive a series of identities [12]
∞∑
n=−∞
σ2mn =
∫ pi
−pi
dφ1
2π
. . .
∫ pi
−pi
dφ2m
2π
H(1, 2)
× H(2, 3) . . .H(2m, 1) (19)
Substituting these into (15) gives an extension of the rep-
resentation for C similar to that given by Balian and Du-
plantier [2].
B. Kac number
For large y the σn, Eq.(13), are small, and Eq.(8) gives
K
L
= − lim
y→∞
y
2π
ln
ψ(iy)
ψ(iy)
= − lim
y→∞
y
2π
∑
n
ln(1− σ2n) = lim
y→∞
y
2π
∑
n
σ2n
= lim
y→∞
y
2π
∫ pi
−pi
dφ1
2π
∫ pi
−pi
dφ2
2π
H(1, 2)H(2, 1)
= lim
y→∞
y
π2
∫ pi
0
dβ [2yA sinβK1 (2yA sinβ)]
2
(20)
For large y, this integral is dominated by the contribu-
tion from small β, so that we may replace sinβ by its
argument, leading to [13]
K
L
=
1
2π2A
lim
y→∞
∫ 2piyA
0
d(2yAφ)(2yAφK1(2yAφ))
2
=
1
2π2A
∫ ∞
0
dx(xK1(x))
2 =
3
64A
(21)
This result was given previously by Balian and Du-
plantier [2]. They also showed that with this choice T1
in (15) vanishes.
C. Casimir energy
We evaluated the expressions for Tm (15) by a Monte
Carlo integration. The first step is to change variables to
y = (ln z)4, which compresses the range of integration to
the interval z ∈ [0, 1] (the choice of the fourth power is
somewhat arbitrary, but was found to give better sam-
pling of the function in the Monte Carlo integration).
Then the multiple integral over the angles and z is given
by the average of the integrand (in the new variable)
evaluated at uniformly and randomly sampled values for
z and the φi. Averaging over 10
8 configurations we find
T2 =
−0.00758± 0.00002
A2
T3 =
−0.002264± 0.000002
A2
T4 =
−0.001080± 0.000001
A2
For large m the integral is almost entirely due to the
terms involving σ0 = yd/dy(I0(Ay)K0(Ay)):
T20 = − 1
8π
∫ ∞
0
σ40ydy = −
0.00685
A2
T30 = − 1
12π
∫ ∞
0
σ60ydy = −
0.002258
A2
T40 = − 1
16π
∫ ∞
0
σ80ydy = −
0.001081
A2
(22)
This series Tm0 is found to fall off as 0.0346× (2m)−2.5
rather accurately, and it is also possible to evaluate the
sum of the series in the form
S0 =
1
4π
∫ ∞
0
(
ln(1− σ20) + σ20
)
dy = −0.012799
A2
(23)
Therefore only the first few Tm need to be calculated; we
thus arrive at the evaluation
C
L
= S0 − T20 − T30 − T40 + T2 + T3 + T4
=
−0.01354± 0.00002
A2
(24)
in agreement with the accepted value C/L =
−0.013561343/A2 [14]. The Monte Carlo program is sim-
ple in structure and only requires modest computational
4resources. The accuracy is limited by the T2 term, which
is difficult to evaluate because the integrand has signifi-
cant contributions from large y when the four angles φi
are nearly the same.
III. ELLIPTICAL CYLINDER
A. Mode expansion
Elliptical coordinates are related to the rectangular co-
ordinates X,Y by
X = h cosh ξ cos η
Y = h sinh ξ sin η. (25)
The surfaces of constant ξ are confocal ellipses with axes
A = h cosh ξ and B = h sinh ξ. The distance between
the foci is 2h; the eccentricity of the ellipse is ǫ = sech ξ.
The case of the circle is recovered in the limit ξ → ∞,
h cosh ξ =
√
X2 + Y 2 (which implies h→ 0).
The two-dimensional modified Helmholtz equation can
be separated in these variables. The solutions have the
form of products P (η)Q(ξ), where P and Q satisfy the
Mathieu equations
d2P
dη2
= −(a+ h2y2 cos2 η)P (η) (26)
d2Q
dξ2
= (a+ h2y2 cosh2 ξ)Q(ξ) (27)
where a is the separation constant. The functions
P (η; a, y) play a role similar to that of the trigonometric
functions in the case of the cylinder, and become them
in the circle limit. The condition that P (η; a, y) be peri-
odic restricts a to a discrete set of values, but unlike the
case of the circle the allowed values are not integers and
depend on y; we will refer to the set of these as {an(y)},
where n is a counting label (the modes can be ordered so
that an+1 > an, and so that P (η; a0, y) is the nodeless
function of η). For any y, the corresponding set of func-
tions P (η; an(y), y) forms a complete set for expression
of a general function of η; they will be normalized so that
for any a and b in {an},∫ pi
−pi
P (η; a, y)P (η; b, y)dη = δab (28)
Then it follows from the completeness of the P (η; a, y)
that ∑
a∈{an}
P (η; a, y)P (η′; a, y) = δ(η − η′) (29)
The functionQ(ξ; a, y) plays a role analogous to a mod-
ified Bessel function; there are again two solutions: Q1,
which is regular at small ξ (and increasing); and Q2,
which is small at large ξ (and decreasing). These are
related by the Wronskian relationship
Q2(ξ; a, y)
d
dξ
Q1(ξ; a, y)−Q1(ξ; a, y) d
dξ
Q2(ξ; a, y) = 1
(30)
However, there are some important differences from the
case of the circular cylinder. Eq.(27) differs from the
Bessel equation in that there is no term in the first deriva-
tive. This implies that the Wronskian is constant, and
we are choosing the normalization so that it is unity, as
stated in (30). This also means that the product of the
two solutions is asymptotically unity at ξ large, and (via
Eq.(27)) at y large as well. Additionally the Bessel func-
tions depend on radial position r only through the ry
combination, and on what happens in the angular sec-
tor only through the order n, while the Mathieu function
Q(ξ; a, y) depends on y, ξ, and a separately. We can make
the mathematics of the ellipse look more like the math-
ematics of the circle if we define the restricted functions
In(y; ξ) = Q1(ξ; an(y), y) and Kn(y; ξ) = Q2(ξ; an(y), y).
For real cutoff frequency w we can similarly define the os-
cillatory functions Jn(w; ξ) andHn(w; ξ) that correspond
to the usual Bessel functions.
The cutoff frequencies for the elliptical cylinder whose
shape and size are determined by h and ξ are deter-
mined by the values of w for which either Jn(w; ξ) = 0
or d/dξ(Jn(w, ξ)) = 0 for the modes inside the cylin-
der and with a similar but more complicated relation-
ship for the modes outside the cylinder. The quantity
ψ(w)/ψ(w) needed for the contour integral relationship
(4) for the mode sum is constructed from these elements
as in the circular cylinder case. After the change of vari-
ables w → iy, we arrive at
ψ(iy)
ψ(iy)
= −4In(y; ξ) d
dξ
In(y; ξ)Kn(y; ξ)
d
dξ
Kn(y; ξ)
= 1−
(
d
dξ
(In(y; ξ)Kn(y; ξ)
)2
≡ 1− σ2n (31)
where we have used the Wronskian relationship (30) in
the second line. The cautious reader will have reason to
be suspicious about the analytic continuation of Jn(w; ξ)
to In(y; ξ). In the case of the circular cylinder the order
n of the Bessel function is an integer and unaffected by
the frequency (its argument w); here, the an depend on
the frequency, and take on different values on the real
and imaginary axes. For complex values of y, the an(y)
are surely also complex. However, the point is that the
Mathieu function Q(ξ, y, a) is analytic in y for any choice
of ξ and a, and then the restricted function In(y; ξ) is also
analytic; the way that the set an evolves as y is varied
is built into the definition of the restricted functions. Fi-
nally, we will note that the path integral approach [9]
gives an alternate route to the representation (31).
With this foundation, the determination of the Kac
number and the Casimir energy for the cylinder of elliptic
5cross section is similar to that for the circular cylinder.
In particular, Eqs. (8)-(10), (14), and (15) are unaltered,
except that the sums are now over the set {an(y)}.
B. Klich expansion
In elliptic variables the Green function satisfies the par-
tial differential equation(
∂2
∂ξ2
+
∂2
∂η2
− y2h2(sinh2 ξ + sin2 η)
)
G(ξ, η; ξ′, η′)
= −2πδ(ξ − ξ′)δ(η − η′)(32)
We can represent it in two ways: by direct transcription
from the polar variables
G(ξ, η; ξ′, η′) = K0(yρ), (33)
where ρ is the distance between the points (ξ, η) and
(ξ′, η′); or as an expansion in Mathieu functions
G(ξ, η; ξ′, η′) =
∑
a∈{an}
gn(y)P (η; a, y)P (η
′; a, y)
× In(ξ, y)Kn(ξ′, y) (34)
for ξ < ξ′ (and with ξ and ξ′ interchanged for ξ > ξ′).
The coefficients gn(y) are determined by the conditions
that G and ∂G/∂ξ be continuous at ξ1 = ξ2 (for η1 6= η2),
and that the singularity at (ξ1, η1) = (ξ2, η2) has the
amplitude implied by (32). The result of this analysis
is that gn(y) = 2π for all n and y. Thus we have the
identity
K0(yρ) = 2π
∑
a∈{an(y)}
P (η1; a, y)P (η2; a, y)
× In(ξ1, y)Kn(ξ2, y) (35)
We only need this result for the case ξ1 = ξ2 = ξ,
where ρ reduces to
ρ = h
√
cosh2 ξ(cos η − cos η′)2 + sinh2 ξ(sin η − sin η′)2
= h
∣∣∣∣sin η − η′2
∣∣∣∣Γ
(
η + η′
2
)
(36)
where
Γ(α) =
√
sinh2 ξ + sin2 α (37)
Take the ξ derivative of (35) to get
∂
∂ξ
K0
(
2yh
∣∣∣∣sin η1 − η22
∣∣∣∣Γ
(
η1 + η2
2
))
= 2π
∑
a∈{an(y)}
P (η1; a, y)P (η2; a, y)σn (38)
Figure 1: How the Kac number per unit length depends on
the shape of the cylinder.
Thus by defining
H(η1, η2) =
∂
∂ξ
K0
(
2yh
∣∣∣∣sin η1 − η22
∣∣∣∣Γ
(
η1 + η2
2
))
(39)
we obtain an identity equivalent to (19). In the circu-
lar case (large ξ), Γ ≈ sinh ξ and sinh ξ ≈ cosh ξ, so
that (39) reduces to (18) with A = h cosh ξ. For the cir-
cular case, the Klich expansion was a convenience that
improved the rate of convergence by summing over all
orders of the Bessel functions. In the elliptical case it
is even more useful, because it allows us to do the sums
equivalent to (15) without constructing the sets {an(y)}
or the Mathieu functions.
C. Kac number
Reprising the argument given above, the Kac number
per unit length determines the leading contribution to
ln[ψ(iy)/ψ¯(iy)] at large y. The analogue to Eq. (20) is
K
L
= lim
y→∞
y
2π
∫ pi
−pi
dη1
2π
∫ pi
−pi
dη2
2π
H2(η1, η2)
= lim
y→∞
y
π3
∫ pi
0
dα
∫ pi
0
dβ
(
d
dξ
K0 (2yh sinβΓ(α))
)2
(40)
where we have changed variables to α = (η1 + η2)/2 and
β = (η1− η2)/2. As was previously explained, for large y
6we can replace sinβ by β; then the integral over β is the
same as was considered in Eqs.(20) and (21). The result
is
K
L
=
3
64h
∫ pi
0
dα
π
sinh2(ξ) cosh2(ξ)
Γ5(α)
=
3
64
∫ pi
0
dα
π
A2B2
(A2 sin2 α+B2 cos2 α)5/2
(41)
which can be evaluated in terms of the complete ellip-
tic integrals (A > B are the axes of the ellipse). This
agrees from the general expression given by Balian and
Duplantier [2]. In the limit of small B, this expression is
of order B−2. Therefore in Figure 1 we plot KB2/LA,
which is independent of the size of the cylinder and only
weakly dependent on its shape. The horizontal axis is
the eccentricity ǫ = sechξ.
For large eccentricity, the cylindrical shell is approxi-
mately a pair of planar strips of width A and area LA
separated by a distance B. Then its Kac number must be
proportional to the area (K ∝ LA) while the Kac number
per unit area can only depend on the strip separation B.
Since the Kac number itself is dimensionless, the com-
bination of these two arguments predicts a dependence
K ≃ LA/B2 thus explaining the divergence of the Kac
number at large eccentricity.
D. Casimir energy
The term T1 in Eq.(15) again vanishes for the case of
the cylinder of elliptical cross-section: substituting (39)
and (19) into (15) and then changing variables from ηi to
α and β leads to an integral that differs from the circular
case only by a scale factor.
The expansion (15) continues to be relevant, as does
(19), except that now H(η1, η2) is given by (39). It fol-
lows from Eq. (15) that all of the Tm are negative, and
thus that the Casimir energy is negative. The numerical
evaluation of the Tm can be done as above, using almost
the same program. Figure 2 shows that it is again true
that −Tm decreases as m−2.5, so that the series sum con-
verges. We evaluated T2 through T10 by Monte Carlo
integration, and applied a truncation correction based
on the m−2.5 law. The resulting dependence of C/L on
the eccentricity ǫ is shown in Figure 3. Also shown in
Figure 3 is
√
1− ǫ2 × C/L. The lack of dependence on ǫ
for small ǫ agrees with the results of Kitson and Romeo
[15], who discussed the Casimir energy of a cylinder of
elliptical cross-section perturbatively.
As was already observed, for large eccentricity the
cylindrical shell is approximately a pair of planar strips of
width A separated by a distance B. The Casimir attrac-
tion between these would give an energy C ≃ −LA/B3 [4]
(LA is the area of a strip); this can be rewritten in terms
of the eccentricity as CA2/L ≃ −(1− ǫ2)−1.5. The dash-
dotted line in Figure 2 shows that this crude argument
Figure 2: The dependence of |Tm| on m. The curves are
drawn for ǫ = 0.05, 0.50, 0.80, 0.90, and 0.95, in ascending
order. The nearly constant slope of these lines indicates that
−Tm is decreasing as m−2.5.
successfully accounts for the divergence of the Casimir
energy at large eccentricity.
IV. DISCUSSION
The case of a cylindrical shell with circular cross-
section holds a special place in the physics of the Casimir
effect. At zero temperature Casimir forces are known
to be attractive for parallel plates [4], repulsive for the
sphere [2, 16] and nearly zero (very weakly attractive)
for a long cylindrical shell [2, 14]. Thus the latter is ap-
proximately the intermediate case. The solution of the
elliptical cross-section case allows us to follow the evolu-
tion of the Casimir attraction with eccentricity ǫ as the
shell cross-section evolves from circular to highly eccen-
tric, resembling the parallel plate geometry. Therefore
it is not surprising that the Casimir energy is found to
decrease with eccentricity with the circular case corre-
sponding to the energy maximum. Naively one might
have expected that the Casimir attraction in the ǫ → 1
limit would be stronger than its parallel plate counter-
part [4]. Our results indicate the opposite, however: even
though both attractions have the same order of magni-
tude, the parallel plate geometry generates stronger at-
traction. This illustrates the non-additive character of
the Casimir forces.
Since the interactions are attractive with the circular
cross-section corresponding to the energy maximum and
7Figure 3: How the Casimir energy per unit length varies
with the eccentricity of the cylinder. The dash-dotted line
is (1− ǫ2)1.5 × |C|A2/L; this removes the divergence at large
eccentricity. The dashed line is
√
1− ǫ2 × |C|A2/L, which
removes the leading order dependence on ǫ for small ǫ.
the large eccentricity ǫ = 1 limit being the minimum,
with only Casimir stresses present a fixed area shell would
be unstable with respect to collapse onto itself. We ar-
gue that this remains the equilibrium state of the system
at arbitrary temperature. Indeed the high-temperature
thermodynamics of the system is dominated by the Kac
number as the latter determines the form of the free en-
ergy [2]
F ≃ −KT ln(T l) (42)
at a temperature T ≫ 1/l where l is a length scale ap-
proximately corresponding to the largest eigenfrequency
of the problem. For K > 0, as is the case in the problem
under study, the equilibrium configuration of the shell
must have the largest Kac number K. But we found
(Figure 1) that the Kac number diverges in the large ec-
centricity ǫ = 1 limit which corresponds to the collapsed
state. However, as this limit is approached we have
l ≃ B → 0, thus inevitably leaving the range of appli-
cability of the high-temperature expression (42) and en-
tering the range of applicability of the zero-temperature
theory where the ground state is still collapsed. This al-
lows us to argue that the equilibrium state of fixed area
shell in the presence of Casimir stresses only is collapsed
at arbitrary temperature.
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