This paper explores a novel framework for building regression models using association rules. The model consists of an ordered set of IF-THEN rules, where the rule consequent is the predicted value of the target attribute. The approach consist of two steps: (1) extraction of association rules, and (2) construction of the rule-based regression model. We propose a pruning scheme for redundant and insignificant rules in the rule extraction step, and also a number of heuristics for building regression models. This approach allows discovery of global patterns, offers resistance to noise, while building relatively simple models. We perform a comparative study on the performance of RBA against CART and Cubist using 21 real-world data sets. Our experimental results suggest that RBA outperforms Cubist and are equally as good as CART in many data sets, and more importantly, there are situations where RBA is significantly better than CART, especially when the number of noise dimensions in the data is large.
Regression is another data mining task that can potentially benefit from association rules. Regression can be viewed as a more general form of predictive modelling, where the target variable has continuous values. Currently, there is a wide spectrum of techniques for building regression models from linear to more complex, non-linear techniques such as regression trees, rulebased regression, and artificial neural networks.
Tree-based and rule-based techniques are desirable as they produce descriptive models that can help analysts to better understand the underlying structure and relationships in data. Table 1 presents a taxonomy of descriptive techniques used for classification and regression. Another class of techniques that can produce descriptive models are based on association rules. These techniques are useful as they can efficiently search the entire input space to identify a set of candidate rules for model building. This differs from the approach taken by many tree-based or rule-based techniques, which must grow a tree branch or rule from scratch in a greedy fashion, without the hindsight of knowing whether it will turn out to be a good subtree or rule. Moreover, since the association rules must satisfy certain support criterion and are evaluated over all the instances, models built from these rules are less susceptible to noise. Table 1 also highlights an important class of techniques still missing from the taxonomy, namely, association-based techniques for regression. In this paper, we present a general framework, Regression Based on Association (RBA), for building regression models using association rules. The model consists of a collection of IF-THEN rules, where the rule consequent contains the predicted value of the target variable. The proposed techniques include single-rule (1-RBA) and multi-rule (weighted k-RBA) schemes. In the single rule scheme, each test example is predicted using a single association rule whereas in the multi-rule scheme prediction is a weighted sum of several association rules.
To illustrate the advantages of RBA, consider the synthetic data set shown in Figure 1 . This data set is an example of the well-known, XOR-type problems, where the target variable depends on the input attributes x and y in the following manner: Figure 1 shows the results obtained using Cubist [20] , a rule-based algorithm. As can be seen, Cubist fails to induce meaningful rules and predicts everything to be the mean value of the training examples. This can be attributed to the greedy nature of the algorithm, attempting to grow a rule by choosing the current best attribute at each stage. Since none of the attributes provide a better prediction than the overall mean, Cubist is not able to grow a rule. Similarly, given the limited number of training examples, CART produces a decision stump, i.e., a tree with a single node, that encodes the mean value of the training examples.
The single-rule RBA scheme generates association rules from the input data and then selects the best representative set of rules for building the regression model. The rules generated for the above example are: x=0 y=1 → µ=0.85, σ=0.07, support=0.25 x=1 y=1 → µ=0. 15, σ=0 .07, support=0.25 x=0 y=0 → µ=0.3, σ= 0.14, support=0.25 default: µ=0. 85, σ=0.55 The above rules, including the default, specify exactly the four regions shown in Equation 1.1. Unlike the greedy strategy employed by CART and Cubist, RBA uses an exhaustive search to identify rules covering regions in the input space where the number of data points is sufficiently large and the target variable has low variance. A low variance rule ensures that its prediction has relatively small expected error.
There are several issues that need to be addressed in order to successfully incorporate association rules into the regression problem. First, standard association rule formulation assumes that the data is binary in nature. Yet, many real-life data sets contain continuous as well as categorical input attributes. This problem can be addressed by discretizing the continuous attributes and replacing each discrete interval or categorical value with a distinct binary attribute 1 . While MDL-based discretization [10] has been found to be very effective in classification, such a method becomes applicable to regression by mapping the continuous values of the target to the closest bin only for the discretization part.
The second issue is that the right hand side of a regular association rule is a class label, not a continuous value. To address this, we apply the quantitative association rule definition proposed by Aumann et al. [5] , which captures the descriptive statistics (e.g., mean or variance) of the target variable in the region covered by an association rule. For example, the following quantitative association rule suggests that the average income of a married person, whose age is between 21 and 45, is 80K. The descriptive statistics investigated in this study include measures of central tendency (mean and median), measures of dispersion (variance and mean absolute deviation), and measures of significance (support).
Finally, choosing the appropriate set of rules for building a regression model is non-trivial. There is often a tradeoff between the model complexity and accuracy. Here, the rules are added incrementally as long as the prediction of the overall model is improved. This approach is very similar to the sequential covering approach used by many rule-based classifiers [7] .
The major contributions of this paper are summarized below:
• We present a general framework for building regression models using association rules. The proposed framework offers the ability to search the entire input space efficiently to identify a promising set of candidate rules, while offering robustness in the presence of noise.
• We extensively compare the performance of RBA against two leading rule-based regression algorithms (CART and Cubist) using 21 real-world data sets. Experimental results suggest that RBA outperforms Cubist and performs as good as CART in majority of these data sets, provided that discretization is not an issue. More importantly, we were able to determine the characteristics of the data sets for which RBA is significantly better than CART, e.g., when the number of noise dimensions in the data is large.
The remainder of this paper is organized as follows. Section 2 presents the related work in this area while Section 3 describes the problem formulation. The various components of the RBA framework are discussed in Section 4. Section 5 provides the experimental results, and, finally, Section 6 presents the conclusions.
Related Work
Various techniques have been developed for building regression models from data. These techniques often have solid mathematical foundations, optimizing certain loss functions. While the produced models can achieve very high accuracy, they are not descriptive enough to be easily interpreted by human analysts, with the exception of rule and tree-based models. A treebased model, such as CART [6] partitions the input space into smaller, rectangular regions, and assigns the average of the target attribute as predicted value to each region. Another technique, Cubist [20] , uses a rulesbased approach for partitioning the input space, fitting a linear regression model to each of the regions.
Association rule mining from numeric data has been investigated in many studies [23, 22, 15, 11, 5] . The rules discovered for such data sets are often known as quantitative association rules. However, most of the work in this area is concerned with integrating continuous attributes into the rule antecedent [23, 11, 15, 22] , while the rule consequent contains only categorical or discretized numeric attribute(s). With this approach, conventional definitions of support and confidence measures are still applicable. As previously noted, such rules are not directly applicable to regression.
Aumann et al. [5] proposed a quantitative association rule formulation where the rule consequent is the arithmetic mean of the continuous target variable for all instances covered by the rule. For evaluation purposes, they consider a rule to be interesting if its mean significantly differs from the mean for the rest of the population, where the significance tests were performed using Z-test. The authors have also noted that the rule consequent can contain other statistical information such as the variance or median of the target variable. The quantitative association rules used in the RBA framework are based on this formulation. We are specifically interested in the description of rule consequents that include either mean, variance and support, or median, mean absolute deviation and support. We also applied a modified statistical test to determine the significance of a rule (Section 4).
Morishita et al. [19] describe a formulation where the input data may be discrete, but each transaction is associated with a numeric attribute. In this case the goal is to find itemsets that are highly correlated with the numeric factor. They proposed an interestingness measure, "interclass variance", and showed that it possesses certain monotonicity property that can be incorporated directly into the mining algorithm.
Discretization is another important step in the RBA framework. A robust supervised discretization strategy for classification problems was developed by Fayyad et al. in [10] . The method was based on the entropy of class distribution in each discretized interval, and the number of intervals is controlled by using the Minimum Description Length Principle (MDL). Experiments have shown that such a discretization strategy is more tolerant to noise, and outperforms unsupervised discretization schemes [10, 9] . We apply the MDL-based discretization in the RBA framework, with two enhancements, which try to avoid infrequent bins after the discretization, and a loss of an attribute due to "no-split" decision.
Another related work to the proposed approach integrates association rules into classification problems [17, 18] . In fact, our regression framework generalizes the Classification Based on Association (CBA) [17] , focusing on the classification problem, which is in general easier than regression. The implementation of main components (discretization, rule extraction, and building the model) are significantly different since we are dealing with continuous-valued target variables. The proposed weighted k-RBA scheme is based on the idea of using multiple association rules for prediction, initially used by Li et al. [16] in classification using associations (instead of an unordered evaluation scheme we use an ordered multi-rule approach, and also our multirule weighting schemes are fundamentally different).
Preliminaries
Let D = {(x i , y i )|i = 1, 2, · · · , N } be a data set with N instances. Each instance consists of a tuple (x, y), where x is the set of input attributes and y is the real-valued target variable. Regression is the task of finding a target function from x to y, such thatŷ = f (x) provides a good estimate of the target variable for any given x. The discrepancy between the estimated and actual value of y can be measured in terms of their mean squared error (MSE) or mean absolute error (MAE).
The input vector x contains binary, categorical, or continuous attributes. RBA transforms the categorical and continuous attributes into binary attributes through discretization and binarization of attribute values. Let I = {i 1 , i 2 , · · · , i d } denote the new set of attributes in binary form. Following the terminology used in association rule literature, a binary attribute is called an item while any subset of I is known as an itemset. Additionally, the number of data points containing the itemset A is denoted as σ(A).
A quantitative association rule is an implication expression in the form A −→ (m, d, S), where m is a measure of central tendency (meanμ, or medianm), d is a measure of dispersion (varianceσ 2 , or mean absolute deviationδ), and S is a measure of significance (support s). These measures are computed based on the statistical distribution of instances covered by the rule. Specifically,
Using the definition given in [5] , the support of a quantitative association rule is the fraction of instances that satisfy antecedent of the rule, i.e., s(A) = σ(A) N . Support also has an anti-monotone property: s(A∪C) ≤ s(C) for all A, C ⊆ I. An association rule is considered to be frequent if its support exceeds a user-specified minimum support threshold. Depending on the choice of the loss function, different statistics may be used to describe the rule consequent. For instance, if the objective is to minimize MSE, then it makes sense to include the mean value of the target variablesμ in the rule consequent [8] . On the other hand, if the objective is to minimize MAE, the best estimate of central tendency is given by the sample median.
The regression model constructed by the RBA framework consists of an ordered list of association rules (r 1 , r 2 , · · · , r n ). These rules partition the input space into homogeneous, rectangular regions, assigning a predicted value to each region (based on the mean or median of the rule consequent). The regions can be overlapping or disjoint depending on the method used for constructing the model (Section 4). If R r is the effective region 2 of an association rule r, then the model constructed by RBA can be represented as:
where w i is a weight factor for rule r i and I [·] is an indicator function, whose value is 1 when its argument is true and 0 otherwise. Figure 2 illustrates the general framework of the regression based on association rules (RBA) scheme. There are four major components in this framework: (1) discretization, (2) association rule generation, (3) regression model building, and (4) model testing. The discretization step is needed to partition the numeric features of the data set (except for the target variable) into discrete intervals. Each discrete interval and categorical attribute value is then mapped into a binary variable. This step is needed to ensure that existing algorithms such as Apriori [4] or FPtree [13] can be applied to generate frequent itemsets. Next, each extracted frequent itemset is converted into a rule by computing the descriptive statistics (e.g., mean, variance, or median) of the target variable for all training instances covered by the itemset. A rule pruning step is then applied to systematically eliminate rules that are redundant or statistically insignificant. During model building, a subset of the extracted rules will be selected for constructing the regression model. The induced model is then applied to predict the target value of test instances.
Framework for Regression based on Association Rules (RBA)

Discretization
We apply the MDL-based supervised discretization method [10] to continuous target variables. This method was originally developed for classification problems, where the range of each continuous input attribute is successively partitioned into smaller discrete intervals until each interval contains instances with relatively homogeneous classes, i.e., their overall entropy is low.
In our approach, the continuous target variable is divided into equally spaced k bins, that are consecutively labelled from 1 to k, where k is specified by the user. Then, discretization of the continuous input attributes is performed according to the new class labelling of the target variable (note that this mapping is preformed only in this section to aid the discretization of input attributes). One potential limitation of this approach is that the entropy measure used in MDLbased discretization scheme will not differentiate between splits containing instances of classes with varying distance from each other (e.g. instances within classes 1, 2, and 3 are closer, while the instances within classes 1, 25, and 50 are farther apart. However, those two cases are penalized equally using the entropy measure.)
We add two constraints to the discretization algorithm: minimum support for each bin, and default equal width split (when MDL-based discretization decides not to partition the input variable).
Rule Generation
Next, we apply a standard frequent itemset generation algorithm (Apriori [4] ) to the discretized data set. Each frequent itemset is turned into a rule by computing the needed statistics for the itemset, as described in Section 3. For example, the rule could be of the form
, whereμ is the mean of the target attribute,σ 2 is the variance,m is the median, andδ is the mean absolute error.
Two pruning strategies are applied to eliminate rules that are redundant or statistically insignificant.
• Redundancy Test: If the rules are specified using median and mean absolute error, we can perform a similar redundancy Procedure RruleGen(D: set of training instances, mins: minimum support)
1.
Let F 1 be the set of frequent 1-itemsets 2.
For each item
for(k=2;
For each candidate c ∈ C k , compute its mean, variance, and support;
6.
Prune itemsets in F k according to the redundancy and significance tests; return ∀k F k ; Figure 3 : Rule Generation Procedure test by comparing its mean absolute error to the minimum absolute error of its ancestor rules.
• Significance Test: Let r : A −→ µ 1 , σ 1 be an association rule. We call r : A −→ µ 2 , σ 2 the complement of r since r covers only those instances that do not satisfy the conditions given by the antecedent of r. In [5] , the authors perform a Z-test to compare the mean values of a rule r against its complement, r. The null hypothesis to be tested is µ 1 = µ 2 . If the similarity is statistically significant, then r is pruned. Although such a pruning strategy may be useful from a descriptive data mining perspective, it may not be useful from a predictive perspective. For example, suppose r and r have the same mean but the variance for r is much lower than the variance for r. This suggests that r may still be a useful rule for prediction. In the RBA framework, the rule is kept, if the difference is statistically significant. Otherwise, we compare the variance of r against its complement r. If r has a larger variance, then the rule is pruned. Using the pruning strategies described above, we are left with (1) rules that are more precise than their ancestors and (2) rules that have very different characteristics (mean or median) or lower variance (or mean absolute error) than those describing the rest of the population. The pseudocode for the rule generation step is shown in Figure 3 
Building a Regression Model
Building a regression model requires selection of a smaller, representative set of rules that provides an accurate representation of the training data. More specifically, rules are selected to minimize a certain loss function 3.2. RBA applies several variations of the sequential covering algorithm to generate a regression model. The basic idea of this algorithm is to choose the best remaining rule available in a greedy fashion, add the rule to the model, and then remove instances covered by the rule.
In order to do this, we must first sort the extracted rules according to certain objective criteria. Given a pair of rules, say, r 1 and r 2 , let r 1 r 2 denote that r 1 has higher precedence than r 2 . Naturally, a good rule must have sufficiently high support, i.e. it should cover a large portion of the data, to avoid overfitting. In addition, a good rule must be precise, i.e. the target values of the covered instances must have relatively low variance. Finally, if the support and variance for two rules are the same, the more general rule is preferred.
The
There are a number of ways to implement the sequential covering algorithm. This depends on whether each instance should be predicted by a single rule or multiple rules. In the case of a single rule (1-RBA, Section 4.3.1), once a rule has been selected, all instances covered by the rule will be eliminated immediately. If multiple rules are allowed to fire, we need a weighted voting scheme (k-RBA, Section 4.3.2) to determine the predicted target value.
4.3.1 1-RBA 1-RBA adds a rule only if it reduces the prediction errors made by the previous model. The instances covered by the added rule are removed from the data. The rule selection process continues until there are no remaining instances or rules. Each time a new rule is added to the model, the error of the model along with its current default value is recorded. When the stopping criteria is reached, the rules after the index where the minimum error has been recorded are discarded, and the corresponding default value is restored, so that the final model is a list of ordered rules and a default value.
A summary of the 1-RBA algorithm is shown in Figure 4 Initialize model: M = ∅;
2.
Initialize error list: e = ∅;
3.
Let D = D;
4.
while(Rlist = ∅ and D = ∅) 7. r: remove the top rule from Rlist
8.
Let S ⊆ D be the instances in D covered by r; 9. if(S = ∅) 10 .
[err,prev err]=evaluateRule(r,M ,µ d );
11.
if(err < prev err) 12 .
M .push(r);
13. find rule index i in M with min error in e; 20. remove rules in M after position i; 21. return M ; Alternatively, we can extend the previous scheme to solicit the opinions of a mixture of experts, i.e., using an ensemble of k rules, while weighting each opinion according to how reliable the rule is. This is the basis for the weighted k-RBA algorithm. Let µ r be the predicted value by the rule r, and w r be the weight of the prediction made by r. Suppose {r 1 , r 2 , · · · , r k } are the set of k rules selected by the regression model for predicting the test instance z. The predicted value for z is given by
Several weighting schemes are investigated: (1) For the precision-k weighting scheme, each prediction is weighted by the inverse of the variance for the rule. Here the inverse of the variance is evaluated as an estimation of the precision of the prediction. (2) For the probabilistic-k weighting scheme, we use support as the weight for each prediction. (3) For the average-k weighting scheme, each prediction is weighted equally, i.e., w r = 1/k. while(Rlist = ∅ and D = ∅) 6. r: remove the top rule from Rlist;
Let S = {z|z ∈ D , z.count < k, r covers z}; 8. rerr = 0; preverr = 0;
9.
for(each instance z ∈ S) if(r err < prev err ) 16 .
M .push(r);
17.
for(each instance z ∈ S)
18.
z.pred = z.weight = z.weight + w r ;
20.
z.count = z.count + 1;
21.
if(z.count = k) 22 . In order to implement a multi-rule scheme, each training instance z must keep track of several counters: z.y: the actual target value for z. z.count: the present number of rules covering z. z.pred: the current predicted value for z, i.e., f (z). z.weight: the sum of the weights for all the rules covering z, i.e., the denominator of Equation 4.4. Figure 5 depicts the weighted k-RBA algorithm. Unlike the 1-RBA approach, each instance is not removed until there are k rules covering it. In addition, each rule also keeps track of the amount of error it has committed on the training instances (r err ). A rule r is added to the model only if it improves the prediction of instances covered by r (lines [13] [14] . This implicitly provides resistance to adding rules that are highly correlated/similar to each other, and does not have additional predictive value. The model building procedure terminates when there are no more rules or instances remaining. The default mean is calculated over the remaining instances, if any, otherwise it is assigned to be the mean value of the training set. Once the stoping criteria is reached, as in 1-RBA, the rules after the index where the minimum error has been observed are removed, and the corresponding default value is restored.
Experimental Results
Our algorithm was evaluated on both real and synthetic data sets. Synthetic data sets allows us to study the effects of noise on the performance of regression models in a controlled environment, while real data sets are useful to evaluate the relative performance of RBA against other existing algorithms.
Synthetic Data
The synthetic data is very similar in nature to the XOR example given in Section 1. The target variable depends only on the values of its two "clean" dimensions, x and y. If both x and y have the same values, then the target variable is zero; otherwise, the target variable is one. Note that the truncation to 0 and 1 is to simplify the discussion, and the results presented in this section still hold if the target is a similar continuous valued function on those 4 quadrants. Although attributes, together, contain sufficient information for making the correct prediction, alone, neither of them can predict the target variable correctly. 
Synthetic Data Generator
The synthetic data is parameterized by two parameters: the number of noise dimensions and the size of the training set. Noise dimensions are added to the synthetic data in the following way: first, a random number between 0 and 1 is generated. If the number is greater than 0.5, then the value of the noise dimension is 1, otherwise its value is 0. This process is repeated for every entry in the noise dimensions. Table 2 shows an example of the synthetic data, where each n i correspond to i th noise dimension. The above approach is used to generate equal number of training and test data sets. The training set is used for model building, while the test set is used to estimate the MSE. All the MSE results reported in the remainder of this section correspond to the average MSE value of 30 trials.
Effect of Noise on 1-RBA and CART
The objective of this experiment is to evaluate the robustness of the regression models in the presence of noise. The following evaluations are conducted:
1. The effect of increasing the training set size on MSE of the induced models, given a fixed number of noise dimensions.
2. We study the number of training samples needed to achieve an acceptable mean square error (MSE) while increasing number of noise dimensions.
3. We study the complexity of the regression model while increasing number of noisy dimensions.
For these experiments, we report the results of 1-RBA and CART. Cubist is excluded, and not investigated further, as it produces only a single default rulethe average value of the target variable for the clean data set as well as with one or two noise dimensions 3 . Figure 6 compares the MSE for 1-RBA against CART as the size of training set increases for a synthetic data set with noise dimensions set to four. It is intuitively clear that the MSE for both methods should decrease with increasing number of training examples, as seen in the Figure 6 . This experiment demonstrates that CART needs significantly more data to learn the right concept compared to RBA. If both were provided with only 100 samples for this six-input features problem, RBA would clearly outperform CART. Figure 7 shows the effective number of training examples needed by both algorithms to learn the correct model (i.e., a model that achieves an MSE ≤ over the test set, where = 0.01). Notice that CART requires significantly more training examples in order to learn the correct model compared to 1-RBA. For CART, the size of the training set grows exponentially as the number of noise dimensions increases. This observation suggests that CART is more susceptible to noise, and 3 Note that the distribution of x and y values are always maintained to be uniform throughout the experiment. In general, techniques that are susceptible to noise tend to produce models that overfit the training data, producing rules that may contain many irrelevant attributes. There are several ways to capture the complexity of a model. For rule-based methods, model complexity can be expressed in terms of the number of rules, while for tree-based methods, it can be measured in terms of the number of leaf nodes (since each path from the root to the leaf forms a unique rule). As shown in Figure 8 , the average size of the rule set for 1-RBA is four, which corresponds to the four distinct (x, y) values for learning the XOR concept. On the other hand, the complexity of models produced by CART is several orders of magnitude higher than 1-RBA and grows exponentially with increasing number of noise dimensions. This observation supports our previous assertion that CART tends to overfit noisy training data by creating unnecessarily complex models. Although tree-based algorithms such as CART may reduce overfitting via tree pruning (beginning from the leaves) or using the early stopping strategy, such approaches do not remove irrelevant attributes appearing at higher levels of the tree.
Another way to capture model complexity is the average number of conditions of the rules, or equivalently, the average depth of the regression tree. The average depth of the regression trees increases linearly with the number of noise dimensions, while remaining fixed at two for RBA. Overall, the experiments in this section demonstrate the fundamental advantage of a regression based on association rules scheme: by exploiting global patterns, it avoids irrelevant features in its rules, as well as irrelevant rules in its model. It does not suffer much from the sparsity of the data points in the input space: if there are underlying patterns in the data, it does not need as many points to induce the correct pattern as other techniques do. RBA's success is not limited to the type of the synthetic data presented in this section: the patterns may be much more complex, multi-modal, multi-valued, etc. As long as the discovered global patterns are highly precise, its vision may not be easily obscured by local noise and disturbances.
Real Data
For these experiments, we used 21 real data sets obtained from public-domain sources such as the UCI Machine Learning Repository [3] and CMU StatLib [2] , as well as our own in-house data. The experiments were performed on a Pentium 4, 2.8 GHz Linux machine with 1 GB RAM. The RBA algorithms were implemented in C++, and are reasonably optimized.
Methodology
As previously noted, current association rule mining algorithms assume that the input data is in binary format. Since most of the reallife data sets are non-binary, some information will be lost during discretization, thus degrading the overall performance of RBA. Other techniques such as CART 4 and Cubist [20] do not suffer from such limitations.
Our goal is to provide a systematic performance study of RBA in comparison to other techniques such as CBA and Cubist. To highlight the strengths and limitations of RBA, we need to isolate the effects of discretization from model building. Therefore, we have conducted two series of experiments, first using the discretized data, and second, using the original data.
Each model is evaluated based on the Pearson correlation coefficient between the predicted value and actual value of the target variables. The correlation coefficients are obtained from evaluation of concatenated results of the test partitions with 10-fold cross validation. The same data partitions in the 10-fold cross validation are used for training and testing for all competing algorithms. Correlation difference test is applied to determine the Win-Loss-Draw counts.
For RBA, the appropriate choice of minimum support threshold depends on a number of factors such as target variable distribution, size of training set, multimodality, etc. We have used the default support threshold (0.01) for all of our experiments. Nevertheless, for large data sets, the support threshold might still be too high to extract a reasonably complete set of association rules, especially if there are many underlying structures in the data. Therefore, in addition to the default value, we have also reported the results using several alternative minimum support thresholds (3/|D|, 5/|D|, and 10/D). For k-RBA, the number of experts is fixed to be its default value k = 5. Cubist and CART are also applied with their default settings. Table 3 summarizes the characteristics of the data sets and the total run time for both 1-RBA and k-RBA algorithms. The run time for association rule generation is reported in a separate column since it is the same for both 1-RBA and k-RBA. Furthermore, the model building run time and model sizes are very similar for all three versions of multi-rule RBA. In Table 3 the average total run time and average model size for the three variations of the multi-rule scheme is reported. Table 4 shows the correlation coefficients for the discretized data sets applying CART, Cubist and RBA. The best results obtained for each data set are shown in boldface. For some of the RBA algorithms, we have also reported the best correlation result obtained using alternative support thresholds (beside the default 0.01) as described above. For space considerations, we only show the results of using MSE, as results using MAE were similar. The results shown in Table 5 suggest that all RBA schemes outperform Cubist for the majority of the data sets. Even when winners are declared with a correlation difference more than 0.10, single-rule scheme wins 3 to 2, and multi-rule schemes are better with a win-loss situation of 6 and 7 to 0.
Comparison between RBA and CART
Comparing the RBA methods against CART (Table  6 ), using the 0.01 difference criteria shows that k-RBA outperforms CART for more than half of the data sets. In contrast, CART wins only on 5 to 6 different data sets. If the criteria for winning is based on correlation difference greater than 0.1, then CART outperforms only the precision-based k-RBA for one of the 21 data sets, whereas there are at least 3 or 4 data sets where multi-rule RBA predictions correlate better to the target values with 0.10 difference. We investigated further the situations where CART does better. californiahouses is the data set, where CART performs the best compared to other data sets, with a correlation difference of 0.06. The average number of rules-leaf nodes generated by CART for this data set is 2721. In contrast, the average number of rules for k-RBA is only 13 (selected among the 41 non-redundant and significant rules generated by the rule generation module of RBA). The tradeoff between precision and complexity models suggests another desirable property of RBA methods: they tend to produce simpler models at a reasonable precision tradeoff compared to CART. In fact, the average model size ratio between CART and 1-RBA is 13.39, and 11.36 for CART and k-RBA.
Pruning redundant and significant rules is a very important part of our algorithm, but for this particular case, as part of our investigation, we turned the pruning off, to increase the number of rules available for model building. If we do so for the californiahouses data set, RBA will select, on average, 300 rules, increasing the correlation coefficient from 0.67 to 0.73 (for 1-RBA) and from 0.70 to 0.76 (for k-RBA), while still maintaining a much smaller rule set compared to the models produced by CART.
Another interesting observation is that the size of the model produced by CART is found to be highly correlated to the data set size, with a correlation coefficient of 0.93. On the other hand, the correlation between the size of data set and model size is -0.04 for 1-RBA and -0.14 for k-RBA. Indeed, increasing training data size does not always mean introducing new patterns, in a very large data set one may find only few patterns explaining the target, similarly one may mine many patterns from a small data set. This observation supports the previous assertion that RBA tends to produce a compact set of high quality predictive rules from the data, independent of the data size, which is a very useful property especially for noisy data sets.
5.2.4
Discussion on 1-RBA and k-RBA Our experimental results indicate that k-RBA schemes tend to be more effective than 1-RBA for most of the data sets. One possible explanation is that a multi-rule scheme is more tolerant towards errors committed by individual rules, and on average, tends to make better prediction by soliciting the opinions of multiple experts/rules.
The performance of both 1-RBA and k-RBA can be affected by the amount of rule pruning in the rule generation step. On the one hand, too much pruning may reduce the number of rules available for model building, while on the other, pruning may help to eliminate spurious rules. On average, the redundancy and significance tests applied during rule generation result in a 2% gain in correlation produced by the final model. To be more precise, the redundancy test was found to prune 72% of the rules satisfying minimum support while the significance test applied after the redundancy test prunes between 1% to 3% of the remaining rules. In terms of model size, 1-RBA's models are 4% to 8% smaller when pruning is applied (as opposed to no pruning) while the k-RBA models are 35% to 38% smaller. Thus, k-RBA appears to benefit more from rule pruning compared to 1-RBA. Rule pruning not only achieves better correlation, it leads to lower complexity models, and shorter run times for model building, which by itself is a significant gain.
The choice of minimum support threshold have an impact on the performance of the model as it affects the number of rules generated. For large data sets, a minimum support threshold of 0.01 may produce inferior models compared to using a much lower threshold.
Discussion
Given the wide variety of real data sets, it is unreasonable to expect a single regression technique to work well on all data sets. This is partly due to the consensus that no search algorithm works the best for all problems. Thus, it is crucial to understand the characteristics of a data set for which a regression method works better than other competing methods. We have identified one such characteristics in Section 5.1, where RBA-based methods are more resilient to noise compared to CART.
To understand these methods better, we first derived several metrics to characterize the data sets such as skewness, sparseness, size, dimensionality, nearest neighbor error, etc. Next, these metrics are correlated to the difference of RBA and CART's correlation to the output. This will allow us to identify the data characteristics for which RBA performs better or worse. The correlation of data size to RBA-CART performance is -0.36, meaning RBA is more successful compared to CART when the size of the data is small. RBA also does better when the feature space is sparser (the correlation to the ratio of data size to the number of attributes is -0.36), and when the number of attributes is larger (0.45).
Another interesting observation is the correlation between the average prediction error made by 1-nearest neighbor (0.58) and variance of prediction error made by 1-nearest neighbor (0.73) to the relative performance of RBA over CART. These metrics can be used to approximate the amount of noise in the data: if the prediction made by 1-nearest neighbor is unreliable, the data tends to be more noisy. Such an unusually high correlation suggests that RBA indeed does better than CART on noisy data sets, a result that is consistent with the findings in Section 5.1.
There is also positive correlation (0.45) between the skewness of the target variable distribution (normalized difference of the mean and the median) and the success of RBA. We also identified the skewed data sets by visual inspection of their histograms. Out of the nine highly skewed data sets, RBA is doing better in 5 of them, CART on 2, and Cubist on 1, and one was a draw between RBA and CART.
Finally, RBA schemes were found to be very successful when the competitor methods were applied to nominal-valued input variables. However, when the competitors were provided with the original data sets, the RBA schemes become comparable to the competitor methods. The average performance of CART and Cubist, when applied to the original attributes, are 0.69 and 0.71, respectively. In terms of win-loss-draw, using the 0.1 correlation difference criteria, the results for k-RBA versus Cubist is 3-4-14 and k-RBA versus CART is 3-2-15. This suggests that the straightforward MDLbased discretization method does lose quite significant information. We are currently investigating better alternative discretization techniques for regression that will reduce the amount of information loss.
Conclusion
Rule based approaches have the benefit of being intuitive, and easily interpretable. In this paper, we proposed a novel rule-based approach for predicting continuous target attribute using association rule mining: Regression Based on Association (RBA). Unlike greedy approaches, association rules analysis explores all possible patterns satisfying the user specified minimum support. Hence, it does not risk missing key patterns that the existing rule-based methods may easily miss, at the expense of runtime in the case of dense data sets. We proposed two pruning strategies for eliminating rules that are redundant and statistically insignificant.
The proposed pruning schemes are found to be very effective at no cost in terms of prediction performance. Four single and multi-rule variations of the proposed method are implemented and compared against two leading rule-based schemes (Cubist, and CART), and found to be superior on majority of real-life data sets. We also provided simple, and illustrative example cases where our approach can successfully find the underlying patterns and predict accurately, while the regression trees fail to do so.
For future work we are considering investigation of different discretization schemes in order to make RBA highly competitive on data sets with continuous input attributes. Dynamic minimum support or antimonotonic measures are potential directions for future research, which may contribute significantly to the quality of the predictions.
