Abstract. We provide an asymptotic expression for the probability that a randomly chosen polynomial with given degree, having integral coefficients bounded by some B, has a prescribed signature. We also give certain related formulas and numerical results along this line. Our theorems are closely related to earlier results of Akiyama and Pethő, and also yield extensions of recent results of Dubickas and Sha.
Introduction
Let d be a positive integer, B ≥ 1 a real number. Denote by H d (B) the set of (d+1)-dimensional vectors (p 0 , . . . , p d ) satisfying |p i | ≤ B (0 ≤ i ≤ d).
In the case B = 1 we write simply H d instead of H d (1) .
Given a polynomial P ∈ R[X], the non-real roots of P appear in complex conjugate pairs. Thus d = r + 2s, where r denotes the number of real roots and s the number of non-real pairs of roots of P . As we shall work with arbitrary but fixed d and then r is uniquely determined by s, we call s the signature of P . The set H d (B) splits naturally into d/2 + 1 disjoint subsets according to the signature. In the sequel H d (s, B) denotes the subset of H d (B) whose elements have signature s. If B = 1, in place of H d (s, 1) we shall simply write H d (s). Plainly, H d (s, B) is a bounded set in R d+1 for any B > 0, and we will prove that it is Lebesgue measurable. For the Lebesgue measure (which we shall often simply call volume) of A ⊂ R n we write λ n (A) or λ(A), if the dimension n is obvious.
Following Dubickas and Sha [4] by using a lower bound for the number of integer polynomials approximating appropriately a real polynomial of degree d and signature s. They wrote: "It would be of interest to obtain an asymptotic formula as (1.1) in our setting as well." In this paper we improve considerably (1) by providing an asymptotic formula for D * d (s, B), thus we fulfill their request. It is important to mention that Akiyama and Pethő [1, 2] considered a similar problem, when instead of the absolute values of the coefficients of the polynomials, the absolute values of the roots of the polynomials are assumed to be bounded. Our method works for other height functions too. For its application it is sufficient to prove that the boundary of the set of polynomials of height at most B is a smooth function, see Lemma 3.2. Moreover one needs that the volume of the sets of polynomials with given signature of degree d and of height B is B d , see an example in the last section. We also give a formula for λ(H d (s, B)) for any d, s and B, involving integrals. Our formulas are similar to those obtained by Akiyama and Pethő [1, 2] . Akiyama and Pethő could handle the integrals occurring there by Selberg integrals, and gave the precise volumes of the corresponding sets for small values of d. In our case, unfortunately we cannot handle the integrals theoretically, except certain 'small' cases. To get some numerical results we apply the Monte Carlo method to approximate the occurring integrals for d ≤ 15.
The structure of the paper is the following. In the next section we give our theoretical results. Then we prove our theorems. In the fourth section our numerical results are given for d ≤ 15. Finally, we indicate some open problems.
New results
Our main result is the following. Theorem 2.1. We have
In our proof we follow closely the ideas of Akiyama and Pethő [2] . Our main tool is a classical result of Davenport [3] , which quantifies the ancient principle that if we blow up by a factor B a d-dimensional set with appropriate properties then the number of lattice points is approximately B d times the volume of the original set.
Our further aim is to derive a formula for the volume of H d (s, B). For this purpose we need some preparation. Denote by S j (x 1 , . . . , x d ) (j = 1, . . . , d) the j-th elementary symmetric polynomial of x 1 , . . . , x d , that is
For later use we define S 0 (x 1 , . . . , (s, B) , where x 1 , . . . , x r , y 1 ± z 1 i, y s ± z s i are the roots of
Denote by Res(P (X), Q(X)) the resultant of P (X), Q(X) ∈ R[X]. For any possible s and positive real number B put
and
By the above notion, we have the following theorem.
where
Furthermore, we have
We note that by Theorem 2.1 we know that
) (see Corollary 3.1 below), the above theorem gives a formula (though implicit) for λ d+1 (H d (s, B)), for any B > 0.
Proofs
In this section we prove our theorems. First we investigate H Proof. Following Akiyama and Pethő [2] , denote E (s)
has signature s, and all of its roots lie in the disc of radius B.
Let
) and with signature s. The mapping Y = p d X is continuous, and we have
, moreover the signatures of P (X) and Q(Y ) are equal. By Proposition 2.5.9. of [7] all roots of Q(Y ) lie in the disc of radius 2. Thus
is independent of p d , and its boundary is by Theorem 7.1. of [1] the union of finitely many algebraic surfaces. Also, the box 
which is certainly a positive number. 
Proof. The assertion follows directly from Lemma 3.1 together with the fact that (x 0 , . . . ,
. The basic ingredient of the proof of Theorem 2.1 is the following result of Davenport.
Lemma 3.2 ([3, Theorem])
. Let R be a closed bounded region in the n dimensional space R n and let N(R) and λ(R) denote the number of points with integral coordinates in R and the volume of R, respectively. Suppose that:
• Any line parallel to one of the n coordinate axes intersects R in a set of points which, if not empty, consists of at most h intervals.
• The same is true (with m in place of n) for any of the m dimensional regions obtained by projecting R on one of the coordinate spaces defined by equating a selection of n − m of the coordinates to zero; and this condition is satisfied for all m from 1 to n − 1. Then
where V m is the sum of the m dimensional volumes of the projections of R on the various coordinate spaces obtained by equating any n − m coordinates to zero, and V 0 = 1 by convention. Now we can give the proof of our main result.
Proof of Theorem 2.1. For any B > 0 we have
Thus, by Lemma 3.1 we get
We use Lemma 3.2 with the choice R = H d (s, B) and
. Thus to apply Lemma 3.2 we have to ensure that its assumptions hold for  H d (s, B). First of all, H d (s, B) is a bounded set because it lies in the box [−B, B] d+1 . By Lemma 3.1 our set H d (s, B) is Lebesgue measurable and its boundary is the union of finitely many algebraic surfaces. Thus by the remark after the proof of the Theorem of [3] the assumptions of Lemma 3.2 are satisfied. Thus
where h is the maximal number of intervals obtained when we intersect 
and our theorem is proved.
Now we give the proof of our second theorem.
Proof of Theorem 2.2. The first statement concerning the formula given for λ(H * d (s, B)) follows by a simple calculation from Theorem 2.1. of [1] . To prove the formula for λ(H + d (s, B)) we start from
1 dp 0 . . . dp d .
We apply the substitution
Observe that the determinant of its Jacobian is B d+1 q d d . Thus we have
has signature s and 0
Here we used the trivial fact that the signatures of the polynomials
are the same. Putting everything together, we have
which proves the theorem.
Numerical results
In this section we give some numerical data regarding λ(H * d (s)) and λ(H Here and later on, to perform our calculations we used the program package Mathematica, and the values are always given with four digit precision.
Observe that λ(H * 2 (s)) (s = 0, 1) are rational, but λ(H + 2 (s)) and λ(H * 3 (s)) (s = 0, 1) are transcendental. We think that λ(H For larger values of d we were unable to evaluate the integrals appearing in Theorem 2.2. The reason is that when we split up the original domain into subdomains according to the signature, the boundary (coming from the discriminant surface) is so complicated that Mathematica is not able to handle the situation. So to get some numerical data, we needed another approach. We used the Monte Carlo method to get approximate results both for λ(H * d (s)) and λ(H
The main principle behind the method is that we choose a 'large' number of randomly generated polynomials inside the basic region, and check their signatures. Then the ratio of polynomials having a prescribed signature s gives an approximation of the volume. More precisely, we do the following. 
We determine the signature of P (X). (4) We expect analogously that
hold, but we were not able to prove this estimate. Of course, the upper bound follows from the trivial identity 
