Abstract
Introduction
The short term load forecasting problem has been widely studied. The reason is that accurate forecasting can help in the real-time system, efficient management, and economic cost saving [1] . Up to present, proposed methods for the short term load forecasting problem can be roughly divided into four types: time series method, regression method, expert-based method and neural network based method. However, the successes of these methods rely on a law for the distribution of original series or a large amount of observed data. Therefore, they are often difficult to carry out and are not even feasible due to cost considerations [2] .
However, because of limited information and knowledge, only part of the system structure could be fully realized. To overcome this problem, Deng proposed the grey forecasting model to catch the system development tendency by using only few previous data. In recent years, the grey forecasting model has also been successfully employed in various fields and has demonstrated satisfactory results [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] .
Although grey forecasting model had been widely adopted, its predicting performance still could to be improved. Because the grey forecasting model is constructed of exponential function, as discussed in literatures, grey forecasting model may have worse curve-fitting effects when used in more random data. Based on these works, a improved GM(1,1) model is proposed. The result shows that this model has higher fitting precision and predictive precision than original GM(1,1) model.
Grey forecasting model
In this section, the algorithms of grey forecasting model GM(r, h) are introduced and discussed. Before we describe the detailed model, let us assume that the raw data sequence be
x n is the one-step accumulated generation sequence of
1 X , where
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as the reference series, 
i X is the one-step accumulated generation sequence of
1
Z is the mean sequence of
1 X , GM(r, h) model is the common form in grey system model, especially when r=1, h=1, GM(r, h) model evolve into (1) (1) (1)
The GM(1,1) model can be constructed by establishing a first order differential equation for (1) (1) x as: (1) (1)
Therefore, the solution of Eq. (4) can be obtained by using the least square method. That is
( 1) ( (1) )
where
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(2) 1
Inverse accumulated reducing value is
is called time response series of GM(1,1) model.
Improved GM(1,1) model

Reconstruction of background values
Based on the principle that new information effect on cognition is bigger than old information, (1) ( ) x n is taken as the initial condition of the model, the error in construction of GM(1,1) model background value is analyzed, calculating formula of background value is reconstructed and Fourier sequence is used to correct the residual of prediction.
From Eq. (6), the prediction precision of GM(1,1) depends on parameter a and b, while values of a and b depend on the constructive pattern of original sequence and background values, that is to say the construction of (1) ( ) z k is one of the key factors of prediction precision.
Usually, (1) ( ) z k is constructed by close neighbor mean. When time interval is very small, and sequence data change smoothly, the construction is right, as shown in Fig.1 . 
( ) z k is construction of (1) ( ) z k can be taken as the area of trapezoid ABCD on the interval. Actually, whether the original sequence (1) ( ) z k is concave, its accumulated sequence (1) ( ) z k is always concave. For grey model whose filled curve is exponential curve, its area on [k-1,k] is Improved Grey Model GM(1,1) and Its Application based on Genetic Algorithm Hongying Huo, Shaobin Zhan always smaller than the area of trapezoid ABCD. So the value of (1) ( ) z k is always bigger than actual value, and the model may bring lag error. Original sequence increase more sharply, leading to bigger lag error, which is the cause of the high prediction precision can only be achieved when the absolute of GM(1,1) model parameter a is very small. By definition of difference, forward difference and backward difference of Eq. (4) is as follows Forward difference is
Backward difference is
where t  is unit time internal.
Based on grey theory, background value sequence is constructed by (1) x , value-taking factor  is added, the general differential pattern is
where  is weight factor, 0 1    . The calculating formula of background value can be obtained from Eq. (9). (1) (1)
If weight factor  is 0.5, and initial condition is the first component of original sequence , then the model of this paper is equated with original GM(1,1) model.
Correct residual
First, the tendency of system development can be obtained by GM(1,1) as
and its residual series can be estimated as
,…,n. Then, Fourier series can be used to catch the implied periodic phenomenon in the residual series. Note Fourier correction technique is to increase prediction capability from the considered input data set and does not change the local characteristics of GM(1,1). The residual series can be modelled by Fourier series as
where T indicates the length (period) of the residual series, which is equal to (n-1). Besides, a k means the minimum deployment frequency of Fourier series, which is the integer portion of ((n−1)/2)− 
Hence, the modelled residual series can be obtained as
The idea of using Fourier series is to transform the residuals into frequency spectra and then select the low-frequency terms. Therefore, the prediction equation is
Genetic algorithm solving of 
The model of this paper obtains the optimal  value by Genetic algorithm to increase the precision of fitting and prediction. Genetic Algorithms are adaptive heuristic search algorithms premised on the evolutionary ideas of natural selection used in solving various computational problems that demands optimization and adaptation to changing environments [14] . The optimization process is based on evolution, and the "Survival of the fittest" concept. As such they represent an intelligent exploitation of a random search within a defined search space to solve a problem. For our paper, we adopted the GA iterative procedure which consists of a constant-size population of individuals each one represented by a finite string of symbols, encoding a possible solution in a given problem space. This space, referred as the search space, comprises of all possible solutions to a given problem. The standard GA generates an initial population of individuals, which is updated at each evolutionary step resulting in a new "generation". The individuals in the current population are decoded and evaluated according to some predefined criterion, called fitness function.
By the analysis above, taking obtaining minimum fitting average relative error of model showed by Eq. 7, as a standard, with different values of parameter, GA algorithm for the optimal  is created.
where k=1,2,…,n. The steps are as follows:
Step1: Set search range of  , GA algorithm parameters of population size, intersection probability, mutation probability, fitness scaling, iteration times etc.
Step2: Set adaptive function of GA algorithm, that is the minimum fitting average relative error of the model is objective function.
Step3: Input training samples and checking samples. Search the optimal parameter  with GA algorithm.
Step4: When adaptive value error reach the set adaptive value error limit or iteration times exceeds the maximum evolutional generation, stop searching and obtain the optimal parameter  . Otherwise, return to (3) to continue searching.
Simulation analysis
The incoming and outcoming passengers of Beijing civil aviation in 2000-2009 is taken as an example to test the grey prediction precision of the incoming and outcoming passengers of Beijing civil aviation and to predict the future incoming and outcoming passengers of Beijing civil aviation. The original data is shown in Table 1 . GM(1,1) model is created by use of the former 8 sets of Table 1 , then the fitted values and the real values are compared, while the back 2 sets are used to predictive inspection, as showed in Table 2 and  Table 3 . So GM(1,1) model is constructed (1) 0.0673 , and the fitting relative error is minimum. The results to that obtained by the improved GM(1,1) model, as shown in Table 4 . 
Conclusions
The grey system bases on the method of accumulated generation operation to preprocess the original data such that the after-processed data will become more regular. Based on the processed data, we can establish a suitable model to approximate the system dynamics. But GM(1,1) is only a first order single variable grey model, the forecasted accuracy is unsatisfactory when original data show great randomness. Therefore, we propose It is clear from the experimental results that the proposed approach can assist in raising the prediction performance by systematically analyzing data behavior. In addition, deciding the value of background value is crucial for model construction, as appropriate values will improve the forecasting results. Moreover, better performance of improved GM(1,1) occurs when data types are normal or trendy. To sum up, the improved GM (1,1) is a useful forecasting tool for small data sets.
