ABSTRACT. We discuss some classification results for Ricci solitons, that is, self similar solutions of the Ricci Flow. New simpler proofs of some known results will be presented. In detail, we will take the equation point of view, trying to avoid the tools provided by considering the dynamic properties of the Ricci flow.
1. Introduction DEFINITION 1.1. A Ricci Soliton is a smooth n-dimensional complete Riemannian manifold (M, g) such that there exists a smooth 1-form ω such that (1.1) 2R i j + ∇ i ω j + ∇ j ω i = 2µ n g i j for some constant µ ∈ R.
A gradient Ricci Soliton is a smooth n-dimensional complete Riemannian manifold (M, g) such that there exists a smooth function f : M → R, sometimes called potential function, satisfying A soliton is said to be contracting, steady or expanding if the constant µ ∈ R is respectively positive, zero or negative.
We say that a soliton is trivial if the form ω can be chosen to be zero, or the function f to be constant.
• The fact that R i j = g i j R/2 when n = 2.
• The formula for the interchange of covariant derivatives of a form,
• The decomposition of the Riemann tensor,
(g ik g jl − g il g jk ) + 1 n − 2 (R ik g jl − R il g jk + R jl g ik − R jk g il ) + W i jkl .
• The fact that the Weyl tensor W is zero when n ≤ 3. Now we work out some consequences of equation (1.2). PROPOSITION 2.1. Let (M, g) be a Ricci gradient soliton, then the following formulas hold,
+ 2 (n − 1)(n − 2) R 2 g ik − nRR ik + 2(n − 1)S ik − (n − 1)Sg ik .
where S ik = R i j g jl R lk and S = tr S = |Ric| 2 .
PROOF. Equation (2.1): we simply contract equation (1.2).
Equation (2.2): we take the divergence of the Ricci tensor, by using equation (1.2) ,
where we used the formula for the interchange of covariant derivatives. Using then equation (2.1) and Schur's Lemma we get
hence, equation (2.2) follows.
Equation (2.3) : it follows by a computation analogous to the previous one.
Relation (2.4) : it follows by simply differentiating the quantity on the left side and using equations (2.2) and (1.2). Equation (2.5): once obtained equation (2.6) , it follows by contracting it with the metric g.
3 Equation (2.6): we compute the Laplacian of the Ricci tensor by means of equation (2.3) and the second Bianchi identity,
where we used also Schur's Lemma, substituted ∇ j ∇ s f by means of equation (1.2) and rearranged some terms in the last line. Differentiating relation (2.2) we obtain
Then, we conclude
Equation (2.7): by using the decomposition of the Riemann tensor we can go on with the computation in formula (2.6),
2.1. The Case n = 2. We can use the complete description of the curvature tensor via the scalar curvature R, that is R i j = Rg i j /2. 
2.2. The Case n = 3. Using equation (2.7), as the Weyl tensor W is identically zero for every 3-manifold, we get PROPOSITION 2.3. If n = 3 there hold,
This proposition clearly generalizes to dimension n > 3 when W = 0,
Compact Ricci Solitons
By means of Perelman work [25] and previous others, see Hamilton [18] (dimension two) and Ivey [19] (dimension 3), we have the following fact. THEOREM 3.1 (Perelman) . Every compact Ricci soliton is a gradient Ricci soliton.
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PROOF. Let (M, g) be a Ricci Soliton, with a potential form ω. We start with the following computation for a generic smooth function f : M → R,
Hence, supposing to find a smooth function f : M → R such that
where, passing from the second to the third line, we substituted ∇ l ω k with (∇ l ω k + ∇ k ω l )/2 since the skew-symmetric component of ∇ω vanishes once we contract it with the symmetric 2-form R i j + ∇ 2 i j f − µg i j /n. Hence, we conclude that
Integrating Q on M, we immediately get that Q = 0, since it is nonnegative. This clearly implies that (M, g) is a gradient Ricci soliton with a potential f . The existence of a function f such that relation (3.1) holds, can be proven by constrained minimization of Perelman's W functional (defined in [25] We can then concentrate ourselves on compact gradient Ricci solitons. The key tool will be the maximum principle for elliptic equations.
We start from equation (2.5),
with equality if and only if R is constant. We have,
where we denoted with
• Ric the tracefree part of the Ricci tensor. When R gets its minimum,
This relation, by the strong maximum principle, implies that if R is nonconstant, then it must be positive everywhere, hence also µ is positive.
PROPOSITION 3.4. Every steady or expanding compact Ricci soliton has the scalar curvature R constant (and equal to the constant µ).
Coming back to equation (2.1) this fact forces ∆ f = 0, hence, since we are on a compact manifold, f is constant and the soliton is trivial. COROLLARY 3.5. Every steady or expanding compact Ricci soliton is trivial.
Now we deal with contracting compact gradient Ricci solitons.
The two-dimensional case is special, we saw that R > 0, hence topologically we are dealing with S 2 or its Z 2 -quotient RP 2 . The relevant equation is
indeed, differently by the 3-dimensional case, the II Bianchi identity (hence the Schur's Lemma) is a void condition, making this case more difficult.
The following result was first proved by Hamilton [18] with an argument using the uniformization theorem which can be strongly simplified by means of Kazdan-Warner identity (which relies on uniformization), see [10, pag . 131] and [6] . Recently, Chen, Lu and Tian found a simple proof independent by uniformization of surfaces [9] . PROPOSITION 3.6. Every contracting, compact, two-dimensional Ricci soliton is S 2 or RP 2 with the standard metric.
We assume now to be in dimension three or in higher dimension with a zero Weyl tensor. As we said, the scalar curvature R must be positive everywhere, then by means of equation (2.8) we have,
substituting the equations for ∆R ik and ∆R we get
Let now λ min : M → R to be the minimal eigenvalue of the Ricci tensor. If p ∈ M is the point where λ min /R gets its minimum with eigenvector v p , we consider a local unit smooth tangent vector field w = w i such that
Then the smooth function R i j w i w j /R has a local minimum at p,
By the assumptions on the derivatives of w at p we have∇(
where the right hand side is evaluated at p ∈ M. This implies,
We work on this term, setting R and S to be respectively the sum and the sum of the squares of the eigenvalues of the Ricci tensor, but λ min .
Now, as R is positive, both terms λ min (n − 1) − R and (n − 3)λ min − R are nonpositive. Using the Arithmetic-Quadratic mean inequality we see that the term (n − 1) S − R 2 must be nonnegative, so we conclude that all this expression is nonpositive. Hence, it must be zero at p, the point where λ min /R gets its minimum. There are only two possibilities this can happen: either λ min (p) = 0 and all the other n − 1 eigenvalues of the Ricci tensor are equal, or all the eigenvalues are equal (and positive as R > 0). In this latter case, λ min (p) = R/n and since we are in the point of minimum, R i j /R ≥ g i j /n or R i j ≥ Rg i j /n on the whole manifold. But this inequality easily implies that (M, g) is an Einstein manifold (the soliton is trivial).
In the other case, as λ min (p) = 0 and all the other n − 1 eigenvalues of the Ricci tensor are equal to R/(n − 1). It can be shown that locally around p the eigenvector v(q) realizing the minimal eigenvalue λ min (q) can be chosen smoothly depending on the point q (locally there are no "bifurcations" of the minimal eigenvalue of R i j ). Then, as R i j v i = λ min v j , differentiating this relation, we get
then we compute for λ min = R i j v i v j ,
Working as before, we obtain the following elliptic inequality for the minimal eigenvalue, locally around p,
This inequality implies
holding locally around p where λ min /R get the local minimum zero. As at this local minimum ∆ λ min R = 0, by the strong maximum principle, it follows that λ min /R is locally constant around p. Then it is an easy consequence that this must hold on the whole connected M and λ min is identically zero. Getting back to the initial equation (1.2), we put ourselves at the point p ∈ M where the function f gets its maximum. If v ∈ T p M is the unit zero eigenvector of the Ricci tensor, we take normal coordinates at p such that v = ∂ x 1 , hence
f (p) = µ/n > 0 , which is impossible as p is a maximum point for f . PROPOSITION 3.7. Every contracting, compact, three-dimensional Ricci soliton is a quotient of S 3 with the standard metric. PROPOSITION 3.8. Every contracting, compact, Ricci soliton when n > 3 and the Weyl tensor is zero, is trivial. Then, it is a quotient of S n with the standard metric. REMARK 3.9. In the recent preprint [8] Cao and Wang also prove this result by means of a completely different method.
When n > 3, we have counterexamples to the triviality of compact Ricci solitons due to Koiso [20] , Cao [4] , Feldman, Ilmanen and Ni [14] . Moreover, some of these examples have Ric > 0. See also Bryant [3] . In general, we only know that it must be R > 0 and nonconstant. Hence, it is a quotient of S n , by a theorem of Tachibana [28] . Previously, by Hamilton work [17] this result was known for n ≤ 4 and there was a partial result by Cao [7] in any dimension. See this paper by Derdzinski [11] . We are also aware of a preprint [15] of Fernández-López and García-Río where they show that the first fundamental group has to be finite. We give here a short proof of this fact. PROOF. Denoting with π : M → M the Riemannian universal covering of M, it is well known that the fundamental group is in one-to-one correspondence with the discrete counterimage of a basepoint p ∈ M. Clearly M is again a shrinking gradient Ricci soliton (possibly noncompact) with a potential function f = f • π, since π is a local isometry.
Let a and b be a pair of points with π(a) = π(b) = p and γ : [0, L] → M the minimal geodesic between them, parametrized by arclength. Let E i be an orthonormal basis of T a M such that
As γ is minimal, the index form is nonnegative definite,
and after summing on i ∈ 1, . . . , n, we get
Substituting now the Ricci soliton equation we get
hence,
This estimate says that all the counterimages of a point p ∈ M belong to a bounded, hence compact, subset of M. Since such a set is discrete, it must be finite. The thesis then follows. Also, the universal covering is compact.
Notice that, as a byproduct of this argument, we have that if the potential function f of a complete, shrinking gradient Ricci soliton is bounded then the soliton is compact. Moreover, by equation (2.4) it also follows that if R is bounded and |∇ f | is bounded, again the soliton is compact.
Another Proof of Proposition 3.7.
We give now a direct proof of Propositions 3.7 and 3.8 only using the defining equation (1.1), without passing by Theorem 3.1.
We start with the following computation,
Then, we are ready to write the Laplacian of the Ricci tensor
Now, noticing that all the second line cancels,
Finally, contracting this equation with g i j we get
by the skew-symmetry of the sum of the last two terms. When n = 3 or in general if the Weyl tensor is zero, as before, setting λ min : M → R to be the minimal eigenvalue of the Ricci tensor, if p ∈ M is the point where λ min /R gets its minimum with eigenvector v p , we consider a local unit smooth tangent vector field w = w i such that w(p) = v p , ∇w i (p) = ∆w i (p) = 0. Then the smooth function R i j w i w j /R has a local minimum at p, (R i j w i w j /R)(p) = λ min (p)/R(p), ∇(R i j w i w j /R)(p) = 0 and ∆(R i j w i w j /R)(p) ≥ 0. By the assumptions on the derivatives of w at p we have∇(
Again, by skew-symmetry the last two terms cancel and we get
for some constant C. It can be rewritten as
As u is in H 1 (M) and the term u 2 log u is subcritical, a bootstrap argument together with standard elliptic estimates gives that u ∈ C 1,α . Rothaus proved in [27] that a solution to equation (A.3) is positive or identically zero (see Appendix B), this second possibility is obviously excluded by the constraint M u 2 dV = 1. Hence, as x 2 log x 2 is smooth in R \ {0} we can infer that the function u is actually smooth.
We can consider then the smooth function f = −2 log u. A simple computation, using equation (A.3) gives the following. COROLLARY A.2. For every µ > 0, there exists a smooth function f : M → R such that
Clearly, this argument works with every positive τ in the functional W. PROOF. We suppose that u = 0 at some point p ∈ M. This clearly implies that p is a minimum point for u, hence ∇u(p) = 0. Letting B r = B r (p) be the geodesic ball of radius r > 0 around p ∈ M, we define, for r > 0 small (less than the injectivity radius R of p and such that B r is inside the neighborhood of the hypothesis about the function ϕ),
where dω is the induced measure on the geodesic sphere ∂B r , θ is the coordinate on S n−1 with canonical measure dθ and J(θ, r) is the density of dω with respect to dθ. By the assumptions on u, the function h : [0, R) → R is C 1 and nonnegative, moreover, since u(p) = 0 and ∇u(p) = 0 we have h(0) = h (0) = 0. By a standard computation, using the divergence theorem,
LEMMA B.3. For every point p in a Riemannian manifold (M, g) we have
as r tends to zero.
By means of this lemma we get
Using now Jensen inequality, by the concavity of ϕ on [0, δ), for every r > 0 small enough (u(q) tends to zero as q → p) we get the following differential inequality
We introduce now the function h(r) = sup t∈[0,r] h(t). Notice that h is a nondecreasing continuous function, actually Lipschitz as h ∈ C 1 , and h ≥ h, moreover, at every differentiability point (almost all by the Lipschitz property) we have either h = 0 or h = h . We have then (in distributional sense),
It is a standard fact that for r > 0 small enough Vol(B r )/S(r) ≤ Cr ≤ C, hence we conclude h (r) ≤ C ϕ(h(r)) + Ch(r) , for r > 0 small enough. It is now well known (by ODE's theory) that, since the condition where E i are the parallel fields along γ(r) with E i (0) = E i and we used the formula Y + R(γ , Y)γ = 0. Moreover, the "o-terms" above can be chosen independent of θ. Then, as the parallel transport is an isometry, we have 
