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Abstract. We study the early time dynamics of the 2d ferromagnetic Ising
model instantaneously quenched from the disordered to the ordered, low tem-
perature, phase. We evolve the system with kinetic Monte Carlo rules that do not
conserve the order parameter. We confirm the rapid approach to random critical
percolation in a time-scale that diverges with the system size but is much shorter
than the equilibration time. We study the scaling properties of the evolution to-
wards critical percolation and we identify an associated growing length, different
from the curvature driven one. By working with the model defined on square,
triangular and honeycomb microscopic geometries we establish the dependence of
this growing length on the lattice coordination. We discuss the interplay with the
usual coarsening mechanism and the eventual fall into and escape from metasta-
bility.
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1. Introduction
Coarsening is the process whereby a system, initiated in a homogeneous and
disordered configuration, progressively achieves local order in two or more competing
equilibrium or absorbing states. It is a problem with manifold technological
implications that, still after many decades of research, continues to pose interesting
theoretical challenges.
The theory of coarsening or phase ordering kinetics [1, 2, 3] is based on the
dynamic scaling hypothesis. It states that at long times the system enters a
scaling regime regulated by a single growing length, `d(t), such that the structure
is statistically invariant when distances are measured with respect to it. For this
hypothesis to apply, measuring times are asked to be longer than a microscopic
time-scale, t0, and observation distances r are required to be such that a r  L
with a a microscopic length-scale and L the linear size of the system. The way
in which the length `d grows is determined by mesoscopic mechanisms and defines
dynamic universality classes. In the absence of frustration and/or quenched disorder
`d typically grows algebraically `d(t) ' t1/zd , and the best known cases are the
curvature driven class or model A with zd = 2, and the locally conserved order
parameter class or model B with zd = 3, in the classification introduced in Ref. [4].
The actual time needed to reach this scaling regime had not been the object of
detailed studies until recently.
Most of the analyses of coarsening phenomena are based on investigations of the
space-time correlation function or, equivalently, the dynamic structure factor. The
time-evolving domain structure, that has not been as much studied so far, should
contain additional information and be of interest from both practical and theoretical
viewpoints.
From the existence of a single growing length `d implied by the dynamic scaling
hypothesis one may conclude that, on the one side, the instantaneous distribution of
domain sizes is peaked at the value `dd(t) with the power d being the space dimension
and, on the other side, the systems attain equilibrium when this growing length `d
reaches the systems size L, i.e., after times of the order of tL ' Lzd . None of these
conclusions are totally valid, as was recently shown in a series of papers.
Let us focus on the 2d cases from now on. The dynamic number density of
cluster areas in the 2d Ising model evolving with non-conserved order parameter
dynamics and quenched from infinite to a subcritical temperature was studied
in [5, 6]. It was shown in these papers that after a short time scale the number density
takes a form with two distinct regimes separated by `2d(t): at short length scales the
area dynamics is determined by the coarsening mechanism while at long length
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scales the number density decays algebraically, with a power law that is numerically
equal to the one of random critical percolation. The geometric properties of clusters
and interfaces of various kinds also show this crossover. Similar results were found
under weak disorder [7] and for conserved order parameter dynamics [8]. Very
generally and quite surprisingly, the systems first approach the morphology of critical
percolation, with one (or more) percolating cluster(s), to later evolve following their
coarsening dynamics. The number density of areas (also interfaces) satisfies dynamic
scaling and the “typical” area `2d(t) appears as a shoulder in the number density for
curvature driven dynamics [5, 6, 7] and as a maximum for phase separation [8]. The
role played by an early approach to critical percolation was stressed in these studies.
Metastability in the zero temperature quenches of the 2d Ising model with non-
conserved order parameter dynamics was studied in a series of works [9, 10, 11, 12].
The existence of metastable states under these conditions was first signalled in [9, 10]
and the passage to a critical percolating state was exploited in [11, 12] to predict their
probability of occurrence. These states are, typically, configurations with stripes
and flat interfaces that are stable with respect to the zero-temperature dynamics.
At finite though sub-critical temperature these states trap the dynamics for very
long time scales, indeed longer than the naively expected Lzd ones, and the actual
equilibration time becomes much longer than these.
The careful analysis of the time scale needed to reach a critical percolating state
that will not be destroyed by the stochastic dynamics, with a percolating cluster
that will simply grow ever after, unveiled that it actually scales with the system
size. Numerically, an algebraic dependence was found [13]
tp ' Lzp (1.1)
with an exponent zp that depends on the coordination of the lattice, nc, and the
microscopic dynamics. In [13] the following conjecture on its dependence on nc and
the conventional dynamic exponent, zd = 2,
zp = zd/nc (1.2)
was given (for lattices that do not allow for early freezing, as the honeycomb one, and
in the absence of quenched disorder). This dependence was verified with relatively
good numerical accuracy on the triangular (nc = 6), bow-tie (on average nc = 5),
square (nc = 4), and Kagome´ (nc = 4) lattices using kinetic Monte Carlo with non-
conserved order parameter updates. The approach to critical percolation is preserved
under weak quenched disorder although the time-scales involved are different [14].
The study of local spin-exchange Kawasaki dynamics confirmed the passage by
critical percolation although the analysis of the dependence of tp with L proved
to be much harder [15]. The same applies to the voter rules [16].
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In this paper we extend the analysis of the early approach to random critical
percolation in the 2d Ising model with non-conserved order parameter dynamics
at zero and finite temperature. We distinguish the first time at which the system
attains a critical percolation structure, called tp1 in the text, from the time after
which the critical percolating structure becomes stable, in the sense that it is not
broken by the subsequent dynamics, and that we call tp. The role played by the fact
that there are two large clusters in competition in the magnetic models compared
to the single leading cluster of the percolation problem is also discussed. Moreover,
we elaborate upon the understanding of the problem as one with an effective lattice
spacing `d(t) [14].
We demonstrate that the time regime in which the system approaches a
critical percolation pattern that will not be destroyed by the ensuing dynamics
is characterised by dynamic scaling with respect to the growing length
`p(t) ' `d(t) t1/ζ (1.3)
that, for an algebraic `d(t) ' t1/zd , implies
`p(t) ' t1/zp or `p(t) ' `nd(t) . (1.4)
We thoroughly investigate the dependence of zp (and n) on the coordination of the
lattice. We anticipate that we found a small change in the dependence of zp on nc
and zd with respect to the one given in Eq. (1.2) [13].
In order to give strong support to our statements we show results for quantities
that have not been considered in previous works and we set the stage for the
discussion of other microscopic dynamics that we will treat in a future publication.
We also set the problem in two situations not considered so far. On the one hand,
we use a honeycomb lattice that is known to have peculiar coarsening dynamics [17]
due to the stability of some finite-size clusters at zero temperature. On the other
hand we study the effects of thermal fluctuations. We finalise the analysis of this
problem with the study of the finite-size scaling of the last time regime in which
diagonal stripes turn since they are not fully stable at zero temperature on particular
lattices, or the system approaches equilibrium helped to leave the metastable states
by thermal fluctuations.
Concretely, we simulate the 2d Ising model dynamics with the single spin
flip Monte Carlo (MC) updates defined in App. Appendix A. We implement the
continuous time Monte Carlo approach (CTMC), also referred to as Kinetic Monte
Carlo (KMC) in the literature [18, 19], to gain computer time. In App. Appendix
A we discuss the relation between this algorithm and the master-equation approach
with Glauber transition probabilities, putting special emphasis on the distinction
between the blocked states with respect to one and the other rules.
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We organised the manuscript in six more Sections. In the next one, Sec. 2,
we define the model and the lattices on which it is defined in our study. In
App. Appendix A we explain the implementation of the Monte Carlo algorithm
with the Continuous Time setting, that we used in the simulations (CTMC). In
Sec. 3, we define a large number of observables apt to study this problem; in this
paper we show results for some of them only. In the following Section, Sec. 4 we
present the phenomenon by using just two observables, in the simplest and hopefully
clearest possible way. We give an extensive description of the behaviour of many
other observables that complete our understanding of the phenomenon in Sec. 5.
The theme of Sec. 6 is the analysis of thermal fluctuations and the study of the final
time-regime in which the system approaches equilibrium escaping from eventual
metastable states. Finally, we close the paper in the concluding Section 7.
2. The model
In the series of studies of the geometry of coarsening systems that we are currently
carrying out [13, 14, 15, 16] we focus on models with bimodal variables, si = ±1,
placed on the vertices of 2d lattices with linear size L.
The ferromagnetic 2d Ising model Hamiltonian is defined by the Hamiltonian
HJ [{si}] = −J
∑
〈ij〉
sisj (2.1)
with J > 0 and the sum running over nearest-neighbours on the lattice (each
pair counted once). We consider three types of lattices: triangular, square and
honeycomb. The former has connectivity nc = 6, the intermediate one nc = 4,
and the latter nc = 3. In our numerical simulations, we constructed the triangular
and honeycomb lattices from a square lattice in the following manner. We built
the triangular lattice by adding a diagonal bond between the position (i, j) and
(i + 1, j + 1), see Fig. 1. To create the honeycomb lattice we removed the bond
between each site (i, j) and its neighbour (i, j + 1) if i + j is an even number, and
the bond between each site (i, j) and its neighbour (i, j−1) otherwise, see Fig. 2. The
number of vertices is always N = L×L, and we take either free boundary conditions
(FBC) or periodic boundary conditions (PBC). This model undergoes a second order
phase transition at a critical temperature, Tc, and, for J = 1, β
sq
c = 1/(kBT
sq
c ) =
1
2
ln (1 +
√
2) ' 0.44 on the square lattice, βtrc = 1/(kBT trc ) = 14 ln 3 ' 0.28 on
the triangular lattice, and βhoneyc = 1/(kBT
honey
c ) =
1
2
ln (2 +
√
3) ' 0.66 on the
honeycomb lattice. The initial condition is always taken to be a random state
with no correlations, obtained by choosing si = +1 or si = −1 with probability
1/2 on each lattice site (long-range correlated initial conditions, as the ones of the
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critical Ising point fall in a different class [5, 20, 21, 22]). Under a mapping to
occupation numbers, 1+si2 , this state corresponds to a realisation of site percolation
with p = 1/2. It is therefore right at the critical percolation point for the triangular
lattice and below the critical percolation points in the other two cases since ptrc = 1/2,
psqc ≈ 0.59 and phoneyc ≈ 0.69.
Figure 1: On the left we show a 4 × 4 triangular lattice with PBC constructed from
a square lattice by adding diagonal bonds. This is the graphical way in which we
portrayed a triangular lattice in our numerical simulations. On the right we present the
standard representation, with the same lattice spacing. We also show how an horizontal
cycle (depicted in green) and a vertical cycle (in red) transform when going from one
representation to the other one.
We consider kinetic local Monte Carlo (similar to local Glauber dynamics) for
the spin updates. These rules satisfy detailed-balance and do not conserve the order
parameter. We also study the effect of a non-vanishing working temperature. More
details on the implementation of the numerical algorithm, and its comparison to
the Glauber transition probabilities in the master equation formalism, are given in
App. Appendix A.
3. Observables
We now list all the observables that we will use in this study. We will choose some
quantities among this list to define and characterise three growing lengths that
control (i) the approach to stable percolation, (ii) the curvature driven coarsening
processes with usual dynamic scaling, and (iii) the approach to equilibrium that
includes, in certain cases, a escape from metastability.
The averaged magnetisation density in absolute value is defined as
m(t, L) =
1
L2
∣∣∣∣∣
L2∑
i=1
〈si(t)〉
∣∣∣∣∣ (3.1)
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Figure 2: On the left we show a 4× 4 honeycomb lattice with PBC constructed from the
square lattice by removing some of the vertical bonds, as described in the main text. On
the right we present the standard image, with the same lattice spacing. Here again we
show how an horizontal cycle (depicted in green) and a vertical cycle (in red) transform
when going from one representation to the other one. In the standard presentation, the
width of the lattice along the horizontal direction is Wx =
√
3/2 L, while the width along
the vertical direction is Wy = 3/2 L, with L = 4 in this particular case. This corresponds
to an aspect ratio Wy/Wx =
√
3.
and the averaged total magnetisation is M(t, L) = L2m(t, L). Here, and in what
follows, 〈. . .〉 represents an average over initial conditions and/or stochastic dynamic
paths.
In the case of the ferromagnetic Ising model, we define a growing length as the
inverse of the excess energy,
`G(t) =
Eeq(T )
Eeq(T )− E(t) , (3.2)
with E(t) the energy of the dynamic configuration evaluated from the
Hamiltonian (2.1), and Eeq(T ) the equilibrium energy of the Ising model at
temperature T . (We did not write explicitly the dependence on L due to finite
size corrections here.) The excess energy is concentrated on the broken bonds. For
example, for the ground state of the Ising model on a square lattice with linear size
L, E0 = Eeq(T = 0) = −2L2 (since we add each bond over nearest neighbours
once and we set J = 1). In all the cases that we are going to present in this
article, the temperature T at which the system evolves under the Monte Carlo heat
bath rule is at most Tc/2, with Tc the critical temperature, and Eeq(Tc/2) is very
close to the ground state energy. For example, in the case of the square lattice,
Eeq(Tc/2)/L
2 ' −1.99.
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In the paramagnetic initial state, E(0) ' 0 and `G(0) ' 1. As the system
approaches thermal equilibrium at the target temperature after the quench, the
growing length increases and approaches the system size. We will take `G(t) as
our estimate for the usual dynamic growing length `d(t). The distinction between
`G(t) and the theoretically expected `d(t) ' t1/2 is especially important at very early
times, when the system is approaching critical percolation.
The average overlap between two replicas is defined as
Q(t, tw;L) =
1
L2
L2∑
i=1
〈si(t)σ(tw)i (t)〉 (3.3)
where {σ(tw)i } is a replica of the system {si} “created” at the time tw, that evolves
with an independent thermal noise for t > tw. More precisely, σ
(tw)
i (t) = si(t) for
t ≤ tw, while for t > tw the two spin configurations {si} and{σ(tw)i } evolve with two
completely independent realizations of the spin-flip dynamics.
This quantity should approach
Q(t, tw;L) −→
ttw
{
const > 0 tw > tp(L)
0 tw < tp(L)
(3.4)
and it was used in [13] to estimate tp(L), the time after which the percolating
structure no longer changes, in the Ising model with kinetic Monte Carlo dynamics
with non-conserved order parameter.
We will not spend much time discussing persistence, but we will just measure
the exponent that characterises its decay in time to refute claims in the literature
for its identity with the one of the vanishing waiting time overlap, Q(t, 0;L). As a
reminder, persistence is a measure of the “resilience” of a reference state, in this case
the initial one. For spin models it is defined as the probability that a spin chosen
at random has never flipped during the interval that goes from the reference time,
say, the initial time t = 0, to a measuring time t [23, 24].
A cluster or domain is a set of spins with the same sign that are connected by
nearest-neighbour bonds. Its area A is, simply, the number of sites that belong to
it. The interface between two domains of opposite order is defined on the lattice by
following the nearest-neighbour broken bonds, that is to say, the links between sites
with anti-parallel spins. Its length l is also an interesting observable.
We must now give a proper definition of percolating configurations on a finite-
size system and distinguish different possibilities. Let us first focus on PBC, i.e.,
a model defined on a torus, with a toroidal and a poloidal direction depicted as
horizontal and vertical directions when picturing the torus as a 2d sheet, see Fig. 3.
A spin configuration percolates if there is at least one spin cluster that wraps around
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the system, that is to say, that winds around at least one of the two directions of
the torus. The wrapping cluster is separated by one or more interfaces from one
or more clusters of the opposite phase and, on a torus, all interfaces are closed.
The interfaces can be homotopic to a point, as in panel (c) in Fig. 3, or they can
wind around the torus as in panels (a), (b) and (d) in the same figure. In general
an interface can wind a times across the toroidal direction and b times around the
poloidal direction: a, b take integer values, with the sign indicating if the curve
is winding in the clockwise or anti-clockwise direction around the torus (only for
cases in which it winds along both directions). One can easily check that |a| and |b|
cannot be simultaneously larger than 2. If one of the two is zero the other one is at
most 1. To each of these configurations is associated a probability in 2d continuum
critical percolation which we denote by pip(a, b), following the notation in Ref. [25].
Thus, we can distinguish four different situations (see also Fig. 3):
• A configuration with no wrapping cluster, with probability denoted by pip(0) =
pip(0, 0).
• A configuration that contains a cluster wrapping in both directions (which we
also refer to as cross topology), with probability denoted by pip(Z×Z): starting
from a point on the cluster, one can go around the torus as many times as desired
along both cycles and come back to the starting point.
• A configuration that contains a cluster wrapping only along one direction,
meaning either a = 1 and b = 0 or a = 0 and b = 1 (that is to say, horizontal
or vertical stripes).
• A configuration that contains a cluster wrapping in both directions but that
does not self-intersect, i.e., for example a = 1 and |b| ≥ 1: in many cases we
will refer to this situation as a diagonally striped configuration.
In our spin problems in which plus and minus spins are equivalent pip(0) =
pip(Z × Z) since a configuration that contains only non-percolating clusters of up
spins necessarily contains a cluster of down spins percolating in both directions
with a cross geometry, see Fig. 3 (c). For a lattice with unit aspect ratio,
pip(a, b) = pip(b, a) = pip(a,−b).
The pip’s have been calculated and checked numerically by Pinson [25] for site
critical percolation on lattices with unit aspect ratio and PBC. We report here the
values of the pip’s in the case of a rectangular sheet of aspect ratio 1: pip(0) =
pip(Z×Z) ' 0.3095, pip(1, 0) = pip(0, 1) ' 0.1694 and pip(1, 1) = pip(1,−1) ' 0.0209.
Since we will present data relative to the honeycomb lattice, we also mention here
that, because of the way in which we constructed this lattice (see Fig. 2), its
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aspect ratio is equal to
√
3 and the probabilities are [11, 26] pip(0) = pip(Z × Z) '
0.2560, pip(1, 0) ' 0.4221, pip(0, 1) ' 0.0408, and pip(1, 1) = pip(1,−1) ' 0.0125 (for
us the vertical direction is the longer one in our convention).
As far as our study is concerned, we expect that after a sufficiently long time
after the quench the system takes one of the percolating configurations above
described. Accordingly, we introduce time-dependent probabilities that we will
compute along the evolution. These are: the probability of having a cluster
percolating in both directions with a cross topology, pihv, the probabilities of having
a cluster wrapping only horizontally or only vertically, pih and piv respectively, and
the probability of having a cluster wrapping in both directions in what we call a
diagonally striped configuration, pidiag. When the system enters the percolation
regime, these time-dependent quantities should become constant and equal to the
values at 2d critical percolation which, in the case of a lattice with unit aspect ratio,
are given by
pihv = pi
p(0) + pip(Z × Z) ' 0.6190 , (3.5)
pih + piv = pi
p(1, 0) + pip(0, 1) ' 0.3388 , (3.6)
pidiag =
∞∑
a=1
∞∑
b=1
pip(a, b) +
∞∑
a=1
−1∑
b=−∞
pip(a, b) (3.7)
' pip(1, 1) + pip(1,−1) ' 0.0418 . (3.8)
Note that, since we are dealing with Ising spin clusters, both pip(0) and pip(Z × Z)
contribute to pihv by complementarity of the two phases. Moreover, the probability
of diagonal stripes, pidiag, is rather small, of the order of 10
−2, and the main
contributions to the series come from the first two terms indicated above. The
remaining part is, in fact, of order 10−4. On lattices with aspect ratio different from
one the wrapping probabilities pih, piv, pihv and pidiag take different values and we
will recall them in later Sections when necessary.
One can introduce similar probabilities in the case of FBC. In this case, a spin
cluster percolates if there is a path of connected sites belonging to the cluster that
crosses the system from one border to the opposite one. The distinction between
different geometries still applies. The spanning probabilities have been computed
by Cardy [27] and Watts [28]. In particular, later we will need the value on a square
lattice with unit aspect ratio : piFBChv = 1/2 +
√
3/(2 pi) ln (27/16) ' 0.6442.
Other interesting observables are the area of the largest cluster and the length
of its interface. Actually, while the definition of the area of a cluster is unequivocal,
the interface of the cluster admits several nonequivalent definitions. In this paper
we will use two choices. One is the definition of the hull, that is to say, the external
boundary of the cluster constructed by joining the centres of the dual lattice by
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(a) (b) (c) (d)
Figure 3: Sketches of wrapping clusters on a lattice with unit aspect ratio and PBC
(i.e., on a torus). The panels show in red clusters spanning the system horizontally,
vertically, both horizontally and vertically, and diagonally. In the first, second and fourth
cases, the topology of the red clusters implies the existence of a white percolating cluster
next to them. On the contrary, in the third case the red cluster percolating in both
directions forbids the existence of other spanning clusters.
links that cut broken bonds between the cluster in question and its neighbour.
Another definition will include the internal boundaries between the chosen cluster
and clusters of the opposite phase that lie within it. As we will explain in the text we
found that the length that better characterises the approach to critical percolation
is the one of the hull of the largest cluster and we therefore focused on it.
In 2d critical percolation the largest cluster is a fractal object, thus both its area,
Ac, and interface hull length, lc, are related to its linear size l by fractal dimensions:
Ac ' lDA , lc ' lD` , (3.9)
with DA the surface fractal dimension and D` the interface fractal dimension. These
dimensions can be exactly computed for the critical points of the q-state Potts model
in two dimensions for 0 < q ≤ 4 (where q = 2 for the Ising model and q → 1 for
percolation) through a Coulomb gas formulation [29]. The parameter κ, related
to q through
√
q = −2 cos (4pi/κ), determines the universality class of the model
near criticality. The above-mentioned fractal dimensions are then expressed in the
following form
DA = 2− β
ν
= 1 +
3κ
32
+
2
κ
, D` = 1 +
κ
8
, (3.10)
where β is the critical exponent of the order parameter and ν the one of the
equilibrium correlation length. D` is the hull fractal dimension. For critical
percolation κ = 6 [30] and thus
DA =
91
48
' 1.8958 , D` = 14
8
= 1.75 . (3.11)
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We will show the evolution in time of the observables Ac and lc for the different types
of coarsening dynamics described in Sec. 2 and compare the geometric properties of
the dynamic largest cluster to the ones of the largest cluster at critical percolation.
We will also focus our attention on the statistics of domain areas. In particular
we will show results regarding the number density of cluster areas (also referred to
as the distribution of cluster sizes), which we denote by N (A, t, L). In general, for
a finite-size system N (A, t, L) is given by the sum of two contributions
N (A, t, L) ' N(A, t) +Np(A, t, L) , (3.12)
with the first term describing the weight of the finite areas and the second one the
weight of the areas that span the sample. At tp the last term should scale with
A/LDA with DA the fractal dimension of the percolating cluster, and keep a weak
time-dependence, due to coarsening, that essentially drives the system towards the
equilibrium final state. Concomitantly, the number density of finite size clusters
should have an algebraic decay similar to the one at critical percolation
N(A) = 2cd A
−τA , (3.13)
with τA a characteristic exponent related to DA by [31]
τA = 1 +
d
DA
=
187
91
≈ 2.0549 . (3.14)
The normalisation constant has been computed exactly for hull-enclosed areas with
the result ch = 1/(8pi
√
3) ≈ 0.0229 [32] and the same factor 2 in Eq. (3.13) due to
the fact that there are two types of hull-enclosed areas (spins up and down) in the
magnetic problem while there is only one kind (occupied sites) in the percolation
problem. For the normalisation of the domain area distribution, there is no exact
result. In [6] the notation 2cd for the pre-factor in the numerator was used. The use
of two sum rules, the facts that the total domain area should equal L2, and that the
total number of domains is necessarily equal to the total number of hull-enclosed
areas, yields cd = (τA−2)(τA−1)/2 ≈ 0.0289 at first order in an expansion in ch [6].
Therefore,
2cd ' 0.0579 . (3.15)
In this paper we will pay special attention to the way in which the finite-size area
regime matches the one for the percolating clusters.
The percolation hulls are, in the continuum limit, conformally invariant curves
described by a stochastic Loewner evolution SLEκ, where the parameter κ is the
same as in the Coulomb gas representation mentioned above. It can be determined
numerically by computing the variance of the winding angle, 〈θ2(x)〉. The winding
angle θ(x), for two points chosen at random at a curvilinear distance x along a
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curve, is defined as the angle between the lines that are tangent to the curve at those
two points. (On a lattice the local tangent to a hull that separates two domains of
opposite spin orientations is a vector perpendicular to the broken bond at every point
of the hull. Consequently, only a finite number of tangent directions are possible.
For instance, on a square lattice there are four directions. Of course, after averaging,
θ2(x), at any curvilinear distance x, becomes a real-valued function of x.) For critical
systems in two dimensions, this quantity is related to the fractal dimension of the
curve and to the parameter κ associated to the universality class [33, 34] through
〈θ2(x)〉 = cst + 4κ
8 + κ
lnx . (3.16)
For critical percolation hulls, one should recover κ = 6 from these measurements. For
comparison, for the critical Ising model, κ = 3, a very different value. This quantity
should then be a good test to distinguish critical percolation from other types of
criticality. In the case of PBC, the average square winding angle can be computed
for domain walls that wrap around the lattice (with zero average curvature) or for
non-wrapping domain walls (with non-zero average curvature): both cases yield the
same result for sufficiently long domain walls and large system sizes. Moreover, we
are interested in the time-evolution of 〈θ2(x, t)〉 and its scaling behaviour.
Another interesting quantity is the two-time correlation function of what we
call the crossing number. We define the crossing number nc(t) at a time t as
follows: if there exists a horizontal crossing clusters and no vertical crossing cluster,
nc(t) = a. If there exists a vertical crossing clusters and no horizontal crossing
cluster, then nc(t) = −a. At sufficiently late times these two cases have |a| ≥ 2. For
a configuration with a (unique) cluster crossing in both directions nc(t) = 1, while
for a configuration with no crossing cluster nc(t) = 0. We then define the correlation
function of nc as
Oc(t, t′) = 〈δnc(t),nc(t′)〉 (3.17)
where δn,m is the Kronecker delta. We are particularly interested in the correlation
between the crossing number at a given time t and the one in the final state
of the system, i.e., in the limit t′ → ∞ of Oc(t, t′). Thus we define O∞c (t) =
limt′→∞Oc(t, t′). In the case of the relaxation dynamics following a quench from
T0 →∞ to T = 0 of the Ising model on the square lattice, this function interpolates
between 0 and 1 since at t = 0 all the spin configurations are such that nc(0) = 0 (for
not too small lattice size), while in the final state limt→∞ nc(t) 6= 0. This quantity
is sensitive to tp since for all t, t
′ > tp, nc(t) = nc(t′).
In the framework of percolation theory, a useful tool to study the geometrical
properties of clusters of occupied sites is the pair connectedness function, g(r). This
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quantity is defined as the probability that two lattice sites separated by a distance r
belong to the same cluster. At critical percolation in two dimensions, the behaviour
of g(r) for large r (r  r0, with r0 the lattice spacing) is known [31, 35, 36]
g(r) ∼ r−2∆σ , r  r0 (3.18)
where ∆σ = 2−DA, DA being the fractal dimension of critical percolation clusters.
In order to assess the presence of a critical-percolation-like regime in the
coarsening process occurrying in the quench dynamics of the Ising model, we
introduce an analogous quantity for a spin system. On a square lattice:
g(r, t) =
1
4L2
∑
i
∑
ir
〈γi,ir(t)〉 (3.19)
where the first summation is taken over all the lattice sites, the second over the four
sites ir that are located at distance r from site i along the horizontal and vertical
directions, and γi,j(t) = 1 if the sites i and j belong to the same spin cluster (are
occupied by the same spin and there is a path of sites with the same spin connecting
the two sites) at time t, and equals 0 otherwise.
The Monte Carlo step is the implicit time-unit in all our presentation.
4. The phenomenon
In this Section we illustrate, with the discussion of the snapshots and the
presentation of just two observables, the phenomenon. The largest cluster area
and the pair connectedness correlation function are the observables that provide the
clearest evidence for critical percolation. The asymptotic dynamic growing length
in this problem is `d(t) = [λ(T )t]
1/2 with λ(T = 0) ≈ 2 and a very slowly decreasing
function of temperature [6, 37]. In the numerical analysis of the very early epochs
we will use the evaluation of the growing length from the excess energy explained
in Sec. 3, that is
`d(t) = `G(t) (4.1)
unless otherwise stated.
4.1. Snapshots
We exhibit the presence of percolating clusters in time-evolving snapshots by
highlighting them on the figures with different colours.
The triangular lattice, see Fig. 1, is particularly interesting since the initial state
is right at the percolation threshold and there is a percolating cluster at the start,
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that is tp1 = 0. A naive guess would be that this state survives after the quench,
implying tp = 0. However, this is not the case, as demonstrated by the series
of snapshots in Fig. 4, taken at different times after the quench. (The preferred
t = 0 t = 0:13657 t = 0:14539 t = 0:15487
t = 0:17523 t = 0:19880 t = 0:21114 t = 0:22523
t = 0:23981 t = 0:28931 t = 0:54055 t = 0:57534
t = 0:78626 t = 0:83728 t = 2:92228 t = 128
Figure 4: Snapshots of the 2d Ising model on a triangular lattice with L = 128 and
FBC, evolving with local spin flips at T = 0 from an infinite temperature initial condition.
Spins si = +1 are shown as red points while spins si = −1 are shown as white points. A
percolating cluster of spins si = +1 is shown in green and a percolating cluster of spins
si = −1 is in blue.
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diagonal inclination of the clusters is due to the way in which the triangular lattice
was constructed, see Fig. 1, but does not influence the statistical properties of the
structure.) While there is a percolating cluster in the initial configuration, this one
disappears and is replaced by other percolating clusters until one of these eventually
persists. In other words, the number of interfaces crossing the sample changes many
times before reaching the final value. In consequence, tp is not zero and it actually
scales with the system size [13], even on this lattice.
Two other features in these plots merit some discussion. First, in the next-
to-last snapshot, at time t ' 2.92, the cluster that percolates in both horizontal
and vertical directions and remains at all subsequent times (highlighted in blue),
is “fatter” than the ones that were present in the initial condition and at previous
times. Some correlations have been built by the dynamics. Second, one not only sees
this percolating cluster but next to it, there is another one with the opposite spin
orientation that does not percolate but has an area of the same order of magnitude
as the percolating one.
4.2. Largest cluster
In ordinary percolation, the area of the largest cluster of occupied sites (divided by
the size of the system, L2) is the order parameter of the transition. As we mentioned
in Sec 3, right at the critical percolation point, the size of the largest cluster, Ac,
scales as LDA with DA = 91/48, where L is the linear size of the system.
In the case of the T < Tc dynamics starting from a random initial condition, we
know that at a short time tp1 (zero for the triangular lattice and just a few steps on
other lattices with finite size) a first cluster that percolates appears. The critical-
percolation-like clusters become stable after a still short time that scales with the
system size as tp ' Lzp [13, 15, 14]. The magnetisation density is very small at
this tp since under the coarsening process it is characterised by m(t) ' t/Lzd . The
small magnetisation density is explained by the fact that in the spin problem at
the same time that the largest cluster percolates, the second largest cluster with
opposite magnetisation surrounds the largest one, although it does not necessarily
percolate. These features are quantified in Fig. 5, that shows measurements on a
square lattice with L = 4096 and PBC, averaged over a few thousands samples.
The size Ac of the largest cluster (LC) divided by the total size of the system L
2 is
plotted as a function of time. We observe that after a short time t ' 10 the largest
cluster occupies an important fraction of the system size, with Ac/L
2 ' 0.32. The
area of the second largest cluster (SLC) also occupies a sizeable part of space at
this time, say 25%. In the same figure we display the sum of the largest and second
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largest cluster sizes (LC + SLC) and their difference (LC − SLC), still normalised
by L2. We will discuss their meaning below.
10 2
10 1
1
1 10 102 103 104 105 106
t
LC
SLC
LC + SLC
LC   SLC
m(t)
x0:0502
Figure 5: Evolution of the (averaged) area of the largest (LC) and second largest (SLC)
clusters, their sum (LC + SLC) and their difference (LC − SLC) all normalised by the
system area, L2, and the magnetisation density m(t), for the T = 0 dynamics on a square
lattice with linear size L = 4096 and PBC. The dashed line is a power law fit to the data
for the largest cluster.
Next, we observe that as time elapses, and due to the coarsening process, the
areas of both the largest and the second largest clusters increase as a power of time.
A fit of the function f(t) = C tα to the data Ac(t)/L
2 gives as a result the exponent
α ' 0.0502, and the fitting function is shown in the plot with a dashed line. This
algebraic evolution is observed up to a late time, t2 ' 105. As one can see, the
second largest cluster grows in the same way.
This exponent can be easily understood using the following arguments. In
the static percolation problem the linear length of the system is measured in units
of the lattice spacing r0 and the area of the clusters is measured in units of the
elementary area r20. At the static percolation transition, the size of the largest
cluster should scale with the system linear size L as Ac/r
2
0 ∝ (L/r0)DA , with DA
the critical percolation clusters fractal dimension introduced in Sec. 3. Thus, the
fraction of sites belonging to the largest cluster, (Ac/r
2
0)/(L/r0)
2, should scale with
the linear length of the system as LDA−2 = L−β/ν , where β and ν are the percolation
critical exponents associated to the order-parameter (fraction of sites belonging to
the incipient percolating cluster) and the correlation length, respectively.
Because of coarsening, the area of the largest (and second largest) cluster
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continues to grow at the expense of the smaller clusters that disappear. Therefore,
the fact that (Ac/r
2
0)/(L/r0)
DA = O(1) at the critical threshold has to be extended
to include the time-dependence. Arguing that under coarsening lengths are rescaled
by the growing length `d(t), we introduce an effective dynamical block number
N(t) = L/`d(t) or, equivalently, an effective “dynamical lattice” spacing
r0 → `d(t) . (4.2)
The dynamic percolation problem is now set on a dynamic lattice and the natural
extension of the fractal scaling of the largest cluster is
Ac/r
2
0
(L/r0)DA
→ Ac(t)/`
2
d(t)
(L/`d(t))DA
(4.3)
that is equivalent to Ac(t)/N
2(t) ∝ N(t)−β/ν = (`d(t)/L)β/ν ' (t1/zd/L)β/ν with
β/(zdν) = 5/96 ' 0.0521 in excellent agreement with the measured power α in
Fig. 5.
Figure 5 also shows the magnetisation density m(t) = M(t)/L2. At t ' 10, this
quantity is so small that it does not appear in the scale of the plot. It then increases
following the power law t/L2 and remains small (< 0.1) up to the time t2. At longer
times, the size of the largest cluster increases faster, while the size of the second
largest cluster decreases. The latter will remain finite until very late times since
there is a finite probability that the final state for the zero-temperature dynamics
contains two clusters in a stripe configuration [9, 10]. The sum of the areas of the
largest and second largest clusters (LC + SLC) becomes very close to the total area
L2 for t > t2. This means that most of the smaller clusters have disappeared. As
a consequence, the magnetisation density increases very quickly and at t > t2 it is
very close to the difference between the densities of the largest cluster and second
largest clusters (indicated as LC − SLC in Fig. 5).
The discussion above implies that during a very long period of time 10 <
t < t2, the dynamics are characterised by the coexistence of two very large
clusters, one percolating, the other one not necessarily, of different spin orientation
(magnetisation) which grow as a consequence of the domain growth. For t > t2, the
dynamics are characterised by the evolution of only these two large clusters since
most of the small ones have already disappeared. For the linear size considered here,
L = 4096, t2 is close to 10
5. We will show in Sec. 6 that this value scales as L2.
We now focus on the scaling properties associated with the approach to critical
percolation. As we have already stated, a time tp is needed to reach the stable critical
percolation state in the dynamic problem. This characteristic time is a function of
the system size, tp ' Lzp , on all lattices including the triangular one, as it was shown
in [13], where the exponent zp was measured from the asymptotic behaviour of the
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two-copies-overlap, Q, and the correlation between the “crossing number” at a given
time and in the final (equilibrated) state, Oc. However, tp is not the time at which
a percolating cluster first appears in the system. In fact, a percolating cluster of
positive or negative magnetisation first appears at an earlier time, tp1 < tp, that does
not necessarily scale like tp. On the triangular lattice, for example, the critical value
of the occupation probability is pc = 1/2 and thus tp1 = 0, since there is already
one percolating spin cluster in the initial fully-disordered spin configuration. The
largest cluster present at t = 0 is surrounded by another very large one with the
opposite spin orientation so as to ensure that the magnetisation density vanishes.
But the largest cluster is not stable and it is broken in pieces by the dynamics until
another stable one is created at time tp.
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Figure 6: The two figures in the upper row show the fraction of sites, Ac/L2 , belonging
to the largest (LC) and second largest (SLC) spin clusters as a function of time, for the
T = 0 dynamics on a square lattice with linear size L = 4096. Each figure represents
an independent realisation of the dynamics. In the panel on the lower left corner, for
another realisation of the dynamics, we also show the time evolution of the fraction of
sites belonging to the third largest (TL) and fourth largest (FL) clusters. Finally, on the
lower right corner we show the time evolution of the fraction of sites belonging to the
largest cluster of spin +1, indicated with red circles, and the one of the largest cluster
of spin −1, indicated with green triangles, for another numerical run. The horizontal
dashed line in each plot indicates the fraction of sites belonging to the largest cluster in
site percolation on a square lattice with occupation probability at the threshold value pc.
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In order to provide a better qualitative understanding of what is happening
during the dynamics following a quench to zero temperature, we show in Fig. 6,
in the top panels, the time evolution of the fraction of sites (area divided by L2)
belonging to the largest cluster (LC) and the ones belonging to the second largest
cluster (SLC), for two different and independent realisations of the T = 0 dynamics,
on a square lattice with PBC and linear size L = 4096. In the figure on the lower
left corner, for an other independent realisation of the dynamics, we also show the
fraction of sites belonging to the third largest cluster (TLC) and the fourth largest
cluster (FLC). Finally, in the figure on the lower right corner, for yet an other
realisation, we show the time evolution of the fraction of sites belonging to the
largest cluster of spin +1, indicated with red circles, and the one for the largest
cluster of spin −1, indicated with green triangles.
The sizes of the LC and SLC grow rapidly in all cases. After a time ' 10 they
have a size that is comparable to the one of a percolating cluster in site percolation
on a square lattice of same linear size L = 4096 (indicated as an horizontal dashed
line), and, most importantly, they have opposite spin orientation. On the contrary,
the TLC and the FLC remain very small (shown only for the third sample). The
LC and SLC sometimes exchange as one can see clearly from the fourth plot (lower
right corner). These exchanges stop after a time that is much longer than the one
at which these two clusters have reached the area of a typical percolating cluster
in ordinary site percolation, around t ' 50 (for the dynamics on a lattice of linear
size L = 4096). Thus, the time when the cluster starts percolating is tp1 ' 10 for
L = 4096, but it is only after a longer time, e.g. t ' 50 > tp1 in the last panel, that
the two largest clusters stop exchanging themselves and become somehow “stable”.
The time tp at which the very few big clusters (the LC, SLC and eventually other
few clusters) become stable is the time measured in [13] by analysing the two-copies-
overlap Q and the two-time-correlation of the crossing number Oc.
The value of tp will stem from an average over many realisations and it will turn
out to be in between the tp1 and the long time observed in the last panel. We also
note that the same quantities averaged over many samples in Fig. 5 do not show
any distinction between tp1 and tp.
With this fact in mind, the most natural time-size scaling would be t/tp(L) ∼
t/Lzp , as done in the left panel of Fig. 7 where we show the area of the largest
cluster, Ac, divided by L
DA with DA the fractal dimension of the percolating
cluster in critical 2d site percolation, as a function of t/Lzp for various system
sizes L = 512, . . . , 4096, and the value of the exponent zp = 1/2 estimated in [13].
The data roughly fall on a master curve but there are still rather strong finite-
size corrections. These corrections correspond to the mixing of the two dynamic
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processes: approach to critical percolation occurring at t < tp ' Lzp and usual
coarsening arising afterwards. We will now disentangle the two contributions.
In the right panel in Fig. 7 we attempt to take the coarsening phenomenon into
account. The rescaling in the vertical axis is motivated by the explanation around
Eq. (4.3), that suggests to focus on Ac/L
DA×`DA−2d (t), instead of just Ac/LDA . The
new proposal is to scale the data as a function of `p(t)/L, a number that counts the
number of critical percolation “blocks” in a system with linear size L. If we further
suggest
`p(t) ' `d(t) (t/t0)1/ζ (4.4)
where we used `d(t) as the dynamic lattice spacing, the scaling variable can also be
written as
`p(t)
L
=
`d(t)(t/t0)
1/ζ
L
=
(
t/t0
(L/`d(t))ζ
)1/ζ
=
(
(t/t0)
1+ζ/zd
(L/r0)ζ
)1/ζ
≡ (t/t0)
1/zp
(L/r0)
(4.5)
(and we ignored a pre factor that measures the temperature dependence of the
dynamic growing length and does not influence this argument). The third member
(without the irrelevant overall power 1/ζ) is the scaling variable used in the right
panel in Fig. 7 with ζ = 1/2.
Shortly after the quench the dynamical characteristic length `d(t) can still be
far from the asymptotic law `d(t) ' t1/2. It is, however, in this time regime that
the approach to percolation occurs. For this reason we use a numerical estimate of
`d(t), which is given by `G(t) defined by Eq. 3.2. Then every time `d(t) is involved
in the scaling analysis of the largest cluster size and other observables explored later
in the paper, we will assume that `G(t) is a measure of `d(t). In Sec. 5.3 we will give
an insight on `G(t).
In the second line we made the following identification
1
zp
=
1
ζ
+
1
zd
. (4.6)
With the knowledge that the best data collapse is found using ζ = 1/2 and that
zd = 2, then
zp = 2/5 . (4.7)
This value is slightly different, 0.4 vs. 0.5, from the one that we estimated in [13].
We find, however, that it represents the numerical data more precisely and we stick
to this way of reasoning in the remainder of this paper.
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Figure 7: Measurement of the (averaged) size Ac of the largest cluster for the T = 0
dynamics on a square lattice, with different values of L, the linear size of the system. On
the left, we show Ac/L
DA as a function of t/Lzp , with zp = 1/2. On the right, we show
`G(t)
−(2−DA)Ac/LDA as a function of t/(L/`G(t))ζ , where `G(t), the characteristic length
obtained from the excess energy, is taken as a measure of `d(t) and ζ = 1/2. DA = 91/48 is
the fractal dimension of critical percolating clusters. In both panels, the dashed horizontal
line corresponds to the critical site percolation value on a square lattice, Ac/L
DA ' 0.6683.
In both plots in Fig. 7, we also show the measured value Ac/L
DA ' 0.6683 for
critical site percolation on the square lattice ‡. It is in excellent agreement with the
plateau in the rescaled value in the right panel.
4.3. Pair connectedness function
The correlation function used to characterise critical percolation is the pair
connectedness g(r) which measures the probability that two spins at a distance
r are in the same cluster. In Sec. 3 we introduced the definition of g(r, t) for a spin
system undergoing quench dynamics, which is the one that we used for its practical
computation in the Monte Carlo simulations.
In Fig. 8 we show this “two-point” function at several times after the quench.
The pair connectedness function in critical percolation is also shown (with a black
solid line). The large distance behaviour at times longer than 16 is very close to the
one at the critical percolation point.
In Ref. [14] the scaling properties of the pair connectedness function were
studied for random and clean Ising models evolving with kinetic Monte Carlo
dynamics with non-conserved order parameter. It was shown in this article that
the data for g(r, t) can be collapsed onto the same master curve in the percolation
‡ Note that for bond percolation on the square lattice, the same quantity Ac/LDA ' 0.98.... and
for the site percolation on the triangular lattice, it is Ac/L
DA ' 0.655.
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Figure 8: Pair connectedness function g(r, t) vs. r for the T = 0 dynamics on a square
lattice with L = 2048 and PBC, at the times shown in the key. We also indicate with
a continuous black line the pair connectedness for critical percolation on a square lattice
with same size and boundary conditions.
regime by rescaling the distance r by the characteristic length `G(t) obtained from
the excess energy, Eq. (3.2). This fact was explained in terms of a random site
percolation problem at criticality with an effective lattice spacing `d(t), evaluated
with `G(t) in the models treated in [14], similarly to what we explained above.
Specifically, the pair connectedness function is a function of r, t and L, expected
to scale as
g(r, t, L) = g
(
r
`d(t)
,
L
`p(t)
)
(4.8)
before equilibration effects become important, that is to say, for `d(t) L. For times
t beyond the characteristic time tp at which stable percolating clusters appear, or
equivalently for t such that `p(t) L, the second argument vanishes. In this limit,
the short and long distance behaviour with respect to `d(t) can be distinguished.
The expectation is then that
g(r, t) ∼
(
r
`d(t)
)−2∆σ
r  `d(t) , (4.9)
while a correction will be needed at distances r  `d(t), with a crossover between
the two extremes.
Again, as explained in the previous section, we will take the numerical estimate
of the excess energy characteristic length, `G(t), as a measure of `d(t). In the left
panel of Fig. 9 we display (`0r/`G(t))
2∆σg(r, t) vs. r using ∆σ = 5/48, the exponent
of the critical percolation point. `0 = 5.5 is a constant that we need to add to obtain
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the collapse of the dynamic data onto the critical percolation ones for r > 102. It
corresponds to the numerical value of `G(t) at t ' 15 and compatible with the
expected behaviour `G(t) '
√
2t since 5.5 ' √2× 15. This time is very close to
the one at which we start observing percolation behaviour, see Fig. 8. It is then
reasonable to assume `0 = `G(tp). Furthermore, the correct way of scaling the
distance r on the horizontal axis so that g(r, t) matches the static counterpart in
critical percolation at t = tp is r 7→ r/`G(t), as it is done in the right panel of Fig. 9
where [`0r/`G(t)]
2∆σ g(r, t) is plotted against r/`G(t). All data sets collapse with
great precision, including the upturn of the curves at very long distances that is due
to the PBC, and that is also present in the static data.
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Figure 9: Left panel: rescaled pair connectedness (`0r/`G(t))2∆σg(r, t) vs. r for the T = 0
dynamics on a square lattice with L = 2048 and PBC, at the times shown in the key.
Right panel: rescaled pair connectedness (`0r/`G(t))
2∆σg(r, t) vs. r/`G(t) at the same
times. `G(t) is the characteristic length obtained as the inverse of the excess energy,
defined in Eq. (3.2), and it has been taken as a measure of `d(t). In both figures, we also
show r2∆σg(r, t) for critical percolation with a black curve. The value of the constant `0
was chosen so that the data relative to the dynamical problem collapsed onto the data for
critical percolation in the region of the tail. The best result is given by `0 ' 5.5 = `G(tp),
see the text for an explanation.
The right panel in Fig. 9 displays a more complete scaling of data, valid for
long and short distances.
4.4. Summary
With the concise analysis of the behaviour of the largest cluster and pair
connectedness correlation given in this Section, we illustrated the phenomenon that
we will study in greater detail in the rest of the paper.
The main conclusion so far is that at a characteristic time tp a stable critical
percolation structure establishes and later grows, losing its critical properties. As
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the coarsening process starts right after the quench, the effective lattice spacing in
the percolation problem is given by the dynamic growing length
r0 7→ `d(t) . (4.10)
One of the questions that we will address below is how is the approach to critical
percolation realised and which are the scaling laws that describe it. In particular,
we will revisit the numerical determination of zp.
5. Detailed numerical analysis
In this Section we develop our analysis of the short time dynamics after the quench.
The logic of the order of presentation in this Section, and the main results obtained
in each Subsection, are the following:
• Subsec. 5.1. The early scaling of the magnetisation density demonstrates that
the approach to critical percolation is not due to the magnetisation of the
sample.
• Subsec. 5.2. The overlap gives a first proof of tp ' Lzp .
• Subsec. 5.3. We measure the excess energy growing length since the initial time.
The numerical values obtained provide the estimate of the dynamic growing
length `d(t) used in our study.
• Subsec. 5.4. At tp the wrapping probabilities take the values of the critical
percolation point.
• Subsec. 5.5 The averaged square winding angles confirm the critical percolation
phenomenon with κ ≈ 6 and satisfy dynamic scaling with `d(t).
• Subsec. 5.6. At tp the area and interface of the largest cluster have the fractal
dimensions of the critical percolation ones.
• From the study of the number density of cluster areas in Subsec. 5.7 we complete
the understanding of the approach to critical percolation.
5.1. Order parameter
The usual order parameter of the Ising model, the magnetisation, is not an adequate
observable to detect the dynamic approach to critical percolation. Indeed, the
magnetisation density scales as m(t, L) ' (t/L2)1/2 for small values of t/L2 (see
the first panel in Fig. 30). Then, at t ' Lzp , the magnetisation density is given by
m(Lzp , L) ' Lzp/2−1. Therefore, for any zp < 2 this quantity vanishes as a power of
L. Taking zp = 1/2 for the square lattice, as measured in [13], one has m(L
zp , L) '
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L−3/4 a very small value for large L, that vanishes in the thermodynamic limit. The
value zp = 2/5 measured in Sec. 4 implies m(L
zp , L) ' L−4/5 also vanishing. A
vanishing magnetisation density is also found on the other lattices. Accordingly,
the percolation phenomenon that we observe is not due to the magnetisation of the
sample.
5.2. Overlap
The two-replica overlap Q(t, tw, L) defined in Eq. (3.3) was used in [13] to estimate
the dependence of tp with L, for zero temperature quenches, and the result tp ' L1/zp
with zp = zd/n, zd = 2 and n the coordination of the lattice, n = nc, was thus found
on the square, bow-tie, Kagome´ and triangular lattices.
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Figure 10: Finite-size dependence of the two-replica overlap between the initial
configuration and the final frozen configuration, limt→∞ q0(t, L), for the zero-temperature
dynamics on a square lattice with PBC and FBC (the initial configuration is at infinite
temperature). In the left panel, we show the overlap as a function of the system size L.
The dotted lines are proportional to L−0.5. In the right panel, we plot the exponent b
obtained from fitting the data as a function of Lmin. The horizontal dotted line is at 0.5.
In this paper, instead, we are going to show how a more precise analysis of the
L-dependence of the characteristic time tp can be made through other observables.
Nevertheless, in this Section we want to mention some other results regarding the
two-replica overlap Q(t, tw, L) which are not strictly related to our problem of finding
tp, but still quite useful to understand what is happening in the course of the
relaxation dynamics following a sudden quench.
In a recent work [38], the overlap (3.4) at tw = 0, q0(t, L) = Q(t, tw = 0;L) was
measured numerically in the ferromagnetic 2d Ising model with kinetic Monte Carlo
dynamics with non-conserved order parameter. It was shown in this paper that q0
decreases algebraically, q0(t, L) ' t−θh , with an exponent θh = 0.22(2) being very
CONTENTS 28
close to the one of the persistence probability, that is to say, the fraction of spins
that have never flipped since the quench [23, 24]. Moreover, it was argued that in
equilibrium this quantity scales with the system size as q0(t  teq, L) ' L−b, with
teq the equilibration time, and b = 0.46(2). Then, by an argument similar to the one
for persistence, it can be argued that b = zdθh = 2θh, a relation roughly satisfied by
the numerical data in [38].
If one accepts 2θh = b, then the value b = 0.46(2) reported in [38] is not
compatible with our previous measurement of 2θeff = 2×0.199(2) [39] (see also [40]).
In order to settle this issue, we made our own measurement of q0 but using much
better statistics than in [38]. In Fig. 10 we show our results for the square lattice with
FBC averaged over 107 samples and for PBC averaged over 106 samples (compared
to only 3× 104 samples in [38]). In both cases, for large system sizes, the data are
compatible with b = 0.5, shown as a dotted line in the left part of the figure that
displays the measured values of the overlap between the initial configuration and
the final frozen configuration (on a square lattice, it is either the fully magnetised
configuration or a striped configuration), as a function of the linear size L. We
denote it by q0(t→∞, L).
In the right part of the figure, we show the exponent b obtained from a fit of
the data in the range L ∈ [Lmin, Lmax] with Lmax = 362 for PBC and Lmax = 512
for FBC. The exponents shown in this figure are functions of the smallest size Lmin
used in the fit. We observe that b converges very quickly to 0.5 for both boundary
conditions. Moreover, the quality of the fit is always excellent if we remove the data
with L < 64 while it deteriorates if we include data with smaller values of L. (The
quality of the fit is measured by the value of the χ2 per number of degrees of freedom.
This quantity is close or smaller than one for Lmin ≥ 64.) This result is at odds
with the claim in [38] that using poorer statistics obtained a value for the exponent b
that, the authors claim, is compatible with their estimate of 2θh. Instead, with much
better statistics, we found 2θeff ' 0.40(2) [39] and here we measure b ' 0.50(1), two
different and well-distinguishable values. Therefore, 2θh 6= 2θeff , and with q0 we
cannot access the persistence exponent.
5.3. Growing length
The Ising model on a square lattice evolving with single spin flip dynamics is the
simplest coarsening system complying with the dynamic scaling hypothesis. At
sufficiently long times, the curvature driven mechanism for scalar non-conserved
order parameter [41] yields the growing length
`d(t) = [λd(T ) t]
1/zd with zd = 2 . (5.1)
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(This length is measured in units of the lattice spacing and time is measured in units
of a microscopic time-scale that we did not write in this equation.) The pre-factor
λd depends on temperature. It is very close to 2 at T = 0 and it monotonically
decreases until reaching zero at Tc [6, 37]. Its variation at low temperature is very
slow.
The growing length (5.1) is easily recovered in numerical measurements of
different observables. For example, `G(t) evaluated from the excess energy in
Eq. (3.2) is shown in Fig. 11. The exponent zd = 2 establishes early after the
quench, say at t ' 10, and is found over a wide time-interval, before finite-size
effects force saturation. However, the early time dependence of the growing length
is especially important for our study of the approach to critical percolation. This is
shown in a zoom included as an inset in the figure. In the following, in all scaling
analysis we will therefore use the numerical evaluation of the growing length `G(t).
(The zero-temperature dynamics on lattices that allow for finite-size blocked
clusters, are peculiar. For instance, on the honeycomb lattice, the excess energy
growing length saturates at `G ' 4 independently of the lattice size, see Fig. 19.
This length corresponds, in this case, to the average distance between finite-size
stable clusters.)
1
10
10
2
10
−1
1 10 10
2
10
3
10
4
10
5
1
2
3
4
5
0 2 4 6 8 10
ℓ
G
(t
)
t
Figure 11: Zero temperature dynamics on a square lattice with linear size L = 1280 and
PBC. The plot shows the time evolution of the characteristic length `G (indicated with a
red solid line) obtained as the inverse of the excess energy, defined in Eq. (3.2). The black
dashed line represents the best fit of the function f(t) = a tb to the data in the interval
[10, 104], yielding a ' 1.54(1) and b ' 0.4974(9). In the inset we show (in double linear
scale) the same quantity in the short time interval [0, 10].
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5.4. Wrapping probabilities
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Figure 12: Square lattice Ising model with PBC evolving with dynamics at T = 0. Upper
panel: number of clusters that percolate both horizontally and vertically (data above);
either horizontally or vertically (data in the middle); diagonally (data below), in all cases
normalised by the total number of clusters that percolate in some direction. Data are
shown as a function of the rescaled time t (L/`G(t))
ζ , where `G(t), the characteristic
length obtained as the inverse of the excess energy, is taken as a measure of `d(t), and
ζ = 0.5. Lower panels: number of clusters that percolate diagonally (left) and horizontally
and vertically (right) as a function of time scaled as t/L3. The horizontal dotted lines
represent the associated probabilities in critical percolation.
In Fig. 12 (upper panel) we show the probability of presence of clusters that
wrap around the sample either horizontally and vertically, horizontally or vertically,
or diagonally, on a square lattice with PBC and for different values of the lattice
linear size L. Data are shown as a function of the rescaled time t (L/`G(t))
ζ , where
`G(t), the characteristic length obtained as the inverse of the excess energy, is taken
as a measure of `d(t) the usual coarsening dynamic length scale. The value of the
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exponent ζ was chosen so that the curves corresponding to different L collapse one
onto the other: the best collapse is found by using ζ = 0.50(1) implying
`p(t) ' `d(t)(t/t0)1/ζ ∝ r0(t/t0)1/zp and zp ≈ 2/5 . (5.2)
This analysis confirms the value of zp found with the study of the largest cluster
area scaling, a value that is different from, but rather close to, the zp = 1/2 given
in Ref. [13].
These three probabilities, which are exclusive, add up to one at late times. For
very early times, there can also be no wrappings, but this probability goes to zero
very quickly (in units of (L/`d(t))
ζ). The curves for different system sizes scale well
at small values of the scaling variable and until 104 for the largest system size. The
asymptotic values reached coincide with the predictions from critical percolation
that are shown with dashed horizontal lines [25]. They correspond, from top to
bottom to the probabilities pihv = pi
p(0) +pip(Z×Z), pih +piv = pip(1, 0) +pip(0, 1) or
pidiag ' pip(1, 1) + pip(1,−1) in Eq. (3.6). Note that other situations can also exist,
like a cluster winding in the (2, 1) direction, which would be a cluster wrapping twice
in the horizontal direction and once in the vertical direction. However, as we have
already mentioned, the probabilities of such configurations are at least two orders
of magnitude smaller than the ones of the (1, 1) and (1,−1) configurations, so we
neglect them.
From the data shown in Fig. 12 we can deduce that the characteristic time
tp corresponds approximately to the time at which the probabilities pis reach
the plateaus set by the values of ordinary critical percolation. This occur when
t/(L/`d(t))
ζ ' 1, approximately. Then
1 ' tp/(L/`d(tp))ζ ⇒ tp ' Lζzd/(ζ+zd) (5.3)
if one assumes `d(t) ∼ t1/zd and then
tp ' L2/5 . (5.4)
given that zd = 2 and ζ ≈ 1/2.
If we use the relation tp/(L/`d(tp))
ζ ' 1, using the numerical estimate for
`d(t) given by `G(t), we find tp ' 3.7(1), 4.9(1), 6.4(1), 8.5(1), 11.3(1) for L =
40, 80, 160, 320, 640, respectively. These are relatively short times implying that
most, if not all, numerical data in the literature lie in a regime in which the
percolation structure is already present.
A cross-over to a longer time-scale regime next appears and it corresponds
to the disappearance of configurations with clusters percolating along a diagonal
direction and the consequent increase in number of the clusters that percolate along
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Figure 13: T = 0 dynamics on a honeycomb lattice with PBC. On the left, we show the
probabilities pihv (red), pih (green), piv (blue), pidiag (purple), for different lattice sizes L.
The horizontal dashed lines correspond to the expected values at critical percolation for
a rectangular sheet with aspect ratio
√
3: 0.5120, 0.4221, 0.0408 and 0.0250, respectively.
Data are plotted against the scaling variable t/ ln [L/`G(t)], with `G(t) the excess energy
growing length, taken as a measure of `d(t). On the right, we show two snapshots of the
evolution of a spin configuration on a honeycomb lattice with L = 160 and PBC, under
zero temperature dynamics. The colour code is the same as in Fig. 4 and the times at
which they were taken are indicated below the snapshots.
both Cartesian directions (cross topology). In fact, the interfaces winding in a
diagonal direction are not stable under zero-temperature dynamics on the square
lattice, even though we showed that they can appear very early and last for very
long. This is due to the fact that, once they have established a ladder shape (see,
for example, [9, 12]), they can move in the perpendicular direction by means of spin
flips with no energy cost, and they can thus wander for a very long time before
disappearing by annihilating with another interface.
This last regime scales with a different power of the linear system size L, as
shown in the lower panels in the same figure that display the proportion of clusters
percolating diagonally (left) and horizontally and vertically (right). In fact, we
could collapse the curves pidiag and pihv corresponding to different system sizes, by
choosing a scaling variable t/Lu, with u ' 3 giving the best result. The exponent u
is then the numerical estimate of the exponent zeq that controls the final approach to
equilibrium in this case. Note that the collapse works better for large system sizes:
finite-size effects may render difficult the exact determination of this last scaling
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regime by using the collapse method.
In Fig. 13 we show similar probabilities computed on the honeycomb lattice.
As explained in the introduction, see Fig. 2, we built this lattice from the square
one removing some vertical bonds. Then, wrapping around the lattice vertically is√
3 longer than doing it horizontally. The corresponding probabilities are [11, 26]
pihv = pi
p(0) +pip(Z ×Z) ' 0.5120, pih = pip(1, 0) ' 0.4221, piv = pip(0, 1) ' 0.0408
and pidiag = 1 − pihv − pih − piv ' pip(1, 1) + pip(1,−1) ' 0.0250. In the case of the
zero-temperature dynamics on the honeycomb lattice, as we have already mentioned
in the introduction to this Section, the system gets blocked in a very short time in
a spin configuration with a highly complex domain pattern, see the snapshots in
Fig. 29. This is due to the fact that the lattice has odd coordination number. The
domain pattern of these so-called frozen configurations are richer in structure than
the long-lived stripe states occurring in the late stages of the coarsening dynamics
on the square lattice. Nevertheless we can still observe a transition from the initial
fully disordered spin configuration to a critical-percolation-like state.
Since the time required by the system to freeze depends logarithmically on the
system linear size L [17], precisely tfreeze(L) ' const.+4.95 lnL, the time tp to reach
the percolation regime cannot be a power law Lzp , as conjectured in the case of
dynamics on the square lattice. Instead, we expect tp(L) ∝ lnL. In Fig. 13, we
show that the wrapping probabilities for various sizes collapse with a rescaling of
time by ln [L/`G(t)], thus giving a first indication that for this lattice tp ∼ lnL.
5.5. Averaged squared winding angle
We now consider the variance of the winding angle 〈θ2(x, t)〉, defined in Sec. 3, on
various lattices.
In the left panel of Fig. 14, we show 〈θ2(x, t)〉 for domain walls that wrap around
the lattice in one direction, plotted against lnx with x the curvilinear distance along
the domain wall, in the case of the T = 0 dynamics on a square lattice with PBC.
A fit of the function f(x) = a + 4κ
(8+κ)
lnx to the data at t ' 14.84 (beyond tp) is
also shown. The fit yields κ ' 5.90(1), that is rather close to the expected κ = 6 of
critical percolation cluster hulls.
In the right panel of Fig. 14, we show 〈θ2(x, t)〉 for domain walls with a positive
total winding angle, in the case of the T = 0 dynamics on a honeycomb lattice with
PBC. These are domain walls that do not wrap around the lattice. Note that such
interfaces exist for any short time considered. For the earliest time shown, the curve
bends upwards at the longest length x, indicating that these short-time/long-length
domain walls do not have the statistics of critical percolation. At the next time
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Figure 14: Dynamics of the Ising model with L = 1280 quenched to zero temperature.
Averaged square winding angle, 〈θ2(x, t)〉, against lnx with x being the curvilinear distance
along a cluster interface. In the left panel the data are relative to the model on the square
lattice and the interfaces considered wrap around the system. The right panel is relative
to closed interfaces on the honeycomb lattice. The insets contain the same quantities
plotted against ln[x/`G(t)] with `G(t) the characteristic length obtained as the inverse of
the excess energy.
shown, t = 2.5, the curve is nearly straight proving the lnx dependence, and a fit of
the function f(x) = a + 4κ
(8+κ)
lnx yields κ ' 6.02(1), again very close to the value
expected for critical percolation cluster hulls.
We also note that for short curvilinear distance x along a domain wall, the
curves are nearly flat suggesting κ = 0. This corresponds to the equilibration of the
interfaces that become regular over a distance proportional to the dynamic growing
length `d(t). This remark allows us to rescale 〈θ2(x, t)〉 as a function of x/`d(t). This
is done in the insets in the two panels, where we plot 〈θ2(x, t)〉 against ln (x/`G(t)),
taking again the characteristic length `G(t), obtained as the inverse of the excess
energy, as a measure of `d(t). As one can see, the measures corresponding to different
times collapse one onto the other when performing this scaling.
5.6. Largest cluster
In Sec. 4 we exposed the main features of the approach to percolation phenomenon
showing the time-dependent behaviour of the area of the largest cluster and its
scaling properties. Here we complete the analysis of this observable by working
with different lattices. We also analyse the behaviour of the length of its interface.
We now analyse the largest cluster geometric properties on the triangular
lattice. In Fig. 15, we show Ac/L
DA vs. t (left) and lc/L
Dl vs. t (right). In both
cases, we also show a convenient power of the growing length ld(t). Concerning the
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areas, in the right panel we plot `G(t)
2−DA (multiplied by an arbitrary constant 0.6)
and we observe that, up to a constant, it behaves as Ac/L
DA , apart from finite size
corrections. The numerical value obtained at the earliest time (it corresponds to
t = 0 but we show it at t = 0.1 in order to remain on a logarithmic scale) is in good
agreement with the corresponding value for site percolation on a triangular lattice
at the critical point, A/LDA ' 0.655, that is shown as a horizontal dashed line.
Concerning the interface of the largest cluster, we show here the time evolution
of its length, denoted by lc. It is important to clarify that the interface of
a cluster can be made of many hulls, also known as domain walls (see Sec. 3
for the definition of domain wall on a lattice). In the case shown here we are
considering the contribution to lc coming from wrapping hulls (having zero total
winding angle) and the one coming from non-wrapping hulls (having nonzero total
winding angle) separately, since, in general, they may scale differently with L.
Moreover, because of the coarsening process, non-wrapping hulls are destined to
disappear, while wrapping hulls can last forever. We also show `G(t)
1−Dl which,
apart from a proportionality constant and finite size corrections for large times,
seems to behave like the contribution lc/L
D` coming from wrapping hulls (the upper
group of curves). The data for non-wrapping hulls is similar but with much stronger
finite size corrections appearing at shorter times.
1
10 1 1 10 102 103 104
A
c=
L
D
A
t
L = 160
320
640
1280
0:6  `G(t)(2 DA)
10 2
10 1
1
10 1 1 10 102 103 104
l c
=L
D
`
t
L = 160
320
640
1280
`G(t)
1 D`
Figure 15: Analysis of the geometric properties of the largest cluster in the case of the
T = 0 dynamics on a triangular lattice with PBC, for different values of L. On the left
Ac/L
DA vs. t, and on the right lc/L
Dl vs. t, with Ac the size of the largest cluster and
lc the average length of its walls. DA and D` are the fractal dimensions of the size and
the interface of the percolating cluster in 2d critical percolation. The interface of the
largest cluster has two contributions: from the wrapping hulls with zero total winding
angle (shown in blue) and from the non-wrapping hulls with nonzero total winding angle
(shown in red). The horizontal dashed line in the left panel corresponds to the ratio
Ac/L
DA for site percolation on a triangular lattice at the critical occupation probability,
that is approximately 0.655.
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From the plots in Fig. 15 we can conclude that a better analysis of data is
achieved by plotting (Ac/L
DA) `G(t)
−(2−DA) vs. t and (lc/LD`) `G(t)D`−1 vs. t. The
two cases are shown in Fig. 16. We note that, apart from finite size corrections,
(Ac/L
DA) `G(t)
−(2−DA) is constant after a short time ' 1 which does not depend on
the system size. We can interpret this value as the time it takes for the growing
length to be in the asymptotic regime. After t ' 1, the rescaled quantity remains
constant with a value that is very close to the one for the square lattice shown in the
right panel of Fig. 7. To make this claim clearer, in the same plot we also show the
expected value of the ratio Ac/L
DA for site percolation at the critical occupation
probability on the triangular lattice (∼ 0.655), indicated by a dashed horizontal
line, and on the square lattice (∼ 0.668), indicated by a dotted horizontal line.
Similar results are obtained for the hull length: (lc/L
D`) `G(t)
(D`−1) is also constant
after t ' 5 and this does not depend on the system size either, see the right panel
in Fig. 16. Again, the two contributions to lc coming from wrapping hulls and
non-wrapping ones have been separated, with the former ones being represented by
continuous lines, the latter by dashed lines.
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Figure 16: Analysis of the geometric properties of the largest cluster in the case of the
T = 0 dynamics on a triangular lattice with PBC, for different values of L. On the left
(Ac/L
DA) `G(t)
−(2−DA) vs. t, and on the right (lc/LD`) `G(t)(D`−1) vs. t, where `G(t) is
the characteristic length obtained as the inverse of the excess energy. As done in Fig. 15,
the contributions to the largest cluster interface coming from wrapping (continuous lines)
and non-wrapping hulls (dashed lines) have been separated. The colour code is the same
in both panels.
We have already shown the time evolution of the largest cluster size and its
scaling properties in the case of the dynamics on the square lattice in Sec. 4.2.
Here we complete the analysis by showing the scaling properties of the length of its
interface, lc. In the left panel of Fig. 17, we show lc/L
Dl vs. t, for systems with
different linear size. Again, we separate the contribution coming from wrapping
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domain walls, indicated by continuous lines, from the one coming from non-wrapping
ones, indicated by dashed lines. We also show `G(t)
1−D` to make a comparison, as
was already done in the case of the dynamics on the triangular lattice. After a
crossover time that is system size dependent, both types of hulls have a similar
behaviour and they seem to be just proportional to `G(t)
1−D` up to a second
characteristic time (also dependent on L) where deviations caused by finite-size
effects occur. As it was done for Ac/L
DA in Sec. 4.2, it is possible to collapse
the datasets corresponding to different L one onto the other in the small-t region
by plotting (lc/L
Dl) `G(t)
−(1−D`) against the rescaled time t/(L/`G(t))ζ . As it was
already explained, this is done to take into account the coarsening process occuring
during the time regime in which the system is approaching the critical-percolation-
like state, something that is not present instead in the case of the dynamics on the
triangular lattice. The value of the exponent ζ that gives us the best collapse is
ζ ' 0.50(1) as in the case of the scaling of the largest cluster size, see Fig. 7.
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Figure 17: Scaling analysis of the length of the largest cluster interface in the case of
the T = 0 dynamics on the square lattice, for different values of L, the lattice linear
size. On the left we show lc/L
Dl vs. t, while on the right we show (lc/L
D`) `d(t)
(D`−1)
against the rescaled time t/(L/`G(t))
ζ , where `G(t) is the characteristic time obtained as
the inverse of the excess energy, and ζ = 0.5. As in Figs. 15 and 16, the contributions from
the wrapping and non-wrapping hulls have been separated, with the former indicated by
continuous lines and the latter by dashed lines. In the left panel we also show `G(t)
1−D`
(black solid line). The colour code is the same in both panels.
A similar analysis to what has been done for the dynamics on the square lattice
is now performed on the honeycomb lattice in Fig. 18. We show the two quantities
(Ac/L
DA) `G(t)
−(2−DA) (left panel) and (lc/LD`) `G(t)−(1−D`) (right panel) against
t/ ln [L/`d(t)], where again we used `G(t), the characteristic length obtained from
the excess energy, as a measure of `d(t). The reason for the peculiar scaling of time in
the case of the zero-temperature dynamics on the honeycomb lattice is that, on this
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Figure 18: Analysis of the geometric properties of the largest cluster in the case of the
T = 0 dynamics on a honeycomb lattice with PBC, for different values of L. On the left
we show Ac/L
DA `G(t)
−(2−DA), while on the right (lc/LD`) `G(t)D`−1 both plotted against
the rescaled time t/ ln [L/`G(t)] where `G(t) is the characteristic length obtained as the
inverse of the excess energy. The continuous lines show the contribution of the wrapping
clusters and dashed lines the ones of non-wrapping clusters. The colour code is the same
in both panels.
lattice, it freezes at a time tfreeze ' b+ a lnL, with a ' 4.940(5) and b ' −6.46(3),
see Fig. 19-right, due to the fact that there are finite size stable clusters [17], as
discussed also in Sec. 5.4. In agreement with this fact, we find that the percolation
time tp also scales as lnL (and it ignores the fact that `G saturates at a finite value,
see Fig. 19-left). We will discuss the behaviour of `G(t) and tfreeze on the honeycomb
lattice in Sec. 6.1.
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Figure 19: In the left panel, the excess energy growing length, `G, for the zero-temperature
dynamics on the honeycomb lattice as a function of time, for lattice sizes L = 320, 640
and 1280. `G saturates at `sat ' 4 at a time ' 10 independently of L. In the right panel,
the average freezing time, tfreeze, as a function of size L (red data points) and the best fit,
tfreeze ' 4.95 lnL − 6.47 (keeping only data with L > 40), indicated by the dashed blue
line. See Sec. 6.1 for a discussion.
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5.7. Number density of cluster areas
The time-dependent distribution of domain areas was measured numerically in [5, 6],
after a quench from T0 → ∞ to T < Tc, using square lattices. Three area regimes
were identified in the functional form ofN . Thermal fluctuations generate very small
domains and their distribution falls-off exponentially just as in thermal equilibrium.
The two remaining parts of the distribution are similar to the ones found at T = 0.
A first regime in which areas are finite and the number density is affected by the
coarsening process, and a second regime in which areas percolate across the sample
and the number density presents a small bump. These two regimes are represented
by the two terms in Eq. (3.12). After a sufficiently long time, the fate of the
finite size clusters is dictated by curvature-driven coarsening dynamics [41] and an
approximate expression for the time-dependence of the finite cluster size distribution
was derived [5, 6]
N(A, t) ' 2cd [λd(t− tp + t0)]
τA−2
[A+ λd(t− tp + t0)]τA t ≥ tp , (5.5)
where λd is a material constant related to the diffusion coefficient of the hulls (closed
curves separating domains of different phases), see Eq. (5.1), and t0 is a characteristic
cutoff time, such that A0 = λdt0 is a microscopic area that we set to be 1. This
result was obtained assuming an initial state for the curvature-driven dynamics
such that the distribution of domain areas is the one in (3.13) with a critical power
law tail, that is to say, after the percolating time tp. A direct fit of the algebraic
decay provides a value of τA that is close to the expected one for critical percolation,
τA ' 2.0549, but it is also close to the one for the 2d critical Ising model, τA ' 2.0267.
It is therefore difficult to distinguish between these two cases from the analysis of
the algebraic piece. The t-dependent factor in the numerator ensures that the total
number of domain areas decays as t−1, as expected from dynamic scaling. The
following two limits can be read from Eq. (5.5)
N(A, t) '

2cd
(λdt)2
A λd(t− tp) ' λdt
2ceffd (t)
AτA
A λd(t− tp) ' λdt
(5.6)
where we took t tp  t0 and we defined
ceffd (t) ≡ cd (λdt)τA−2 = cd [ `d(t) ]2(τA−2) . (5.7)
Note that Eq. (5.5) can also be written as
N(A, t) ' 2cd [ `d(t) ]
2(τA−2)
[A+ `2d(t)]
τA
(5.8)
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for t tp − t0.
We investigate here the full N (A, t, L) in more detail focusing on its short-time
behaviour for finite system sizes. We emphasise that the global form of N (A, t, L)
should be the same on all lattices. In Fig. 20 we present the complete domain area
distribution, N (A, t), for the zero-temperature dynamics on a honeycomb lattice
with linear size L = 1280 and PBC, at various times after the quench. The initial
fully disordered state with equal probability of up or down down spins on each site
is not critical for the honeycomb lattice. Thus, initially, the distribution of domain
areas is expected to have an exponential cut-off at a relatively small area compared
to the total size of the system, as one can see from Fig. 20 (red curve). But soon
the distribution develops a power law behaviour N (A) ∼ A−τ extending over many
decades of domain sizes A. This corresponds to the system having reached the
critical-percolation-like state. At the same time there is the appearance of the small
bump at very large values of A appears due to the presence of domains that percolate
across the sample. Overall, the time evolution of N (A, t) strongly resembles the
ones already found for the T = 0 dynamics on the square lattice apart from the
peaks at relatively small areas, A ' 10, established at long times when the system
is getting blocked in a spin configuration with lots of small stable domains with
definite number of sites, 6, 10, 14, . . ., a feature which is peculiar to the honeycomb
lattice geometry.
In the following we focus our analysis on the scaling properties of the domain
area distribution N by considering:
• The triangular lattice separately.
• The contribution of the percolating clusters to the number density, that is to
say, Np, for the three lattices.
• The dynamic approach to the percolation point, that is to say, the relatively
short time-scales such that the bump Np in Eq. (3.12) has not stabilised yet,
and its scaling analysis, in the square and honeycomb lattices.
We first present the analysis of the first scaling regime after zero temperature
quenches. The study of the finite-size and time-dependence scaling properties of the
bump Np is done under finite temperature effects.
5.7.1. The triangular lattice. In the case of the triangular lattice the initial
condition is right at the critical percolation point, thus N(A, 0) ' 2cdA−τA , with
τA = 187/91 and 2cd ' 0.0579, if one neglects effects due to the discreteness of
the lattice at very small values of A. Added to this finite area weight there is the
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Figure 20: Time evolution of the number density of domain areas for the zero-temperature
dynamics on a honeycomb lattice of linear size L = 1280. We show the domain area
distribution N (A, t) vs. A at various times given in the key. The function f(A) = 2cA−τ
has been fitted to the data corresponding to time t = 10.08 in the range [103, 5 × 104]
(the curve is represented by a dashed line). The fit yields the estimates c = 0.028(1) and
τ = 2.035(5) that are close to the expected cd ' 0.0289 and τA = 187/91 ' 2.0549.
contribution coming from the percolating clusters at very large values of A, the
so-called bump, denoted by Np(A,L). The analytic form expressed by Eq. (5.8)
should hold for the time evolution of N (A, t) in the region of sizes A where the
aforementioned contribution is negligible. In order to highlight this last fact, in
Fig. 21 we present the rescaled domain area distribution for the T = 0 dynamics
on a triangular lattice of linear size L = 2560: we plot N (A, t) `G(t)4 against the
rescaled area A/`G(t)
2, where `G(t) is the characteristic length scale obtained as the
inverse of the excess energy. As done before for the scaling of other observables,
`G(t) is taken as a measure of `d(t), the dynamical characteristic length for non-
conserved order-parameter dynamics, which, for sufficiently long time, behaves as
`d(t) ' (λdt)1/2. By so doing, the datasets corresponding to different times should
collapse onto the same master curve, which is represented by f(x) = 2 cd (1 + x)
−τA .
The result of the scaling is very good. Deviations from the master curve occur for
very small values of the variable A/`2G(t), where the scaling is supposed to break,
and for very large values corresponding to the appearance of the bump, which is the
contribution Np of the percolating clusters, as expected.
Let us now turn to the properties of the bump. Most of the contribution to
Np comes from clusters that are either the largest or the second largest ones in the
sample (for A > L2/2, only the largest cluster contributes, and the bump is truly
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Figure 21: T = 0 dynamics on a triangular lattice of linear size L = 2560. We show the
scaling of the number density of areas N (A, t) implied by Eq. (5.8) for finite areas. The
quantity N (A, t) `G(t)4 is plotted against the rescaled area A/`G(t)2 where `G(t) is the
characteristic length scale obtained as the inverse of the excess energy. The datasets
corresponding to different times (indicated in the key) collapse on the master curve
f(x) = 2 cd (1 + x)
−τA (dashed line), which is the expected analytic expression for the
scaling function.
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Figure 22: Time evolution of the number density of domain areas for the zero-temperature
dynamics on a triangular lattice of linear size L = 2560. In the left panel we show the bare
domain area distribution N (A, t) vs. A at various times given in the key. In the right panel
we present N (A, t) `G(t)2(2−τA) against the rescaled area A/`G(t)2−DA , with the exponents
of critical percolation, DA = 91/48 and τA = 187/91, and `G(t) the characteristic length
scale obtained as the inverse of the excess energy. In both panels, the insets show a
“zoomed” view of the bump, to better highlight the difference between the unscaled data
and the scaled ones. The colour code is the same in both panels.
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Figure 23: Time evolution of the number density of domain areas for the zero-temperature
dynamics on a triangular lattice of linear size L = 2560. In order to highlight the
presence of the algebraic decay N (A) ∼ N(A) ∼ A−τA for nonpercolating clusters, we
show N (A, t)AτA [`G(t)]2(2−τA) against the rescaled area A/`G(t)2−DA , where `G(t) is the
characteristic length scale obtained as the inverse of the excess energy, DA = 91/48 and
τA = 187/91 as in Fig. 22. The scaling of the area as A/`G(t)
2−DA has been done to
collapse the so-called bump, as in the right panel of Fig. 22. The rescaled data presents
a plateau in the interval [104, 5× 105] of the rescaled area, falling approximately onto the
expected value for critical percolation, 2cd ' 0.0579, indicated by the black horizontal
line.
the size distribution of the largest cluster). In Sec. 4.2 we argued that the fraction
of sites belonging to the largest cluster (or to the second largest one), Ac/L
2, should
scale dynamically as `d(t)
2−DA , and the results shown in Fig. 7 strongly suggests the
validity of this argument. Accordingly, in order to collapse the bumps at different
times t and fixed L, the area A should be rescaled by `d(t)
2−DA . At the same
time, N (A, t) must be multiplied by `d(t)2(2−τA) to remove the time-dependence of
the pre-factor 2ceffd (t), as explained in the previous Section. We present the result
of this scaling in the right panel of Fig. 22, where we plot N `G(t)2(2−τA) against
A/`G(t)
2−DA , using the same data as the ones in Fig. 21. Again, `G(t) is taken
as a measure of the dynamical characteristic length scale `d(t). In the left panel
of the same figure we show the unscaled distribution against A to let the reader
make a comparison. By looking at the whole distribution one is not able to notice a
significant difference between the unscaled and the scaled versions of the data since
both DA and τA are close to 2. However, if one focuses only on the bump, as done in
the insets, it becomes clear that the scaling makes the data collapse in that specific
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region.
In order to prove that the tail of the finite areas weight fall as cdA
−τA , in Fig. 23
we show N AτA `G(t)2(2−τA) against the rescaled area A/`G(t)2−DA . For A `G(t)2,
the data corresponding to different times should all collapse onto a plateau at the
constant 2cd (up to the point where the contribution due to percolating clusters,
Np, starts to be significant). In fact, the rescaled data present a plateau in the
interval [104, 5 × 105] of the rescaled area, falling approximately onto the expected
value for critical percolation, 2 cd ' 0.0579 (indicated by a dashed line). As one can
see, the point at which the plateau sets in, that is the point around where there
is the crossover between the two different regions described by Eq. (5.6), increases
with time. In fact it should go as `d(t)
2. At the same time, by scaling the area as
A/`G(t)
2−DA , as done in the right panel of Fig. 22, it is possible to collapse the data
in the region corresponding to the so-called bump (the scaling of the horizontal axis
is not needed to observe the plateau, but only to enforce the bump to collapse).
5.7.2. Pre-percolation scaling on the square and honeycomb lattices. We adopt
a dynamical scaling hypothesis to describe the behaviour of N(A, t) during the
approach to critical percolation on lattices other than triangular. The argument is
the same as the one used in Sec. 4. The area is measured in units of the dynamic
lattice spacing, A/`2d(t) and, the (dimensionless) largest cluster area should then be
proportional to (`p(t)/`d(t))
DA at criticality. We therefore use
A/`2d(t)
(`p(t)/`d(t))
DA
(5.9)
that generalises Eq. (4.3) and can also be written as
A/`2−DAd (t)
`DAp (t)
(5.10)
as the scaling variable and we suggest that, after some microscopic time-scale, the
large-size areas (sufficiently large such that A `2d(t)) are distributed according to
N(A, t) ∼ 2ceffd (t) A−τA Φ
(
A/`2−DAd (t)
`DAp (t)
)
t < tp . (5.11)
Φ is a scaling function such that
Φ(x)→
{
1 x 1
xa x
>∼ 1 (5.12)
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with a an exponent that we study numerically. ceffd (t) is defined in Eq. (5.7) and
cd ' 0.0289, see Eq. (3.15). These limits imply
N(A, t) →
{
2ceffd (t) A
−τA x 1
2ceffd (t) A
−τA (A/`DAp (t))
a x
>∼ 1 (5.13)
and x = A/[`2−DAd (t)`
DA
p (t)]. In the first line we see that the statistics of the small
areas nicely coincide with the one in the second limit in Eq. (5.6), and the second
limit above corresponds to the matching between the power law tail and the bump
represented by Np in Eq. (3.12).
In Figs. 24 and 25 we present our numerical results for the early evolution of the
cluster size distribution after T = 0 quenches of the 2d Ising model on the square and
honeycomb lattices, respectively. As done before, we use `G(t), the characteristic
length obtained as the inverse of the excess energy, as a measure of `d(t).
After a time of the order of tp the number density of cluster areas
should approach the critical percolation form and AτA N (A, t, L) should collapse
onto a plateau corresponding to the constant 2cd. In Fig. 24 we show
AτA `G(t)
2(2−τA)N (A, t, L) against the rescaled area A/`G(t)2−DA for the zero-
temperature dynamics on a square lattice with L = 2560. The factor `G(t)
2(2−τA)
is necessary to get rid of the time dependence in ceffd (t). Notice that, apart from
the behaviour at very small areas and the very steep increase at late times (due to
the percolating clusters) a plateau is clearly visible. It falls on top of the expected
value, 2cd ' 0.0579, indicated by the horizontal dashed line.
In order to highlight the existence of the extra growing length `p(t), introduced
by the transient between the initial configuration and the state with a stable pattern
of percolating clusters (attained at time tp), we plot the same quantity against the
rescaled area (A/`G(t)
2−DA)/`DAp (t) where we assume `p(t) ' `G(t) t1/ζ in the case
of the square lattice, as conjectured in Sec. 4.2 and confirmed by the scaling of time
in the analysis of the largest cluster geometrical properties. For the square lattice
we expect ζ = 0.5. With this choice, we obtain a fairly good collapse, as seen in
the right panel in Fig. 24. The master curve highlights the presence of two regimes
(save the behaviour at very small areas and finite size effects mentioned above): the
asymptotic one for A/[`2−DAG (t)`
DA
p (t)] ≤ 1, where the rescaled distribution is flat and
inherits the properties of the critical percolation point, and the “pre-percolation”
one for A/[`2−DAG (t)`
DA
p (t)] ≥ 1, see Eq. (5.11), where the scaling function Φ(x) is
close to a power-law, Φ(x) ∝ xa, with a = 0.321(1). This curve is shown as an
inclined dotted line in the same figure. The horizontal dashed line corresponds to
the constant 2cd ' 0.0579.
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Figure 24: Dynamics of the square lattice Ising model with L = 2560 quenched
to T = 0. Pre-percolation scaling of the number of cluster areas. The quantity
AτA `G(t)
2(2−τA)N (A, t, L), with `G(t) the characteristic length obtained as the inverse
of the excess energy, is plotted against A/`G(t)
2−DA in the left panel and against(
A/`G(t)
2−DA) /`DAp (t) in the right panel, where `p(t) = `G(t) t1/ζ , with τA = 187/91,
DA = 91/48 and ζ = 0.5. The dotted straight line in the right panel corresponds to the
power law Φ(x) ' C xa, with a = 0.321(1), which is the best fit to the data at time t = 1 in
the interval [10, 103] of the scaling variable. The black dashed horizontal line corresponds
to 2cd = 0.0579.
As we have already mentioned when describing the largest cluster properties,
the approach to percolation on a honeycomb lattice is much faster, and this is
confirmed by the study of N (A, t, L), see the left panel of Fig. 25. One can
associate to the characteristic timescale tp ∼ lnL, a characteristic growing length
`p(t) ∝ `d(t) eαt, with α a constant to be determined, in a way which is similar
to what we conjectured for the square lattice, see Eq. (4.4), but with a time
dependence which is not a simple power law. Again, we take `G(t) as a measure of
the characteristic length scale `d(t) associated to coarsening, and we assume that
`p(t) = `G(t) e
αt. The value of the constant α is not known a priori, but we can
provide a rough estimate of it by looking at the value which yields the best collapse
of the data after proper rescaling. By plotting AτA `G(t)
2(2−τA) N (A, t, L) against
the rescaled area (A/`G(t)
2−DA)/`DAp (t) (right panel in Fig. 25), the data for different
times can be collapsed onto a master curve (apart from deviations at small areas and
in the region of the scaling variable where the contribution from percolating clusters
become significant), the shape of which is pretty similar to the one obtained in the
case of the square lattice, and the value of α giving the best result is α ' 2.65(5). As
in the case of the data relative to the dynamics on the square lattice, in the region
corresponding to the pre-percolation regime, that is for A/[`2−DAG (t)`
DA
p (t)] ≥ 1
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and before finite-size effects take over, the rescaled cluster size distribution can be
described by a power law C · xa in the scaling variable x = A/[`2−DAG (t)`DAp (t)]. The
best fit of the function f(x) = C ·xa to the rescaled data AτA `G(t)2(2−τA) N at time
t = 1 in the interval [0.1, 10] of x = A/[`2−DAG (t)`
DA
p (t)] gives a = 0.332(1), a value
which is close to the one found in the case of the square lattice.
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Figure 25: Dynamics of the honeycomb lattice Ising model with L = 1280 quenched
to T = 0. Pre-percolation scaling of the number density of cluster areas. The quantity
AτA `G(t)
2(2−τA) N (A, t, L) is plotted against A/`G(t)2−DA in the left panel and against(
A/`G(t)
2−DA) /`DAp (t) in the right panel, with `G(t) the characteristic length obtained
as the inverse of the excess energy, and `p(t) = `G(t) e
α t with α ' 2.6, as explained in
more detail in the main text. The constant 2cd ' 0.0579 is represented by a horizontal
dashed line. The function Φ(x) = C xa has been fitted to the data at time t = 1 in the
region of the scaling variable corresponding to the pre-percolating regime (approximately,
the interval [0.1, 1]), yielding a = 0.332(1), and it is represented by the dotted line.
5.7.3. Percolating clusters on the square and honeycomb lattices. In [13] we
presented a scaling of the so-called bump, that is the contribution given by the
percolating clusters (or clusters whose size is comparable with the system size) to
the full cluster size distribution N , for the zero-temperature Glauber dynamics on
the square lattice, for different system sizes. Here we perform a similar analysis on
the three lattices considered.
As explained in Sec. 4, the very few largest clusters that survive the coarsening
process after a sufficiently long time are the ones that we use to define the
characteristic time tp. At the time tp, these clusters usually span most of the lattice
and their geometrical and statistical properties resemble the ones of the clusters at
critical site percolation on the same lattice. Usually, at this time, the largest and
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second largest clusters (with opposite spin orientation) are percolating and become
“stable” with respect to the coarsening dynamics in the sense explained in Sec. 4.2.
This is the reason why Np that constitutes the contribution given by the percolating
clusters to N , is mainly due to the two largest clusters. Then, for all practical
purposes, Np is just the size distribution of the two largest clusters in the system.
Let us discuss the scaling of Np in general. The distribution Np(A, t, L) satisfies∫
dANp(A, t, L) =
1
L2
. (5.14)
The result 1/L2 is due to the definition of N (A, t, L) which counts the number of
clusters with area A per spin, and to the fact that we have rescaled the distribution
by a factor 2 to compare it to the one of percolation for which there is only a
single percolating cluster. In site percolation, finite-size scaling implies that the size
distribution of the largest cluster Np(A,L), for a system of linear size L, depend
on A and L through the ratio A/LDA at the threshold occupation probability, with
DA = 91/48 the fractal dimension of the critical percolating cluster. The same
should be true for Np(A, t, L) in the dynamical problem for t ≥ tp. If we rescale A
as A→ A/LDA , we need also to rescale the measure accordingly, i.e. dA→ LDAdA.
However, in the dynamical problem we need to take into account the effects of
coarsening, and we have seen that the largest cluster size (but also the one of
the second largest) scale as `d(t)
2−DA . Thus, the correct quantity to consider is
LDA `d(t)
2−DANp(A, t, L) as a function of A/LDA `d(t)2−DA .
We show the data corresponding to the rescaled distribution Np(A, t, L) in
Fig. 26 in the case of the zero-temperature Glauber dynamics on the square lattice,
for sizes L = 160 (a), 320 (b) and 640 (c). Notice that Np(A, t, L) is multiplied
also by a factor L2 to get rid of the 1/L2 present in its definition and make the
data fall on a range of values of order O(1). For each size, we also show the static
size distribution of the largest cluster for site percolation at threshold occupation
probability on the square lattice of same size, rescaled as Np(A,L)L
2+DA and plotted
against the rescaled size A/LDA . Our goal is to prove that, with this rescaling,
the distribution Np(A, t, L) for the dynamical problem matches the static one for
critical percolation. To do so, we need to include an additional scaling factor c0
for the dynamical problem, that is, we plot L2+DA `d(t)
2−DA Np(A, t, L)/c0 against
c0A/L
DA `d(t)
2−DA . The value of the constant c0 is not known a priori. The value
which gives the best collapse is c0 ' 1.165(5), independently of the lattice linear
size L.
Note that the agreement between the data for the quenched system and the
critical percolation one becomes much better as we increase the system size. For
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Figure 26: The size distribution of the two largest clusters, Np(A, t, L), for the zero-
temperature Glauber dynamics on the square lattice, at different times indicated in the
key and for different values of L, L = 160 (a), 320 (b) and 640 (c). The distribution
is rescaled by the factor L2+DA `G(t)
2−DA/c0 and plotted against the rescaled area
c0 (A/L
DA) `G(t)
2−DA , where DA is the fractal dimension of the percolating cluster in
2d critical percolation, `G(t) the characteristic length obtained by the excess energy, and
c0 ' 1.165. In panel (d), instead, we show the contributions to Np coming from the largest
(LC) and the second largest (SLC) clusters, separately, as well as the whole Np (LC +
SLC), at t = 8, for the dynamics on a square lattice with L = 320. In each panel, the
size distribution of the largest cluster for site percolation, at the threshold occupation
probability on the square lattice of corresponding size, is also shown with a black dashed
line, multiplied by L2+DA and plotted against A/LDA . The value of the constant c0 was
chosen so that the rescaled distributions for the dynamical problem coincide with the
static one of critical percolation. This values is approximately independent of L.
L = 160, the distributions are too large and not tall enough, the agreement is better
for L = 320, and it is nearly perfect for L = 640.
In panel (d) of Fig. 26, we show the contributions to the size distribution Np
coming from the largest cluster (LC) and the one from the second largest (SLC)
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separately, as well as the whole Np (LC + SLC), at t = 8, for the dynamics on
a square lattice with L = 320. The data is scaled as in the other panels and we
have also included the size distribution of the largest cluster at critical percolation
(dashed line) on the same lattice (properly rescaled as in the other panels). The
whole distribution Np is Np =
1
2
(NLC +NSLC).
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Figure 27: Rescaling of the bump, L2+DA Np vs. A/LDA for the zero-temperature
dynamics on a honeycomb lattice, with DA = 91/48. The data correspond to systems
with linear sizes L = 40, 160, 640, and 2560 as indicated in the key (the colour code is the
same in each panel). The time that the data refers to is written in each panel.
From the time and L dependence of Np it is also possible to reach an
understanding of the dependence of the characteristic time tp on L, as we show
in the following in the case of the dynamics on the honeycomb lattice. In Fig. 27 we
show L2+DANp against the rescaled area A/L
DA , in the case of the T = 0 Glauber
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dynamics on the honeycomb lattice, for different values of the linear size L and at
different times (given in the key of each panel).
At short t, the overall shape of the rescaled bump depends strongly on the
size of the lattice and time, while at sufficiently long t it seems to approach
a stationary form that depends only on A and L through on A/LDA , so that
Np(A, t, L) ∼ np(A/LDA) for t 1, with np a proper scaling function. Moreover, we
note a very particular scaling behaviour as both t and L vary, in the pre-percolating
regime: the curves for L = 40 and L = 160 at t = 1 are replaced by the curves for
L = 160 and L = 640, respectively, at t = 1.5. The same is true when passing from
t = 1.5 to t = 2: the curves for L = 160, 640 and 2560 replace the ones for L = 40,
160 and 640, in this order, and so on. At t = 3.5 all the curves, except for the one
relative to L = 40, have collapsed onto the same master curve. Notice that this time
corresponds approximately to the time at which the excess energy growing length
`G saturates, see Fig. 19. From this observation we can deduce that the typical
time scale associated to the approach to percolation, tp, roughly satisfies the rule
tp(4L) = tp(L) + const with const ' 0.5. This result confirms our previous claim
that tp(L) ∝ lnL for the zero-temperature dynamics on the honeycomb lattice. On
top, from the above observation, we can infer tp(L) ' (0.5/ ln 4) lnL ' 0.36 lnL
which is in reasonable agreement with the reverse relation `p(t) ' exp(2.6 t) that we
found from scaling the full cluster size distribution, see Fig. 25.
5.7.4. The shape of the bump. It is also interesting to study the shape of the
probability distribution of the largest cluster. In the context of percolation,
quite a few results have been established both analytically and numerically [42].
When p < pc, the distribution of the largest-cluster size was proved to follow a
Gumbel distribution [43, 44], while for p > pc the largest cluster size is distributed
approximately as a Gaussian [45].
A simple argument that justifies these observations is the following. If there
were no dependence between the cluster sizes, then Amax, the largest cluster size
would be the largest amongst Nc i.i.d random variables, with Nc the number of
clusters in which the system is divided. Then, according to the Extreme Value
Theory [46], as Nc → ∞, the random variable Amax = maxi=1,...,Nc Ai, after proper
rescaling, would be distributed as a Gumbel, a Fre´chet or a Weibull random variable
depending on the shape of the tail of the parent distribution.
However, the clusters are correlated for any value of p ∈ (0, 1) and the argument
above is not fully correct. Nevertheless, assuming that the correlations are weak (and
this is the case when the system is sufficiently far away from the critical point) these
results can still be established [43, 45, 47]. Instead, when the system approaches the
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critical point, the largest cluster size (which in the context of percolation can also be
seen as an order parameter) experiences large non-Gaussian fluctuations and little is
known about its distribution, except for a remarkable exact result in the mean-field
case [48]. Numerical studies [49] suggest that there is a smooth crossover between
the subcritical and the supercritical phase, and that the probability distribution of
the order parameter can be approximated by a weighted sum of a Gumbel and a
Gaussian distribution.
We think that this might be exactly what happens in the case of subcritical
quench dynamics. During the time regime in which the system is approaching
the critical percolation situation but long before attaining it, the distribution of
the two largest cluster sizes (after proper rescaling) should be close to a Gumbel,
while long after having trespassed the critical percolation point it should approach
a Gaussian. However the system spends most of its time in the vicinity of the
critical percolation state (at least in the time window explored by our numerical
simulations), where large fluctuations are present and correlations between cluster
sizes cannot be considered weak. The probability distributions which are shown in
Fig. 26 clearly are not resembling neither a Gumbel nor a Gaussian distribution. A
possible way to characterize the shape of the so-called “bump” would be to consider
a mixture of Gumbel and Gaussian probability distributions. In particular, a linear
combination of the two with relative weights measuring the “distance” from the the
two extremal situations: long before the critical point and long after it. We checked
this possibility by fitting this trial distribution to the rescaled numerical data as
presented in Fig. 26, but we could not get any satisfactory result, so we decided not
to show it. Indeed, the fitting requires too many parameters (two parameters for
each individual distribution, the Gumbel and the Gaussian, a relative weight and a
global scaling factor) and thus it seems pretty unreliable.
5.8. Summary
In all plots shown the system is initially prepared at infinite temperature with
correlations of the order of the lattice spacing. The same results hold for initial states
in the high temperature phase, T > Tc, where correlations are short-ranged. After
a sudden quench to T < Tc the dynamics are characterised by an initial approach to
critical percolation lasting up to a time of the order Lzp , for a system of linear size
L, when a stable pattern of percolating domains establishes. After this time, the
percolating cluster(s) become fatter and fatter evolving in a second dynamic regime
characterised by the curvature driven growing length `d(t) ' t1/zd , where zd is the
usual asymptotic dynamical exponent of the non-conserved order parameter class.
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For certain lattice geometries, and depending on temperature being zero or different
from zero, the system can remain blocked and not reach equilibrium (T = 0) or it
can do (T 6= 0) on an even longer time-scale teq that diverges with the system size
faster than L2.
The results in this Section confirm that for the triangular and square lattices,
as well as for the bow-tie and Kagome lattices studied in [50], the growth of tp with
L is algebraic
tp ' Lzp (5.15)
while for the honeycomb lattice the system size dependent deviates from this form
and is instead
tp ' lnL . (5.16)
The values of the exponents zp depend on the lattice geometry. The more detailed
analysis of many observables developed in this Section suggests that the values of
zp are
zp =
{
2/5 square lattice
1/3 triangular lattice
(5.17)
The value 2/5 for the square lattice is slightly different from the one we measured
in [13] using the overlap function Q. The more extended analysis presented in
this paper, addressing the scaling properties of many other observables, allowed us
to measure this exponent with better precision and therefore obtain this slightly
modified value. As regards the triangular lattice, being the initial condition at
critical percolation, we did not need to rescale time in the analysis of all these other
observables. The regime taking from tp1 = 0 to tp is one in which the percolating
domains are present and, although they change shape by eating the small domains
within them, they do now change considerably their geometric properties. Therefore,
the best way to measure zp remains the one used in [13] and the value zp is unchanged
with respect to our previous claim.
6. Metastability
In general, because of the existence of diagonal percolating clusters, and competing
domains that wrap simultaneously around the system, equilibrium is not always
reached at the end of the usual dynamic scaling regime. This means that the
complete freezing or equilibration times can be notably longer than Lzd . Whether
these configurations remain stable or decay in an even longer time-scale depends on
the geometry of the lattice, the boundary conditions and temperature. Moreover,
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some lattices allow for finite-size clusters with infinite life time at zero temperature.
We discuss some of these cases here.
On most regular lattices, finite size clusters are unstable towards single spin
flip zero-temperature dynamics. The honeycomb lattice is special in this respect
as finite-size clusters with infinite life-time are possible with local dynamics that
do not conserve the order parameter. Only under temperature fluctuations, and
hence moves that increase the energy, these clusters acquire a finite but very long
life-times [17, 51].
The choice of boundary conditions can have some influence on the final state
reached after a quench to zero temperature. More precisely, for all the cases
considered, after critical percolation establishes, the dynamics at low temperatures
are dominated by the coarsening of domains. After the characteristic time scale Lzd ,
most of the finite domains with linear size much smaller than the lattice linear size L
disappeared. For instance, the arrival configuration is either completely magnetised
such that all the spins take the same value, or in a striped state with interfaces
crossing the lattice [11] (for zero-temperature dynamics on the honeycomb lattice,
one can also have more complex domain patterns). Next, and depending on the
lattice geometry and the boundary conditions, these stripe states can be stable or
not. In the latter case, there is some additional evolution on a much longer time
scale.
In short, the stability of the striped states with respect to the zero-temperature
dynamics, for the various lattices and boundary conditions used, can be classified
as follows.
• Square lattice, PBC: diagonal striped states are very long-lived but they
progressively convert into clusters percolating in both directions, see Fig. 12,
that in turn grow to cover the full system in a characteristic time scale
teq ' L3 [10, 12].
• Square lattice, FBC: the striped states are stable and there is no additional
time scale beyond Lzd .
• Triangular lattice, PBC: the striped states are stable with no additional time
scale.
• Triangular lattice, FBC: the horizontal (or vertical) striped states are not stable.
This is due to our choice of triangular lattice for which a straight interface is not
stable on the borders. This adds a second characteristic time scale teq ' L3.333.
• Honeycomb lattice: this is a particular case since the honeycomb lattice is
odd-coordinated: frozen states can have a very complex and varied structure
and thus they are very large in number (see Fig, 28 for an example of such a
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frozen state). In Fig. 29 we show some snapshots of the evolution of a spin
configuration under zero-temperature dynamics on a honeycomb lattice with
linear size L = 80. In each snapshot, the spins that can still be flipped are
represented by black cells. The overall domain structure (number of wrapping
domains and their topology) is decided very early in the dynamics and the later
evolution does not change significantly their shape.
Figure 28: Example of a frozen configuration for the zero-temperature dynamics on a
honeycomb lattice of size 20 × 20 with PBC. In this picture, each site on the lattice
is represented by a triangular cell, with the color (red or white) indicating the spin
orientation.
6.1. The honeycomb lattice.
We have already stated that the honeycomb lattice is special due to the existence
of finite size frozen configurations. The two panels in Fig. 19 demonstrate that
the growing length saturates at `G ' 4 independently of the system size while the
freezing time scales as tfreeze ' lnL. These results seem to be in contradiction. We
argue now that they are not.
A fit of the time-dependence of the approach to saturation of the growing length
yields `G(t) ' 3.98 (1− 0.8 e−0.4 t) (not shown).
On the other hand, the snapshots in Fig. 29 prove that at late times the spins
that are free to flip are not very numerous and are far apart in the sample. Let us
assume that at time t there are Nf (t) flippable spins the update of which will lead
to an actual decrease in energy, and that they disappear following a “radioactive”
law, Nf (t) ' Nf (t0) e−a(t−t0), with Nf (t0) = ρN , ρ their density at a reference time
t0, and N = L
2 the total number of spins in the sample.
The exponential energy decay, concomitant with the exponential approach of
`G(t) towards its asymptote, and the exponential decay of Nf (t) imply a ' 0.4.
CONTENTS 56
(a) t = 1 (b) t = 2 (c) t = 4
(d) t = 6 (e) t = 8 (f) t = 10
Figure 29: Some snapshots of the evolution of a spin configuration under zero-temperature
dynamics on a honeycomb lattice with linear size L = 80 and PBC. Each site of the lattice
is represented by a triangular cell, as in Fig. 28. The spins that are frozen at a given time,
that is the ones that cannot be flipped without an energy cost, are represented with light
colours, red for +1 spins and blue for −1 spins. The black cells represent spins belonging
to the two phases and that can still be flipped.
The freezing time can now be associated to the time at which Nf = 1
implying ln(ρN) = 0.4 (tfreeze − t0) that for tfreeze  t0 yields 2 lnL ' 0.4 tfreeze
and tfreeze ' 5 lnL as observed numerically in Fig. 19-right.
6.2. Finite temperature quenches
In this Section we show some measurements relative to finite temperature quenches.
Thermal fluctuations eventually destroy the configurations with stable crossing
interfaces and the system must asymptotically approach a magnetised state. The
magnetisation density and crossing correlations at zero and finite temperature
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demonstrate that a finite working temperature does not destroy the approach to
random critical percolation. Moreover, they allow us to investigate the very late
dynamics with the final approach to a fully blocked state at T = 0 or equilibrium
at T > 0.
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Figure 30: Square lattice Ising model with FBC evolved with kinetic MC dynamics with
non-conserved order parameter. Averaged magnetisation density, m, vs. t/L2 for various
system sizes given in the key of the first panel and various final temperatures T on the
different panels. The dotted horizontal line is the infinite time limit of the magnetisation
density after a T = 0 quench, m∞ ' 0.7332. We notice that at T = 0 and for t/L2 < 1,
the master curve can be roughly approximated by the power law x1/2, indicated with a
dotted line.
In Fig. 30 we show the average magnetisation density against t/L2 on the
square lattice with FBC and various system sizes L given in the key. The working
temperatures are T = 0, Tc/4, Tc/2, Tc on the different panels. In the infinite
time limit after a T = 0 quench, the magnetisation density converges to 0.7332
(dotted line). This value can be understood by the following simple argument. As
shown by Barros et al. [11], the probability of having a spin configuration with a
cluster crossing in both directions, that will evolve to a state with magnetisation
density 1, is given by the corresponding probability piFBChv ' 0.6442 from 2d critical
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percolation [27, 28]. The complementary probability piFBCh + pi
FBC
v = 1 − piFBChv
corresponds to the case with horizontal or vertical stripes that will evolve to states
with, on average, magnetisation density 1/4. These are the only possibilities
for the FBC case as stable diagonal stripes are not allowed in this case. Then
the magnetisation density in the final state is expected to be given by m∞ =
piFBChv + (1− piFBChv )/4 ' 0.7332.
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Figure 31: Square lattice Ising model with FBCs. The correlation between the number
of crossings at time t and at the final state, O(1)c , vs. t/L2 for different final temperatures
T on the various panels. The colour code for the different sizes L is the same as in Fig 30.
The dotted horizontal lines are at 0.64 and 0.81 the probabilities of having a cluster that
percolates on both horizontal and vertical directions at critical percolation, and at the
Ising critical temperature, respectively.
For 0 < T < Tc we see that the behaviour is similar up to t/L
2 ' 1. For
t/L2 > 1, the magnetisation density will eventually approach meq(T ), the average
magnetization density of the Ising model at equilibrium at the temperature T , but
after a time that increases with L and the distance of T from Tc. For example, for
T = Tc/2 the equilibrium magnetisation density is meq ' 0.9980 [52, 53]. Instead,
for a quench to the critical point we clearly see that the magnetisation reaches a
plateau in the characteristic time tL ∼ L2, but with a value that is decreasing with
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the system size: naturally, we expect meq to vanish as L→∞. We also notice that
at T = 0 and for t/L2 < 1, the master curve can be roughly approximated by the
power law x1/2, indicated with a dotted line in the upper left panel in Fig. 30.
In Fig. 31 we show O(1)c (t), the correlation function of the crossing number, for
the spin configuration at time t and a state with a unique cluster crossing the lattice
in both directions (see Sec. 3 for more details on its definition), as a function of the
rescaled time t/L2, for the same cases as in Fig. 30. There is a clear correspondence
with the evolution of the magnetisation density. The change of behaviour towards
a state with magnetisation density meq in Fig. 30 takes place at the same time
as the change towards O(1)c (t) = 1. Two horizontal dotted lines are also shown,
corresponding to piFBChv = 0.6442 and pi
FBC
hv |Tc = 0.8113 which is the probability of
having a cluster crossing in both directions at the critical Ising point [54] (this state
is reached asymptotically by the dynamics following a quench to Tc).
Finally, in Fig. 32 we show O(1)c against the rescaled time t/(L/`G(t))ζ to
highlight the region corresponding to the approach to critical percolation, as done
for other observables before. Here we take ζ = 0.5 in agreement with the results
obtained for the scaling of the largest cluster size and the wrapping probabilities
on the square lattice. We expect the exponent ζ to take the same value for any
sub-critical quench. The characteristic length `G(t) derived from the excess energy
is again taken as a measure of the usual dynamical characteristic length `d(t). We
observe that the scaling is good, at least for the largest sizes, up to the point
where O(1)c reaches the plateau corresponding to piFBChv , for the quenches to T =
0, Tc/4, Tc/2, while for the quench to Tc there is no collapse for t/(L/`G(t))
ζ ≤ 1,
which is the region where the scaling should hold.
It is now interesting to compare the behaviour on the square lattice with FBC
to the T = 0 dynamics on the triangular lattice also with FBC, a situation in which
the stripes (of all types) are not stable. In Fig. 33, we show the magnetisation
density m and correlation between the number of crossings at time t and at the final
state, O∞c , for the latter problem. The usual scaling against t/L2 describes the data
up to t/L2 ' 0.1 with approximate saturation at ' 0.7332, a value that coincides
with the asymptotic one for the square lattice with FBC (not shown). However, on
the triangular lattice, the evolution goes on and for t/L2 ≥ 0.1, the magnetisation
enters a new growing regime at the end of which it attains meq = 1. Indeed, the first
regime includes the usual coarsening one at T = 0 while the second one corresponds
to the disappearance of the vertical or horizontal crossing clusters. The mechanism
through which these clusters disappear is not the same as the one discussed for the
diagonal stripes in the case of the square lattice with PBC. Because of the particular
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Figure 32: Square lattice Ising model with FBC. The correlation between the number of
crossings at time t and at the final state, O(1)c (t), against the rescaled time t/ (L/`G(t))ζ ,
with ζ = 0.5, for different final temperatures T . The characteristic length scale `G(t)
is the numerical value obtained as the inverse of the excess energy, in all cases. The
colour code for the different sizes L is the same as in Fig. 31. As in Fig. 31, the dotted
horizontal lines are at 0.64 and 0.81, the probabilities of having a cluster that percolates
on both horizontal and vertical directions at critical percolation, and at the Ising critical
temperature, respectively.
way in which we constructed the triangular lattice, vertical (or horizontal) crossing
clusters first rotate until they get a diagonal crossing configuration, and then they
expand invading the non-crossing regions of opposite phase.
The typical time scale for this last process is teq ∼ L3.333, as shown in Fig. 33
where the rescaled time t/L3.333 gave us the best collapse for O∞c . O∞c is constant
up to t/L2 ' 0.1 with a value close to piFBChv = 0.6442 (not shown). This is due to
the fact that on the triangular lattice, the infinite temperature initial condition also
corresponds to the critical percolation point. Thus, soon after the quench to T = 0,
nc(t) has a probability pi
FBC
hv of being one and in the final state, nc(t) = 1 always.
Then O∞c (0) = piFBChv and the value starts to increase for t/L2 ≥ 0.1, indicating that
the vertical or horizontal crossing clusters are transformed into clusters crossing in
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Figure 33: Dynamics of the Ising model on a triangular lattice with FBC after a quench to
T = 0, for different values of the lattice linear size L. In the top row, we show the average
magnetisation density m (left panel) and the crossing correlation O∞c (right panel), both
plotted against the rescaled time t/L3.333, for different values of L. For comparison, in
the bottom row, we plot these two observables against t/L3 to prove that the curves fail
to fall on top of each other with this choice of scaling variable. The colour encoding each
L is the same in all plots and it is indicated in the key in the first panel.
both directions with the mechanism described above, until it reaches 1.
7. Conclusions
The aim of this paper was to quantify, with great precision, the approach to critical
percolation previously observed in sub-critical quenches of the clean 2d ferromagnetic
Ising model with non-conserved order parameter dynamics [5, 6, 13]. In the analysis
we treated zero and finite (though low) temperature dynamics. As a by-product we
also quantified the latter approach to equilibrium of finite size systems.
The numerical data show that at a time-scale tp1 soon after or right at the
quench (depending on the lattice geometry) the configurations have, typically,
two large clusters that almost always are percolating (or at least have linear size
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comparable with L), that are also the two largest in the system and have opposite
spin orientation. These two large structures are accompanied by smaller non-
percolating ones. At tp1 none of the two largest domains are stable against the
dynamics: they break, reconnect and grow by incorporating some smaller domains
of opposite orientation surrounded by them until a time tp at which at least one of
them percolates and remains percolating (and growing) at all subsequent times. We
call this a stable percolating structure.
Globally, we showed that after a subcritical instantaneous quench the systems
evolve in three time-scales that are well separated and can be identified numerically.
These are the following.
• A short though macroscopic time scale, t ≤ tp, satisfying dynamic scaling with
respect to the algebraically growing length
`p(t) ' t1/zp (7.1)
on the square and triangular lattices and an exponentially growing length on
the special honeycomb lattice. From `p(tp) ' L we identify the characteristic
time tp ' Lzp in the first two cases and a logarithmic dependence in the latter.
At t ' tp the morphology and the statistics of the geometric structures are those
of random critical percolation. The systems are very far away from equilibrium
at tp. The global pattern is no longer destroyed by the dynamics and the later
evolution continues following the rules of the next time regime.
• At times tp  t  tL the usual dynamic scaling regime characterised by the
growing correlation length
`d(t) ' t1/zd (7.2)
with zd the dynamic exponent dictated by the curvature driven dynamics [41,
5, 6], that is to say zd = 2, establishes. The systems remain very far away from
equilibrium with domain growth corresponding to the disappearance of small
bubbles in favour of their embeding larger neighbouring domains.
• At time-scales t ' tL = Lzd the systems either reach equilibrium or get blocked
in a metastable state with stripes. In the latter case, depending on the lattice
geometry, boundary conditions and working temperature, these stripes can
eventually disappear leading the system towards the equilibrium state on a
typical time teq(L) ∼ Lzeq , which defines a new dynamical exponent zeq, such
that zeq > zd. During this third regime (when it exists), the relevant lenght
scale is given by
`eq(t) ' t1/zeq . (7.3)
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In this paper we focused on the first of these regimes and we spent sometime
dealing with the last one. The intermediate regime is the one that has been mostly
addressed in the literature so far. We used three lattice geometries to test three
distinct cases: the square lattice in which 0 6= tp1 < tp, the triangular lattice in
which 0 = tp1 < tp and the honeycomb lattice in which 0 6= tp1 < tp and, moreover,
there are metastable states at zero temperature.
The main conceptual idea to understand the early approach to critical
percolation in lattices that are not the triangular one is the interpretation of the
dynamics in this regime as one of percolation with an effective growing lattice
spacing [14]
`p(t) ' `d(t) (t/t0)1/ζ (7.4)
that, for an algebraically growing coarsening length, `d(t) ' t1/zd , leads to
`p(t) ' t1/zp . (7.5)
With massive numerical simulations, and the evaluation of many observables that
include the percolating probabilities, the winding angles, the geometric properties
of the largest cluster and the number densities of domain areas, we studied the
dependence of `p on the coordination of the lattice. These studies point towards a
slight difference in the value of the exponent zp on the square lattice compared to
the one measured in [13], that we here find to be better characterised by zp = 2/5
instead of zp = 1/2. The blocked local configurations on the honeycomb lattice
make the scalings be peculiar and, in particular, the growing length `p(t) was found
to be exponentially growing with time, implying a logarithmic divergence of tp with
the system size. Finally, the triangular lattice is also special, due to the fact that the
initial configuration already has a critical percolating cluster in it (since pc = 1/2
on this lattice). The regime going from tp1 = 0 to tp > 0 is one in which the global
characteristics of the structure do not change much. The exponent zp becomes
apparent only in the analysis of the overlap between two replicas of the system
studied in [13]. Finally, as already stressed in [13], we confirm that the dynamic
scaling of the correlation functions and other observables at times t of the order of
tp needs the use of the two length scales `p and `d.
We also showed that non-zero sub-critical temperatures have no large effect on
this initial regime. More details on this issue, as well as on the effects of a slow
cooling across the critical point [55], will be given in [56].
In a recent paper the effects of weak disorder on the stochastic dynamics of the
2d Ising model were analysed [14]. The dependence of tp on L for conserved order-
parameter dynamics and the voter model were studied in [15] and [16], respectively.
These two last cases will be revisited in view of the detailed analysis performed in
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this paper. The scaling of tp with L on generic lattices needs to be rendered more
accurate in these cases and the analysis of the large variety of observables used in
this paper will allow us to do it.
Appendix A. Continuous time Monte Carlo and Glauber dynamics
The overall stochastic dynamics of the spin variables is fully described by a master
equation, that is a differential equation for the time-dependent probability density
function in the state space of the system, with the following form
d
dt
P (s, t) =
∑
s′
[W (s′ → s, t)P (s′, t)−W (s→ s′, t)P (s, t)] , (A.1)
where one sums over all possible states of the system and W (s → s′, t) represents
the rate of transition from state s to state s′ at time t. In the case of the Ising model,
s ∈ {−1,+1}N represents the spin configuration of the system. For non-conserved
order parameter dynamics, the transition rates are chosen such thatW (s→ s′, t) 6= 0
if and only if the configurations s and s′ differ in the value of a single spin. One
then speaks of single spin flip dynamics and the master equation takes the simplified
form
d
dt
P (s, t) =
∑
x
[Wx(s
x, t)P (sx, t)−Wx(s, t)P (s, t)] , (A.2)
where the sum now runs over all the sites x of the lattice, Wx(s, t) represents the
spin-flip rate for the site x, given that the system is in the configuration s at time
t, and sx is the configuration obtained from s by flipping the spin at site x.
By requiring that the transition rates satisfy the detailed balance condition, one
makes sure that the dynamics bring the system to a steady-state. In the particular
case of Glauber dynamics, the spin-flip rates are given by
Wx(s; β) =
1
2τ
1− sx tanh
βJ ∑
y∈N (x)
sy
 (A.3)
sx being the value of the spin at site x and N (x) the set of all its nearest-neighbour
sites. The parameter τ represents the microscopic time scale for the transition
processes. In this form, the spin flip rate describes the relaxational dynamics towards
the equilibrium distribution at inverse temperature β. At zero temperature,
Wx(s;T = 0) ∝
1− sign
sx ∑
y∈N (x)
sy
 , (A.4)
i.e. the β →∞ limit of Eq. (A.3).
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In the simulations we adopted a heat bath Monte Carlo algorithm (or Metropolis
Monte Carlo algorithm), which consists in a slightly different expression of the single
spin-flip rates, namely
Wx(s) =

exp [−2βJ e(s,x)] if e(s,x) > 0
1
2
if e(s,x) = 0
1 if e(s,x) < 0
(A.5)
where e(s,x) = sxhx = sx
(∑
y∈N (x) sy
)
, 2Je(s,x) being the energy change caused
by flipping the spin at the site x, and hx the local field.
The dynamics are particularly simple at zero temperature. After choosing a
lattice site at random, one computes the local field h produced by its nearest-
neighbours. The spin is flipped with probability 1 if e is negative, i.e. if the
majority of the nearest-neighbor sites have antiparallel spin with respect to the
chosen site. If e vanishes, the spin is flipped with probability 1
2
. In the remaining
case, e > 0, the spin is left unchanged. At exactly zero temperature there is thus no
bulk noise, which means that changes occur only at the interface between domains
of opposite phase. In the context of a continuum space approximation (i.e. when
the lattice spacing becomes infinitesimal) and for long time, the zero temperature
Glauber-Ising dynamics has a very nice description in terms of the motion of the
interfaces: all the interfaces tend to move with a local velocity that points in the
direction that makes the local curvature decrease (see [41, 5, 6]). At the end, the
interfaces can only annihilate or become straight and percolate through the system.
Given a 2d lattice with linear size L, for the usual Monte Carlo method L2
spin flip attempts correspond to a single unit of time, namely τ ∝ L−2, with τ
the microscopic time scale entering in Eq. (A.3). Quite naturally, the number of
spins that can be flipped under the rule described by Eq. (A.5) decreases in time.
Therefore, testing all the possible spins in the sample results in a waste of computer
time.
It is much faster to consider only the spins that can be actually flipped,
namely those that are characterised by a local field that is opposite to the spin.
In order to accelerate our numerical simulations, we used the Continuous Time
Monte Carlo (CTMC) method [57]. This algorithm works as follows. Since Wx(s)
depends on the spin configuration s and on the lattice site x only through the
quantity e(s,x) = sx
(∑
y∈N (x) sy
)
, we build a list Ae(t) of all the sites that at
time t have local field equal to e, for each value of e ∈ {−c,−c + 2, ..., c − 2, c},
with c the coordination number of the lattice. Before attempting to flip a spin,
we compute the associated time increment ∆t by drawing it randomly from an
exponential distribution of parameter λ(t) = Nflips(t), where Nflips(t) is the expected
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number of spins that can be flipped given the configuration at time t, so that
〈∆t〉 = 1/Nflips. Namely, if ne(t) = |Ae(t)| is the number of sites that have local
field e at time t, then Nflips(t) =
∑
We ne(t), where We are the spin-flip probabilities
described by Eq. (A.5) for each value of e. Then a value e∗ is chosen randomly in
{−c,−c + 2, ..., c− 2, c} and the site that undergoes a spin flip is chosen randomly
amongst the ones in Ae∗(t). After the spin has been flipped, one must update the
time and all the lists Ae. This do not represent a great deal, since the only sites
that have a different value of e at time t′ = t + ∆t are the ones which had their
spins flipped as well as their nearest-neighbours.
For zero-temperature dynamics, this procedure is further simplified: one only
needs to keep memory of the list of sites that have negative local field, A−, the ones
that have zero local field, A0, and their respective numbers n− and n0. We repeat
the operation described above until n− + n0 = 0 at which point we have a stable
configuration.
It was shown in [57] that this algorithm is equivalent to the ordinary heat bath
Monte Carlo algorithm with discrete time steps if the time increments ∆t are drawn
from an exponential distribution in the manner explained above.
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