The noisy matrix completion problem, which aims to recover a low-rank matrix X from a partial, noisy observation of its entries, arises in many statistical, machine learning, and engineering applications. In this paper, we present a new, information-theoretic approach for active sampling (or designing) of matrix entries for noisy matrix completion, based on the maximum entropy design principle. One novelty of our method is that it implicitly makes use of uncertainty quantification (UQ) -a measure of uncertainty for unobserved matrix entries -to guide the active sampling procedure. The proposed framework reveals several novel insights on the role of compressive sensing (e.g., coherence) and coding design (e.g., Latin squares) on the sampling performance and UQ for noisy matrix completion. Using such insights, we develop an efficient posterior sampler for UQ, which is then used to guide a closed-form sampling scheme for matrix entries. Finally, we illustrate the effectiveness of this integrated sampling / UQ methodology in simulation studies and two applications to collaborative filtering.
I. INTRODUCTION
Low-rank matrices play an important role in a variety of applications in statistics, machine learning and engineering. For many such applications, however, only a small portion of matrix entries can be observed as data. The reasons for this are two-fold: the underlying matrix X ∈ R m 1 ×m 2 can be high-dimensional, or the cost of observing each entry can be expensive. For example, in genetic studies, the expression levels of various genes across different diseases can be viewed as a low-rank matrix [1] . Here, not only is such a matrix high-dimensional (spanning millions of genes and thousands of diseases), but measuring the expression level at each gene-disease pair also requires expensive experiments. The problem of recovering the low-rank matrix X from noisy, incomplete observations is known as noisy matrix completion [2] . In this paper, we propose a novel, information-theoretic approach for active sampling (or designing) of matrix entries in X via uncertainty quantification (UQ), and demonstrate its effectiveness over random sampling for noisy matrix completion.
In recent years, there has been significant progress on the topic of matrix completion, particularly on theoretical properties of such a completion via convex optimization. This includes the pioneering work of [3] , [4] and [5] , who established bounds on error convergence under uniform random sampling and nuclear-norm minimization. The noisy matrix completion problem -where matrix entries are observed with noise -has also received considerable attention, with important theoretical results in [2] , [6] , [7] , among others. We consider the latter noisy setting in our work.
This paper presents a novel approach for designing the entries to observe in X for matrix completion, with the goal of maximizing information on X via such samples. While most of the matrix completion literature assumes that entries are sampled uniformly-at-random, there have been some recent work on adaptive sampling schemes. [8] employed several intuitive metrics for guiding sequential sampling. [9] used graph regularization methods with a query-by-committee framework for sequential sampling. [10] investigated the problem of active sequential sampling for completing positive semi-definite matrices.
[11] proposed a method for querying entries by evaluating the instability of an underlying system of linear equations. Our approach differs from these works in several ways. First, we offer an integrated approach to sampling and UQ, in that the uncertainties for unobserved entries are employed within an integrated framework to guide active sampling. Second, this framework yields new insights on the link between information-theoretic sampling, compressive sensing, and statistical experimental design. Using such insights and the so-called maximum entropy principle [12] , we derive an efficient algorithm for active sampling on X.
To learn this adaptive sampling scheme, the proposed method also makes use of a new uncertainty quantification approach for noisy matrix completion. Here, UQ measures how uncertain the completed matrix entries are from their true values, given a partial observation of X. UQ plays a central role in many areas in engineering and applied math [13] , and for the matrix completion problem, this UQ can be nearly as valuable as the completed matrix itself. In the earlier gene study example, the UQ of gene expression levels at unobserved gene-disease pairs allows a biologist to test which genes are most influential for a particular disease. One way to perform UQ is via a stochastic model on X; in this sense, Bayesian matrix completion methods [14] , [15] , [16] can be used to quantify uncertainty (even though this may not be their primary focus). Our UQ approach is novel in the following ways. First, using a new Bayesian modeling framework on X, our method allows for effective learning and UQ of the subspaces of X via an efficient Gibbs sampling algorithm. Second, our integrated framework incorporates this learned subspace information to guide active sampling on X.
Our work also makes novel contributions to the topic of information-theoretic design for matrix completion. In recent years, there has been a large body of literature on information-theoretic design (e.g., for compressive sensing), including the seminal paper [17] on the connection between mutual information and parameter estimation for linear vector Gaussian channels, and its important developments [18] , [19] , [20] for compressive sensing and phase retrieval. Our approach differs from these works in that, instead of maximizing the mutual information between signal (i.e., X) and observed entries (denoted as Y Ω ), we study a dual but equivalent problem of maximizing the entropy of observations Y Ω . Using the maximum entropy principle, this dual view yields new insights on the link between matrix completion sampling and code design, and provides a simple, closed-form criterion for sequential sampling.
This integrated sampling approach also has interesting connections to the idea of hyperparameter tuning in machine learning [21] . There, hyperparameters refer to parameters which control certain properties of a learning algorithm [22] . The tuning of hyperparameters from data plays an important role in ensuring the effectiveness of state-of-the-art machine learning algorithms (e.g., Google's Cloud Machine Learning system [23] ). In our framework, hyperparameters encode important subspace properties for the matrix X.
Given such hyperparameters, the proposed model yields a closed-form scheme for sequential sampling;
however, these parameters need to be adaptively learned via the UQ method. Our integrated sampling strategy can be viewed as a learning active learning approach [24] for noisy matrix completion, in that it adaptively learns key subspace hyperparameters on X, before using such parameters for active learning.
Contribution. We summarize three important contributions of our work. First, we present a novel integrated framework which tackles sampling and UQ for noisy matrix completion, via a new Bayesian model for X. Second, we reveal several insights on the role of compressive sensing (e.g., coherence) and coding design (e.g., Latin squares) on the sampling performance and UQ for noisy matrix completion, which then yields new results on error monotonicity and decay. Lastly, using such insights along with information-theoretic design principles, an efficient sampling scheme is developed, which can yield improved matrix completion performance over random sampling.
The paper is organized as follows. Section 2 introduces a new Bayesian model framework for matrix completion. Section 3 reveals some useful insights on the role of coherence on UQ and error convergence.
Section 4 outlines the maximum entropy design principle, then derives several novel sampling properties for initial and sequential learning on X. Section 5 incorporates these properties into a practical sampling and UQ algorithm. Sections 6 and 7 demonstrate the effectiveness of the proposed methodology in simulation studies and in two real-world collaborative filtering datasets. Finally, Section 8 concludes with directions for future work.
II. A BAYESIAN MODEL FOR MATRIX COMPLETION
We begin with a brief problem set-up, then introduce the singular matrix-variate Gaussian model for X. This serves as a versatile probabilistic model for the low-rank matrices of interest. We then show how a Bayesian implementation of this model plays an important role in sampling and UQ.
A. Problem set-up
Let X = (X i,j ) ∈ R m 1 ×m 2 be the low-rank matrix of interest. Suppose X is observed with noise at N indices
1 (this is sometimes denoted as Ω for brevity). Let Y i,j be the observation at index (i, j) ∈ Ω, and assume Y i,j follows the Gaussian noise model:
Further let X Ω ∈ R N and Y Ω ∈ R N denote the vectorized entries of X and Y at observed indices Ω,
The noisy matrix completion problem aims to recover the full matrix X from the noisy and partial observations Y Ω .
B. Model specification
1) The singular matrix-variate Gaussian distribution: The motivation for our model comes from the popular use of Gaussian processes for functional approximation [25] . There, the goal is to recover an unknown function f : R p → R by observing it at several sampled points
Assuming f follows a Gaussian process parametrized by some correlation function, the vector f then follows a multivariate Gaussian distribution. This can then be used to derive closed-form expressions for
(a) predicting the function f at unobserved points, and (b) quantifying the uncertainty of such predictions.
The ability to quantify uncertainty in closed-form is an important advantage of Gaussian process learning over other learning methods. With this in mind, our strategy is to employ the so-called singular matrixvariate Gaussian model (introduced below) -an extension of Gaussian process modeling for low-rank matrices -to derive similar closed-form expressions for noisy matrix completion. Such expressions will then play a central role for UQ and active matrix sampling.
Consider now the following model for the low-rank matrix X (assumed to be normalized with zero mean):
Definition 1 (Singular matrix-variate Gaussian (SMG); Definition 2.4.1, [26] ). Let Z ∈ R m 1 ×m 2 be a random matrix with entries Z i,j
The random matrix X has a singular matrix-variate Gaussian (SMG) distribution if X d = P U ZP V for some choice of projection matrices
We will denote this as X ∼ SMG(P U , P V , σ 2 , R).
In other words, a realization from the SMG distribution can be obtained by first (a) simulating a matrix Z from a Gaussian ensemble with variance σ 2 (i.e., a matrix with i.i.d. N (0, σ 2 ) entries), then (b) performing a left and right projection of Z using the projection matrices P U and P V . Recall that the projection operator P U = UU T ∈ R m 1 ×m 1 maps a vector in R m 1 to its orthogonal projection on the R-dimensional subspace U spanned by the columns of U. By performing this left-right projection, the resulting matrix X = P U ZP V can be shown to be of rank R < m 1 ∧ m 2 , with its row and column spaces U and V corresponding to the subspaces for P U and P V . With a small choice of R, this distribution provides a flexible model for the low-rank structure of X.
We will illustrate throughout the paper why projection matrices provide a useful parametrization for both sampling and UQ. The reasons are two-fold. First, it is known [27] that for each projection operator P ∈ R m×m of rank R, there exists a unique R-dim. hyperplane (or an R-plane) in R m containing the origin which corresponds to the image of such a projection. This connects the space of rank R projection matrices and the Grassmann manifold G R,m−R , the space of R-planes in R m . Viewed this way, the projection matrices parametrizing X ∼ SMG(P U , P V , σ 2 , R) encode valuable information on the row and column spaces of X. Second, since the projection of a Gaussian random vector is still Gaussian, the left-right projection of the Gaussian ensemble Z results in each entry of X being Gaussian-distributed as well. This is crucial for deriving closed-form expressions for sampling and UQ below.
The following lemma provides several important properties of this model for matrix completion:
Define the linear space
where U ∈ G R,m 1 −R and V ∈ G R,m 2 −R are the R-planes for P U and P V . Then:
(a) It follows that X ∈ T , with the density of X given by
where etr(·) := exp{tr(·)}. Equivalently, vec(X) ∈ R m 1 m 2 follows the degenerate Gaussian distribution N {0, σ 2 (P V ⊗ P U )} when restricted to vec(T ).
(b) Consider the block decomposition of P V ⊗ P U :
Conditional on the observed noisy entries Y Ω , the unobserved entries X Ω c follow the distribution
Here, γ 2 := η 2 /σ 2 , and
Remark: Lemma 1 reveals two key properties of the SMG model. First, prior to observing data, part (a) shows that the low-rank matrix X lies on the linear space T , and follows a degenerate multivariate
Gaussian distribution with mean zero and covariance matrix σ 2 (P V ⊗ P U ) (the Kronecker product of projection matrices for X). Second, after observing the noisy entries Y Ω , part (b) shows that the conditional distribution of X Ω c (the unobserved entries in X) given Y Ω is still multivariate Gaussian, with closed-form expressions for its mean vector X P Ω c and covariance matrix Σ P Ω c in (7). 2) Prior specification: In most practical settings, there is little-to-no prior knowledge on either the rank of X or its subspaces. In such cases, a Bayesian approach [28] assigns non-informative prior distributions to model parameters, which here are the projection matrices P U , P V , the variance parameters η 2 , σ 2 and the matrix rank R. To this end, we assume that P U and P V are uniformly and independently distributed over their corresponding Grassmann manifolds, i.e.:
For the remaining model parameters, we assign the non-informative priors:
where
π r = 1, and IG(α, β) is the Inverse-Gamma distribution with shape and rate parameters α and β. These Inverse-Gamma priors provide so-called conjugate priors [28] for the proposed model, which allow for an efficient, closed-form sampling scheme for UQ (see Section V-A). The full model is summarized in Table I and visualized in Figure 1 .
C. Connection to existing estimators
The following lemma reveals an inherent connection between the SMG model and existing completion methods: Lemma 2 (MAP estimator). Assume the model in Table I , with π r ∝ 1, and η 2 and σ 2 fixed. Conditional on Y Ω , the maximum-a-posteriori (MAP) estimatorX for X becomes
The MAP estimatorX in (10) reveals an illuminating connection between our model and existing (deterministic) matrix completion methods (see [29] and references therein). Consider the following approximation to the MAP formulation (10) . Treating log(2πσ 2 )rank 2 (X) as a Lagrange multiplier, we can replace this by the constraint rank(X) ≤ √ ξ. Changing this constraint back to its Lagrangian form, and replacing the rank function rank(X) by its nuclear norm X * (its tightest convex relaxation [6] ), the optimization in (10) becomes:
for some choice of λ > 0 and α ∈ (0, 1). Using (11) to approximate (10), the MAP estimator can then be viewed as an analogue of the elastic net estimator [30] from linear regression for noisy matrix completion.
To see the connection between the MAP estimatorX and existing matrix completion methods, set α = 1 in (11). The problem then reduces to:
which is precisely the nuclear-norm formulation widely used for matrix completion [3] , [4] , [5] . This link will be used later to develop an efficient subspace learning algorithm for active matrix sampling.
III. COHERENCE AND UNCERTAINTY QUANTIFICATION
Next, we review the notion of (subspace) coherence, then discuss its connection to UQ and error convergence.
A. The role of coherence in matrix completion
Consider the following definition of subspace coherence from [3] (ignoring scaling factors):
Definition 2 (Coherence; Definition 1.2, [3] ). Let U ∈ G R,m−R be an R-plane in R m , and let P U be the orthogonal projection onto U. The coherence of subspace U with respect to the i-th basis vector, e i , is defined as
and the coherence of U is defined as
In words, coherence measures how correlated a subspace U is with the basis vectors
. A large µ i (U) suggests that U is highly correlated with the i-th basis vector e i , in that the projection of e i onto U preserves much of its original length; a small value of µ i (U) suggests that U is nearly orthogonal with e i , so a projection of e i onto U loses most of its length. Figure 2 visualizes these two cases using the projection of three basis vectors on a two-dim. subspace U. Note that the projection of the red vector onto U retains nearly unit length, so U has near-maximal coherence for this basis. On the other hand, the projection of the black vector onto U results in a sizable length reduction, so U has near-minimal coherence for this basis. Here, the overall coherence of U, µ(U), is large due to the high coherence of the red basis vector.
In matrix completion literature, coherence is widely used to quantify the recoverability of a low-rank matrix X. To see why, let X = UDV T be the singular value decomposition (SVD) of X. Consider two simple examples for X. For the first example, set U = V = e 1 and D = 1, which results in maximal coherences for both the row and column spaces U and V. The matrix X then consists of all zeroes, except for an entry of 1 in the first row and column. Clearly, there is no hope of recovering X from incomplete entries here, because one would need to observe nearly all entries to detect the lone non-zero entry. This shows that higher coherence for U or V leads to greater matrix "spikiness", so X is more difficult to complete when its row or column space has high coherence. For the second example, set U = (1/ √ m 1 )1
, which results in minimal coherences for U and V. X then becomes a constant matrix with entries 1/ √ m 1 m 2 , which can be completed from observing a single entry. In other words, X is easier to complete when its row and column spaces have low coherence. A more rigorous argument of this is found in [4] , [2] , [3] , where it is shown that the matrix completion error bound via nuclear-norm minimization depends explicitly on the coherence term max{µ(U), µ(V)}.
B. The role of coherence in uncertainty quantification (UQ)
Here, the same notion of coherence arises in a different context -within the uncertainty quantification for the proposed model. We show this first for the unconditional model uncertainty (i.e., prior to observing any entries), then for the conditional uncertainty after observing noisy entries Y Ω .
Consider first the case where no matrix entries have been observed. From Lemma 1 (a), vec(X) follows the degenerate Gaussian distribution N {0, σ 2 (P V ⊗ P U )}. The variance of the (i, j)-th entry in X can then be shown to be:
Hence, prior to observing data, the model uncertainty for entry X i,j is proportional to the product of coherences for the row and column spaces U and V, with respect to the i-th and j-th basis vectors. Put another way, the proposed model assigns greater variation to matrix entries with high subspace coherence in either its row or column index. This is quite appealing in view of the original role of coherence in matrix completion, where larger row (or column) coherences imply greater "spikiness" for entries; our framework accounts for this by assigning greater model uncertainty to such entries.
Consider next the case where noisy entries Y Ω have been observed. A more general notion of coherence is then required:
Definition 3 (Cross-coherence). Adopt the notation in Definition 2. The cross-coherence of subspace U with respect to the basis vectors e i and e i is defined as ν i,i (U) = e
In words, the cross-coherence ν i,i (U) quantifies how correlated the basis vectors e i and e i are, after a projection onto U. For example, in Figure 2 , the pair of red / blue projected basis vectors have negative cross-coherence for U, whereas the pair of blue / black projected vectors have positive cross-coherence.
When i = i , this cross-coherence reduces to the original coherence in Definition 2.
Define now the cross-coherence vector
. From equation (7) in Lemma 1, the conditional variance of entry X i,j for an unobserved index (i, j) ∈ Ω c becomes:
, and • denotes the entry-wise (Hadamard) product. The expression in (15) also enjoys a nice interpretation. From a UQ perspective, the first term in (15), µ i (U)µ j (V), is simply the unconditional uncertainty for entry X i,j , prior to observing data. The second term, ν
can be viewed as the reduction in uncertainty, after observing the noisy entries Y Ω . This uncertainty reduction is made possible by the correlation structure imposed on X, via the SMG model. (15) also yields valuable insight in terms of subspace correlation. The first term µ i (U)µ j (V) can be seen as the joint correlation between (a) row space U to row index i, and (b) column space V to column index j, prior to any observations. The second term can be viewed as the portion of this correlation explained by observed indices Ω.
C. UQ, error monotonicity and error convergence
Using this link between coherence and uncertainty, we present two novel insights on expected error decay. The following theorem forms the basis for these insights:
the conditional variance of X k,l can be decomposed as
Remark: This theorem shows, given observed indices Ω, the reduction in uncertainty (as measured by variance) for an unobserved entry X k,l , after observing an additional entry at index (i, j). The last term in (16) quantifies this reduction, and can be interpreted as follows. For an unobserved index
this uncertainty reduction can be seen as a signal-to-noise ratio, the signal being the conditional squaredcovariance between the "unobserved" entry X k,l and the "to-be-observed" entry X i,j , and the noise being the conditional variance of the "to-be-observed" entry.
The first insight of error monotonicity follows immediately:
Corollary 1 (Error monotonicity; arbitrary sequential sampling). Suppose U and V are fixed. Let
be an arbitrary sampling scheme, where (i n , j n ) = (i n , j n ) for n = n . Let X P k,l be the (k, l)-th entry of the conditional mean in (7). Define
as the expected squared-error for X k,l after observing
Remark: This corollary shows that, for any sequential sampling scheme and any index (k, l), the expected squared-error in estimating X k,l with the conditional mean X P k,l is always monotonically decreasing as more samples are collected. This is intuitive, since one expects to gain more information on the unknown matrix X as more entries are observed. The fact that the proposed model quantifies this monotonicity property provides a reassuring check on our UQ approach.
The second insight connects expected error decay with the entry-wise correlations from the model:
Corollary 2 (Lower bound for error decay; arbitrary sequential sampling). Adopt the same notation in
where Corr(X i,j , X k,l |Y Ω ) is the correlation between entries X i,j and X k,l given observations Y Ω .
Remark: Corollary 2 shows the expected squared-error
, times a product of terms quantifying the correlation between the unobserved entry X k,l and the observed entries {X in,jn } N n=1 . Note that a larger conditional correlation for Corr
, which in turn yields a quicker error decay from (18) . This makes sense intuitively, because one expects an improved recovery of the unobserved entry X k,l when previously observed samples {X in,jn } N n=1 are highly correlated with X k,l . While such insights are valuable, it is difficult to use (16) or (18) as a optimization criterion for sampling. This is because, for each potential index (i, j) to sample, one would need to evaluate the error reduction term in (16) over all unobserved entries (k, l), which quickly becomes computationally infeasible. We introduce next an efficient information-theoretic sampling scheme which, using the so-called maximum entropy principle, achieves the desired properties from Corollary 2.
IV. MAXIMUM ENTROPY SAMPLING FOR MATRIX COMPLETION
With this model in hand, we now present a information-theoretic approach based on entropy for sampling (or designing) matrix entries for matrix completion. This sampling method consists of two stages: (a) an initial design strategy for preliminary learning on X, and (b) a sequential design strategy to greedily maximize information gain. We first review the maximum entropy principle for noisy matrix completion, then present several novel insights on information-theoretic design for both initial and sequential sampling.
A. The maximum entropy sampling principle
The principle of maximum entropy sampling was first introduced in [12] and further developed in [31] for (statistical) experimental design of spatio-temporal models. In words, this principle states that, under regularity assumptions on an observation model with unknown parameters, a sampling scheme which maximizes the entropy of observations also maximizes information gain on model parameters. Here, this means the sampling scheme which maximizes information on the unknown matrix X is the same sampling scheme which maximizes the entropy of the observed entries Y Ω . As we show below, the maximum entropy principle yields two advantages: (a) it reveals several novel insights on information-theoretic design for matrix completion, and (b) it allows for an efficient sampling algorithm.
To present this formally, we first define some notation. Let 
We will use this identity below to derive the maximum entropy principle for matrix completion.
Consider now the noisy matrix completion problem. Here, the parameter-of-interest is the unknown low-rank matrix X, the design scheme is the choice of sampled indices Ω, and the collected data are the observed entries Y Ω . Applying the chain rule (19), we get the following decomposition:
The first term H(Y Ω , X) is the joint entropy of observations Y Ω and matrix X, the middle term
is the entropy of observations Y Ω at entries Ω, and the last term H(X|Y Ω ) is the conditional entropy of matrix X after observing Y Ω . To maximize the information gained on the unknown matrix X from observing Y Ω , we want to sample indices Ω which minimize the conditional entropy H(X|Y Ω ).
We can now derive the maximum entropy principle for matrix completion. Let Ω := ( i,j ) (i,j)∈Ω be the vector of measurement errors. Applying the chain rule to the joint entropy H(Y Ω , X) in (20), we get:
Since the measurement noise in Ω are i.i.d. Gaussian, its entropy H( Ω ) does not depend on the choice of sampled indices Ω. Hence, the final quantity H(X)+H( Ω ) above does not depend on Ω. It follows that the joint entropy H(Y Ω , X) also does not depend on Ω, and by (20) , the indices Ω which minimize H(X|Y Ω )
also maximize H(Y Ω ). This yields the maximum entropy sampling principle for matrix completiona sampling scheme which maximizes the entropy of observations Y Ω also yields maximum information gain on X. This principle allows us to manipulate the simpler entropy term H(Y Ω ) as an efficient proxy for the desired entropy term H(X|Y Ω ), the latter being more complicated and difficult to optimize in high-dimensions.
Consider now the observational entropy H(Y Ω ), which we abbreviate as H (Ω 1:N ) . For the proposed model on X, the following lemma gives a closed-form expression for H(Y Ω ):
Lemma 4 (Observational entropy). For fixed P U and P V ,
where R N (Ω) is the covariance matrix defined in (6).
The index set maximizing this entropy is then defined as:
Definition 4 (Maximum entropy index set). For fixed P U and P V , the maximum entropy index set Ω * 1:N is defined as
Remark: By maximizing H(Ω 1:N ), the maximum entropy index set minimizes the conditional entropy term H(X|Y Ω 1:N ) via the maximum entropy principle. Sampling at these indices should then maximize information on X, and yield improved completion performance to uniform sampling. One way to quantify the connection between H(X|Y Ω 1:N ) and completion error is via the lower bound (Eq. 27 in [33] ):
This bound shows that by maximizing information gain on X (i.e., minimizing H(X|Y Ω 1:N )), one can minimize the expected completion error E[ X −X 2 F |Y Ω 1:N ] under the proposed model on X. The advantage in using an entropy-based sampling criterion is that it allows us to work with the simpler observation entropy H(Ω 1:N ), whereas minimizing the error term E[ X −X 2 F |Y Ω 1:N ] directly is more cumbersome. We show below several novel properties of maximum entropy sampling for initial and sequential learning on X.
B. Initial sampling: Latin square design
Consider first the initial sampling problem. For simplicity, assume m 1 = m 2 = m (this will be generalized later), with total initial samples N = m. The following lemma shows that a certain balance property is desirable for initial sampling:
Proposition 1 (Lower bound on observation entropy). For fixed P U and P V , we have
Remark: Proposition 1 can be interpreted as follows. Take first the right-hand side of (24), which provides a lower bound for the entropy term H 1/N (Ω 1:N ) for fixed P U and P V . Given no prior knowledge on subspaces U and V, it makes sense to assume P U and P V are uniformly distributed on the Grassmann manifolds G R,m 1 −R and G R,m 2 −R , i.e.:
Under (25), the expected left-hand term in (24), E P U ,P V {σ 2 µ in (U)µ jn (V)}, is constant for any index (i n , j n ), since the uniform distributions on G R,m 1 −R and G R,m 2 −R are rotation invariant. Moreover, under (25) , the right-hand term in (24) becomes:
Next, consider the minimization of (26) over all possible index sets
, which serves as a proxy for the maximization of H(Ω 1:N ) via the lower bound in (24) . This amounts to jointly minimizing the two terms in (26), i.e.:
Clearly, if i n = i n for some n = n (i.e., the same row is sampled twice), then the first term in (27) attains the maximum possible value of 1. Likewise, if j n = j n for some n = n (i.e., the same column is sampled twice), then the second term in (27) attains the maximum possible value of 1 as well. Both scenarios are undesirable, because the goal is to jointly minimize the two objectives in (27) . Hence, with no prior knowledge on the subspaces of X, an initial sampling scheme satisfying maximum entropy should be balanced, in that no row or column is sampled more than once in X.
This desired balance of Ω * 1:N has an illuminating connection to existing work in matrix completion, specifically the injectivity property introduced in [3] . This property arises when the sampling operator R Ω (which maps X to X Ω ) is injective over a large class of low-rank matrices. In [3] , the authors showed that this property is necessary to ensure a unique solution for the nuclear-norm formulation in (12) . One consequence of this injectivity property is that the sampling operator must observe (at least) one entry from every row and column, which is precisely the balance property of Ω * 1:N derived earlier. In this sense, sampling an entry in every row and column not only improves theoretical guarantees for completion, but also yields greater information gain on X. More importantly, instead of achieving such a property via uniform random sampling (which is the typical approach in the literature, and requires N = O(m log m) samples), we instead impose this balance directly within the initial sampling scheme (reducing the required samples to N = O(m)).
This balance property of Ω * 1:N can be nicely represented as a Latin square, which has been used extensively for designing error-correcting codes [34] , [35] and in experimental design [36] . An m × m Figure 3 shows an example of a 3 × 3 and a 4 × 4 Latin square. Consider now an initial sampling scheme obtained by sampling the entries of a Latin square at a given value (say, '1'). From Figure 3 , the resulting design has exactly one sample in every row and column, which is as desired. This can easily extended for generating initial designs for non-square X (see Section V-B).
Of course, there are multiple ways to select a balanced initial sampling scheme. For example, one can sample the entries labeled '2' in the Latin squares in Figure 3 , and end up with a different balanced design. A natural question to ask is whether all balanced designs yield the same performance on average.
From an information-theoretic perspective, the following theorem answers this in the affirmative:
Proposition 2 (Equivalence of balanced designs). Suppose P U , P V i.i.d.
∼ U (G R,m−R ). For any two balanced
designs Ω 1 and Ω 2 , with |Ω 1 | = |Ω 2 | = m, we have E P U ,P V {H(Ω 1 )} = E P U ,P V {H(Ω 2 )}.
In other words, under the belief that all row and column spaces are equally likely, all balanced sampling schemes yield the same expected information gain on X. To take advantage of this, we will employ an initial sampling algorithm using random Latin squares; more on this in Section V-B.
C. Sequential design: Insights from coherence
Consider now the setting where the noisy entries Y Ω have been observed at indices Ω 1:N , and suppose informed estimates can be obtained on the subspaces U and V from such observations (more on this in Section V-B). Fixing the observed indices Ω 1:N , the sequential problem of sampling the next index
∈ Ω 1:N maximizing observational entropy H(Ω 1:N ∪ (i, j)) can be formulated as follows:
Lemma 5. For fixed P U , P V and observed indices Ω 1:N ,
In other words, given observations at Ω 1:N , the next index (i, j) ∈ Ω c 1:N maximizing information gain on X can be obtained via the maximization problem on the right side of (28) . This information-greedy sampling approach has been employed in a variety of fields, e.g., compressive sensing [37] .
Lemma 5 is appealing from a computational perspective, because it provides an easy-to-evaluate criterion for greedily maximizing information gain on X. Note that, for each unobserved index when m 1 and m 2 grow large (i.e., in high-dimensions). We will provide an efficient implementation of this sequential optimization in Section V-B.
Lemma 5 also reveals a curious link between this information-greedy sequential sampling and the earlier discussion on UQ, coherence, and error convergence in Section III. The clue lies in the reformulated righthand criterion in (28) and the conditional variance in (15) , which are identical up to constants. This reveals three insights. First, the sequential criterion in (28) can be seen as the information gained from entry X i,j prior to any observations (first term), minus the information gained on X i,j after observing the indices in Ω (second term). The optimization in (28) then samples the entry with the largest residual information unexplained by Ω. Second, sampling the entry with maximum information gain is equivalent to sampling the entry with maximum uncertainty (conditional on observations in Ω), or sampling the entry with the greatest unexplained "spikiness" (as measured by coherence). Third, by sampling the row and column with greatest unexplained coherence, we jointly maximize the signal-to-noise ratios in (16) for unobserved entries with large variances, which then improves error convergence by Corollary 2.
D. Coherence and sampling: A geometric view
This maximum entropy sampling approach also yields a nice geometric interpretation. To see this, recall the form of the observational entropy H(Ω 1:N ):
which we wish to maximize. Rewrite R N (Ω 1:N ) as:
where M n := e in e T jn and ·, · F is the Frobenius inner product. Here, M n can be seen as a rank-1 binary measurement mask [38] which returns the entrywise measurement X in,jn = M n , X F . From (30) , the (n, n )-th entry in R N (Ω 1:N ) can be viewed as the inner product between the binary masks M n and M n , after projection onto the subspaces of X. Finally, ignoring the noise term η 2 I in (29), the entropy H(Ω 1:N )
can then be interpreted as the ellipsoid volume of the covariance matrix for the N masks (for observed entries), after a projection onto the subspaces of X. Figure 4 visualizes two examples of H(Ω 1:N ) for three entries to sample in X. Here, the solid vectors (black, blue and red) represent the binary masks M n for these sampled entries, projected onto T (see (2)). The red ellipse is the covariance matrix for the red and blue sampled entries, and the black ellipse the covariance matrix for the black and blue sampled entries. Consider first the right-hand plot. Here, the red and black ellipses have the same volume, which suggests that (a) sampling the red and blue entries, and (b) sampling the black and blue entries yield the same information gain on X. Consider next the left-hand plot. Here, the red ellipse has much larger volume than the black ellipse, which suggests that sampling scheme (a) yields greater information gain on X.
This interpretation nicely visualizes two desired sampling properties derived earlier. First, rows and
columns with high coherences should be prioritized in sampling. In Figure 4 , this means choosing vectors with the greatest lengths after projection onto T , which increases ellipsoid volume and thereby information gain on X. Second, a new sample should maximize the information left unexplained by observed entries in Ω. This is akin to choosing vectors as orthogonal as possible in Figure 4 , which again increases ellipsoid volume and maximizes information gain.
V. UQ AND SAMPLING ALGORITHMS FOR MATRIX COMPLETION
We now combine the insights from previous sections into a practical, information-theoretic matrix sampling algorithm using UQ. We first outline a posterior sampling algorithm, gibbs.mc, which makes use of manifold sampling methods to quantify uncertainty on X via its subspaces, then present an information-theoretic design scheme, MaxEnt, which employs this UQ to guide the active sampling algorithm.
A. gibbs.mc: A posterior sampling algorithm for UQ
We first present a posterior sampling algorithm for quantifying uncertainty on X. For noisy matrix completion, posterior sampling refers to sampling from the so-called posterior distribution [X|Y Ω ], which encodes information learned on the unknown matrix X given observed noisy entries Y Ω . Sampling from this distribution provides insight on not only likely values for unobserved entries, but a measure of uncertainty (UQ) for such entries as well. Note that this posterior sampling algorithm is different from the matrix sampling algorithm introduced later: the former provides uncertainty on X given observed entries
Y Ω , while the latter is used to guide the data collection procedure at unobserved entries.
For efficient posterior sampling, we require a slight parametrization of X via its SVD X = UDV T .
Define first the Stiefel manifold V R,m , the space of m × R matrices with orthonormal columns (an Rframe in R m ). By the SVD, the matrix of left and right singular vectors, U and V, must lie on the Stiefel manifolds V R,m 1 and V R,m 2 , respectively. Note that the span of an R-frame from the Stiefel manifold V R,m corresponds to a unique R-plane from the Grassmann manifold G R,m−R , but an R-plane from G R,m−R corresponds to infinitely many R-frames from V R,m .
For the proposed model in Table I , we can then apply random matrix theory [39] to show that: (a) U and V are independently and uniformly distributed on the Stiefel manifolds V R,m 1 and V R,m 2 , and (b)
) follows the so-called Quadrant Law (QL; [39] ), which has connections to the limiting spectral distribution of random matrices [40] . The uniform distributions on V R,m 1 and V R,m 2 can be seen more generally as the von Mises-Fisher (MF) distributions [27] M F (m 1 , R, 0) and M F (m 2 , R, 0), where a random matrix W ∼ M F (m, R, F) has density [41] :
and 0 F 1 (; ·; ·) is the hypergeometric function. The singular values D follow QL(0, σ 2 ), where
is the quadrant law with density:
and Z R is a normalization constant depending on R. Both QL and M F can be efficiently sampled via the Metropolis-Hastings algorithm [42] , [43] and state-of-the-art manifold sampling methods [41] , respectively.
With this in hand, we present an efficient UQ algorithm gibbs.mc for sampling the posterior distribution [X|Y Ω ] for fixed rank R, which makes use of an iterative, closed-form sampling method called
Gibbs sampling [44] . We describe this sampler in several steps. First, conditional on U, V and D, one can view the unobserved entries Y Ω c as a missing data problem [45] , and impute these missing entries
T -total samples
2 ) using Metropolis-Hastings, where µ = [σ
.
using the distribution in Lemma 1 (b). Next, conditional on the imputed matrix Y, the full conditional This framework can be extended to quantify the uncertainty of matrix rank R, which is typically unknown in practice. Let Θ (r) denote the model parameters for fixed rank r, and suppose the posterior samples {Θ
have been generated from gibbs.mc for r = 1, · · · , m 1 ∧m 2 . The posterior distribution of R given Y Ω can be written as:
The posterior probabilities on R can be approximated via:
the unobserved matrix entry yielding the greatest expected posterior information gain on X:
where H (r)
t ((i, j)|Ω 1:N ) is the sequential entropy criterion in (28) with fixed rank r and subspace sample (U (r) t , V (r) t ). These two steps are then repeated until a desired error is achieved on X. From a machine learning perspective, this procedure can be viewed as an learning active learning method for matrix completion -we first learn key hyperparameters on the subspaces of X via the UQ algorithm gibbs.mc, then employ this learning to guide active learning on X.
While the above approach offers closed-form updates for both UQ and sampling, it can be computationally intensive when the dimensions of X grow large. To this end, we found several computational speed-ups to be effective in high-dimensions. First, given the inherent connection between the MAP estimatorX and the nuclear-norm estimatorX (Lemma 2), state-of-the-art algorithms for the latter (e.g., [3] , [4] ) can be used to efficiently obtain a point estimate of X for our model. An SVD of this point estimate yields estimates for subspaces U and V, which can then be incorporated for sequential sampling.
From a Bayesian perspective, one can view this as an empirical Bayes approach [47] for learning the active sampling procedure. This shortcut is bracketed in Algorithm 2. Second, for m 1 and m 2 large, the exhaustive search for the next index (either (28) or (36)) can be time-consuming. One way to reduce computation is to screen out indices which are likely poor entries to sample, then perform the search over a much smaller index set. In our implementation, we screened out unobserved indices (i, j) from rows and columns with small coherences µ i (U) and µ j (V), which ensures indices with small values of H((i, j)|Ω) in (28) are screened out from optimization. Lastly, performing this sequential sampling pointby-point may also be computationally expensive in high-dimensions. In this case, one can simply extend the sequential optimization in (36) to select a batch of indices with greatest information gain (rather than just one index). Combined together, these speed-ups allow for an efficient and effective information-greedy sampling scheme which improves upon random sampling.
VI. NUMERICAL EXAMPLES

A. Simulations
We now investigate the numerical performance of this integrated UQ and sampling method. For illustration, consider first a small 7 × 7 example, with X ∈ R 7×7 simulated from the model in Table I . Here, the true matrix rank is R = 2, the variance parameters set at σ 2 = 1 and η 2 = 10 −4 , with prior parameters α η 2 = α σ 2 = 9, β η 2 = 10 −3 , β σ 2 = 10, and π r = 1/5, r = 1, · · · , 5. Posterior sampling is performed using gibbs.mc, with T = 10, 000 posterior samples for each rank choice. Figure 5 shows the resulting posterior mean of X (see (35) ), and the nuclear-norm estimator (12) optimized via the CVX solver [48] . Both methods employ the same N ini = 25 observations (marked with 'x'), which are uniformly sampled. Visually, both estimates provide a close approximation of the true matrix X, with our posterior mean estimate yielding slightly lower error. This shows the proposed model offers comparable completion performance to existing methods, and supports the connection in Lemma 2.
Using the same toy example, we show how the proposed UQ method gibbs.mc provides uncertainty for (a) unobserved entries in X, (b) matrix rank, and (c) subspace properties. This is visualized in Figure 6 .
The left plot shows, for each unobserved matrix entry (not marked 'x'), the widths for the mean-symmetric entrywise 95% confidence intervals from posterior samples. Larger widths indicate greater uncertainty for an unobserved entry, and vice versa. We see that entries with greater uncertainty from our method ( Figure   6 , left) tend to have higher incurred errors as well ( Figure 5 , right), with the entrywise 95% posterior intervals covering the actual incurred errors for all unobserved entries. This shows our method not only identifies which entries are most uncertain in the completed matrix, but also yields reliable error bounds for such entries. The middle plot in Figure 6 shows the prior and posterior rank probabilities π r and π P r ; the former reflects prior belief on matrix rank, and the latter is the resulting rank uncertainty from our method after observing data. After observing N ini = 25 entries, our UQ approach identifies with near certainty the true rank of R = 2, which is as desired. The right plot shows the posterior samples for two row coherences µ 3 (U) and µ 6 (U), with true coherence values marked in red. This posterior sample can be seen to be highly concentrated around the true coherence values, which shows our method provides effective subspace learning from partial observations. Next, we compare the initial completion performance of a balanced sampling scheme compared to uniformly sampled entries. The left and middle plots in Figure 7 show, for two realizations of these sampling schemes with N ini = 7, the absolute errors between X and its posterior mean estimate (35) .
We see that the balanced design, by ensuring at least one sample from every row and column, indeed provides lower errors than uniform sampling; the latter also yields much higher errors in unsampled rows or columns. The right plot in Figure 7 shows the error boxplots for 25 random designs with N ini = 7.
Again, balanced sampling yields lower errors to uniform sampling at all quantiles, which supports the insight from Section IV-B on initial design.
Finally, we explore the sequential sampling performance of MaxEnt for this small 7 × 7 case, as well as for two larger matrices of sizes 30 × 30 and 60 × 60. Simulation settings are the same as before, except with the true rank set as R = 3 and R = 4 for the two larger matrices, respectively. In all three cases, we begin with an initial sample of N ini = m 1 = m 2 entries. For the 7 × 7 case, N seq = 28 entries are then observed sequentially; for the 30 × 30 case, N seq = 50 entries; for the 60 × 60 case, N seq = 100 entries.
This procedure is then replicated 10 times to measure error variability. Figure 8 shows the averaged errors and the 25-th/75-th error quantiles for MaxEnt and uniform sampling. Again, the initial sampling for MaxEnt yields noticeably reduced errors to uniform sampling. Moreover, this improvement gap appears to grow larger as more sequential entries are observed; near the end of the sampling procedure, the averaged errors from uniform sampling are noticeably higher than the 75% error quantiles from MaxEnt. This shows the effectiveness of our integrated UQ / sampling framework in first (a) learning the underlying subspaces via the UQ model, then (b) incorporating this subspace learning to guide the active learning procedure. The error decay in Figure 8 also reveals two insights. First, despite not knowing the subspaces U and V beforehand, the error decays for both sampling schemes are relatively monotone, which supports the error monotonicity result in Corollary 1. Second, the error decay for MaxEnt is considerably quicker than that for uniform sampling. When Ω is uniformly sampled, it is known [2] that the completion error X −X F is upper bounded by O{ (m 1 ∧ m 2 )(2 + p)/p}, where p = |Ω|/(m 1 m 2 ) is the fraction of observed entries. Our numerical results suggest that MaxEnt may enjoy an improved theoretical error rate to uniform sampling; we look to establish this rate (perhaps via Corollary 2) in a future work.
B. Collaborative filtering
Finally, we investigate the performance of MaxEnt on two collaborative filtering datasets. The first, 'Jester', is collected from the Jester Online Joke Recommender System [49] . Jester contains anonymous user ratings (from -10 to +10) on a test bank of 100 jokes; Figure 9 shows some of the arguably better jokes in this test bank. Here, the goal of completing X from incomplete observations Y Ω can be viewed as deducing the joke preferences of each person from a partial survey of their ratings. The proposed sampling scheme MaxEnt then provides guidance on which user and joke to query next, so that maximum information is gained on the joke preferences of the entire community. The second dataset, 'MovieLens', contains anonymous ratings (from 1 to 5) for 1,000 users on 1,700 movies. For this dataset, MaxEnt sheds light on which user and movie to query next, so that maximum information is gained on the movie preferences of the full userbase.
The simulation settings are as follows. For Jester, we randomly select m 1 = 500 users with completed ratings for all m 2 = 100 jokes, and take the resulting ratings matrix as X. MaxEnt is then compared with uniform sampling, with an initial design of N ini = 500 observations and an additional N seq = 1, 000 observations taken sequentially. For MovieLens, we first pick the m 1 = 300 users and m 2 = 300 movies with most ratings, and obtain X by completing the incomplete ratings from these users and movies.
MaxEnt is then compared with uniform sampling, with N ini = 300 and N seq = 1, 500. This procedure is replicated 10 times to provide a measure of error variability. Since these matrices are quite large, the fully-Bayesian implementation of gibbs.mc can be time intensive, so we employ the computational speed-ups detailed in Section V-B for efficient active sampling. Figure 10 shows the averaged errors and the 25-th/75-th error quantiles using MaxEnt and uniform sampling, for the Jester and MovieLens datasets. Two observations are of interest. First, MaxEnt yields noticeably lower initial errors to uniform sampling at all error quantiles, which again demonstrates the importance of a balanced initial sample. Second, the improvement gap between MaxEnt and uniform sampling grows larger as entries are observed sequentially, more so than from simulations. One reason for this is that high row and column coherences are present in both datasets -there may be users who are overly critical in their ratings, or jokes or movies which are particularly good or bad. By first (a) identifying these preference structures via subspace learning from the UQ model, then (b) incorporating this into an active learning procedure which maximizes information on X, the proposed method offers an effective way of learning the underlying ratings matrix from partial observations.
VII. CONCLUSION
In this paper, we introduce a novel methodology for tackling the joint problems of uncertainty quantification (UQ) and sampling for noisy matrix completion. The proposed method has useful applications in many low-rank modeling problems in statistics, machine learning, and engineering, particularly when the cost of observing each matrix entry is expensive. The centerpiece of this method is a new Bayesian modeling framework, which parametrizes key subspace properties of the desired low-rank matrix X. Using this model, we reveal several new insights on the connection between the problem of UQ and sampling for matrix completion, and well-known concepts from compressive sensing (e.g., coherence) and coding design (e.g., Latin squares). We then present (a) an efficient posterior sampling called gibbs.mc, which uses closed-form Gibbs sampling to provide uncertainty on both X and its subspaces, and (b) a novel information-theoretic active matrix sampling algorithm called MaxEnt, which makes use of this learned subspace information to guide the matrix sampling procedure. Simulations and two real-world applications demonstrate the effectiveness of MaxEnt over uniform sampling, and confirm the insights developed in the paper.
Looking forward, there are several intriguing directions for future work. First, it would be interesting to explore other flavors of design in the experimental design literature, e.g., integrated mean-squared error designs [50] or distance-based designs [51] , [52] . Second, it may be worth exploring the theoretical error rate of MaxEnt (perhaps via Corollary 2), and how such a rate compares to uniform sampling. Lastly, we are interested in applying MaxEnt to design experiments in real-world engineering problems, such as in gene expression studies [1] , [53] and quantum state tomography [54] .
APPENDIX A PROOFS
Proof of Lemma 1. We first prove part (a) of the lemma. To show that X ∈ T almost surely, let Z be an arbitrary matrix in R m 1 ×m 2 , with SVD Z = UD V T , D = diag({d k } R k=1 ). Letting u k = P U u k and v k = P V v k , where u k and v k are column vectors for U and V respectively, we have u k ∈ U and v k ∈ V for k = 1, · · · , R. From Definition 1, X can then be written as X = P U ZP V = (P U U)D(P V V) T = R k=1 d k u k v T k , as desired. Next, note that the pseudo-inverse of P u , (P u ) + , is simply P u , since P u (P u ) + P u = (P u ) + P u (P u ) + = P u by the idempotency of P u , and P u (P u ) + = (P u ) + P u are both symmetric. Moreover, letting det * be the pseudo-determinant operator, we have det * (P U ) = det * (UU T ) = det(U T U) = 1, and det * (P V ) = 1 by the same argument. Using this along with Theorem 2.2.1 in [26] , the density function f (X) and the distribution of vec(X) follow immediately.
We now prove part (b) of the lemma. From part (a), we have vec(X) ∼ N {0, σ 2 (P V ⊗ P U )}, so:
The expressions for X P Ω c and Σ P Ω c in (7) then follow from the conditional density of the multivariate Gaussian distribution.
Proof of Lemma 2. Since U (G R,m−R ) is a special case of the matrix Langevin distribution (Section 2.3.2 in [27] ), it follows from (2.3.22) of [27] that [P U |R] ∝ 1 and [P V |R] ∝ 1. For fixed η 2 and σ 2 , the MAP estimator for X then becomes:
From this, the full conditional Gibbs updates can be derived as follows (algebraic details omitted for brevity):
