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Abstract
This paper examines the contribution leading indicators can make to forecasting
measures of real activity in Australia. In a policy context, we are interested in
forecasting the levels or growth of policy relevant variables throughout the cycle.
We are less interested in forecasting turning points in the cycle or in forecasting
coincident indices, which are subjectively defined overall measures of economic
activity. This gives us a different focus to much of the recent work done in this
area.
We use a simple forecasting framework (bivariate VARs) to compare the
Westpac-Melbourne Institute (WM), NATSTAT and ABS leading indices’
predictive performance for real GDP, employment and unemployment in Australia.
Within sample we find all three indices help predict all of the activity variables,
although with varying leads. Out of sample evidence, however, is weaker. Within
our framework, we only find evidence in favour of the WM index when used to
forecast GDP. Otherwise, the indices do not make any substantive contribution to
forecast quality.
To gauge the usefulness of the simple bivariate VAR models, we compare the out
of sample forecasts of GDP, using the WM index, to those from a single equation
structural model due to Gruen and Shuetrim (1994). Over a forecasting sample of
relatively stable growth, the WM index model performs quite well relative to the
Gruen and Shuetrim model. Over a longer forecasting sample period, one which
includes the downturn in the early 1990s, there is some evidence that the WM
index model performs relatively poorly.
JEL Classification Numbers: E37
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1.  Introduction
The economic indicator approach, pioneered by Burns and Mitchell (1946), is
based on the idea that business cycles are driven by repetitive sequences and that
certain economic variables or combinations of variables can be found which
underlie these sequences. These variables and the constructed lagging, coincident
and leading indices can be used to confirm, identify and predict the business cycle.
Economic indicators such as these, if they perform well, are potentially useful for
policy-makers as a complement to standard modelling approaches used to assess
current economic circumstances and predict the likely future course of economic
activity.
Our concern is the contribution composite leading indicators, or leading indices,
can make to forecasts of economic activity in Australia. While policy-makers may
frequently augment their model-based forecasts with a subjective weighting of
individual economic indicators, formal composite leading indicators are, we
suspect, less commonly used. In part, this may reflect uncertainty about what, if
any, contribution these indices can make and hence our objective to systematically
investigate this question. The reluctance to use leading indices may also reflect a
demand for greater understanding of the underlying developments in the individual
components of the index, rather than relying on a weighted composite. While
obviously a legitimate concern, leading indices that perform well can still play a
useful role as a benchmark, providing forecasts based upon a stable summary of a
set of economic indicators.1
                                          
1  This is not strictly accurate since the components and weights of any leading index can and do
change. In principle, however, the leading index should represent a reasonably stable
summary of leading indicators.2
We consider three leading indices of activity regularly published for the Australian
economy: the Westpac-Melbourne Institute (WM) Leading Index, the ABS
Experimental Composite Leading Indicator and the NATSTAT published by the
National Institute of Economic and Industry Research (NIEIR).2 We use simple
time series models to examine the leading indices’ predictive performance for real
output, employment and unemployment. The first step is to examine the within
sample performance of these indices. This provides information about the
usefulness of each index as a predictor of activity as well as information about the
timing of the relationship between the series of interest and the relative importance
of the leading index for forecasting activity. A similar exercise is undertaken in
Trevor and Donald (1986) for two of the indices considered here (WM and
NATSTAT); our results can in part be viewed as an updating of this previous
study.
Within sample results, however, provide very limited information about
forecasting performance. To better assess the contribution of leading indices, we
next consider out of sample forecasting performance. To do this in a transparent
and systematic manner, we consider two variable VAR models consisting of a
leading index and a measure of activity. We stress, however, that we are not
putting these models forward as our preferred forecasting models. They are just
being used as a simple and consistent method of assessing the contribution of the
leading indices to forecasting activity, analogous to our within sample evaluation.3
Previous findings in the Australian literature are generally favourable: the leading
indicator approach is a relatively quick and easy process that produces reasonable
results, complementing those from much more expensive and sophisticated
models. Many of these studies, however, focus on the ability of leading indicators
to predict turning points in the business cycle. For example, Boehm and Moore
(1984) and ABS (1997) detail the consistency with which turning points in the
WM and ABS leading indices lead turning points in the WM coincident index and
                                          
2  The OECD also publishes a leading index for Australia, which moves relatively closely with
the WM index. After allowing for publication lags, however, the OECD index is not very
timely and consequently we do not examine it in this study.
3  There are obviously a great number of different time series models that one might consider to
assess the usefulness of leading indices for forecasting. For example, Summers (1998) uses
the WM index in a large Bayesian VAR model. Our approach, while limited, does have the
advantage of explicitly focusing attention on the contribution of the leading index.3
real GDP respectively. Discrete dependent variable models have also been used to
provide probability assessments of turning points in activity based upon
movements in leading indices. For Australian examples, see Layton (1997) and
Summers (1997).
The traditional assessment of leading indices, which focuses only on their ability to
predict turning points in the business cycle, has two aspects that are troubling.4
First, there is a considerable amount of subjective judgment involved; in particular,
the definition of the turning points in the business cycle and the criteria for a
successful prediction by the leading index (most importantly, the signal and lead
provided).5 The limited information available from such assessments, however, is
of greater concern. An index may generally predict a turning point in activity but
convey little or no information about the duration and extent of the contraction or
expansion, either prior to or during the event. As policy-makers, concerned with
maintaining price and output stability, it is the latter information that is of crucial
importance. Consequently, knowledge that a leading index does or does not
provide such information is important. Our assessment, based upon simple time
series models, is designed to assess the quantitative relationship between activity
series and leading indices over the entire cycle for just such reasons.6
Because leading indices are commonly constructed with the focus on turning
points in mind, it is important to be aware that we are assessing the general
forecasting performance of indices that were not necessarily constructed for this
purpose. For example, the National Institute of Economic and Industry Research
and ABS state that their leading indices are designed solely to predict turning
points in activity (National Institute of Economic and Industrial Research 1993;
Salou and Kim 1993). As our focus is broader than the original purpose of these
indices, poor forecast performance based upon our assessment should not then be
                                          
4  See Auerbach (1982) for similar arguments in favour of regression-based assessment of
leading indices over the entire cycle.
5  See Harding and Pagan (1999) for a recent discussion concerning the identification of the
business cycle.
6  Spectral analysis is another method of assessing the correspondence of movements in leading
indicators and activity throughout the cycle, although it provides within sample information
only. Using these methods, Layton (1987) shows that the WM leading index reliably
anticipates the WM coincident index throughout the cycle.4
construed as these indices failing to perform as designed; rather, they do not meet
the more general criteria we examine.
The paper is organised as follows. Section 2 describes the leading indicators of
Australian activity that we evaluate. In Section 3 we present both within sample
and out of sample results for each of the three leading indices. We first focus on
the contribution leading indices can make to forecasts of activity. We then consider
how well simple two variable time series models, using GDP and the WM index,
compare to a structural model of GDP due to Gruen and Shuetrim (1994). This
serves to put the previous results in some context. Section 4 concludes.
2.  The Leading Indicators
We examine three leading indices of Australian economic activity: the
Westpac-Melbourne Institute Leading Index, the ABS Experimental Composite
Leading Indicator and the NATSTAT Leading Indicator (published by the National
Institute of Economic and Industry Research). The component series of these
leading indices are presented in Table 1. This section discusses the construction
methods of each of the leading indices and accordingly, whether we should expect
these indices to be useful throughout the cycle, or only at turning points.
The WM index is constructed according to the traditional National Bureau of
Economic Research approach whereby component variables are chosen, among
other things, on the basis that they represent significant economic processes or are
found to be important sources or measures of business cycle movements, that they
consistently lead turning points in economic activity and that they conform to
general cyclical movements between peaks and troughs (Boehm 1987). The
component series of the ABS leading index are chosen on similar grounds (Salou
and Kim 1992). In contrast, the component series of the NATSTAT leading
indicator are chosen on the basis of the narrower requirement that they consistently
and accurately lead cyclical turning points in aggregate economic activity by six
months on average (National Institute of Economic and Industrial Research 1993).5







Frequency Quarterly Monthly Monthly
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Sources: Salou and Kim (1993), NIEIR NATSTAT Leading Indicators releases, Westpac-Melbourne Institute
Indexes of Economic Activity Reports.
Zarnowitz (1992) describes the theory underlying leading indicators as ‘the
dynamics of plans and expectations under uncertainty and of institutional and
physical constraints in processes of production and investment’. The ABS and WM
indices’ component series are at least in part chosen on this basis, while the
component series of the NATSTAT index are chosen purely for their consistent
lead times. Despite the differing criteria for choosing the components of the
leading indices, many of the series are similar. All three indices include a measure
of labour market pressure, a share price index, a measure of building activity and a
measure of business sentiment or conditions. The ABS and NATSTAT indices also6
include an interest rate series and the ABS and WM indices include a measure of
producer prices. The WM leading index contains three extra variables: new
telephone installations, M3 and real unit labour costs. The ABS index is the only
leading index including a foreign sector variable, US GDP.
The WM index is the only one of the Australian leading indices published in levels
– the ABS and NATSTAT leading indices are both published as a deviation from
an estimated trend component. Both the ABS and the NIEIR explicitly state that
their leading indices are designed to predict turning points in growth cycles in
activity, rather than to provide levels forecasts, and this justifies the publication of
these indices as deviations from trend rate of growth (National Institute of
Economic and Industrial Research 1993; Salou and Kim 1993). Although not as
convenient as an index expressed in levels or simple changes, the ABS and
NATSTAT leading indices can still be sensibly incorporated into regression
models to explain movements in a differenced or detrended activity variable.
In the construction of all three indices, the component series are standardised prior
to aggregation to prevent excessively volatile series dominating movements in the
index. Once standardised, the series are given equal weight, as weighting schemes
typically make no difference to the composite index (Boehm 1987; Salou and
Kim 1993). The WM index is graphed in log levels in the top panel of Figure 1 and
in log first differences in the bottom panel (scaled by 100). The NATSTAT and
ABS leading indices are also plotted in the bottom panel of Figure 1.7



























We consider three measures of economic activity: real GDP, employment and
unemployment, all seasonally adjusted. The specific details of these series are
presented in Appendix A. Of the activity series, GDP is published quarterly while
employment and unemployment are published monthly. Of the leading indices, the
ABS leading index is published quarterly while the WM and NATSTAT leading
indices are published monthly. All variables are expressed in logarithms except for
the ABS index and unemployment. The former is used as published. The latter is
measured as a proportion of the labour force (for example, a seven per cent
unemployment rate is 0.07).8
We let the activity variable dictate the frequency of the data we use to estimate the
model. So the GDP models are quarterly while the employment and unemployment
models are monthly. The sample periods used in the estimation vary depending
upon which index and which activity variable is being considered. The choice of
sample is always based, where possible, on the full sample for each index, which
are identified in the previous section. The exact samples used are identified in the
tables and figures below.
The frequency of the series and the timing of their release are important for how
we construct and interpret our forecasts. GDP and the ABS leading index are
available on a quarterly basis and are published two months after the reference
period. The WM index, which is monthly, is also published two months after the
reference period. So, two months into a quarter, we have access to all of the
previous quarter’s WM index figures. The NATSTAT index is also available
monthly but with a three-month publication lag. For quarterly forecasts of GDP,
we use quarterly averages of the WM and NATSTAT indices.7 According to the
publication times of these variables and the way we average them, our forecasts
should be interpreted as being calculated in the third month of the quarter
following the reference quarter. So, for example, by mid-June we have data for
each series for the first quarter of the year. This means that the one-step ahead
forecasts from our quarterly models are for the quarter nearing completion.
Employment and unemployment are published on a monthly basis and are released
with a one-month lag. The two indices that are available monthly are the
WM index and the NATSTAT index but these are released with a greater lag than
employment and unemployment. The WM index has a two-month lag while the
NATSTAT index is slightly longer. Typically, when either index becomes
available for a particular reference month, we will have unemployment and
employment figures for the two subsequent months. So, in practical terms, we are
                                          
7  Trevor and Donald (1986) also use quarterly averages of the indices they consider. By the end
of a quarter we have the WM index for that quarter's first month. Our results do not exploit
this slight informational advantage as we found that there was very little gain in doing so.9
really only interested in forecasts three or more months ahead from these monthly
models.8
For within sample evaluation of the indices, and to a lesser extent the out of sample
evaluation, it is necessary to characterise the time series properties of the activity
series and the leading indices. The NATSTAT and ABS indices, published as
deviations from trend, are stationary by construction. In contrast, GDP,
employment, unemployment and the WM index are all possibly non-stationary and
may require suitable transformations for estimation.
Unit root tests and tests for cointegration are presented in Appendix B. For GDP,
the results are ambiguous as to whether GDP has a unit root or is trend stationary.
As it is hard to distinguish between a first difference stationary process and a trend
stationary process, and given our interest only in forecasting ability, we consider
both possibilities. For the quarterly average of the WM index, we find evidence of
a unit root. Under the assumption of a unit root in GDP, we also test for and find
evidence of a cointegrating relationship between GDP and the WM index.
Accordingly, we also consider a vector error correction model (VECM) for these
two series. For the monthly data, over the relevant sample periods, we find
evidence of a unit root in all three series, employment, unemployment and the WM
leading index. We find, however, no evidence of cointegration.
3.2  Within Sample Evaluation
For each leading index, and for the measures of activity, we estimate two variable
VAR models over the full sample of data available. In each case, the bivariate
VAR provides information about the relationship between the two series.
Specifically, we can determine whether the leading index is a useful predictor of
the activity variable – that is, whether it Granger causes the activity variable. In
addition, we can examine the timing of the relationship between the two series and
the relative importance of each series for forecasting the other series in the model.
The impulse response functions and the forecast error variance decompositions are
the easiest way to summarise these two aspects of the relationship.
                                          
8 In principle, it is possible to exploit the additional information we have concerning
employment and unemployment, see Robertson and Tallman (1999).10
For simplicity, we restrict this within sample evaluation to simple VAR models in
first differences (except for the NATSTAT and ABS indices for reasons explained
above). The exact sample and the choice of lag length for each model are identified
in Table 2, which presents Granger causality tests for the three activity series and
the three leading indices. We do not engage in a detailed specification search for
the lag length, instead fixing a lag length sufficient to ensure that the innovations to
the VAR models are white noise.9
For GDP, we can reject the null hypothesis that the coefficients on the leading
indices are jointly equal to zero at standard significance levels. Consequently, all
three indices are useful predictors of future GDP. Interestingly, we also find
evidence that GDP is a useful predictor of the WM index. This type of feedback
between activity and the WM index is also noted in Trevor and Donald (1986).
While not of direct interest itself, it does have possible implications for forecasting
with the VAR, which requires forecasts for both variables. The strong relationship
between these two series suggests that the VAR forecasts may perform quite well.
For the two monthly series, employment and unemployment, we only use the WM
and NATSTAT indices as the ABS index is not available monthly. We find that
these two leading indices are useful predictors of both employment and
unemployment. We also find evidence of feedback, this time between the
NATSTAT leading index and unemployment. All together, these results are
reasonably encouraging: the three leading indices all seem to have some predictive
content for the three measures of activity we consider here.
An understanding of the timing of the relationship between the series is available
from the impulse response functions. The specifications for the VAR models are
the same as those described in Table 2. Figure 2 presents the response of real GDP
growth to an orthogonalized innovation to each of the three leading indices.
                                          
9  The conclusions we present are not sensitive to alternative lag lengths.11
Table 2: Granger Causality Tests
WM NATSTAT ABS
GDP Model (p = 8) 1960:Q1–1999:Q1 1967:Q1–1999:Q1 1971:Q1–1999:Q1
GDP → Leading index 16.2056 8.1570 9.6980
(0.0395) (0.4183) (0.2869)
Leading index → GDP 34.8662 23.5325 19.1288
(0.0000) (0.0027) (0.0142)
Employment Model (p =14) 1966:M7–1999:M4 1966:M12–1999:M4
EMP → Leading index 18.1863 14.1925 –
(0.1984) (0.4355)
Leading index → EMP 54.2861 31.9531 –
(0.0000) (0.0041)
Unemployment Model (p = 14) 1959:M9–1999:M4 1966:M12–1999:M4
U → Leading index 20.7620 24.5250 –
(0.1079) (0.0396)
Leading index → U 64.9988 26.7686 –
(0.0000) (0.0206)
Notes: The GDP model is estimated using quarterly data and the employment and unemployment models are
estimated using monthly data. All sample periods are determined by data availability. The Granger
Causality test statistics are for the hypothesis that the coefficients on the lags of variable y are jointly zero
in the VAR equation for variable x. The alternative is that the lags of y help predict variable x, denoted
y → x in the table. The test statistic is distributed χ2(p), where p is the lag length. Marginal significance
levels are in parentheses.12
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Notes: The figure shows point estimates and 90 per cent confidence intervals of the impulse responses of GDP
to one standard deviation increases in the various leading indices. These impulse response functions are
estimated from two-variable VARs in first differences with lag lengths and sample periods as described
in Table 2. The confidence intervals are calculated by a simple bootstrap procedure involving 500 draws
with replacement from the empirical distribution of the VAR innovations.
Figure 3 does the same for employment growth and the change in unemployment.
In all cases, the VAR models are ordered with the leading index first. While in
principle these responses are not invariant to the ordering of the variables in the
VAR, empirically the conclusions are not substantially altered if the ordering is
reversed.13
Figure 3: Impulse Responses of Employment and Unemployment to
Innovations in Leading Indices
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Notes: The figure shows point estimates and 90 per cent confidence intervals of the impulse responses of
employment and unemployment to one standard deviation increases in the WM and NATSTAT leading
indices. These impulse response functions are estimated from two-variable VARs in first differences
with lag lengths and sample periods as described in Table 2. The confidence intervals are calculated by
a simple bootstrap procedure involving 500 draws with replacement from the empirical distribution of
the VAR innovations.
For GDP, an innovation to the WM index has the greatest impact three quarters
later (the innovation occurs in period zero of the figure). The other two indices
have a smaller lead in that the maximum impact of an innovation occurs much
more quickly. In the case of the NATSTAT index, the maximum impact occurs
after one quarter while for the ABS index, the maximum impact is
contemporaneous (with a subsequent significant negative impact after six
quarters). In all cases, the effects of innovations in the leading indices on the
activity variables are statistically significant at their maximum impact, consistent
with the Granger causality results.14
In Figure 3, we present the responses of employment and unemployment to
innovations to the WM index and the NATSTAT index. These tell a similar story
to those in Figure 2. The WM index has a significant impact on employment after
six months. For unemployment, the maximum effect occurs anywhere from five to
nine months after the innovation. For the NATSTAT index, we observe the
maximum effect on employment after three months and contemporaneously for
unemployment. In effect, there is no real lead time of this index for these series
(given publication lags). Recall that for both of these leading indices,
unemployment and employment for the first two months after the innovation are
known so that the lead times are less than the figures suggest. Overall, the
important result from Figures 2 and 3 is the substantial advantage in lead time that
the WM index has over the other two indices.
We also calculate forecast error variance decompositions for the VAR models
described in Table 2. These decompositions indicate the proportions of the forecast
error variance of the activity variable accounted for by its own innovations and by
those of the leading index in each model. This provides information about the
relative importance of the leading index in explaining variation in the activity
variables. For simplicity, we present a brief summary of the full results reported in
Appendix C. For all of the activity variables, the indices make a relatively small
contribution to the variability of the activity variable itself. This suggests that for
prediction, what really matters is the relationship between the activity variable of
interest and its own history. We return to this issue of relative contribution when
we consider the out of sample forecasting performance in the following section.
3.3  Out of Sample Evaluation
Our principal objective is to evaluate the contribution of leading indices towards
forecasts of activity. The within sample evaluation of the previous section provides
some information in this regard but it is limited. A much more informative
assessment of forecasting models is based upon out of sample forecasting
performance. In the forecasting literature, this is the preferred means of evaluating
forecasting models. (See for example, Granger (1989).) In the current context, this
presents a problem. For within sample evaluation, we have established criteria,
such as the Granger causality tests. For out of sample evaluation of the leading
indices, however, there is no obvious procedure. In effect, we have to make some15
commitment to a particular forecasting model. As a result, our conclusions are a
function, to some extent, of the models we choose to generate forecasts.
We see the simple two variable VAR models as a natural framework to pursue our
objective. We recognise that these are not ideal forecasting models and that the
models we present could easily be improved upon.10 Nevertheless, these models
have a number of advantages for our purposes. First, they are simple and
transparent so that it is relatively easy to determine the contribution of the leading
index to the quality of the forecasts. Second, these are closed models in the sense
that they do not depend upon any exogenous variables (apart from deterministic
variables). This again makes it easy to focus attention on the contribution of the
leading index. Finally, these models require relatively little specification (choice of
lag length is the primary specification issue) and this makes them convenient for a
study such as this which considers a number of activity variables and indices.
There is a further reason to consider these time series models. They are simple and
convenient models in which to use the leading indices for forecasting. In this sense,
they are consistent with the leading indicator methodology (to the extent that we
wish to use these indices to explicitly forecast activity variables). From this
perspective, it seems natural to consider further how these VAR models using
leading indices perform. To pursue this, we consider the forecasting performance
of these models for GDP relative to a single equation structural model of GDP
presented in Gruen and Shuetrim (1994).
The discussion below has two parts. The first focuses on the contribution of the
three leading indices for forecasting GDP, employment and unemployment. The
second pursues the comparison of the leading index models to the Gruen and
Shuetrim model.
                                          
10 For example, it is well recognised that Bayesian VAR models outperform unrestricted VAR
models in terms of forecast quality. See the discussion in Robertson and Tallman (1999).
Alternatively, Clements and Hendry (1999) argue for intercept correction in forecasting
models as a means of improving forecast quality.16
3.3.1  Contribution of leading indices
We measure out of sample forecast performance by root mean squared prediction
errors, RMSE statistics.11 These statistics are calculated as follows. An initial
estimation sample is chosen, the model is estimated and one-step to s-step ahead
forecasts for the activity variable are calculated. The prediction error for each
forecast horizon is calculated by taking the difference between the forecast and the
actual data. This procedure is repeated for the next sample ending one period later;
again the prediction errors are calculated for each forecast horizon. This procedure
continues until all available data has been used. In each case, the lag length of the
model is fixed. From this procedure, we obtain samples of prediction errors for
different horizons; for each horizon, we calculate the square root of the mean of the
squared prediction errors (the RMSE). So that the RMSE statistics are comparable
across models, they are always calculated using the predicted log-level of the
activity variable.
The forecasting sample period we consider is 1990:Q1–1999:Q1 for the quarterly
data and 1990:M1–1999:M4 for the monthly data. (So, for the quarterly data, the
terminal date of our first sample is 1989:Q4.) As with the analysis in the previous
section, the sample start dates depend upon the availability of data for the index
variable and the activity variable in question. (The exact samples used are specified
in the tables.) For both the quarterly and monthly data, we consider a two year
forecast horizon.
A strict evaluation of out of sample forecasts has very demanding data
requirements. Notably, we should use data of the vintage corresponding to the
sample period we are estimating so that we mimic real time forecasting exercises.
We are unable to satisfy this requirement. For all of our experiments we use
current vintage data. This is most problematic for GDP, where we use a
chain-linked GDP series that was not available until recently, and for the leading
indices, which are regularly revised. This feature of our experiments, particularly
the use of revised indices, is likely to bias our RMSE statistics downwards.
                                          
11 This is the standard measure used in the forecasting literature to evaluate the quality of
forecasts and, as a criterion for model selection, can be justified by a desire to minimize the
average prediction error of a model. There are other alternatives. For example, we may wish
to use criteria that measure the ability of the model to forecast turning points, as is common in
much of the leading indicator literature. See, for example, the discussion in Granger (1989).17
Depending upon the index and activity variable in question, we consider a number
of different model specifications based upon the unit root tests and the tests for
cointegration discussed previously. For the WM index and GDP, we consider a
bivariate VAR in log-differences, in log-levels with a trend and a bivariate vector
error correction model in log-levels (VECM).12 For the other two indices and
GDP, we consider a VAR in log-differences and in log-levels with a trend. These
results are reported in Table 3.
Each model identified in Table 3 is estimated using different lag length
specifications,  p=1 to p=8. The RMSE results reported are those from the
specification with the smallest RMSE at the eight-quarter horizon. The reason for
doing this is that to evaluate the contribution of the leading index to the forecast
quality, it seems most sensible to use the specification in each case that provides
the best forecasting performance. We have chosen to focus on the longer horizon
as our gauge of forecasting performance since this is generally of greater interest to
policy-makers. Notice that choosing the lag length based upon within sample
diagnostic tests does not generally provide the best forecasting model. Invariably, a
much shorter lag length outperforms the same model with a longer lag length.13
A possible explanation for this result is that unrestricted VAR models are heavily
over-parameterised and are likely to be estimated with a great deal of uncertainty.
This uncertainty can result in poor forecast performance (see Fair and Shiller
(1990)). By restricting the lag length of the model, we may reduce this uncertainty
and still obtain reasonably good forecasts at all horizons. This is, in effect, the
same argument that motivates the Bayesian VAR analysis (see for example,
Robertson and Tallman (1999)).
                                          
12 Simply, the VEC model imposes a single cointegrating restriction between the leading index
and the activity variable. See Hamilton (1994, ch 19) for a more detailed discussion.
13 Generally speaking, the specification that performs best at the longer horizons performs
relatively well at shorter horizons. There are, however, situations where this is not the case.
Nonetheless, the conclusions we present are not critically dependent upon this. Note also that
in some situations, the choice of lag length can be ambiguous. In such cases, we use
performance at shorter horizons as our guide. A full set of results is available from the
authors.18
Table 3: GDP Forecasts
RMSE for forecast sample: 1990:Q1–1999:Q1
Forecast horizon (quarters)
p 1234   56 7   8
WM (1960:Q1–1999:Q1)
Differenced 2 0.0079 0.0122 0.0157 0.0192 0.0222 0.0249 0.0270 0.0286
Trend 2 0.0075 0.0112 0.0150 0.0183 0.0212 0.0238 0.0258 0.0272
VECM 2 0.0083 0.0122 0.0162 0.0195 0.0223 0.0248 0.0266 0.0278
Naïve (differenced) 4 0.0085 0.0133 0.0173 0.0208 0.0248 0.0282 0.0304 0.0320
Naïve (trend) 1 0.0078 0.0214 0.0165 0.0203 0.0235 0.0262 0.0280 0.0292
NATSTAT (1967:Q1–1999:Q1)
Differenced 1 0.0075 0.0121 0.0162 0.0203 0.0238 0.0269 0.0293 0.0310
Trend 1 0.0086 0.0137 0.0178 0.0213 0.0242 0.0265 0.0279 0.0283
Naïve (differenced) 1 0.0076 0.0121 0.0162 0.0201 0.0236 0.0266 0.0288 0.0305
Naïve (trend) 4 0.0078 0.0124 0.0158 0.0194 0.0221 0.0242 0.0256 0.0265
ABS (1971:Q1–1999:Q1)
Differenced 1 0.0071 0.0109 0.0143 0.0180 0.0213 0.0247 0.0278 0.0307
Trend 1 0.0080 0.0124 0.0157 0.0187 0.0212 0.0233 0.0250 0.0262
Naïve(differenced) 1 0.0075 0.0119 0.0160 0.0200 0.0235 0.0267 0.0292 0.0312
Naïve (trend) 4 0.0076 0.0121 0.0155 0.0192 0.0221 0.0244 0.0260 0.0270
No change (growth) – 0.0095 0.0167 0.0232 0.0318 0.0390 0.0467 0.0554 0.0625
Notes: The lag length is p and is chosen to minimise the RMSE for our forecast sample at the eight-quarter
horizon. All RMSE statistics are in terms of levels of the activity series. For the NATSTAT and ABS
differenced models, only the activity variable is in differences. The naïve model is an AR(p) model in the
activity variable, either in differences or in levels with a trend.
Prior to assessing the contribution of the indices, it is useful to put the RMSE
statistics into context. Consider the WM index and the VAR model in log-levels
with a trend. The one-quarter ahead RMSE is 0.0075. This means that the average
prediction error, in absolute terms, is 0.75 per cent of the level of GDP.14 This
maps directly into quarterly growth rates: the one-step ahead quarterly growth rate
forecasts have an average prediction error of 0.75 per cent. This compares to an
                                          
14 Approximately, since we are in logarithms.19
average absolute quarterly growth rate over the sample for which we are
forecasting of 0.95 per cent. In this context, our prediction error is relatively large.
For the four-step and eight-step ahead forecasts, the RMSE statistics are
1.8 per cent and 2.7 per cent in terms of the level of GDP. This maps directly into
four-quarter ended and eight-quarter ended growth rates respectively. Again, to put
this into perspective, the average of the four-quarter ended and eight-quarter ended
absolute growth rates over our forecasting period are 3.4 per cent and 6.3 per cent
respectively.15 While still large, our forecast errors are smaller relative to the
average absolute growth in GDP at longer horizons than at shorter horizons.
We now consider the contribution of each index. For the WM index, the VAR
model with trend is the one with the best forecasting performance at all forecast
horizons, although the gain relative to the differenced model or the VEC model is
relatively small. To gauge the contribution of the leading index, we can compare
the bivariate VAR model with trend to an AR model in GDP also estimated with a
trend.16 In the case of the latter, we again choose the lag length that provides the
lowest RMSE statistic at the eight-quarter horizon. In this instance, we observe that
the VAR model provides slightly better quality forecasts; the RMSE for the VAR
is 0.0272 compared with 0.0292 for the AR model, an improvement of roughly
seven per cent. A similar conclusion arises from comparison of the VAR model in
differences (or the VEC model) to an AR model for GDP in differences. These
results are evidence that the WM index is useful for forecasting.
For the NATSTAT index, again the trend specification dominates. Now, however,
there is no evidence in favour of the leading index. A simple AR model, estimated
with a trend, has forecasts superior to the bivariate model that includes the
                                          
15 Here are the relationships discussed in the text in more detail. For the one-step ahead log-level
forecast, the prediction error is decomposed as:  1 1 1 1 ln ˆ ln ln ˆ ln + + + + ∆ − ∆ = − T T T T y y y y . For the
four-step ahead forecast, the prediction error is decomposed as:
) ln (ln ) ln ˆ (ln ln ˆ ln 4 4 4 4 T T T T T T y y y y y y − − − = − + + + + . The prediction error for the eight-step
ahead forecast can be decomposed in a similar fashion. Since the RMSE statistics are in
absolute terms, for comparison we consider the absolute value of the quarterly growth rates
when averaging.
16 We can also compare the RMSE to a simple no change forecast, in this case no change in the
growth of GDP:  T S T y y ∆ = ∆ + ˆ . This is a standard assessment in the forecasting literature and
the RMSE statistics for a no change forecast are reported in the tables. For GDP and for
employment, a no change forecast is particularly poor and merits little discussion. We will
consider the comparison when we consider unemployment.20
NATSTAT leading index. For the ABS index, the findings are slightly more
favourable but only marginally so. The VAR model with trend provides only a
three per cent improvement upon the simple AR model.
To summarise, there is evidence that the WM index and, to a lesser extent, the
ABS index provide useful information that can improve the quality of forecasts for
GDP. This does not appear to be the case for the NATSTAT index. In addition,
there is some evidence that forecasts based upon a linear trend in GDP are superior
to those based upon the imposition of a unit root, at least within the VAR
framework and forecasting sample period we are considering.
For the monthly activity series, employment and unemployment, we consider only
the WM index and the NATSTAT index (the ABS index is not available monthly).
For the WM index and employment, we consider a VAR model in log-differences
and in log-levels with a trend. For the NATSTAT index and employment, we
consider the same models except that the index always enters as a logarithm of the
published series and is not otherwise transformed. The results for these models are
reported in Table 4. We again report the RMSE statistics for the lag specification
that provides the best forecasts at longer horizons.
As with the GDP models, the specifications that include a linear trend dominate
those that do not. For employment and the WM index, the RMSE statistics at the
three, twelve and twenty-four month horizons are approximately 0.6, 1.6 and 1.9
per cent (trend specification). These can be compared with the average three,
twelve and twenty-four month ended absolute growth rates for employment to
gauge the magnitude of the prediction error. For 1990:M1–1999:M4, these growth
rates are 0.6, 1.9, and 3.6 per cent. These errors are relatively large although again
the relative magnitude is less at longer horizons.21
Table 4: Employment Forecasts
RMSE for forecast sample: 1990:M1–1999:M4
Forecast horizon (months)
p 3 6 9 12 15 18 21 24
WM (1966:M7–1999:M4)
Differenced 14 0.0053 0.0081 0.0118 0.0160 0.0197 0.0235 0.0269 0.0301
Trend 1 0.0059 0.0094 0.0127 0.0155 0.0175 0.0186 0.0188 0.0185
Naïve (differenced) 6 0.0057 0.0093 0.0138 0.0186 0.0224 0.0259 0.0289 0.0320
Naïve (trend) 10 0.0053 0.0080 0.0111 0.0144 0.0163 0.0178 0.0186 0.0197
NATSTAT (1966:M12–1999:M4)
Differenced 2 0.0056 0.0090 0.0134 0.0178 0.0217 0.0251 0.0280 0.0307
Trend 16 0.0053 0.0076 0.0109 0.0143 0.0169 0.0192 0.0206 0.0223
Naïve (differenced) 6 0.0057 0.0093 0.0138 0.0186 0.0224 0.0259 0.0289 0.0320
Naïve (trend) 10 0.0053 0.0080 0.0111 0.0144 0.0163 0.0177 0.0185 0.0196
No change (growth) – 0.0137 0.0251 0.0374 0.0507 0.0640 0.0767 0.0894 0.1042
Notes: The lag length is p and is chosen to minimise the RMSE for our forecast sample at the 24-month horizon. All
RMSE statistics are in terms of levels of the activity series. For the NATSTAT differenced model, only the
activity variable is in differences. The naïve model is an AR(p) model in the activity variable, either in
differences or in levels with a trend.
As before, we can compare the RMSE statistics from the VAR model with index to
those from a simple AR(p) model for employment to gauge whether or not the
index contributes to forecasting performance. For both indices, when we consider
the models in differences, there is a gain from including the index, particularly at
longer horizons. The forecasts for the differenced models, however, are quite poor
and in both cases are dominated by models with trend. For the models with trend,
however, there is no evidence of any gain in forecasting performance. Although
not uniform across all forecast horizons, generally the simple AR(p) model with
trend performs at least as well as the VAR models. From this we conclude that
neither index contributes to forecasts of employment.
For the WM index and unemployment, we consider VAR models in differences
and in levels. We do not consider a simple linear trend since this is unlikely to
provide a reasonable representation of unemployment. For the NATSTAT index22
and unemployment, we consider a VAR with unemployment in differences. These
results are reported in Table 5.
Table 5: Unemployment Forecasts
RMSE for forecast sample: 1990:M1–1999:M4
Forecast horizon (months)
p 3 6 9 12 15 18 21 24
WM (1959:M9–1999:M4)
Differenced 8 0.0029 0.0049 0.0075 0.0103 0.0130 0.0151 0.0172 0.0190
Levels 12 0.0030 0.0050 0.0075 0.0103 0.0130 0.0154 0.0178 0.0200
Naïve (differenced) 5 0.0032 0.0052 0.0079 0.0104 0.0127 0.0149 0.0170 0.0189
Naïve (levels) 6 0.0032 0.0052 0.0078 0.0102 0.0124 0.0143 0.0161 0.0176
NATSTAT (1966:M12–1999:M4)
Differenced 5 0.0031 0.0051 0.0079 0.0106 0.0132 0.0156 0.0179 0.0200
Naïve (differenced) 5 0.0031 0.0052 0.0078 0.0104 0.0128 0.0151 0.0173 0.0194
No change (level) – 0.0039 0.0069 0.0099 0.0126 0.0150 0.0168 0.0185 0.0198
Notes: The lag length is p and is chosen to minimise the RMSE for our forecast sample at the 24-month horizon. All
RMSE statistics are in terms of levels of the activity series. For the NATSTAT differenced model, only the
activity variable is in differences. The naïve model is an AR(p) model in the activity variable, either in
differences or in levels.
For both the WM index and the NATSTAT index, there is little to choose between
any of the models. The magnitude of these errors can again be put into some
perspective by comparing them to observed absolute changes in unemployment
over the forecast sample. For 1990:M1–1999:M4, the average of the absolute value
of the three, twelve, and twenty-four month ended changes are 0.3, 0.9, and 1.7
per cent. These are roughly the same magnitude as the RMSE statistics themselves
indicating that the forecasts are fairly unreliable. In terms of the contribution, here
again we find relatively little evidence in favour of either index. At all horizons,
both the single variable model and the VAR models with index perform roughly
the same. In fact, a simple no change forecast (in the level of unemployment) also
has RMSE statistics of similar magnitude.23
Taken together, the results of Tables 3–5 suggest that the WM index provides
some additional information for forecasting GDP while the other two indices do
not. For employment and unemployment, there does not appear to be any role for
using any of the three indices for forecasting. These conclusions are subject,
however, to some qualifications. First, we are considering only forecasting
performance in terms of the RMSE of the level of the variables being forecasted.
Second, our results are for a particular forecasting sample, 1990–1999. This
sample is chosen because it is of a reasonable length and it encompasses most
phases of the business cycle. While we have some evidence that the broad thrust of
these conclusions is robust to a different sample period (discussed in the following
section), nonetheless they may be sensitive to alternative samples. Finally, we have
chosen to evaluate these indices in terms of simple two variable VAR models. We
fully recognise that there are likely to be superior forecasting models. Our results,
however, suggest that the leading indices can only play a limited role in these
models.
3.3.2  Comparison to Gruen and Shuetrim (1994)
The next issue is to consider how well these results compare with a structural
model for GDP. The model we consider is a version of the output equation
presented in Gruen and Shuetrim (1994). This model has proved to be reasonably
useful for forecasting purposes and is a reasonable basis for comparison.
Full details of the model and the estimation are presented in Appendix D. For
purposes of discussion, we need only note that the Gruen and Shuetrim (GS) model
is a single equation error correction model, with a long-run equilibrium
relationship between domestic GDP and US GDP. The model also includes a
measure of real interest rates and the Southern Oscillation Index (SOI). The latter
is a weather variable and is designed to capture the influence of agriculture on
Australian GDP. Full details of the variables are in Appendix A. For forecasting
purposes, we have a number of variables which are exogenous to the model and
which require some form of forecast themselves. We proceed as follows. We
assume that the real interest rate and the SOI are unchanged from the final quarter
of the sample used for the forecast. For US GDP, we consider two possibilities.
The first is to use actual US GDP values, referred to as GS (actual US); the second
is to use Consensus forecasts of the correct vintage, referred to as GS (Consensus24
US). We consider the first because we wish to understand how the quality of
domestic GDP forecasts depends upon the quality of US GDP forecasts. The
second roughly approximates a real time forecasting exercise, at least with respect
to US GDP.
For purposes of comparison, we consider only the WM index. This simplifies the
exposition and can be justified by its better out of sample performance compared
with the other two indices. We also consider two forecasting sample periods,
1990:Q1–1999:Q1 and 1994:Q1–1999:Q1. Ideally, we would like to consider a
sample of reasonable length and one that encompasses both upturns and downturns
of the business cycle. The 1990:Q1–1999:Q1 sample satisfies this requirement. In
addition, we are able to obtain correct vintage Consensus Forecasts for US GDP
for this period. An evaluation of out of sample forecasting performance has other
requirements, however, that makes this sample less than ideal. The forecasting
sample period should not include any part of the sample for which a model has
been specified. The Gruen and Shuetrim equation is specified for a sample
1980:Q1–1993:Q4 and properly we should consider forecasting sample periods
subsequent to this. For this reason, we consider the 1994:Q1–1999:Q1 sample to
allow us to approximate more closely a real time forecasting exercise.17
Table 6 presents the results for comparison. For the 1990:Q1–1999:Q1 period, we
present the RMSE statistics for two VAR models using the WM index and GDP.
Both models include a trend; the first has two lags and the second has eight lags.
The choice of the trend specification reflects its superior performance identified
previously. Similarly, we consider the model with lag length two as it is the model
with the best forecasting performance at long horizons. Knowledge that a trend
specification and lag length of two is superior to other specifications, however, is
based upon information not available within sample. With respect to the trend
specification, it seems reasonable to consider this as a candidate model. With
                                          
17 Comparing the two forecasting samples gives us an idea of the sensitivity of our results to the
data used. Our results may also be sensitive to the estimation sample. Throughout this paper
we have used all available data to estimate the models. An alternative would be to use the
same estimation sample, as well as forecast sample, when comparing forecasts from various
models. To see if this affects our conclusions, we examine the forecasting ability of the VAR
models using the same sample period as used for the GS model, estimating from 1980 and
forecasting from 1990, and the results are much the same as those reported in Table 6. These
results are available from the authors on request. We thank Mardi Dungey for raising this
issue.25
respect to lag length, however, it is likely that a longer lag length would be chosen
based upon within sample criteria. For simplicity, we consider a lag length of
eight.
Table 6: GDP Forecasts
Comparison with Gruen and Shuetrim (1994)
Forecast sample: 1990:Q1–1999:Q1
Forecast horizon (quarters)
Model p 1234567 8
VAR (trend) 2 0.0075 0.0112 0.0150 0.0183 0.0212 0.0238 0.0258 0.0272
VAR (trend) 8 0.0095 0.0141 0.0175 0.0208 0.0247 0.0273 0.0298 0.0322
GS (actual US) – 0.0068 0.0085 0.0104 0.0122 0.0131 0.0133 0.0136 0.0144
GS (Consensus US) – 0.0075 0.0101 0.0133 0.0165 0.0194 0.0214 0.0227 0.0245
Forecast sample: 1994:Q1–1999:Q1
Forecast horizon (quarters)
Model p 1234 56 7 8
VECM 2 0.0064 0.0081 0.0091 0.0094 0.0081 0.0081 0.0098 0.0099
VECM 8 0.0079 0.0109 0.0127 0.0146 0.0166 0.0189 0.0223 0.0254
GS (actual US) – 0.0068 0.0071 0.0092 0.0101 0.0100 0.0105 0.0106 0.0095
GS (Consensus US) – 0.0067 0.0075 0.0103 0.0124 0.0138 0.0165 0.0192 0.0213
Notes: The lag length is p. All RMSE statistics are in terms of the level of GDP. The VAR (trend) and the VECM
model are bivariate models using GDP and the WM index. For these models estimation starts in 1960:Q1. GS
refers to the Gruen and Shuetrim (1994) model, described in Appendix D. GS (actual US) uses actual US
GDP for the forecast period. GS (Consensus US) uses Consensus forecasts for US GDP. The other
explanatory variables in the GS equation are assumed unchanged for the forecast period. Estimation for the
GS models starts in 1980:Q1. See Appendix D for further details.
At all forecast horizons, the GS model using either actual values or consensus
forecasts of US GDP for forecasting outperforms the VAR models. And it does so
by a reasonable amount, especially at longer horizons. This suggests that the VAR
models using the WM index can be improved upon, although the full extent
remains unclear because of the fact that the GS model is specified over part of the
forecasting sample period. When we compare the RMSE of forecasts from the GS
model using actual values to those using consensus forecasts of US GDP, not
surprisingly, we obtain significantly better forecasts using actual future values of26
US GDP. This is also the case for the later forecast sample starting in 1994. So, in
a framework that relies upon US GDP for forecasting, such as the GS model, the
quality of the forecasts for Australian GDP will always be limited by the quality of
forecasts for US GDP.
The results for the later forecasting sample period are also reported in Table 6. In
this case, we consider a VECM model using the WM index because, for this
forecasting sample period, it outperforms other models. (The improvement is not
too large. For the WM index VAR model with trend, the RMSE statistic at the
eight-quarter horizon is 0.0111. A full set of results is available from the authors.)
As is evident from Table 6, for the VECM model the choice of lag length is very
important. If we choose a lag length of two, we obtain very high quality forecasts
(judged over this sample). If we choose a lag length of eight, which is quite likely
based upon within sample evaluation, we obtain quite poor forecasts. And the
comparison to the performance of GS (Consensus US) depends upon this choice.
With a small number of lags, the VECM significantly outperforms the GS
(Consensus US); with a larger number of lags, the opposite is true.
The comparison to Gruen and Shuetrim (1994) suggests that there are more
accurate means to forecast real GDP than simple time series models of an activity
variable and a leading index. Nonetheless, the out of sample results provide some
evidence that the WM leading index can provide useful information for
forecasting, even within simple forecasting models. Certainly, if one was careful
about specification and took on board the evidence in favour of parsimonious
models (both from our results and the forecasting literature), then one should be
able to obtain forecasts of reasonable quality.18
                                          
18 One could also consider the techniques designed to improve forecasts discussed in Clements
and Hendry (1999). Further, one could consider forecast pooling procedures from these
simple VAR models. See Granger and Newbold (1986) for a discussion of this and Stock and
Watson (1998) for a practical application.27
4.  Conclusion
The aim of this paper is to assess whether three leading indices for Australia, the
WM index, the NATSTAT index, and the ABS index, can contribute to forecasts
of activity variables. Our interest is in forecasting the levels of the variables
themselves, rather than turning points, over a two-year horizon. While there is
within sample evidence that all three indices predict real GDP, employment and
unemployment, out of sample evidence is less favourable. Our results, based upon
simple two variable VAR models, suggest that of these indices, only the WM index
provides additional information for forecasting relative to the history of the activity
variable itself. And this is confined to forecasts of real GDP. Forecasts of
employment and unemployment are generally not improved upon by inclusion of
any of the three leading indices.
As a secondary concern, we also compare the forecasts for real GDP from the
simple two variable VAR models with a single equation model of Australian GDP
presented in Gruen and Shuetrim (1994). Generally, the VAR models do not
perform as well as the GS equation. Nonetheless, there is some evidence to suggest
that simple time series models using the WM index, if carefully specified, may
provide forecasts of comparable quality to other available forecasts.28
Appendix A: Data
ABS Experimental Composite Leading Indicator
Definition: Composite leading indicator of economic activity with eight
component series.
Units: 0 = long-term trend rate of economic growth.
Source: Australian Economic Indicators, ABS Cat No 1350.0.
Consensus Forecasts of US GDP
Definition: Consensus forecasts of real US GDP.
Units: Quarterly growth rate in percentage points.
Source: Consensus Forecasts, Consensus Economics Inc, London.
Employment
Definition: Total employed persons (seasonally adjusted).
Units:  Thousands.
Source: Spliced series using ABS Cat No 6204.0 for 1966–1977 (seasonally
adjusted using EZX-11) and ABS Cat No 6203.0, Table 2 for
1978–1999.
NATSTAT Leading Indicator
Definition: Composite leading indicator of economic activity with seven
component series.
Units: 100 = long-term trend rate of economic growth.
Source: National Institute of Economic and Industry Research NATSTAT
Leading Indicators release. We are grateful to Jeremy Rothfield for
providing us with an electronic copy of this series.
Official Cash Rate
Definition:  Unofficial cash rate.
Units:  Annual interest rate (not in percentage terms).
Source:  Reserve Bank of Australia.29
Real GDP
Definition: Real GDP.
Units: $m (sa) annually chain linked, reference year for prices 1996/97.
Source: Australian National Accounts, ABS Cat No 5206.0, Table 5.
Southern Oscillation Index
Definition: Difference in the sea level barometric pressure between Darwin and 
Tahiti.
Source: Australian Bureau of Meteorology.
Underlying Consumer Price Index
Definition:  Treasury Underlying Consumer Price Index.
Units:  1989/90 = 100.
Source:  Consumer Price Index, ABS Cat No 6401.0, Table 11.




Units: Percentage (seasonally adjusted).
Source: Spliced series using the NIF Database for 1959–1977 and ABS
Cat No 6203.0, Table 2 for 1978–1999.
US Real GDP
Definition: Real GDP.
Units: 1992 $b (sa).
Source: Datastream, USGDP…D.30
Westpac-Melbourne Institute Leading Index
Definition: Composite leading indicator of economic activity with nine
component series.
Source: Westpac-Melbourne Institute Indexes of Economic Activity Report.
We are grateful to Don Harding from the Melbourne Institute of
Applied Economic and Social Research for providing us with an
electronic copy of this series.31
Appendix B: Unit Root and Cointegration Tests
Quarterly series
Unit root tests for the WM index and GDP, both in log levels, are reported below
for lag lengths four to ten. In both cases, the estimated regression contains a
constant and a trend. Two tests are presented; a standard augmented Dickey-Fuller
test statistic, the t-test in the table, and a joint test against a trend stationary
alternative, the F-test in the table. These are described in Hamilton (1994,
pp 528–529). We cannot reject the null hypothesis of a unit root in the WM index
or GDP. In the case of GDP, however, this hypothesis only holds up weakly
against a trend stationary alternative (for some lag lengths, we can reject the F-test
statistic between the five and ten per cent level).
Table B1: Unit Root Tests
Quarterly data: 1960:Q1–1999:Q1
p=4 p=5 p=6 p=7 p=8 p=9 p=10
WM
t-test –3.3873 –2.9226 –2.6897 –2.5220 –2.4522 –2.2213 –2.2570
F-test 5.7436 4.3011 3.6963 3.3924 3.2969 2.6891 2.6869
GDP
t-test –2.0007 –2.8045 –2.7223 –2.8465 –2.6778 –2.9985 –2.8840
F-test 2.9186 5.1467 5.4152 5.9688 5.3571 5.8254 5.0390
Notes: The 5 per cent significance level for the t-test is –3.45 (Hamilton 1994, Table B6, Case 4, p 763). The 5
and 10 per cent significance levels for the F-test are 6.49 and 5.47 respectively (Hamilton 1994, Table B7,
Case 4, p 764). In both cases the null hypothesis is a unit root. All test regressions include a constant and
a trend. The t-test is the augmented Dickey-Fuller test statistic; The F-test is a joint test against a trend
stationary alternative. Both are described in Hamilton (1994, pp 528–529).
Under the assumption that the WM index and GDP are both I(1), we present
Johansen’s tests for cointegration between these two variables. These results are
reported in the Table below. We find we cannot reject the hypothesis that there is a
cointegrating vector between the WM index and GDP.32
Table B2: Johansen’s Tests for Cointegration
Quarterly data: 1960:Q1–1999:Q1
Cointegrating vector: [ln(WM)  γln(GDP)]
p=4 p=5 p=6 p=7 p=8 p=9 p=10
γ –0.8547 –0.8584 –0.8619 –0.8684 –0.8780 –0.8859 –0.8926
Likelihood ratio test 1
(Trace statistic)
H0: r≤1 (g=1)  {3.962}
H1: r=2 (g=0)
1.0870 0.6715 0.5502 0.2699 0.1174 0.0216 0.0806
H0: r=0 (g=2)  {15.197}
H1: r=2 (g=0)
17.4739 17.7023 20.1150 20.5906 20.2534 18.3504 14.8846
Likelihood ratio test 2
(Largest Eigenvalue)
H0: r=0 (g=2)  {14.036}
H1: r=1 (g=1)
16.3869 17.0307 19.5648 20.3208 20.1360 18.3288 14.8040
H0: r≤1 (g=1)  {3.962}
H1: r=2 (g=0)
1.0870 0.6715 0.5502 0.2699 0.1174 0.0216 0.0806
Notes: 5 per cent critical values are reported in braces and are taken from Hamilton (1994, Tables B10 (LR1) and
B11 (LR2), Case 3, pp 767–768). For both test statistics, r is the number of cointegrating vectors and g is
the number of random walks (or stochastic trends). All auxiliary regressions include a constant.
Monthly series
Unit root tests for the WM index and employment in log levels and unemployment
in levels are presented in the table below for lag lengths 12 to 16. The tests are as
described for the quarterly series. We test for a unit root in the WM index over
each of the sample periods for which it is used. There is evidence of sixth order
serial correlation in the test regressions for employment with lag lengths less than
13 and in the regressions for unemployment with lag lengths less than 14. There is
evidence of sixth order serial correlation in the test regressions for the WM index
for the sample starting in 1959 with lag lengths less than 13 and for the sample
starting in 1966 with lag lengths less than 14. We cannot reject the null hypothesis
of a unit root in employment, unemployment or in the WM index over the sample
1966 to 1999. This is also the case for the WM index over the longer sample,
although the evidence is weak at shorter lag lengths.33
Table B3: Unit Root Tests
Monthly data
p=12 p=13 p=14 p=15 p=16
Sample: 1959:M9–1999:M4
WM
t-test –3.3013 –3.4897 –2.8389 –2.8592 –2.7331
F-test 5.6508 6.2665 4.2139 4.2079 3.8182
Unemployment
t-test –2.6112 –2.1647 –2.5141 –2.4907 –2.6459
F-test 3.5876 2.5286 2.4866 3.2413 3.5982
Sample: 1966:M7–1999:M4
WM
t-test –3.0354 –3.2405 –2.6415 –2.6868 –2.5782
F-test 4.7038 5.3391 3.6443 3.8175 3.5142
Employment
t-test –3.3872 –2.8098 –2.6774 –3.0769 –3.1252
F-test 5.7930 4.0158 3.6501 4.7852 4.9388
Notes: The 5 per cent significance level for the t-test is –3.45 (Hamilton 1994, Table B6, Case 4, p763). The 5
and 10 per cent significance levels for the F-test are 6.49 and 5.47 respectively (Hamilton 1994, Table
B7, Case 4, p 764). In both cases the null hypothesis is a unit root. All test regressions include a
constant and a trend. The t-test is the augmented Dickey-Fuller test statistic; The F-test is a joint test
against a trend stationary alternative. Both are described in Hamilton (1994, pp 528–529).
Since the WM index, employment and unemployment are I(1), we test for
cointegration. In the following tables, we test for cointegration between the WM
index and unemployment and the WM index and employment. In both cases, we
cannot reject the null hypothesis of no cointegration.34
Table B4: Johansen’s Tests for Cointegration
Monthly data: 1959:M9–1999:M4
Cointegrating vector: [ln(WM)  γunemp]
p=12 p=13 P=14 p=15 p=16
γ –0.1178 –0.1174 –0.1152 –0.1164 –0.1150
Likelihood ratio test 1
(Trace statistic)
H0: r≤1 (g=1)  {3.962}
H1: r=2 (g=0)
0.2209 0.3661 0.2964 0.1372 0.0349
H0: r=0 (g=2)  {15.197}
H1: r=2 (g=0)
6.8828 5.8542 7.2608 5.7776 5.7289
Likelihood ratio test 2
(Largest Eigenvalue)
H0: r=0 (g=2)  {14.036}
H1: r=1 (g=1)
6.6619 5.4881 6.9644 5.6404 5.6940
H0: r≤1 (g=1)  {3.962}
H1: r=2 (g=0)
0.2209 0.3661 0.2964 0.1372 0.0349
Notes: 5 per cent critical values are reported in braces and are taken from Hamilton (1994, Tables B10 (LR1) and
B11 (LR2), Case 3, pp 767–768). For both test statistics, r is the number of cointegrating vectors and g is
the number of random walks (or stochastic trends). All auxiliary regressions include a constant.35
Table B5: Johansen’s Tests for Cointegration
Monthly data: 1966:M7–1999:M4
Cointegrating vector: [ln(WM)  γln(empl)]
p=12 p=13 p=14 p=15 p=16
γ –1.6190 –1.6090 –1.6145 –1.6295 –1.6273
Likelihood ratio test 1
(Trace Statistic)
H0: r≤1 (g=1)  {3.962}
H1: r=2 (g=0)
0.0110 0.0563 0.0005 0.0139 0.0039
H0: r=0 (g=2)  {15.197}
H1: r=2 (g=0)
11.1306 12.8262 12.1212 9.4628 10.1649
Likelihood ratio test 2
(Largest Eigenvalue)
H0: r=0 (g=2)  {14.036}
H1: r=1 (g=1)
11.1196 12.7699 12.1208 9.4489 10.1609
H0: r≤1 (g=1)  {3.962}
H1: r=2 (g=0)
0.0110 0.0563 0.0005 0.0139 0.0039
Notes: 5 per cent critical values are reported in braces and are taken from Hamilton (1994, Tables B10 (LR1) and
B11 (LR2), Case 3, pp 767–768). For both test statistics, r is the number of cointegrating vectors and g is
the number of random walks (or stochastic trends). All auxiliary regressions include a constant.36
Appendix C: Forecast Error Variance Decompositions
Table C1: Forecast Error Variance Decomposition
Innovation Forecast
(quarters)
Proportion of forecast error variance for GDP
(Differenced model with 8 lags)
WM NATSTAT ABS
Leading index 1 0.02    (0.00 0.08) 0.02    (0.00 0.09) 0.06    (0.01 0.15)
2 0.02    (0.00 0.09) 0.12    (0.05 0.23) 0.08    (0.03 0.20)
4 0.14    (0.07 0.25) 0.12    (0.06 0.25) 0.10    (0.05 0.23)
8 0.13    (0.09 0.25) 0.14    (0.09 0.29) 0.15    (0.09 0.32)
12 0.13    (0.10 0.26) 0.15    (0.10 0.30) 0.16    (0.10 0.32)
GDP 1 0.98    (0.91 1.00) 0.98    (0.91 1.00) 0.94    (0.85 0.99)
2 0.98    (0.91 1.00) 0.88    (0.76 0.96) 0.92    (0.81 0.97)
4 0.86    (0.76 0.93) 0.88    (0.76 0.95) 0.90    (0.77 0.95)
8 0.87    (0.75 0.91) 0.86    (0.70 0.91) 0.85    (0.69 0.90)
12 0.87    (0.74 0.91) 0.85    (0.69 0.90) 0.84    (0.67 0.89)
Notes: Numbers in parentheses are 90 per cent confidence intervals based on a simple bootstrap procedure
involving 500 draws with replacement from the empirical distribution of the VAR innovations.
Table C2: Forecast Error Variance Decomposition
Innovation Forecast
(months)
Proportion of forecast error variance for employment
(Differenced model with 14 lags)
WM NATSTAT
Leading index 1  0.00   (0.00  0.02)  0.01   (0.00  0.04)
3  0.01   (0.00  0.04)  0.03   (0.01  0.07)
6  0.02   (0.01  0.06)  0.07   (0.04  0.13)
12  0.12   (0.09  0.20)  0.10   (0.06  0.18)
24  0.16   (0.12  0.25)  0.10   (0.07  0.19)
36  0.17   (0.12  0.27)  0.10   (0.07  0.20)
Employment 1  1.00   (0.98  1.00)  0.99   (0.97  1.00)
3  0.99   (0.95  1.00)  0.97   (0.93  0.99)
6  0.98   (0.93  0.99)  0.93   (0.87  0.96)
12  0.88   (0.80  0.91)  0.90   (0.81  0.94)
24  0.84   (0.74  0.88)  0.90   (0.81  0.93)
36  0.83   (0.73 0.88)  0.90   (0.80  0.93)
Notes: Numbers in parentheses are 90 per cent confidence intervals based on a simple bootstrap procedure
involving 500 draws with replacement from the empirical distribution of the VAR innovations.37
Table C3: Forecast Error Variance Decomposition
Innovation Forecast
(months)
Proportion of forecast error variance for unemployment
(Differenced model with 14 lags)
WM NATSTAT
Leading index 1  0.00   (0.00 0.02)  0.02   (0.00  0.06)
3  0.02   (0.01  0.05)  0.05   (0.02  0.10)
6  0.10   (0.07  0.16)  0.06   (0.03  0.12)
12  0.19   (0.13  0.27)  0.09   (0.06  0.17)
24  0.20   (0.14  0.29)  0.10   (0.08  0.19)
36  0.20   (0.15  0.30)  0.13   (0.09  0.23)
Unemployment 1  1.00   (0.98  1.00)  0.98   (0.94  1.00)
3  0.98   (0.95  0.99)  0.95   (0.89  0.97)
6  0.90   (0.84  0.93)  0.94   (0.86  0.97)
12  0.81   (0.73  0.88)  0.91   (0.81  0.94)
24  0.80   (0.71  0.86)  0.90   (0.79  0.93)
36  0.80   (0.70  0.86)  0.87   (0.77  0.91)
Notes: Numbers in parentheses are 90 per cent confidence intervals based on a simple bootstrap procedure involving 500 draws
with replacement from the empirical distribution of the VAR innovations.38
Appendix  D: Forecasting with the Gruen and Shuetrim Output
Equation










1 1 ln 100 ln 100 ln 100 ln 100
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Where:
t y   − Real GDP (chain linked series)















t i   − Unofficial cash rate (11am call) quarterly average for period
1979:Q3–1999:Q1. Prior to this, the Official cash rate is used. In contrast,
GS (1994) uses the Official cash rate prior to 1982:Q3.
t p      − Treasury Underlying CPI
t SOI − Southern Oscillation Index
*
t y   − US Real GDP
Estimating this equation over the sample 1980:Q1–1993:Q4, as in GS (1994),
provides the coefficients presented below. It is expected that our results will differ39
to some extent from those in GS because of revisions to GDP, due to both standard
revisions and the move to a chain linked series.19
* *
1 1 2
1 6 5 4 3 2
ln 100 374 . 0 ln 100 * 269 . 0 ln 100 * 227 . 0 005 . 0
024 . 0 020 . 0 124 . 0 140 . 0 054 . 0 095 . 0 467 . 30 ln 100
t t t t
t t t t t t t
y y y SOI
SOI r r r r r y
∆ + + − −
+ + − + − − = ∆
− − −
− − − − − − (D3)
The mean coefficient on the real interest rate is –0.023, which is very similar to the
result in GS, although the joint hypothesis that these coefficients are zero is not
rejected. The sum of the coefficients on the real interest rate is –0.112, again
similar to GS’s results, and this sum is statistically significant. The coefficients on
the domestic and foreign output variables are also similar to those in GS and are all
statistically significant. We do not, however, obtain as good a fit as GS do for their
estimated equation. Our results give an 
2 R





The sample periods used for estimating the GS equation in the forecasting
exercises are explained in the text.
                                          
19 Using archived data for domestic output does not substantially alter our results so we proceed
as if we had the chain linked data prior to its availability.40
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