Introduction
The Taylor expansion of ordinary λ-terms has been introduced in [ER08] as a syntactic counterpart of the quantitative semantics of linear logic in a λ-calculus setting. Thanks to this semantic work, Ehrhard and Regnier [ER03] were able to present, in a very natural way, a differential extension of λ-calculus. The derivative of a term with respect to its argument is, following the classical analytical notion, a "linear approximation" of it. In this case, linearity has a logical meaning: variables in the derivatives are used only once during the reduction process. In [ER08] they presented a fragment of this calculus, called resource λ-calculus, where one considers only derivatives of terms applied to zero and a notion of Taylor expansion of ordinary λ-terms can be introduced.
The aim of this work is to characterize three fundamental normalization proprieties in λ-calculus trough the Taylor expansion. More precisely, we shall introduce a rigid version of the resource calculus, replacing multisets with lists following [MPV18] and [TAO17] . An element of the Taylor expansion can then be seen as an equivalent class of rigid resource terms. The general proof strategy will consists in stating the dependence of ordinary reduction strategies for λ-calculus on their rigid resource counterparts and in finding a convenient rigid approximant that behaves well under the considered kind of reduction. The choice of rigid terms over standard resource terms remarkably simplifies definitions, theorems and proofs. Moreover, in section 6, we establish the relationship between the rigid expansion and the standard Taylor expansion of λ-terms.
The ideas and methods used in this work derive mostly from intuitions and results presented firstly in [dC07] and [ER08] . The characterization of head-normalization that we shall present has been folklore for some time. An important ispiration is [CG14] , where solvability via Taylor expansion is considered from a call-by value perspective. For what concerns β-normalization, the result derives directly from Lemma 4.4, that has been proven firstly in [Vau17] , and it is inspired also by [dCPdF11] .
The result about strong normalization is new. Our characterisation differs substantially from the one given in [PTV16] , where the strong normalisation is achived via a global proprerty on the Taylor expansion. Instead we focus on an existantial proprerty, namely the non-zero termination of an extended non-erasing reduction (see Section 6). The idea of considering non-erasing reduction derives from [dCdF16] and from the λI-calculus (see Section 6.3).
Our most important contribution is our approach: we give a general method to state these characterization via rigid approximation and, a fortiori, the Taylor expansion. The strength of our approach is also evident for it produces a completely straightforward proof of normalisation for for the head and left reductions (see Theorems 3.12 and 4.10). This happens thanks to the finitary nature of resource calculus operational semantics.
Our method can be also straightforwardly extended to prove typability results for (intersection) type systems, without passing trough Girard's candidates of reducibility. We also believe that this approach can be extended to the study of the execution time for λ-terms, in the sense of [dC07] and to prove similar results in the context of Bang Calculus [EG16] [GM18] and Multiplicative Exponential Linear Logic.
Rigid resource terms
We introduce a resource sensitive calculus following [ER08] . In this calculus the number of copies of the argument that a term uses under reduction is made explicit via lists of terms. Following [TAO17] , we call this calculus the rigid resource calculus. Rigidity means that resources are modelled by lists instead of multisets. 1 We will denote as "resource term" both rigid resource terms and standard ones. The distinction between the two will be clarified either by the context or explicitly, if needed.
We define the set of rigid resource terms D and the set of rigid resource monomials D ! by mutual induction as follows:
If A is a set, A ! denotes the set of lists over A. Rigid monomials are then lists of resource terms and a · b denotes list concatenation. We write (a 1 , . . . , a n ) for (a 1 )·. . .·(a n )·(). A term of the form c d is called a linear application. The 0 term works as a zero linear combination, i.e. λx.0 = 0, 0 a = 0, a 0 = 0 and (0) · a = 0. We call rigid resource expressions the elements of D (!) = D ∪ D ! . For any resource expression e, we write n x (e) for the number of occurrences of variable x in e. We define the rigid substitution: Definition 2.1. We define e{ b/x} for any e ∈ D (!) and b ∈ D ! such that | b| = n x (e) inductively:
The reduction of rigid resource terms has the following base cases:
Head normalization
The first characterization that we give concerns head-normalization. This result is folklore but we give a novel presentation of it following our general approach. Firstly we give recall some basic definitions and results. Proposition 3.1. Let M ∈ Λ. There exist x 1 , ..., x m ∈ V and M ′ , N 1 , ..., N n ∈ Λ, with M ′ either a redex or a variable, such that
Proof. Trivial induction on the size of M .
From now on we will use the former proposition as a characterisation of λ-terms without explicitly referring to it.
If
, with a ′ either a redex or a variable, such that
Proof. Trivial induction on the size of a.
From now on we will use the former proposition as a characterisation of rigid resource terms without explicitly referring to it.
If a ′ = x with x ∈ V or a = 0 we say that a is a head-normal form.
We say that a is head-normalizable if there exist a 1 , ...., a n ∈ D such that a = a 0 → r a 1 → r ... → r a n with a n head-normal form.
Towards head normalization
The first step is a clear statement of what happens to the rigid expansion under substitution. We set 
We can then apply the IH and conclude.
Proof. By induction on the definition of β-reduction and by Lemma 3.3.
Since we have a substitution Lemma, the next natural step is asking what happens to the rigid expansion under reduction. Since we are focusing on head-normalization, we can restrict our considerations on the head-reduction.
First of all we shall give a functional definition of head-reduction, that will allows us to state in a compact way the connection between head-reduction and resource head-reduction. Definition 3.5. Let M be a λ-term. We define the head-reduction H : Λ → Λ by cases as follows:
Definition 3.6. Let s ∈ D. We define the head resource reduction H r : D (!) → D (!) by cases as follows:
We say that the head-reduction of M (resp. a) ends if there exists m ∈ N such that H m (M ) (resp. H m r (a)) is a head-normal form. In that case we call H m (M ) (resp. H m r (a)) the principal normal form of M (resp. a). We denote the principal normal form of M (resp. a) as HN F (M )(resp. HN F (a)).
We Set H r (T r (M )) = {H r (s) | a ∈ T r (M ) and H r (a) = 0}. Then:
Proof. We prove the result by cases and double inclusion. 
Conversely, Let a ′ ∈ T r (H(M ′ )). By definition,
The meaning of the former lemma is that performing a step of head-reduction on M and then computing the rigid expansion of its retract is the same thing as first computing the rigid expansion of M and then performing a step of head-reduction on it. We say then that head-reduction and rigid expansion commute.
Proof. Let M = λx 1 ...λx m P Q 1 ...Q n , with P either a redex or a variable. We can focus on M ′ = P Q 1 ...Q n without any loss of generality.
Then, by definition of T r (P ), P must be a variable and hence M ′ is a head-normal form. Proof. By Lemma 2.3.
Proof. Let N be a head-normal form of M . By definition a b 0 ∈ T r (N ) is a resource head-normal form. Also by definition M = M 0 → β · · · → β M n = N. Then, by Lemma 3.4, we can conclude, since we take the rigid term · · · x () · · · () and follow its anti-reduction. Theorem 3.12. Let M ∈ Λ . the following statements are equivalent:
Solvability
In particular we have that M N 1 · · · N n → * β λx.x. We say that a generic M ∈ Λ is solvable if there exists a closure of M that is solvable. 
β-normalization
In this section we shall present a characterization of β-normalization via rigid expansion. Firstly we give recall some basic definitions.
We
We say that M is strongly normalizable if there is no infinite βreduction chain starting from M . We extend the former definitions to resource terms in the natural way.
β-normalization via rigid expansion
In order to achieve β-normalisation, we will introduce a parallel version of the left reduction:
We define the left-parallel reduction L : Λ → Λ by cases as follows:
and the resource version of left-parallel reduction:
Definition 4.2. Let a ∈ D (!) . We define the left-parallel resource reduction L ∂ : D (!) → D (!) by cases as follows:
if ais a head-normal form;
When M is a head-normal form, then the reduction is propagated to the arguments Q 1 , ..., Q n and it is possible to reduces more then one redex for step. If the left-parallel reduction ends then M is βnormalizable:
Proof. The proof is trivial. Since, by definition, M ։ + β L(M ), if there exists such n ∈ N we have a β-reduction chain starting from M that ends with a β-normal form, i.e. M is β-normalizable.
We set L r (T (M )) = {L r (a) | a ∈ T r (M ) and L r (a) = 0}. Then We state a result that extends Lemma 3.7:
Proof. We prove the lemma by induction on the definition of L.
If M has a head redex then the result follows immediately from Lemma 3.7.
If M = λx 1 ...λx m .xQ 1 ...Q n we can focus on M ′ = xQ 1 ...Q n without any loss of generality.
We have that
). The other inclusion is trivial by definition.
We observe that a non β-normalisable term can have a non zero rigid expansion: take M = xΩ and x () ∈ T r (M ). x () is in normal form, but M is only head-normalisable. The we need to strengthen our hypothesis on the rigid expansion. with q ∈ D ! such that q = (). We denote D N F + the set of resource normal forms that are also positive resource terms.
A positive resource term is a resource term where all the arguments are defined: there are no empty lists appearing as arguments in a linear application. Then an approximant of this kind presents all the information about its corresponding λ-term. Proof. By induction on M . The non-trivial case is the application. If M = P Q we have that s = c d for some c ∈ T r (P ) and q ∈ T r (Q) ! . Since a is a positive term, d = (d 1 , . . . , d n ) for some d 1 , . . . , d n ∈ T r (Q). Since a is a resource normal form, we have that c is a positive resource normal form and, for i ∈ {1, ..., n} d i is a positive resource normal form. Hence we can apply the IH and conclude. Proof. Trivial by Lemma 6 and by the observation that s ։ + L r (a).
Since the left-parallel reduction commutes with the rigid expansion and since having a positive linear approximant in normal form implies being a β-normal form, we are beginning to grasp what is the needed condition on the Taylor expansion to characterize β-normalization. If there exists a ∈ T r (M ) such that the normal form of a is positive then M should be β-normalizable. In a more formal way:
Proof. Let s ∈ T r (M ) such that there exists N F (a) ∈ ∆ + . Then there exists n ∈ N such that L n r = N F (a). By Lemma 4.6 L n r (a) ∈ T r (L n (M )). Then L n (M ) is the β-normal form of M .
Proof. We consider the N , the normal form of M . By definition a b ∈ T r (N ) is a resource normal form. We choose a positive b. Then, by Lemma 3.4, we can follow the anti-reduction and we can conclude. 
Taylor expansion and rigid approximation
In order to define the Taylor expansion of λ-terms we need to introduce another auxiliary language, the standard resource calculus. This calculus is just like the rigid resource calculus, where we replace lists with multisets.
We define the set of resource terms ∆ and the set of resource monomials ∆ ! by mutual induction as follows: Figure 1 : Reduction rules of the resource calculus with sums variables. We call resource expressions the elements of ∆ (!) = ∆ ∪ ∆ ! . For any resource expression e, we write n x (e) for the number of occurrences of variable x in e. If A is a set, we write N[A] for the set of finite formal sums of elements of A, or equivalently the set of finite linear combinations of elements of A with coefficients in N. We extend the syntactical constructs of the resource calculus to finite sums of resource expressions by linearity: e.g., [s + t] ·ū = s ·ū + t ·ū:
We call σ a finite term. By linearity we extend the syntactical constructs of the resource calculus to finite terms: The reduction of the resource calculus is the relation from resource expressions to finite formal sums of resource expressions induced by the rules of Figure 1 .
We define the representation relation ⊳ ⊆ D (!) × ∆ (!) by the following rules:
We can extend the representation relation to linear combination of resource terms: a ⊳ σ if there exists s ∈ supp(σ) such that a ⊳ s.
We set the rigid expansion of s as T r (s) = {a ∈ D (!) | a ⊳ s}. The rigid expansion of a resource term is an equivalence class of rigid resource terms.
We set Conversely, let p ∈ s∈T (λy.M ′ ),t∈T (N ) ! supp(∂ x s ·t). We have that, by definition, p is of the form λy.p ′ , for some resource term p ′ . There exists then a s ∈ T (λy.M ′ ) and at ∈ T (N ) ! such that p ∈ supp(∂ x s·t). By definition of n-linear substitution, by IH and by the fact that there exists s ′ ∈ T (M ′ ) such that s = λy.s ′ , we have that p ′ ∈ supp(∂ x s ′ ·t) ⊆ Conversely, let p ∈ s∈T (P Q),t∈T (N ) ! supp(∂ x s·t). Then there exists s ′ ∈ T (P ) and aq ∈ T (Q) ! such that p ∈ supp(∂ x s ′ q ·t) . Moreover, sincet = [t 1 , ..., t n ], by definition of n-linear substitution we have that 
Strong normalization
For strong normalisation we switch form rigid approximation to Taylor expansion. 2
Non-erasing reduction
Definition 6.1. We define → ¬e ⊆ Λ × Λ by induction as follows:
A λ-term M of the shape (λx.M )N with x ∈ F V (M ) is called a redex. A normal form for the non-erasing reduction is a λ-term M that does not have redexes as subterms. A λ-term M is called normalizable if there exist M 1 , ..., M n such that M = M 0 → ¬e M 1 ... → ¬e M n = N with N being a normal form for the non-erasing reduction. We trivially have that → ¬e ⊆→ β .
To understand the meaning of our definition, we can consider some example of non erasing reductions: Example 6.2. Non-erasing reduction at work:
• (λx.y)Ω is not non-erasing normalizable, since the variable x is not free in the term y. However the term is clearly β-normalizable;
• (λx.y)z is a non-erasing normal form. Clearly it is not a βnormal form, since it contains a β-redex.
At this point we could hope that non-erasing reduction characterizes strong normalization. However this is not at all the case.
Let M = ((λy.λx.xx)z)λx.xx. Then M is by definition a nonerasing normal form, but it is not even β-normalizable:
And trivially (λx.xx)λx.xx = Ω is not β-normalizable.
To solve this problem, we follow the path of linear logic. As presented in [Reg94] , MELL proof-nets induces a new kind of reduction on λ-terms, the so-called σ-reduction. λ-calculus syntax induces a strict and unnecessary order on redexes. The σ-rules then grant some commutations of redexes that "free" λ-terms from this purely syntactical constraints.
We define → σ ∈ Λ × Λ as the contextual extension of the following rule:
Then we set → ǫ = → β ∪ → σ . Secularly, we define the erasing reduction as follows: Definition 6.3. We define → e ⊆ Λ × Λ by induction as follows:
Taylor expansion and non-erasing reduction
In order to achieve a strong normalisation Theorem we have to switch from rigid terms to standard resource terms. The problem with rigid terms is indeed their rigidity: if we extend the calculus with σ 1 we get a non confluent calculus in a very ba sense (see section ). On the contrary, standard resource calculus does not fail confluence, thanks to its intrinsic "non-deterministic" nature (see section 7.2.) 3 We firstly extend the notion of ǫ−reduction to the resource calculus: Definition 6.4. We define → ∂σ ∈ ∆ (!) × ∆ (!) as the contextual extension of the following rule:
Then we set → ∂ǫ = → ∂ ∪ → ∂σ .
Lemma 6.5. The reduction → ∂ǫ is strongly normalizing.
Proof. Strong normalisation derives form the fact that both → rǫ and → rσ (the height of terms is decreasing) are strongly normalisable and by a transposition of Lemma 3.4 of [Reg94] to resource terms.
We extend the non erasing reduction to the resource calculus:
Definition 6.6. We define → ¬e ∂ ∈ ∆ (!) × ∆ (!) as the contextual extension of the following rule:
We set → ¬e ∂ǫ = → ¬e ∂ ∪ → ∂σ . We extend also the erasing reduction: Definition 6.7. We define → ¬e ∂ ∈ ∆ (!) × ∆ (!) as the contextual extension of the following rule:
Proof. See Section 7.3.
Lemma 6.9. The reduction → ¬e ∂ǫ is strongly normalizing and confluent.
Proof. The strong normalisation is a corollary of Lemma 6.5. Confluence is proved in 7.2.
We write N F ¬e ǫ (s) for the unique non-easing ǫ-normal form of s that is a finite term, possibly the zero sum. Proof. By induction on the size of s. If s = λx 1 . . . λx m · · · x q 1 · · ·q i · · · q n then σ = λx 1 . . . λx m · · · x q 1 · · · τ i · · · q n withq i → e ∂ǫ τ i . Since N F (σ) ¬e ǫ = 0 then N F (q j ) ¬e ǫ = 0 for some j ∈ {1, . . . , n}. If j = i we apply the IH and we conclude by linearity. If j = i we conclude by Lemma 6.9.
If s = λx 1 . . . λx m . · · · λx.p q 0 q 1 · · · q n then we can focus on the case where the erasing step is performed on the head-redex, since the other cases follows the same structure of above. Since σ = 0 we have that q 0 = []. Then σ = λx 1 . . . λx m · · · p q 1 · · ·q i · · · q n . Now we perform n steps of σ-reduction on s obtaining s ′ = λx 1 . . . λx m λx. · · · p q 1 · · ·q i · · · q n [].
Then we apply the IH and we get N F (s) ¬e ǫ = 0.
After having extended the reduction relation to resource term, we seek a connection between the ǫ−reduction over ordinary λ-terms and its resource counterpart. Lemma 6.11 (Subject expansion). Let M, N be any two λ-terms.
Proof. By induction on the definition of non-erasing ǫ-reduction. The base case derives from Lemma 5.3.
The interesting case is the application case. Let M = P Q and
Then we can apply the IH and conclude. IF t 0 ∈ ∆ + then, in particular,q 0 = [] and we can strengthen the IH withq ։ ¬e Proof. The result is a corollary of Lemma 6.11. Since M is non-erasing ǫ-normalizable then there exists a λ-term N that is its ǫ-normal form. If we consider a reduction chain starting from M and ending in N such as M → ¬e ǫ ... → ¬e ǫ N , by Lemma 6.11 for all t 0 , t 1 , . . . , t n ∈ T (N ) we can find an element s ∈ T (M ) such that s ։ ¬e ∂ǫ n i=0 t i . Then, by an easy inspection of the definitions, N F (s) ¬e ǫ = n i=0 t i . If we choose a positive t 0 we can then conclude. Proof. The base case follows from the former lemma and the inductive cases follow immediately from the IH. Lemma 6.16. Let M ∈ Λ such that M is strongly normalisable. Then M is strongly normalisable for the non-erasing ǫ-reduction.
Proof. By absurd via the corollary 3.5 of [Reg94] .
Definition 6.17. We define a set S of λ-terms by induction as follows: Let x ∈ F V (P ). By Lemma 6.12 there exists τ such that s → ¬e ∂ǫ τ and τ = n i=1 t i with t 1 , . . . , t n ∈ T r (N ). τ = 0 by Lemma 6.9, since N F ¬e ǫ (s) = 0. Since s = λx 1 ...λx m . . . . λx.p q 0 q 1 . . . q n then there exists t = λx 1 ...λx m . . . . ∂ x p ·q 0 q 1 . . . q n ∈ T (N ) such s → ¬e ∂ǫ t + n i t i = τ for some t i ∈ T (N ). By IH, strong normalisation and confluence (Lemma 6.9) we have that Q 0 , N ∈ S. Then, by definition of S, M ∈ S.
Then s ′ → e ∂ǫ t, with t = λx 1 ...λx m . . . . p q 1 . . . q n ∈ T r (N ). By Lemmas 6.9 and 6.10 we can conclude, since s(t) < s(s) and by IH Q 0 , N ∈ S. Theorem 6.20. Let M ∈ Λ. The following statements are equivalent:
Proof. (i) ⇒ (ii) is a corollary of Propostion 6.15. (ii) ⇒ (iii) is Proposition 6.19. (iii) ⇒ (iv) is Lemma 6.18. (iv) ⇒ (v) is Lemma 6.16. Finally, (v) ⇒ (i) derives from Lemma 6.13.
Conservation Theorem for the λI-calculus
As corollary of Theorem 6.20 we get Theorem 9.1.5 of [Bar84] . We define the set of λI-terms by induction as follows:
In particular we have that ΛI ⊂ Λ. 
and s ′′′ → r 0. But if one performs the r-reduction step before, N F (s) = 0 :
.
Then
And then in 2 steps of r-reduction one arrives to a non zero normal form.
The failure of confluence is due to the rigidity of the calculus, in the sense that the substitution does not perceives that the free occurrences of x are changing place after a step of σ−reduction.
This form of confluence failure is particularly bad because a term can have a zero and a non zero normal form. In this way all the approximation results are lost.
Confluence
For any resource expression e, we write n x (e) for the number of occurrences of variable x in e. Definition 7.1. Let e ∈ ∆ (!) ,ū = [u 1 , . . . , u n ] ∈ ∆ ! and x ∈ V. We define the n-linear substitution ∂ x e ·ū ofū for x in e as follows: where we writeū {i1,...,i k } := [u i1 , . . . , u i k ] whenever 1 ≤ i 1 < · · · < i k ≤ n. 4 To prove the confluence of → ¬e rǫ (Lemma 6.9) we use the standard technique of [Bar84] , defining a parallel non-erasing ǫ-reduction. And ∂ x λy. p ū · t I0 = λy. and ∂ xū · t J1 ⇒ ¬e ∂ǫ ∂ xū ′ · t ′ J1 . Hence
6. the multiset case is similar to the linear application case.
Lemma 7.4. ⇒ ¬e ∂ǫ is confluent.
Proof. By induction on s ⇒ ¬e ∂ǫ s 1 we prove that for all s 2 ∈ D such that s ⇒ ¬e ∂ǫ s 2 we sow that there exists t such that s 1 ⇒ ¬e ∂ǫ t and s 2 ⇒ ¬e ∂ǫ t. 1. if s 2 = s. Then take t = s 2 .
Otherwise we proceed by cases. If p ′ = λx.v then u = v[ q/x]. Then p has to be of the shape λy.λx.v (). We can then conclude by the following diagram: (ii) The proof follows a specular path to the proof of (i). If l = n + 1 the result follows immediately by IH.
