A 1D infrared radiative transfer model that handles clouds with subgrid-scale horizontal variability is developed and tested. It assumes that fluctuations in cloud absorptance optical depth across layers (and collections of layers) can be described by gamma distributions. Unlike homogeneous clouds, flux incident at a level inside a horizontally inhomogeneous cloud requires explicit computation of transmittance to all other levels in the cloud. Consequently, in addition to estimates of variability for each layer, variability between any two levels must be specified too. Scattering by hydrometeors and a general treatment of cloud overlap are included in this model. Solutions for isothermal and nonisothermal Planck source functions are presented.
Introduction
Much of the character and complexity that makes earth's climate worthy of, yet difficult to, study arises from the four-dimensional interaction between radiation and the three phases of water; the most elusive of which involves clouds. An outstanding aspect confounding representation of cloud-radiation interactions in global climate models (GCMs) is the near-complete neglect of cloud variability across spatial scales that are unresolved by GCMs but that have systematic impacts on radiative transfer and thus earth's radiation budget. While much research has been devoted recently to interactions between solar radiation and unresolved clouds in 1D, GCM-style, radiative transfer models (e.g., Cahalan et al. 1994; Barker 1996; Oreopoulos and Barker 1999 ), there appears to be no like studies regarding infrared (IR) radiation. Nevertheless, it is recognized generally that for GCM forecasts to be credible, they must simulate accurate IR radiative budgets and cooling rates for cloudy atmospheres.
When addressing the interaction between IR radiation and unresolved clouds in 1D codes, there are two main avenues to pursue: (i) estimation of unresolved cloud structure; and (ii) the transfer of IR radiation through horizontally and vertically inhomogeneous clouds. As yet there are no generally accepted methods for diagnosing unresolved cloud structure though techniques are beginning to emerge (e.g., Considine et al. 1997; Jeffery and Austin 2001, manuscript submitted to Quart. J. Roy. Meteor. Soc.) . Currently, all GCMs assume that clouds are horizontally homogeneous. When averaged over domains the size of those cells found typically in GCMs (i.e., 200 km), however, clouds often exhibit much Ն ϳ variability (e.g., Barker et al. 1993; Luo et al. 1994; Barker et al. 1996; Fu et al. 2000) . Applying the independent column approximation (ICA) to cirrus cloud optical depths inferred from surface-based observations, Fu et al. (2000) showed that when horizontal variations are neglected, outgoing IR flux at the top of the atmosphere (TOA) can be underestimated by more than VOLUME 
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15 W m Ϫ2 . Likewise, Barker and Wielicki (1997) showed that for marine boundary layer clouds, domainaveraged IR transmittance can be much larger than corresponding homogeneous values. The reason is simply that IR transmittance is a highly nonlinear function of for small values of . To the authors' awareness, there have been no attempts to construct a 1D IR transfer scheme that accounts for multiple layers of horizontally variable clouds.
Again, owing to large horizontal grid spacings in GCMs, cells are usually partially filled by cloud that overlap in the vertical. Following Tian and Curry (1989) , most GCMs assume that clouds in contiguous layers obey maximum overlap while contiguous blocks separated by cloudless layers obey random overlap. Strict and systematic application of this rule is certainly incorrect (Barker et al. 1999; Hogan and Illingworth 2000) , but it is not known how important deviations are nor how to enact alternate prescriptions. What is known, however, is that climate simulations are sensitive to different extreme overlap assumptions (e.g., Liang and Wang 1997; Stubenrauch et al. 1997 ) and the popular method of using a matrix of effective cloud emissivities with maximum/random overlapping clouds is incorrect (Li 2000a) .
The purpose of this paper is to present a 1D IR radiative transfer model for use in GCMs that includes the effects of horizontally variable cloud. This model builds on the general solutions for radiative transfer based on the two-stream approximation as developed in Part I (Li 2001 ) of this two-part paper. In Part I it was shown that separating upwelling and downwelling fluxes makes for simple, yet efficient, computation of IR cooling rates. As well, the perturbation method for IR scattering presented in Part I makes it easy to include the scattering process when accounting for subgrid variable cloud. Finally, the cloud overlap scheme developed in Part I is incorporated here as well.
The second section describes the algorithm that handles horizontal variations of cloud using gamma distributions. Cloud variability and IR radiative transfer are treated in very idealized ways. Subgrid variation of cloud geometric thickness, horizontal exchange of radiation among clouds, and cloud sides are neglected. Nevertheless, what complicates a 1D IR code of this type, relative to its solar counterpart (Oreopoulos and Barker 1999) , is that down-and upwelling exchanges of flux between all layers are equally important. Prescribing cloud variability is also discussed in this section and effects due to scattering by hydrometeors and cloud overlap are included. In the third section, the broadband model is described briefly as are the synthetic atmospheres and benchmark radiative transfer calculations used to test the model. The fourth section presents results and the fifth section gives a summary with conclusions.
Model development
This section consists of four parts. The first part presents the 1D multilayer algorithm that accounts for the interaction between IR radiation and unresolved clouds. The second part addresses the issue of defining cloud variability. The third and fourth parts show, respectively, how scattering by hydrometeors and cloud overlap can be included in the model presented in the first part.
a. Unresolved horizontal variability of cloud
This algorithm is based on the assumption that whenever clouds occur in a model layer, the distribution of cloud (liquid or ice) water path W across the grid cell can be described by
where ͗W ͘ is mean cloud water path, describes the width of the distribution, and ⌫() is the gamma function. This assumption was motivated by model and observational results of marine boundary layer clouds, deep convective clouds, and cirrus clouds for domains the size of GCM grid cells (e.g., Barker et al. 1993 Barker et al. , 1996 Fu et al. 2000) . Though some studies argued that p ␥ describes distributions of cloud extinction optical depth , it is straightforward to show that if droplet effective size r e is constant across a grid cell, is the same for distributions of W and corresponding . Since IR radiative transfer is dominated by absorption by gases, aerosols, and clouds, and cloud absorption optical depth is defined as
where ⑀ is single-scattering coalbedo and is specific extinction coefficient, it is again easy to show that for constant r e , distributions of W and also have the same . Hereinafter, only distributions p ␥ ( | ͗͘, ), where ͗͘ is the mean of , are considered. In this formulation, level 1 is the TOA and the top of layer 1. Likewise, layer j is bounded on top by level j and on bottom by level j ϩ 1. To simplify the problem at hand, and illustrate the physics clearly, consider first overcast layers with isothermal source functions as shown in part I. This is extended later to nonisothermal source functions and partial cloud cover. In the following formulations, downwelling flux at level j is used as an example. Other fluxes could have been, and obviously for the model itself are, used. For a single-layer homogeneous cloud occupying layer j Ϫ 1, downwelling isotropic flux at level j is is diffusivity factor (Li 2000b) , and B jϪ1ϩ1/2 ϭ B jϪ1ϩ1/2 , where B jϪ1ϩ1/2 is the Planck function evaluated at the mean temperature (hence the 1/2 in the subscript) of layer j Ϫ 1. The first term in (3) represents exponential attenuation of incoming flux at level j Ϫ 1, while the second term represents thermal emission from layer j Ϫ 1. Now, if the cloud in layer j Ϫ 1 is assumed to be variable with fluctuations described by p ␥ ( | ͗͘ jϪ1 , jϪ1 ), and both and Ϫ F jϪ1 B are assumed to be constant across the grid-cell, mean downwelling flux at level j is
jϪ1ϩ1/ 2 jϪ1 jϪ1
For a block of inhomogeneous clouds occupying n layers between levels i and i Ϫ n, downwelling flux at level j (i Ϫ n Յ j Յ i) can no longer be expressed as easily as in (4), since this requires the transmission functions for any two adjacent layers satisfy
when what are sought are terms like
In (6b), jϪ2, j represents the gamma distribution parameter for the sum of the optical depths in layers j Ϫ 2 and j Ϫ 1 (i.e., between levels j Ϫ 2 and j) and ͗͘ jϪ2, j is the mean. The problem with (6a) is that fluctuations in optical properties and flux are decorrelated at each model level (see Oreopoulos and Barker 1999) . If in both layers are perfectly correlated (though not necessarily ͗͘ jϪ1 ϭ ͗͘ jϪ2 ), jϪ1 ϭ jϪ2 ϭ jϪ2, j . In general, jϪ2, j will differ from jϪ1 and jϪ2 , even when jϪ1 ϭ jϪ2 . Regardless of structure, however, the symmetry relations ͗͘ i,j ϭ ͗͘ j,i and i,j ϭ j,i are obeyed.
So, from Jensen's inequality (section 12.411 of Gradshteyn and Ryzhik 1980), it can be said that for singlelayer clouds
with the equality arising in the limits as jϪ1 → ϱ. For multiple layer clouds however, all that can be said is that while
for homogeneous clouds, in general
jϪ1 jϪ2 jϪ2, j for inhomogeneous clouds. Thus, for inhomogeneous clouds, contributions from all layers to each level flux must be considered directly in the form of expressions like (6b).
To clarify the physics, return again to homogeneous overcast clouds and expand (3), successively, into contributions from all layers (Նi Ϫ n) to level j such that
is total absorptance optical depth between levels k and j. The initial equation in (10) corresponds to use of the boundary condition to represent all contributions above layer j Ϫ 1, while each term, save for the last one, in the final expansion in (10) has a unique transmittance that attenuates the contribution from each layer. The first and last terms in the final expression of (10) are most important as Ϫ B jϪnϩ1/2 is usually large, especially for
high clouds, and B jϪ1ϩ1/2 is flux emitted at level j without attenuation by gases. The other terms are relatively small since the difference between Planck functions at adjacent levels is usually small. Attenuation by gases further reduces each term, particularly low clouds with large ͗͘ for they resemble blackbodies.
If clouds are again assumed to be inhomogeneous, each term in the last equation of (10) gets weighted by a unique p ␥ ( | ͗͘ k,j , k,j ) and integrated over all . This transforms (10) into
As discussed in part I, the constant source function scheme, as used thus far, will produce inaccurate results for GCM layers with large geometric thicknesses. The following formulation uses the linear optical dependence source scheme in which the source function across a layer is defined as
where ␣ j ϭ B jϩ1 Ϫ B j , and B j and B jϩ1 are Planck functions evaluated at the top and bottom temperatures of layer j, respectively. Thus, for homogeneous clouds with the boundary value formulation, downwelling flux at level j is
Analogous to (10), for a cloud block occupying n layers between levels i and i Ϫ n, downwelling flux at level
jϪ1 j
When clouds are again dehomogenized, the terms
) and e in (15) are multiplied by
their respective p ␥ and integrated over all . Thus, (15) becomes
where the T are identical to those in (12) and
While a general closed form solution for k could not be found,
should suffice owing to the fact that tend to be small on account of ␣ k . It is proposed that for 0.5 Ͻ k Ͻ 1, linear interpolation be used such that Figure 1 shows that (19) should be adequate.
As shown for homogeneous clouds in Part I, (16) does not reduce to (12) by letting B k ϭ B kϩ1/2 and k ϭ 0.
However, (16) reduces to (12) by letting B k ϭ B kϩ1/2 and from (18)˜l
where it is clear that (12) is accurate in the limit of small ͗͘. Equation (20) is held true for any values of k in (18).
In Part I it was shown that for a linear temperature trend from layer top to bottom, the exponential source scheme is more appropriate than the linear source scheme. For the exponential source scheme, some terms are not conducive to vectorization. Nevertheless, they can be computed with formulas applicable to all k . For a discussion on the use of the exponential source scheme see appendix A.
b. Assigning values to k,j
At present, not only is it difficult assigning individual cloud layers a reliable value of k , the algorithm presented here requires that it be assigned to concatenations of layers containing cloud that are bounded by the kth and jth levels (i.e., k,j ). To illustrate the difficulty inherent in this, Fig. 2 shows a profile of k for a 50-layer 3D field generated by a cloud-resolving model (CRM; Anderson et al. 1997) . For the most part, k are between 0.8 and 1.2. The plot adjacent to this profile shows k,j for all combinations of layers with entries on the main diagonal jϪ1,j ϭ jϪ1 . For this particular field, k,j Յ min( k , kϪ1 , . . . , jϪ1 ). This is due to cloud overlap being approximately midway between maximum and random. Minimum values of k,j ഠ 0.39 are for layers stretching from ϳ4.5 km down to absolute cloud base at ϳ0.5 km. The value of 1,51 in the upper-right corner of the plot in Fig. 2 is ϳ0.65 and represents the dispersion parameter for the entire depth of the cloud system (from 7.5 km to the surface).
Since other CRM fields yield plots that look similar to that shown in Fig. 2 , it is probably safe to assume that at present, there is no simple way to set k,j for concatenations of cloudy layers. For this initial incarnation of the model, however,
was used.
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Up to now, only overcast clouds have been discussed. In line with the model developed in Part I, when cloud fraction c is identical in each layer of a contiguous block of cloudy layers and clouds are assumed to be maximally overlapped, horizontal variability is handled exactly as presented thus far. In general, however, c for each layer in a contiguous block of cloudy layers differ and clouds need not, and likely never, follow perfect maximum overlap. Moreover, an infinite number of underlying 3D cloud fields can give rise to identical profiles of c (Barker et al. 1999) . Figure 3 gives a simple schematic diagram that depicts the main problems facing parameterization of cloud overlap.
The essence of the overlap scheme was presented in Part I. What follows is a brief description of particular details in the handling of overlapping clouds within the framework of the model presented here.
Consider a contiguous block of cloudy layers with different layer fractions, c i , c iϩ1 , . . . , c n . First, isolate a region with cloud fraction c m ϭ min(c i , c iϩ1 , . . . , c n ). For this region, exchanges of fluxes are handled as in (16) assuming that cloud fluctuations are correlated perfectly in the vertical and that k,j are set according to (21). This region is equivalent to region I in Fig. 3 . For the region 1 Ϫ c m (i.e., regions II and III in Fig. 3 ), clouds are assumed to be maximally overlapped, as discussed in part I, except the exponential transmittance function is replaced by the power-law expression in (5). As such, horizontal variability is recognized by individual layer transmittance, and while clouds overlap as much as possible, transmittance for collections of layers in the 1 Ϫ c m region are simply multiplied together, like in (6a), which effectively decorrelates cloud and radiation. This is the correct, and most efficient way, to affect radiative transfer for random overlapping cloud (Barker et al. 1999) .
d. Scattering by hydrometeors
The perturbation method for approximating scattering of downwelling flux by hydrometeors, as discussed in Part I for horizontal homogeneous clouds, can also be considered for inhomogeneous clouds. As such, (16) is modified as
where
k · where k ϭ 1 Ϫ ⑀ k is single-scattering albedo for the kth layer, and and are up-and downwelling
fluxes at level k ϩ 1 and k, respectively, obtained from the absorption approximation, which neglects scattering (see Part I) and inhomogeneity effects. Substituting (24) into (23) yields
The integration result of (26) is the same as (18), except with ͗͘ k being 2 ͗͘ k . The same as the perturbation calculation process for the homogenous cloud, only three calculation paths instead of four calculation paths are required (see the discussion in Part I).
Radiative transfer calculations and artificial atmospheres a. Broadband model
The new model that combines unresolved horizontal variability, droplet scattering, and cloud overlap has
The cloud cross sections on the left all have the same profile of cloud fraction as shown on the right. However, they have substantially different overlap patterns. When considering the flux contribution from the layer at 7 km to that at 1 km in the model, region I is where cloud fluctuations are assumed to be correlated for there is cloud in all layers. Region II is maximal overlap but cloud fluctuations above and below ϳ3 km are assumed to be uncorrelated but correlated within themselves. Region III is assumed to overlap with nothing. been tested in the context of broadband longwave fluxes and cooling rates for idealized atmospheres. As such, it was blended with the broadband algorithm used in CCC GCM written by Li. This algorithm employs the correlated-k distribution method for gaseous transmission by resolving the spectrum from 0 to 2500 cm Ϫ1 into 46 intervals in the cumulative probability function space. Cloud and aerosol optical properties are resolved into nine bands for the same spectrum range of 0-2500 cm Ϫ1 , and each band contains two to nine intervals in the cumulative probability function space. The continuum scheme is based on numerical calculation from the algorithm of LBLRTM (Clough et al. 1989; Mlawer et al. 1997) .
b. Artificial cloudy atmospheres
The new radiative transfer model was assessed using artificial atmospheres created by embedding synthetic cloud forms in the midlatitude summer (MLS) profile (McClatchey et al. 1972) . Synthetic clouds were created by a slightly altered version of Cahalan et al.'s (1994) 1D bounded cascade model and by explicit integration over gamma distributions of W.
To create a single-layer cascade cloud, begin by randomly selecting half of a uniform slab of cloud water and shift a fraction f to the other half. These halves are halved again and fractions f are shifted from two randomly selected halves to the others. On the mth bifurcation, fractional amounts f mϪ1 are shifted among 2 
where ⌽(· · ·) is the Heavyside step function, and then transforming x i into a series of water paths as VOLUME 59 (16)- (19); dashed lines are for the inhomogeneous scheme without layer correlations as defined in (4); and dotted lines are for the homogeneous model as defined in (3). Actual cooling rates were shown for homogeneous clouds rather than for the ICA simply to limit the number of plots yet to provide an indication of relative error.
where C is a constant that forces the distribution to have a desired mean ͗W ͘ (Barker and Davies 1992) . When c Ͻ 1, p m (W ) are often close to decaying exponentials ( ഠ 1) (Oreopoulos and Barker 1999) . Realizations with distributions resembling (1) were selected preferentially as the intention was to test the IR transfer model, which is based on the assumption of underlying gamma distributions, not to test how well the cascade model produces gamma distributions. Blocks of contiguous clouds with c i ϭ c j were created using the same random sequence {x i }, though not necessarily having ͗W ͘ i ϭ ͗W ͘ j . When these clouds are maximally overlapped they display perfect vertical correlation and k,j ϭ i for k Յ i Ͻ j. When c i c j , a single sequence {x i } was used but different x crit were imposed. These clouds are again maximally overlapped with perfect vertical correlation but k,
When a single block of layers were of concern, 2048 cells were used (i.e., m ϭ 11). When two or more distinct blocks of clouds existed, they were assumed to overlap randomly and each block was created with a unique sequence {x i }. Representation of random overlap 
c. Benchmark radiation calculations
As the model developed here was not intended to deal with horizontal transport of radiation, benchmark calculations were established by the Independent Column Approximation (e.g., Stephens et al. 1991) . For the ICA, each cell is assumed to be homogeneous and cloudy cells are assumed to be overcast. The ICA computes flux profiles for each column of the cascade cloudy atmospheres or each bin for explicit integration over p ␥ . Then, flux profiles are averaged to produce domainaveraged fluxes and cooling rates.
Results

a. Single-layer overcast clouds
The tests in this subsection assess the model's ability to handle single-layer clouds when the clouds themselves are resolved into several identical sublayers (each 250 m thick). Three clouds are considered (high, middle, and low) and their properties are listed in Table 1 . Cloud optical properties are based on Lindner and Li (2000) for liquid phase and Fu et al. (1998) for ice phase. Thus, these cases are the same as those used in Fig. 3 of Part I.
VOLUME 59 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S FIG. 6. (top) Cooling rates (K day
Ϫ1
) for the high cloud used through this study as computed by the ICA, for three different values of , as a function of mean ice water content ͗IWC͘.
(bottom) Differences in cooling rates (K day
Ϫ1
) between homogeneous clouds with the same ͗IWC͘ and corresponding ICA as shown in the top panels.
L I A N D B A R K E R FIG. 7. (a) Contours indicate differences in OLR (W m
Ϫ2 ) between homogeneous cloud and inhomogeneous high cloud as a function of IWC and the variance parameter of the gamma distribution describing cloud variability. In all cases, the inhomogeneous cloud yields more OLR than the homogeneous cloud using the same mean IWC. (b) Contours indicate mean IWC values (g m Ϫ3 ) needed by homogeneous high cloud, in order that its value of OLR match that of inhomogeneous cloud with variabilities of ͗IWC͘ ␥ as vertical axis and as horizontal axis. In all cases, the homogeneous cloud requires less water than the inhomogeneous cloud.
On the left of Fig. 4 are homogeneous cloud cooling rate profiles for the three cases. For these simulations, scattering by hydrometeors was neglected, since we hope to demonstrate the net effect on cloud inhomogeneity. Also shown are cooling rate differences between three 1D models and the benchmark ICA values, which were obtained by explicit integration of the 1D homogeneous model in (3) weighted by the appropriate gamma distribution in (1). For low and middle clouds, integration of W was from 0 to 17 500 g m Ϫ2 at intervals of 8.75 ϫ 10 Ϫ3 g m Ϫ2 . For high cloud, integration was from 0 to 500 g m Ϫ2 at intervals of 2.5 ϫ 10 Ϫ5 g m Ϫ2 . For low and middle clouds, the homogeneous model over estimates cooling near cloud top and overestimates heating near cloud center and cloud base. Simply replacing exponential transmittance with T defined in (5) remedies these errors greatly and shifts them toward cloud center. This is because emission for each layer inside the cloud becomes small, since for each layer T is larger than the exponential transmittance for the homogeneous cloud. Once layers are correlated using (16)-(19), errors become negligible. Table 2 lists upwelling flux F ϩ at TOA [i.e., outgoing longwave radiation (OLR)] and downwelling flux F Ϫ at the surface that correspond to the plots in Fig. 4 . Unlike cooling rate errors, boundary flux errors are helped little by replacing exponentials by T. However, once layer correlations are included, errors for F ϩ and F Ϫ decrease by well over an order of magnitude regardless of .
The situation is different for high cloud. Figure 4 shows that the homogeneous model underestimates cooling in the uppermost layers and underestimates heating near cloud base. Different from the low and middle clouds, simply replacing exponentials with T helps little to reduce cooling rate errors. This is because emission for high cloud is very weak, and so the difference between T and its corresponding exponential is very small. To obatin correct results, the distribution for the whole cloud, and thus correlations for each layer, have to be addressed.
The explanation for this counterintuitive reversal in the sign of high cloud cooling rate error due to the homogeneous model rests, in this case, on the fact that layer cooling rates Q as functions of (ice) water content WC have inflection points. To see how this works, consider Fig. 5 , which shows Q for the uppermost cloud layer as a function of WC for the high homogeneous cloud used here. For WC smaller than 0.011 g m
Ϫ3
(inflection point), Q is concave-down whereas for larger values, it is concave-up. Thus, by Jensen's inequality again, when p ␥ is dominated by small WC,
This is illustrated in Fig. 5 using two water contents, WC 1 and WC 2 . When p ␥ is dominated by values of WC greater than the inflection value, the inequality in (29) is reversed and the more intuitive situation prevails. Figure 5 also shows Q for the uppermost layer of the low (liquid) cloud used here. Now there is no inflection point, the function is concave-up, and so cloud-top cooling for any inhomogeneous cloud is always less intense than its PPH counterpart (as shown in Fig. 4) .
To demonstrate this point further, Fig. 6 shows Q across the high cloud as a function of mean ice water content ͗IWC͘ for the ICA at ϭ 0.5, 1, and 2 as well as differences in Q between homogeneous cloud and ICA. Not until ͗IWC͘ Ն 0.011 g m Ϫ3 (a mean total cloud optical depth vis in the visible of ϳ1.5) for ϭ 1 and 2 does the homogeneous cloud top cool more than its ICA counterpart. For both cases, the sign of the difference in Q for the upper layer reverses at approximately the inflection point because, as Fig. 5 shows, Q is quite symmetric for a fairly wide domain around the inflection point. By ϭ 0.5, however, much of the (16)-(19) and the ICA benchmarks for the same clouds as used to produce Fig. 4 . Scattering by hydrometeors were included in both models. Dashed lines are differences between the ICA cooling rates without and with hydrometeor scattering. distribution of IWC lies outside the domain of nearsymmetry about the inflection point so the reversal occurs at a smaller ͗IWC͘, but the magnitude of the differences are much larger than those for larger .
VOLUME 59 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S FIG. 8. Solid lines indicate cooling rate differences between the inhomogeneous scheme with layer correlations as defined in
To highlight the magnitude of some of the differences in Q as shown in Fig. 6 , at ͗IWC͘ ഠ 0.004 g m Ϫ3 for ϭ 1, Q for ICA is about Ϫ5 K day Ϫ1 and the homogeneous value is about Ϫ3.5 K day Ϫ1 , which corresponds to a 30% error. For the same conditions but with ϭ 0.5, the error increases to about 50%.
Returning to the plots in Fig. 4 , different from the situation of cooling rate, replacing exponential transmittance in the homogeneous model by T reduces errors in cooling rate for the low and middle clouds, but does little for flux errors, even for the low and middle clouds. This is because the change in transmittance for each single layer does not help direct transmittance from the cloud boundary or the cross-layer transmittance for the whole cloud block. As mentioned, the first term in (10) or (12) is very important for it addresses transmission Fig. 8 . Values in rows labeled ''full 1D code with scattering'' were predicted by (22) . Values in parentheses are (model Ϫ benchmark) where benchmarks were set by explicit integration of the homogeneous model including scattering weighted by the gamma distribution (i.e., the independent column approximation ICA). Values in rows labeled ''no scattering'' were predicted by the benchmark ICA neglecting droplet scattering with corresponding values in parentheses being the difference between ICA with scattering and without scattering. ) at TOA and surface for clouds at three altitudes and five overlap configurations (labeled A through E). Figure 9 illustrates the five cloud configurations. Values in rows labeled ''full 1D code'' and ''homogeneous'' were predicted by (22) and (15) directly from cloud top to a certain level, while remaining terms address direct multilayer transmittances. These functions cannot be performed by simply replacing the transmission function for each individual layer. When layer correlations are admitted [i.e., using (16)-(19)] the situation improves markedly though, as Fig.  4 shows, there is a systematic underestimation of cooling throughout the cloud with too little cooling beneath. Table 2 shows that neglect of variability leads to rather extreme underestimates of OLR, especially for cold high cloud, and more F Ϫ relative to the benchmarks. It also indicates that estimates of boundary fluxes improve greatly when layer correlations are included: all errors for OLR are less than 1 W m Ϫ2 . Since homogenization of high cloud has the largest influence on OLR, a key climatic diagnostic variable, VOLUME 59
Cooling rates for five partial-coverage, maximally overlapping cloud configurations positioned at three different locations (as indicated by shaded regions whose length is proportional to cloud fraction). Solid lines are ICA benchmarks while dashed lines are the 1D model defined by (22)- (26). Layer cloud fractions are listed inside the shaded regions while corresponding values of are listed next to them. The same clouds, with different water contents were used for high, middle, and low positions. Fig. 7a shows the difference between OLR for homogeneous and inhomogeneous cloud as a function of and ͗IWC͘ for the same high cloud as used in Fig. 4 . Consistent with the results of Fu et al. (2000) , differences increase as decreases and ͗IWC͘ increases. In fact, for ϭ 1 and IWC ϭ 0.0075 g m Ϫ2 , the difference is ϳ18 W m Ϫ2 . This could be extremely important, because this situation corresponds to a visible optical depth of ϳ1 and ϭ 1 is a likely value for high cloud (Barker et al. 1993; Fu et al. 2000) . Figure 7b shows contours of IWC needed to make homogeneous values of OLR into line with corresponding inhomogeneous estimates using ͗IWC͘ ␥ as listed on the ordinate. Mathematically, ͗IWC͘ ␥ is the root of
given and inhomogeneous ͗IWC͘ ␥ . This plot implies that in order for the a model with homogenous cloud to maintain the same OLR as predicted by a inhomogeneous model, ice mass for the homogenous cloud model must often be significantly smaller than that in the inhomogeneous model. For example, with ϭ 1 and ͗IWC͘ ␥ ϭ 0.075 g m Ϫ3 , the homogeneous model would be required to use IWC ഠ 0.055 g m Ϫ3 in order to obtain the proper OLR. Currently, GCM groups are adjusting parameters such as ice crystal fall speed (J. rate, observationally based frequency distributions of at least for ice clouds.
Different from the cooling rate for high cloud, in which the difference between homogenous and inhomegeous clouds could be positive or negative, the OLR differences between homogenous and inhomogenous high clouds are always in the same sign. The physical explanation is given in the above. Figure 8 shows differences in cooling rates between benchmark results when scattering by hydrometeors is neglected and included. Comparing the dashed curves in Fig. 8 to the dotted curves in Fig. 4 (i.e., differences between homogeneous model and benchmarks omitting scattering) suggests that the effects of scattering are about as important as the effects of inhomogeneity at ഠ 2. As decreases, the effect of inhomogeneity dominates, for as can be seen in Fig. 8 , the impact of scattering is almost independent of . These results are partially echoed in Table 3 , which shows that the impact of scattering on boundary fluxes is almost independent of both and cloud position. Figure 8 also shows that including the effects of scattering in the model defined by (16)-(19) alters insignificantly its good performance displayed in Fig. 4 . Likewise, Table 3 shows that boundary fluxes with the full 1D model are very good, especially OLR. 
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b. Single, partly cloudy layers
Five cloud configurations, four maximum overlap cases and one slantwise overlap, are considered here (the same as those in Fig. 10 of Part I). As in the previous subsection, clouds are positioned at high, middle, and low altitudes. In these cases, however, each sublayer making up a single-layer cloud was generated by the cascade model and truncated accordingly. Cloud optical properties are the same as those listed in Table 1 and scattering effects are included. Figure 9 shows cooling rate profiles for all 15 cases. As well, it shows what the clouds look like and lists cloud fraction c and for each layer. All values of were computed by maximum likelihood estimation. Dotted lines are benchmark results (computed by the ICA) and solid lines are for the full 1D model. Clearly, the 1D code simulates cooling rates well though compared to results in Part I, errors in Fig.  9 are relatively large. This is because only transmittance correlations within the region c m were considered; though T were used outside of c m , fluctuations in those portions of the clouds were assumed to overlap randomly (though the clouds themselves overlapped as shown in Fig. 9 ). This is not so much a shortcoming of the 1D code but rather a shortcoming of the benchmarking technique's use of a single random sequence of fluctuations to represent sublayers of a contiguous block. In real clouds, one would not expect, for example, those portions of the layers in case D with c ϭ 0.6 that overlap only with each other to have fluctuations that correlate perfectly. Moreover, radiation emitted by these segments is diffuse, which would tend to decorrelate any correlations in cloud; the ICA benchmarks hold fast such correlations because fluxes are restricted to the vertical only. Consistent with this explanation, Table 4 shows that, in most cases, the 1D model underestimates OLR and overestimates (slightly) surface irradiance. Again, this is because not all layer correlations are accounted for. Nevertheless, results with the full 1D model are systematically better than those when clouds are treated as homogeneous.
Results presented in this subsection point to the need to validate 1D algorithms with benchmark codes that perform full 3D radiative transfer and use cloud fields that exhibit a greater semblance of reality than those arising from cascade models (e.g., Barker and Fu 2000) . Currently, the model developed here is undergoing tests that address this criticism.
c. Multiple, randomly overlapping, partly cloudy layers
The limitations of the benchmarking approach used here can be circumvented much by physically decorrelating clouds in different layers. Thus, while the ICA still confines radiative transfer to vertical columns, at least cloud fluctuations are decorrelated to begin with and this puts the ICA and the new 1D code on a more level playing field. Figure 10 shows cloud position (schematically), c, and for three configurations of three-layer cloud systems where each cloud contains several contiguous identical sublayers. Contiguous blocks are unique realizations of the cascade model and all three cloud blocks in each case are positioned in the horizontal roughly at random. In each case, ICA benchmarks are averages over 819 920 column calculations.
The largest relative error occurs just below the high cloud in the ran2 configuration and signifies a weakness in the model (cf . Figs. 4, 8, and 9 ). However, this large error is outside cloud and so it should influence cloud evolution less than had it been inside cloud. The magnitude of the error at the top of the middle cloud in ran3 is similar to that just mentioned for ran2, but it is only a 3% error.
Values of F ϩ at TOA and F Ϫ at surface and errors relative to benchmarks are listed in Table 5 for the full 1D model and its homogeneous counterpart. For the full model, maximum error is just Ϫ1.1 W m Ϫ2 or ϳ0.5%. The corresponding error for the homogeneous cloud is 13.2 W m Ϫ2 . In general, and as in Tables 2 and 3 , errors for the full 1D code are at least an order of magnitude less than those for the homogeneous model.
Summary and conclusions
The focus of this paper has been development of a 1D, IR radiative transfer model, hereinafter referred to as ''the model,'' for use in GCMs that accounts for interactions between radiation and unresolved clouds (i.e., subgrid-scale variability). As horizontal grid spacings in GCMs are typically several hundred kilometers, cloud-radiation interactions are expected to be portrayed poorly when only cloud fraction is used to represent subgrid-scale cloud geometry. The model presented here appears to be the first attempt at treating multilayer, 1D IR transfer for unresolved clouds in a physically justifiable manner.
L I A N D B A R K E R
The underlying assumption of the model is that the radiative impacts of cloud fluctuations averaged over domains the size of GCM grid cells can be accounted for well when fluctuations in cloud optical depth are approximated by gamma distributions with mean ͗͘ and variability described by (Barker et al. 1993 (Barker et al. , 1996 Fu et al. 2000) . For multiple cloud layers, even contiguous layers, the radiative transfer process for horizontally inhomogeneous clouds is much more complicated than for homogeneous cloud. This is because radiative exchange between any two layers inside a block of cloudy layers depends on cloud variability integrated between the levels that bound the layers. Thus, while it is difficult enough to estimate for single layers, the transfer process was shown to depend on corresponding to integrated across multiple layers.
Three representations of the Planck source function were considered. The solution for a constant source scheme is exact and given by (12). This scheme suffers, however, when geometric thicknesses of layers are large. The solution for a linear source scheme, which is more appropriate than the constant scheme, is exact for Ն 1 and ϭ 0.5. For 0.5 Ͻ Ͻ 1 linear interpolation provides accurate results. The solution for an exponential source scheme (see the appendix), which is the most appropriate, requires evaluation of incomplete gamma functions and was not used in this paper. For application of the model on a scalar computer, any combination of source representations can be used easily. For vector machines, one must decide on a single scheme.
As alluded to above, an entirely unsolved problem is how to determine between any two model levels inside a contiguous block of cloudy layers. For the introductory incarnation of the model, between two levels was set to the minimum of the intervening layers. Resolving this issue will require extensive examination of data from both cloud-resolving models and observations (e.g., cloud-profiling radar).
It was demonstrated that the model can capture the physics of subgrid-scale cloud-IR radiation interactions. Compared to errors in boundary fluxes and cooling rates associated with a plane-parallel, homogeneous model, errors for the new model are usually more than an order of magnitude smaller. OLR differences between homogeneous and inhomogeneous high clouds can be Ͼ20 W m Ϫ2 and this is expected to impact GCM radiative budgets. The magnitude and sign of profiles of cooling rate error due to the homogeneous assumption depend on ͗͘ and . For example, the tops of high cloud (with total visible mean optical depths Յ 2) cool much more than their homogeneous counterpart. The reverse is true for thicker (generally lower) clouds. It appears that the new model is unable to capture this effect completely. As yet, it is not known whether this counterintuitive reversal of cooling rate errors occurs for more realistic clouds and 3D radiative transfer. If so, then presumably it will have a bearing on simulated cirrus, convection, and large-scale tropical dynamics.
Finally, it is clear that more rigorous testing of the model is required. Currently, it is being evaluated against a 3D Monte Carlo code acting on cloud-resolving model fields. In addition, it is being tested in the Canadian Centre for Climate Modelling and Analysis GCM (McFarlane et al. 1992 ) where it will be subjected to a range of cloud configurations and will provide an indication of the impact of the homogeneous assumption as used in all other GCMs.
