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Resumo
O objectivo desta tese 6 o estudo dos casos de aus6ncia de solug6es admissiveis e
desenvolvimento de modelos que contornem esse inconveniente que surge nos
modelos de determinagdo de eficiEncia.
Na pr6tica esse problema s6 se p6e nos modelos com rendimentos de escala
vari6veis (Variable Returns to Scale), o vulgo modelo BCC. 36o expostas v6rias
solugdes para esse problema, que passam quer pela relaxagdo da restrigSo da
convexidade, conduzindo a um modelo novo e original - O Modelo Homot6tico;
quer pela relaxagdo da restrigdo da ndo negatividade conduzindo a problemas de
decomposigEo facial, bem como solug6es baseadas em t6cnicas de regress6o e
simulagdo e ainda pela introdugdo de Unidades Organizacionais ficticias.
Dadas as boas propriedades do modelo de Bougnol e Dul6, no que respeita quer d
invaridncia (referente d escala, ou d origem dos eixos) quer i admissibilidade,
esse modelo foi alvo de uma formulagdo completamente nova baseada em
programagdo linear binSria mista, obtendo-se resultados muito mais nipidos que
os usuais que chegavam a usar dias de CPU.
Outro objectivo proposto que tamb6m foi conseguido foi a implementagdo de um
sistema original de ajuste dos pesos por t6cnicas ndo lineares de Programag6o por
Metas. Esse sistema articula-se com o primeiro problema, o da ausdncia de
solugdes admissiveis, e mostra-se com um caso de aplicagdo prhtica a resolugdo
desse problema pelas t6cnicas de ajuste de pesos.
Abstract
The aim of this thesis is to study Universal Feasibility and to develop a new
Multiplier Adjustmen t in D ata Envelopment Analysis.
Infeasibility in Data Envelopment Analysis appears after the introduction of the
deleted domain or superefficiency technique by Banker et al. in 1989, but this
technique was really put to use by Andersen and Petersen in 1993. This
technique, especially in the variable returns to scale models, originated
unfeasible programs. It is an interesting field of research to study under which
conditions such problems arise, and find some solution for it.
Relaxation of the convexity constraint leads to a new original model,
homothetic one. By relaxing the non-negativity constraint one delves
programs of facial decomposition. Solutions by simulation and regression are
studied, as well as the inclusion of artificial points.
In the spirit of universal feasibility, Bougnol and Dul6 developed a new model in
2001 that has very good properties concerning invariance (scale and translation
invariance) and feasibility; it had a drawback of being demanding in time and
computation. In order to solve this problem an original faster mixed integer
linear formulation was developed.
The problem of unfeasibility is related to unboundness in its dual, so a properly
tuned scheme of weight restrictions can fix that problem. This is accomplished as
a subproduct of the new weight adjustment technique.
Finally, the removal of unfeasibility by this new weight adjustment scheme is
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Introdugflo
A medida da eficiCncia, com formas mais ou menos elaboradas e mais ou menos
explicitas, acompanha o Homem desde sempre como um factor impulsionador do
desenvolvimento, seja em que campo for. E se no passado era relativamente fllcil
perceber se uma inovagdo tornava, ou n6o, um sistema mais eficiente, presentemente
(dada a multiplicidade de factores envolvidos e a redugSo de ganhos marginais) essa
conclus6o nem sempre 6 6bvia. Esta foi a motivagio para me interessar pelos avangos
mais recentes da an6lise da eficidncia das organizag6es e elaborar esta tese.
Partindo da definigdo de 6ptimo de Pareto (um economista social do fim do sdculo XIX)
consubstanciada no seguinte principio: "[Jma sociedade estii num 6ptimo quando
nenhum dos seus elementos pode melhoftr sem que isso implique uma pioria para
qualquer um dos restantes elementos" (Pareto, 1906), encontramos, cerca de 50 anos
depois, uma reformulagSo por Koopmans (1951) ao apresentar, em "Analysis of
production as an efficient combination of activities": "A possible point in the
commodity space is called efficient whenever an increase in one of its coordinates (the
net output of one good) can be achieved only at the cost of a decrease in some other
coordinate (the net output ofanother good)".
Das duas afirmagdes anteriores nasceu o principio da optimalidade de Pareto-Koopmans
que hoje em dia 6 de grande import6ncia sobretudo nahreado multicrit6rio.
Sensivelmente pela mesma altura G6rard Debreu (1951) introduz o conceito de
coeficiente de utilizag6o dos recursos, pelo que 6 considerado como um dos pioneiros
da itrea da an6lise de efici€ncia. Merecidamente qualquer um destes autores foi
galardoado com o prdmio Nobel da Economia em 1975 e 1983 respectivamente, sendo
colegas na Cowles Commission for Research in Economics da Universidade de
Chicago.
Em 1953, Shephard desenvolveu a fungEo de distdncia em input em que encontra a
mrixima redugSo equiproporcional dos inputs para que a produgdo de um dado conjunto
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de outputs seja ainda pratic6vel (Shephard, 1953); em 1970 definiu a cong6nere da
anterior isto 6 a fungdo de distdncia em outpur (Shephard, 1970).
Farrell, em 1957, introduziu independentemente da medida da eficiCncia de Shephard,
as bases para a tdcnica que veio a ser designada, em 1978, por Data Envelopment
Analysis (DEA) por Charnes, Cooper e Rhodes. Este modelo tinha o inconveniente de
ser aplic6vel apenas a tecnologias com rendimentos de escala constantes, contudo
Banker, Charnes e Cooper, em 1984, introduziram uma restrigSo de convexidade no
modelo anterior estendendo a aplicabilidade deste modelo ao caso de economias com
rendimentos de escala varitiveis.
Todos estes modelos, baseados em programas lineares, tinham o inconveniente de
atribuirem uma eficiCncia unit6ria ds unidades eficientes, isto d ds que correspondem a
pontos extremos do conjunto de possibilidades de produgdo. Para permitir discernir
entre essas unidades eficientes Banker e Gifford (1988) retiraram uma restrig6o de
modo a permitir que essas unidades tivessem eficiOncias superiores d unidade. Ao
retirar essa restrigEo alguns programas tinham solugdo ilimitada e portanto n6o tinham
solug6es admissiveis no seu dual, ficando novamente ainda algumas unidades sem um
coeficiente num6rico que as pudesse distinguir.
A resolug6o deste problema 6 um dos objectivos base desta tese. Nesse sentido ensaiam-
se e sugerem-se vilrias solug6es, algumas com o auxilio de t6cnicas estocilsticas
(regress6o e simulag6o) e outras por aplicagEo de tdcnicas de relaxagSo da restrig6o de
convexidade, substituindo as combinagdes convexas por combinag6es afins.
Tendo surgido recentemente (Bougnol e DuLi 2005) um modelo com caracteristicas
muito boas no sentido quer da sua invariAncia quer, sobretudo, por ter sempre solugdes
admissiveis (universal feasibiliry), foi-lhe dedicada uma ateng6o especial de onde
resultou a apresentaqEo, inovadora, de uma formulagdo linear inteira mista (Santos,
2003) que permite ultrapassar o maior inconveniente desse modelo (a elevada carga
computacional) reduzindo drasticamente os tempos de processamento. Este modelo tem
ainda outra caracteristica inovadora ao deixar livre a classificagSo das vari6veis em
inputs ou outputs consoante o priblico alvo (a constitu6ncia).
Outro objectivo da tese 6 o desenvolvimento de um novo sistema de ajuste dos pesos, o
que 6 conseguido recorrendo a tdcnicas de programagdo por metas.
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As tdcnicas de ajuste de pesos podem ser usadas para remover o inconveniente das
solug6es ilimitadas. Este facto 6 referido, dada a sua originalidade, e aplicado a um caso
real.
56o ainda apresentados os resultados do ajuste dos pesos a dados gerados
artificialmente, e no Ambito do modelo de constitu€ncias mriltiplas de Bougnol e Dul6.
O texto de apresentagdo desta tese estrutura-se em duas partes distintas. A primeira
(capftulos 2 e 3) visa o enquadramento no <estado da arte> destas mat6rias e a segunda
(capftulos 4 a 8) apresenta as contribuig6es originais que este trabalho acrescenta ao
referido <estado da arte>.
O primeiro capitulo introduz as quest6es da an6lise de efici€ncia na generalidade,
incluindo mat6rias bem conhecidas como as fronteiras estociisticas.
O segundo 6 dedicado a uma abordagem, detalhada e ilustrada por exemplos, das
t6cnicas de Data Envelopment Analysis.
O terceiro capitulo descreve o conceito de super-eficiEncia com base num exemplo
cliissico, devido a Andersen e Petersen (1993).
No capitulo quatro inseriu-se uma revis6o bibliogrtfica relativa aos modelos n6o
lineares em Data Envelopment Analysis, para 16 de uma componente original que
consiste na aplicag6o da supereficidncia ao modelo FDH.
No quinto capitulo apresenta-se situagSes pr6ticas de inexist€ncia de soluq6es
admissiveis e as tdcnicas inovadoras para resolver esse problema. Desenvolve-se um
novo modelo orientado e com resultados iguais aos do BCC, quando este tem solugio
admissivel, e com a grande vantagem de ser sempre possivel. Apresentam-se ainda as
demonstragdes mais importantes das propriedades deste modelo.
No capitulo seis descreve-se uma formulag6o origind,, para, atrav6s dum programa
linear bin6rio misto, se resolver o modelo para constitu6ncias mriltiplas de Bougnol e
Dul6, com elevados ganhos de rapidez.
O capitulo sete apresenta conceitos inovadores de ajuste dos pesos, quer recorrendo a
tdcnicas de Programag6o por metas quer recorrendo a um algoritmo de ponto interior, o
algoritmo de Karmakar (1984).
No capitulo oito conjugam-se as t6cnicas dos capitulos precedentes numa aplicagao a
um caso real.
No ap6ndice I apresentam-se as formulag6es matriciais para os modelos CCR e BCC e
no ap6ndice 2 os resultados do ajuste dos pesos a dados gerados artificialmente, no
Ambito do modelo de constitu6ncias mriltiplas de Bougnol e Dul6.
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No ap6ndice 3 apresentam-se as correlagOes entre as entre as vinte e seis vari6veis




A medig6o da efici0ncta
A fungEo de produgdo define-se tradicionalmente como a fronteira do conjunto de
possibilidades de produgdo (Production Possibility Set), ou, de uma forma equivalente,
o output miiximo que se pode produzir com um determinado conjunto de inputs. Trata-
se de um conceito limite que implica a nogSo de eficiOncia produtiva. Esta situagdo





Figura 1.1 Conjunto de possibilidades de produgdo
Se x representar o input e y o ouput, a superficie PPS, como lugar geomdtrico de todo o
output que se pode produzir com uma dada tecnologi4 6 o conjunto de possibilidades
de produgio. A fronteira deste conjunto, expressa por 5f(x), e o m6ximo output que se
pode produzir com um nivel dado de input, ou dito de outra forma, e a fungao de
produgdo. Ent6o, uma unidade organizacional concreta estar6 sobre a fronteira do
conjunto de produqdo ou no seu interior.
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Os problemas econom6tricos suscitados pelo facto das hip6teses de normalidade e
. mddia nula das perturbagdes se deixarem de verificar, afastam a estimagEo de fronteiras
da situagEo ckissica do Modelo de Regress5o Linear Mtltipla embora existam
comparag6es entre esta e outras t6cnicas (Thanassoulis, 1993).
1.1. A eficiCncia.
Considere-se uma unidade organizacional dum total de n unidades, produzindo o output
y com um vector de inputs de dimensdo m: x':(x1,...,X*), cujos pregos s6o fixos: p, o do
output, e w':(w;,...,w*), os dos inputs.
Ent6o define-se:
. A fungSo de produgdo como a fronteira do conjunto de produg6o: y:f(x).
. A fung6o de custo: c(y,w):min"{w'xl(x)>y,x-0}.
. A fungdo de lucro: n(p,w):maxy,*{py-w'xlf(xp_y, x>0,y>0}.
Associados a estes conceitos definem-se tr6s tipos de medidas de efici6ncia
(inefici6ncia). Diz-se que um plano de produgdo (yo,xo) 6 tecnicamente eficiente se
yo:f(xo) e tecnicamente ineficiente se 0 Syo < f(xo).
A ineficiOncia t6cnica mede-se pelo r6cio 0 < ysl(x6) < l. Deste modo, unt ratio inferior
ir unidade significa que o plano de produg6o se situa no interior do conjunto de
possibilidades de produgSo, ou seja, que se pode obter mais output com aquele conjunto
de inputs, ou altemativamente, que o mesmo output pode ser produzido com menos
inputs.
w'xolc(yo,w) e pyo-w'xo<n(p,w).
Al6m da efici€ncia t6cnica, a unidade organizacional procura a efici0ncia de afectagao,
como se pode ver na figura da eficiCncia de Farrel no capitulo seguinte.
Um terceiro tipo de eficiOncia que as unidades organizacionais procuram 6 a efici€ncia
de escala.
1.2. Especificag5o e estimagao de fung6es
fronteira.
Pode-se admitir que seja possivel chegar ao conhecimento do mriximo output alcang6vel
com nma dada quantidade de inputs, com o conhecimento que os tdcnicos t€m da
tecnologia.
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Contudo, a forma de estimagSo de fronteiras que se utiliza frequentemente 6 a partir de
observag6es quantificadas das varirlveis incluidas na fungdo de produgEo.
Os diferentes modelos e os mdtodos de estimagdo dos seus pardmetros podem
classificar-se pela forma como se especifica a fronteira de produg6o. Deste modo
podemos distinguir entre:
. M6todos paramdtricos e m6todos ndo paramdtricos consoante se especifique ou n6o
uma forma funcional dependendo de pardmetros.
. Uma segunda disting6o 6 entre m6todos estatisticos e n6o estatisticos, segundo se
explicite ou ndo um modelo estatistico para o processo gerador dos dados.
' Finalmente, a fronteira pode ser determinfstica ou estocilstica, conforme se assuma
que as perturbagdes aleat6rias do modelo igualam exactamente a inefici€ncia das
empresas, ou em altemativa, que as perturbagdes correspondem n6o s6 i ineficiOncia,




As t6cnicas de Data Envelopment
Analysis.
2.1 .Introdugdo
Com este capitulo sobre Data Envelopment Analysis (DEA), pretendem apresentar-se
estas t6cnicas, n6o param6tricas, de an6lise da eficiCncia relativa de Unidades
Organizacionais cujo nome surgiu nos EUA, em 1978.
As tdcnicas de DEA permitem lidar com mriltiplos Inputs e mriltiplos Outputs, para
determinar as Unidades Organizacionais que evidenciam um desempenho 6ptimo no
sentido de Pareto. Como resultado da an6lise, obt6m-se ainda informagflo acerca da
redugdo de Inputs e/ou aumento de Outputs, necessiirios para que as Unidades
Organizacionais ineficientes alcancem o 6ptimo e uma caructerizaqiio destas como uma
combinagdo linear das Unidades Organizacionais classificadas como 6ptimas. As
tdcnicas de DEA t6m sido utilizadas sobretudo no estudo da eficiCncia de organizag6es
do sector priblico e em situagdes em que apenas o lucro duma organizagdo n6o seja
crit6rio suficiente para aferir do seu desempenho.
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Faz-se primeiro uma breve retrospectiva dos desenvolvimentos das tdcnicas de DEA
para o caso dos dois modelos mais usuais: Modelos Chames, Cooper e Rhodes (CCR) e
Banker, Charnes e Cooper (BCC). Seguidamente aborda-se, atrav6s de exemplos, o
caso de economias com rendimentos constantes d escala e as representag6es gr6ficas
mais usuais nas duas perspectivas possiveis:
. Minimizagdo do consumo de factores de produgdo (Inputs);
. Maximizag6o do produto (Outputs).
O modelo para economias com rendimentos vari6veis d escala 6 abordado apenas no seu
caso mais simples: um Input e wn Output, por ser o rinico passivel de representagdo
geom6trica completa no plano. Tal como no ponto anterior, s6o abordadas ambas as
perspectivas.
Ao longo da exposigdo evitou-se o recurso ao formalismo matem6tico que se condensou
em apOndice, juntamente com a nomenclatura mais especifica destas tdcnicas. Os
resultados apresentados foram obtidos atravds da resolugdo dos problemas de
programagdo linear apresentados no ap6ndice.
2.2. Uma breve vis6o hist6rica.
Desde a aplicagSo e desenvolvimento por Charnes Cooper e Rhodes das referidas
t6cnicas em 1978, t6m surgido v6rias contribuigdes e desenvolvimentos. Uma
bibliografia datada de 1990 (Seiford, 1990) dava conta de cerca de quatrocentas
publicagdes, estimando-se que presentemente tal ntmero ultrapasse largamente os dois
milhares, dado que noutra bibliografia de 2002 (Tavares, 2002) este ntmero j6
ultrapassava as mil e quinhentas publicagdes e as mil comunicag6es.
Historicamente, a 6rea do ensino tem sido um campo de eleigdo para aplicagdo das
tdcnicas de DEA que permitem lidar com mriltiplos Inputs e mriltiplos Outputs, sem
recorrer a nenhuma relagEo definida a priori entre as variriveis.
A primeira aplicagSo deste m6todo deve-se a Edwardo Rhodes que, na d6cada de
setenta, elaborou a sua tese de doutoramento com base nos resultados dum vasto
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progftIma de acompanhamento do sistema educativo nos Estados Unidos (Rhodes,
te78).
Outras aplicagdes posteriores, tambdm na ixea da educagio, devem-se a Charnes,
Cooper e Rhodes em 1981, Bessent e outros em 1982 e 1983 nos Estados Unidos e,
mais recentemente, em Inglaterra, a Beasley em l99l e 1993 e Thanassoulis em 1994.
Em Portugal merece especial destaque o trabalho pioneiro de Rosa Castro (Castro,
1993) sobre as escolas secundiirias do distrito do Porto, e os de Tavares e Antunes
(1999) sobre as Telecomunicagdes em Portugal, bem como outros artigos mais te6ricos
(Tavares e Antunes, 2001).
No campo da regulagdo do sector da 6gua e saneamento b6sico merece destaque o
trabalho de Rui Marques e Ant6nio Monteiro (2004).
No sector da educagdo deve-se realgar ainda a an6lise de eficiCncia das escolas
portuguesas por Oliveira e Santos (2005). Mais recentemente (Portela, et al. 2006),
Portela, Camanho, e Azevedo estudaram o valor acrescentado das escolas secundri.rias
portuguesas e as duas primeiras autoras estenderam o estudo tambem a uma anillise
paramdtrica e n6o paramdtrica (DEA) da eficiEncia das universidades portuguesas
(Geraint et al. 2008).
O sector bancrlrio tem tamb6m sido alvo de estudos inovadores por Portela e
Thanassoulis, (2005) e tambdm por Camanho e Dyson no mesmo ano (Camanho e
Dyson,2005).
O sector segurador tamb6m j6 foi alvo de aniilise da sua eficiCncia e produtividade por
Barros, Barroso e Borges (Barros et al. 2005).
Mais aplicagdes se poderiam ainda descrever quer no campo da satde, gestdo de
residuos s6lidos, an6lise da frota pesqueira, manuteng6o e qualidade de servigo da rede
el6ctrica nacional, no retalho e muitas mais iireas. A intengflo n5o 6 de modo algum ser
exaustivo, mas apenas ilustrar o modo como estas t6cnicas v6o conquistando espago em
mfltiplos sectores.
A t6cnica de Data'Envelopment Analysis 6 uma tdcnica de programag6o matemifiica,
para an6lise de eficiOncia, desenvolvida por Charnes Cooper e Rhodes que a
descreveram pela primeiravez em 1978 (Charnes, et al. 1978).
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Nesse artigo introduz-se o conceito de eficiCncia, visto do mesmo modo que em
engenharia se define rendimento - como o quociente entre o observado e o
"teoricamente previsivel". Aqui a expressSo "teoricamente previsfvel", dever6 ser
entendida como o melhor desempenho observado, j6 que 6 dificil, se n6o mesmo
impossivel, na grande maioria dos casos conhecer a fronteira de eficiOncia, pelo que a
tdcnica de Data Envelopment Analysis fomece apenas medidas de eficiOncia relativa.
O modelo proposto na altura sofreu apenas uma pequena alterag6o no ano seguinte,
pelos pr6prios autores (Charnes, Cooper e Rhodes, 1979), no sentido de tornar o m6todo
mais selectivo e de garantir que eficiOncia unitiiria equivaleria a optimalidade no sentido
de Pareto.
Este modelo 6 ainda hoje largamente utilizado sendo conhecido como modelo CCR, as
iniciais dos seus autores, e tamb6m, pelo acima exposto, por Engineering Ratio Model.
Esta t6cnica de anSlise de eficiOncia 6 considerada como bastante robusta, por n6o exigir
nenhuma definigSo a priori, nem da forma da fungdo de produg6o, nem da distribuigdo
estatistica dos desvios (residuos) entre valores esperados e observados, dai ser
classificada como uma t6cnica n6o param6trica.
De facto a t6cnica de DEA apenas assume a convexidade e linearidade do espago de
possibilidades de produgSo, condigdes que lhe sio introduzidas axiomaticamente por
Bankerem 1980.
O modelo CCR tinha contudo a limitagEo de ser intrinsecamente apenas aplic6vel a
economias com rendimentos constantes d escala. Esta limitagEo foi ultrapassada em
1984 devido sobretudo aos trabalhos de Banker e dos j6 referidos Charnes e Cooper que
culminaram no modelo BCC (Banker, Charnes e Cooper, 1984).
Nos anos que se seguiram surgiram muitos novos modelos mas de reduzida impondncia
e aplicaqdo.
No sentido de esclarecer alguns termos, como 6 o caso de eficiCncia t6cnica e eficiCncia
alocativa, faz-se seguidamente uma breve apresentagdo do trabalho de Farrell, sendo
depois apresentadas as formulagdes matem6ticas dos modelos CCR e BCC.
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2.2.1. O trabalho de Farrell ou os prim6rdios das t6cnicas de Data Envelopment
Analysis
Este autor 6 usualmente referido nos trabalhos de Data Envelopment Analysis como um
dos seus precursores, j6 que introduziu, pela primeira vez, o conceito de eficiCncia de
pregos ou de alocagdo versus o de eficiOncia t6cnica, agregando estes dois num s6
conceito, o de eficiOncia global.
Considere-se a titulo de exemplo a situagSo apresentada na Figura 2.1 em que se
representa a curva SS' que 6 uma isoquanta do produto (isoproduto) para condigdes
6ptimas de produgSo,r (fronteira de efici6ncia) e em que AA' 6 uma recta de pregos
constantes (isocustos). O ponto P representa uma Unidade Organizacional (Decision
Making Unit) 2 que produz apenas uma unidade de Output.
Saliente-se que o gr6fico da Figura 2.1 representa um corte no espago de possibilidades
de produgEo i cota 1, isto 6: no plano definido por todos os pontos cujo Output €
exactamente de uma unidade. Os eixos representam os factores de produgEo x e y.
Baseando-se neste caso, Farrell define eficiOncia alocativa como o quociente OR/OQ e
eficiOncia tdcnica como OQ/OP. Ao produto destas duas efici6ncias deu-se o nome de
eficiOncia global (OR/OQ) x (OQ/OPIOR/OP.
Se bem que a eficidncia alocativa seja importante (no minimo, porque deste grdfico
decorre a bem conhecida ideia de que o ponto 6ptimo 6 aquele em que as linhas de
isocustos s6o tangentes is curvas de isoproduto), em termos da t6cnica de Data
Envelopment Analysis, a preocupagEo central ser6 a efici€ncia tdcnica que muito
justamente 6 tambdm referida como efici€ncia de Farrell.
Merece ainda destaque o facto de Farrell ter aplicado pela primeira vez o modelo a que
mais tarde se chamaria o Dual 3 do modelo Charnes Cooper Rhodes-CCR, d agricultura
' Esta curva poderi ser obtida por varios mdtodos estatisticos que pouco t6m a ver com as tdcnicas de Data Envelopment Analysis.
Neste caso concreto optou-se por uma fungilo de Cobb Douglas.
2 As iniciais destas tr€s palavras silo a origem do termo DMU que se emprega amiride neste campo, para referir Unidades
Organizacionais semelhantes mas com um minimo de autonomia de decis6o. Se esta autonomia n6o existisse nilo faria sentido
analisar a efici€ncia destas unidades.
r Existe uma certa confusEo acerca da designagio de Dual para este problema dado existirem autores que o referem por Primal. Para
evitar confus6es utiliza-se a designaqdo de problema da envolvente para este e a desigraqio de problema dos multiplicadores para o
seu dual.
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de 48 estados americanos.
Figura 2.1 Corte no espago de possibilidades de produgdo ir cota 1
2.2.2. O modelo Charnes Cooper e Rhodes
Em 1978 surgiu o modelo CCR que define eficiOncia como o quociente da soma





Ef o:Efrci€ncia do DMUI
p.o: Peso atribuido ao Output r do DMUI
v,o: Peso atribuido ao Input i do DMU1
y,u: Output r do DMUI
x,o: Input i do DMUI
s: Ntimero de Outputs considerados.






A cada uma das parcelas do numerador (contribuig6o de cada Output, depois de
ponderado) 6 usual chamar-se Output virtual. Do mesmo modo designam-se as parcelas
do denominador por Inputs virtuais, pelo que esta medida de efici€ncia consiste no
quociente do somat6rio dos Outputs virtuais pelo somat6rio dos Inputs virtuais.
Os Inputs virtuais e os Outpuls virtuais s6o resultados usuais nos programas de DEA
disponiveis, por exemplo, no EMS - Efficiency Meosurement System tem-se a opg6o de
escolher entre a apresentagEo dos pesos (pure weights), ou entre a dos InputslOutputs
vinuais (virtual Input s/Output s).
Esta definigSo parece algo redutora e baseada em aspectos muito discutiveis,
nomeadamente o da escolha dos pesos, e de facto assim seria se se ficasse por aqui. A
ideia chave do m6todo DEA reside em cada Unidade Organizacional ser livre na
escolha dos seus pr6prios pesos (no sentido de maximizar a sua eficidncia), apenas com
a restrigSo de nenhuma Unidade Organizacional (inclusive ela pr6pria), apresentar
eficiCncias superiores i unidade.
A ideia anteriormente exposta traduz-se pelo seguinte problema de programagdo
fraccion6ria linear, que 6 resolvido para cada DMU:
Max: wo l)=,tr,o!,0 (2.2)
I,i=,u***
Suieito o: w, =Z"='lt*/'i .,
Zi=,u,0,,










(e 6 uma pequena quantidade nio Arquimediana, por tradigdo usa-se e=10-6 embora
este valor seja dependente das unidades em que se esteja a trabalhar).
Charnes Cooper e Rhodes resolveram este problema pelo m6todo de Charnes & Cooper
(Charnes e Cooper, 1962) que transforna o problema fraccion6rio num de programag6o
linear atravds de mudangas de vari6veis e introdugdo de restrigOes extra.
Suponha-se que a fungEo objectivo est6 sob a forma de frac96o, isto 6, aruzdo de drms
fung6es:
(2.6)
emque ft(*)= oc+co e fz(r) - dx+ ds,ondeced s6ovectores-linhaex6um
vector-colurlEr, e c6 e ds sao escalares. Ficamos ent6o 
"orn 
,f(x) - '! 
*':
' \ ' dx+do
Assuma-se que as fungdes de restrig6o gi(x) s6o lineares de modo que as restrig6es na
forma dematrizsdo Ax Sb ex 20.
Sob estas restrig6es adicionais, pode transformar-se o problema num problema de
pr o gr omagdo line ar equivalente fazendo :
xl
li=-gr--' dx+do -' dx*do'
tal que x: ylt. Estas substituig6es conduzem a:
Max: Z: c! * cot
Sa: Ay - bt -<0
dy+d6t:l
y20,t20
que j6 pode ser resolvido pelo mdtodo do Simplex.
O caso anterior 6 o mais geral, mas a via que se seguiri conduz ao mesmo resultado de
um modo mais intuitivo.
Este caso, pela sua simplicidade, pode ser resolvido fixando o denominador num valor
unitario (geralmente 100%) e maximizando o numerador. Deste modo obt6m-se o
seguinte programa linear:
Ma:cimizar f (x) - ft(x)fr(x)
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Para obter o dual deste programa conv6m reescrever o problema anterior sob a seguinte
forma matricial, como se apresenta esquematicamente naTabela2.l.
Da Tabela 2.1 verifica-se que considerar mais um DMU corresponde a introduzir mais
uma restrigSo, o que apenas pode piorar a fung6o objectivo reduzindo o seu valor, o que
e l6gico pois o DMU em an6lise 6 confrontado com um maior grupo de Unidades
Organizacionais. Analogamente verifica-se na Tabela 2.2 que considerar mais um factor
(Input ott Output) corresponde a introduzir mais uma restrigSo o que apenas pode piorar
a fungSo objectivo, aumentando o seu valor, o que era de esperar umavez que deste
modo se aumentou o nfmero de pardmetros e consequentemente a flexibilidade da
medida de eficiCncia obtida.
Da Tabela 2.2 obtem-se o seguinte modelo:
min: /o= 0o-"8)=,s; *L,s;l
Sujeito a:
Z',=,7,oxr+,S;: 0nx*




Esta formulagdo 6 conhecida por "o problema da envolvente em minimizagio de Inputs
do modelo CCR".
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Tabela 2.2:Representag6o matricial (esquem6tica) do modelo CCR, problema da
envolvente.
mrn:
l - - ... - ... - l-" ..
Procurando interpretar o significado concreto desta formulagio ressalta claramente a
ruzdo de ser da refer€ncia d minimizagdo de Inputs. De facto pretende-se determinar a
menor percentagem 0r de todos os Inputs do DMUk que ainda seja superior d
combinagdo linear Z'.,=rlux,o. Do lado do output, pretende-se que com os
coeficiente" l,oobtidos, todos os Outputs do DMU em aniilise sejam inferiores aos
obtidos para um DMU eficiente, fictfcio com Outputt Z',=, I .,0 ! ,, r: I . .. S .
As variSveit Sl, e$. representam as folgas, para cadafactor em an6lise e fazem parte
da funqdo objectivo com um peso infinitamente pequeno a fim de, al6m da minimizagao
proporcional de todos os Inputs (objectivo principal), procurar secundariamente
descobrir as maiores folgas possiveis. Alguns autores preferem de facto resolver estes
problemas em duas etapas: primeiro determinam a contracgdo m6xima de todos os
Inputs (0 o); seguidamente, ap6s a redugEo de todos os Inputs, resolvem novo Simplex
(com os Inputs corrigidos) para determinagdo das folgas. Esta resolugdo biet6pica 6 a
mais usual hoje em dia, dado haver dificuldades computacionais envolvendo a escolha
do valor num6rico das entidades n6o arquimedianas.
Resumindo, pode-se afirmar que esta perspectiva visa encontrar a proporg6o minima de
Inputs da Unidade Organizacional em estudo que a tome eficiente, isto 6, coincidente
com uma Unidade Orgarizacional ficticia obtida por uma combinagEo linear de DMUs
eficientes.
Assim como se descreveu o modelo CCR na perspectiva da mimimizaqdo de Inputs de
modo anrllogo se poderia descrever o referido modelo na via da maximizagdo de
Outputs que conduz ao mesmos resultado.
2.2.3. O modelo Banker Charnes e Cooper
o modelo BCC, das iniciais dos seus autores, Banker, chames e cooper, surgiu em
1984 para acomodar economias com rendimentos vari6veis d escala (Banker et al.
1984). Curiosamente, j6 na d6cada de cinquenta, Farrel tinha tentado dar resposta a este
problema tendo deparado com dificuldades em economias com rendimentos crescentes
i escala mas com espagos de possibilidades de produgEo n6o convexas (Farrel, 1957). O
problema residia em que um dos postulados da t6cnica de DEA 6 a convexidade do
espago de possibilidades de produgdo, o que estava a ser violado.
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O modelo BCC obtdm-se facilmente do problema da envolvente em minimizagflo de
Inputs, acrescentando uma restrigdo extra que garante que o DMU em anillise ser6
comparado com uma combinagio convexa dos restantes DMUs ao inv6s duma





























Repare-se que ao introduzir esta restrigdo nunca se vai melhorar o valor da fungdo

















2346 8 10 xl 't2
(2.18)
Figura 2.2:Fronteiras de eficiCncia para os modelos BCC e CCR
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Na Figura 2.2 ilustra-se a diferenga entre confrontar o DMU em an6lise (neste caso o
DMU 2) com uma combinagSo convexa dos DMUs I e 3 (ponto C) em vez duma
combinagEo linear positiva do DMU 3 (ponto L).
Tal como no modelo CCR, o problema da envolvente tem um problema dual associado,
conhecido como o problema dos pesos.
A formulagdo 6 a seguinte:
Maxt wk =l',=r/r,o!* *ur









< 1 j =l'""n
i =1,...,m
r = lr...r.s
ao que foi feito para o modelo CCR, chega-se d



















Fazendo agora um percurso inverso
conclusSo que este programa linear
linear:
Max: wo - L",=rP,r!,r 
*u*
Zi=,u**,n
Verifica-se que existe mais um pardmetro (ru7s) neste modelo, o que conduz d sua maior
flexibilidade, nunca se obtendo valores de eficiOncia inferiores aos do modelo CCR.
Repare-se ainda que este novo modelo 6 exactamente igual ao anterior com uma
vari6vel extra que assume sempre o valor l, desde que se restrinja u1 I rrsstuflir sempre
valores n6o negativos. Surge contudo a complicagdo de, por vezes, a vari6vel uk tomar
valores negativos e, nessa situagdo, jri os modelos CCR e BCC apresentam diferengas
significativas.
2.2.4. O modelo aditivo
O modelo aditivo foi desenvolvido por Chames, Cooper, Golany, Seiford e Stutz e
publicado em 1985 (Charnes et al. 1985).
O modelo aditivo tem o mesmo conjunto de possibilidades de produgdo que o modelo
BCC anteriormente descrito. Isto 6, a soma de Minkowsky da envolvente convexa dos
dados com o ortante dos Outputs negativos e Inputs positivos.
A principal diferenga vem de ser um modelo n6o orientado ao contr6rio dos anteriores
em que havia duas orientag6es: minimizagdo de inputs por contracgso radial destes e
maximizagSo de outputs pela sua expansdo radial.
A vantagem deste modelo 6 o de distinguir, sem recorer a entidades n6o
Arquimedianas, as unidades eficientes das fracamente eficientes, que s6o por definigEo,
as que apresentam folgas.
Repare-se que na formulagdo deste modelo as entidades n6o Arquimedianas foram
substituidas pela unidade.
O modelo aditivo maximiza a distdncia de mdtrica L1 (tamb6m conhecida por dist6ncia
de Manhattan, caso particular da dist6ncia de Minkowski) do ponto em estudo atd 6
fronteira de eficiCncia.









Max: Wr =Z',=1p,k!,k -Z:=rvikxik +uk
Sujeito a




























A selecgdo dos factores de produgSo e dos produtos a considerar na anillise 6 um
problema de capital importdncia para a aplicagEo bem sucedida da t6cnica de DEA a
problemas reais, mas que cai fora do imbito desta tese. Para uma discussEo deste ponto
ver Boussofiane (Boussofiane, Dyson e Thanassoulis 1991). Vai-se contudo dar uma
ideia geral de como essa escolha deverii ser feita.
Um Input 6 algo de que a Unidade Organizacional necessita para a produgio de
Outputs. Uns ser6o control6veis (Capital, Trabalho, Espago ...), mas outros poder6o n6o
o ser (Populag6o, Clima, Niveis de Conhecimento dos alunos d entrada, Classe social
donde estes s6o origin6rios ...). A definigdo dos Inputs e Outputs deve sempre obedecer
d regra de "quanto maior melhor". Por exemplo, na avaliagEo duma furma poder-se-ia
definir como Input a percentagem de bons alunos ou a de maus; a escolha correcta 6 a
primeira, pois 6 a percentagem de bons alunos a que obedece d regra de "quanto maior
melhor" (ou de prefer6ncia crescente, tamb6m conhecida por isotonicidade).
Quanto a Outpttts a situagdo 6 id6ntica. Por exemplo em avaliag6es de sistemas prisionais 6
evidente que as fugas s6o uma consequ6ncia do pior desempenho duma prisdo pelo que este
aspecto deveria ser introduzido em termos de ndo-fugas, isto 6 perman0ncias.
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Tabela 2.3: Dados do exemplo a apresentar





























































Vai-se a titulo meramente did6ctico desenvolver um caso de andlise de efici€ncia em
que se sup6e existirem 12 Unidades Organizacionais similares que produzem dois
Outputs yl e yz (bens e/ou servigos) consumindo para tal dois Inputs, xr e xz. Os dados
s6o apresentados na Tabela2.3
Uma primeira tentativa de an6lise da eficiOncia destas doze Unidades Organizacionais,
consistiria na determinag5o de ratios para cada par Outputllnput e dai tirar conclus6es
que seriam sempre algo discutiveis pois um DMU mal classificado num ratio, masbem
classificado noutro, poderia sempre argumentar que o ratio onde obteve uma elevada
classificagSo 6 o mais importante.
A tdcnica de Data Envelopment Analysis n6o vai por si resolver este problema, pode
sim incorporar informag6o no sentido de privilegiar um ou outro Input ou Output
(Dyson e Thanassoulis, 1988).
z.4.Economias com rendimentos constantes a
escala
Numa economia com rendimentos constantes d escala, a um acr6scimo de Inputs
corresponde, por definigEo, um acr6scimo proporcional de Outputs. Este caso 6
resolvido no dmbito da t6cnica de DEA pelo modelo CCR cuja formulagSo matemdtica
completa se apresenta em ap€ndice.
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2.4.1.Um Input e apenas w Output
A situag6o mais simples de analisar ser6 a correspondente a um s6 Output versus um s6
Input admitindo economias com rendimentos constantes d escala.
Analisando a Figura 2.3, que representa yr em fungdo apenas de x1, verifica-se que
existe uma e apenas uma unidade organizacional eficiente, que 6 o DMU 3, que
consegue produzir seis unidades de Output apartir de 6 de Input, pelo que se dir6 que 6









Figura 2.3: Representag6o dos 12 DMUs em termos do output y1 e do Input x1.
No que se refere ao DMU 1, este 6 ineficiente. De facto com o mesmo Input de 4
unidades este poderia ter atingido o ponto CO atrav6s da maximizaqdo do seu Output.
Mais especificamente, ele poderia ter duplicado o seu produto sem ultrapassar a
fronteira de eficiCncia (que 6 a semi-recta que une a origem com o ponto eficiente, o
DMU 3, pelo que a sua ineficiCncia 6 de2.0 e a sua eficiCncia apenas de 0.5.
Era tambdm possivel minimizar o Input do DMU I at6 ele chegar ao ponto CI, o que
implicaria reduzir o seu Input em 50o/o, pelo que tem uma eficidncia de 0.5, igual d
obtida pela outra via. Adianta-se j6 que, em economias com rendimentos constantes d
escala, o valor da eficiOncia obtido, tanto pela via da maximizag6o dos Outputs, como
pela da minimizagio de Inputs,6 sempre igual. Apenas os pontos de refer6ncia s6o
diferentes: obt6m-se CO para ponto Comp6sito em maximizagdo dos Outputs e CI para
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Ef d a efici€ncia do DMU I
CO e o ponto Comp6sito em Maximizagdo de Outputs
CI e o ponto Comp6sito em minimizagdo de Inputs
mi e um ponto no eixo dos yy utilizado na minimizagdo de inputs
MO 6 um ponto no eixo dos xx utilizado na Maximizaqdo de Outputs
Os pontos referidos est6o representados na Figura 2.3.
Foi anteriormente utilizado o conceito de "pontos comp6sitos", eue se encontram
assinalados na Figura 2.3 para o DMU 1. Esta designagdo adv6m do facto de estes
pontos poderem ser obtidos a partir de uma combinagdo linear dos DMUs eficientes,
neste caso apenas o DMU 3. Apresenta-se, na riltima coluna, da Tabela 2.4, o escalar
1,3/, pelo qual se dever6 multiplicar as coordenadas do DMU 3 para obter as
coordenadas dos pontos comp6sitos de cada um dos doze DMUs, em minimizagdo de
Inputs.
Outra designagSo comum para pontos comp6sitos 6 a de o'referentes" ou grupo de
refer6ncia, datradugdo dereference set oupeer group.
O significado da penriltima coluna da tabela 2.4 6 equivalente ao da rilti.ma (?,aI), para o
caso da Maximizagdo de Outputs (IsO). Exemplificando novamente com o DMUI,
tem-se:
CO(4;4):416 x (6;6) para Maximizagdo de Outputs e:
CI(2;2):2/6 x (6;6) para minimizagdo de Inputs.
Conv6m ainda salientar que a coluna y1lx1 apresenta valores iguais aos obtidos para a
eficiOncia, apenas por o ratio mais elevado correspondente ao DMU eficiente ser
unit6rio. De facto, se assim n6o fosse, haveria que normalizar y1lg, dividindo todos os
valores pelo seu mdximo para garantir efici€ncia unitriria (100%) para esse DMU
eficiente.
Fr: -MO-T --ef- mful -Mo-@ -Ttr
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Tabela 2.4: Eftci€ncia (y1, x1) e escalares 1"3 para max. de Outputs (XlO) e para min. de
Inputs (lql)

























2.0 0.s00 0.667 0.333
1.0 0.200 0.833 0.167
6.0 1.000 1.000 1.000
8.0 0.800 1.667 1.333
7.0 0.636 1.833 1.t67
6.0 0.750 1.333 1.000
7.0 0.778 1.500 1.167
3.0 0.600 0.833 0.s00
4.4 0.800 0.917 0.733
4.0 0.s00 1.333 0.667
2.0 0.200 1.667 0.333
1.0 0.12s 1.333 0.167
Esta an6lise foi evidentemente muito simples e serviu apenas para ilustrar alguns
conceitos fundamentais.
Seguidamente acrescentar-se-6 mais um Output, d an6lise.
2.4.2.Um Input e dois Outputs
Este caso apenas seria passivel de representagdo grfufica a tr6s dimensdes; contudo,
como se assume economias com rendimentos constantes d escala, 6 possfvel normalizar
os dois Outputs pelo Input x1, de acordo com a Tabela 2.5.
Tabela 2.5: Outpuls normalizados pelo Input x1.













4.0 2.0 28.0 0.500
5.0 1.0 22.s 0.200
6.0 6.0 12.0 1.000
10.0 8.0 60.0 0.800
l 1.0 7 .0 16.5 0.636
8.0 6.0 12.0 0.750
9.0 7.0 6.0 0.778
s.0 3.0 30.0 0.600
s.s 4.4 5.5 0.800
8.0 4.0 72.0 0.500
10.0 2.0 20.0 0.200
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Figura 2.4: Minimizagdo de Inputs - representagEo no plano, dos dados e respectiva
envolvente
Como se ver6 seguidamente, a representagdo grfufica deste caso vai justificar o nome
desta tdcnica, uma vez que na Figura 2.4 todos os dados sdo analisado,s por comparagdo
com a sua envolvente.
Como se pode verificar facilmente, o nrimero de Unidades Organizacionais eficientes
subiu para 3 e a eficiOncia de todas as outras Unidades Organizacionais tamb6m
aumentou, como se esperava.
Tabela 2.6: Minimizaqdo de Inputs - vari6veis duais (l,i), folgas e eficiCncia para o caso


































































Apresentam-se na Tabela 2.6, os resultados obtidos que devem ser interpretados em
conjunto com a Figttra2.4.
Veja-se, por exemplo, o caso do DMU 6 com eficiOncia de 314, colinear com a origem,
sendo o DMU 3 o seu ponto comp6sito. Enquanto o DMU 3 consome 6 unidades de
Input, o DMU 6 consome 8, produzindo ambos exactamente os mesmos Outputs. Tal
significa que, para o DMU 6 atingir o desempenho do DMU 3, deveria reduzir o seu
Input para 8x(6/8):6, jri que se considera a via da minimizagSo do Input para atingir a
efici6ncia.
O DMU 6 ilustra tambdm o significado dos coeficientes l,;. Neste caso, o rinico
)u ndo nulo 6 o ?,,s. Multiplicando os valores referentes ao DMU 3 por 1,3, obt6m-se o
ponto comp6sito, eue, neste caso, 6 o pr6prio DMU de refer€ncia, que pode ser
alcangado pela contrac7do de 314 no Input do DMU 6.
Estes coeficientes indicam portanto quais s6o os DMUs de refer6ncia (ou grupo de
pares) para um dado DMU em an6lise. No caso dos DMUs 1, 8 e I l, v€-se pelo gr6fico
que ao contrairem o seu Input, ir6o atingir a fronteira de eficiCncia na aresta limitada
pelos DMUs 10 e 4; mas tal transparece tamb6m da consulta da Tabela 2.6, emque para
os DMUs em an6lise, os fnicos 1,, n6o nulos s6o o la e o )uro.
o que foi acima exposto aplica-se tamb6m ao grupo de DMUs 5 e 12, apenas com a
diferenga do DMU 3 tomar agora o lugar do DMU 10.
Falta apenas esclarecer o significado das varirlveis s;*, que surgem quando a projecaao
eficiente o d.r- DMU na fronteira ficalocalizada num trogo paralelo a qualquer um dos
eixos.
Veja-se o caso do DMU 2 c;.la efici€ncia 6 de 0.5 pelo que, se reduzir o seu Input paru
metade, atingirri a fronteira no ponto Ci2 cujas coordenadas s6o xr=2.5i yr=1.0,
y2=22.5. Nesta situagEo verifica-se que o Ctz 6 id6ntico ao DMU 10 que no entanto
consegue alcangar mais 0.1 (ver Figura 2.4) em yllxl do que Ci2, o que significa que
este pode incrementar a suaprodugdo de y1 em sr*=2.5x0.1:0.25 pelo que o ponto a
alcangar pelo DMU2 para se tornar eficiente deveril ser o ponto xr:2.5; y;1.25 e
y2:22.5.
' Optou-se por usar esta terminologia no sentido de explicar que estes pontos sio obtidos por uma expansdo radial do ponto ald d
froneira e nao como uma composiqdo dos DMUs eficientes.
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Este ponto encontra-se sobreposto com o DMU 10 por se estar a trabalhar apenas a
duas dimensSes s.
SituagSo id6ntica se passa com os DMUs 7 e 9 so que agora existe a possibilidade de
melhoria na produgdo d. y, emvez de y1 pelo que a vari6vel que mede esta folga se
denomina s2+' A estas vari6veiso si+, deu-se o nome de variriveis de folga por analogia
com as da Programag6o Linear 6.
Repare-se que, em vez de reduzir o Input do DMU 2 para metade, conservando os
Outputs, tamb6m se poderia pass6-los para o dobro, enquanto o Input se mantinha
constante. Estar-se-ia a optar pela via da maximizagdo de Outputs, o que nesta situagEo
de economias com rendimentos constantes i escala apenas altera o valor das varidveis
de folga. Neste caso, a variiivel de folga.. y, seria ainda 0.1 do Input, isto 6, meia
unidade do Output yl.Irle caso geral tem-se:
Folgas em minimizagio de inputs
= Efici6nciaFolgas em maximizag6o de outputs
Este tipo de an6lise, que se acabou de fazer com recurso i Tabela 2.6, e claramente uma
an6lise de envolvente, em que se procura determinar uma envolvente dos dados,
definida pelos v6rtices coffespondentes as Unidades Organizacionais eficientes.
Os v6rtices correspondem, portanto, as Unidades Organizacionais eficientes e, a partir
duma combinagSo linear destes podem obter-se todos os pontos comp6sitos das
Unidades Orgarizacionais ineficientes, d excepgSo das que se encontrem em arestas
paralelas aos eixos, caso em que surge a necessidade de recorer a vari6veis de folga.
Repare-se que os l,j dao uma informagEo importante acerca de semelhangas entre
DMUs. De facto, v€-se que o alvo do DMU 5 estar6 muito mais pr6ximo do DMU 3 do
que do DMU 4, o que se confirma pelos valores do respectivo 1,3 e l,a. por este
raciocinio poder-se-ia afirmar que o quociente lullurc deveria ser constante ao longo da
semi-recta que parte da origem para Ci:8;11, o que de facto acontece no caso dos
DMUs 8 e 1l (ver Figura 2.4 eTabela2.6).
tRepare-sequemultiplicandopor3.2ascoordenadasacimareferidasXl:2.5:Yl=1.25 
eY2:22.5seobtdm: Xr=8:Yr=4 eYr=72...
que s6o as coordenadas do DMU 10.
(' 
Neste caso em que existem folgas serri mais correcto evitar a designagio de ponto comp6sito pois os pontos assinalados como Ci2
e Ci9 nio podem ser expressos como combinaq6es lineares (com escalares Ls positivos) dos DMUs eficientes. E necess6rio entrar
em linha de conta com as folgas.
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Os c6lculos anteriores basearam-se sobretudo nos vdrtices da fronteira de efici6ncia. De
seguida aborda-se o problema sob o ponto de vista das normais is arestas. Os dois
problemas est6o relacionados, conduzindo ambos i mesma solugSo, j6 que um problema
6 o dual do outro.
Apresentam-se na Tabela 2.7 as solug6es referentes a este problema.
Tabela 2.7:Problema dos multiplicadores - multiplicadores e efici6ncia para o caso de












































































Como se pode constatar, as eficiOncias obtidas pelos dois mdtodos s6o iguais. Incluiu-se
na riltima coluna o quociente entre os multiplicadores Fr e pz, que nos fornece a taxa
marginal de substituigdo entre os dois Outputs. Repare-se que, quer o DMU l, quer o 8,
s6o avaliados como igualmente eficientes 7, embora este riltimo seja menos produtivo
no que se refere a y1. Poder-se-5 ent6o perguntar quanto 6 admissivel perder em /1 para
ganhar em !2? A resposta 6 justamente o referido quociente, que torna a ilustrar a
divisdo dos DMUs por quatro classes.
Com a interpretagSo anteriormente dada, baseada numa certa ordem de importdncia dos
Outputs, compreende-se que os multiplicadores que lhes est6o associados sejam
referidos por pesos.
' De facto ambos os DMUs tem eficiOncia 0.857... ja que o segmento de recta que os une esti sobre uma contracaao homotetica de
razAo 0.857 ... da fronteira de efici€ncia que constitui uma curva de isoeficiencia : 0.857
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Repare-se que se obt6m taxas de substituigflo diferentes para os vilrios DMUs, sendo
esta a caracteristica fundamental da t6cnica de DEA: uma grande flexibilidade na
avaliagSo do desempenho.
Este aspecto 6 frequentemente indesej6vel, pelo que 6 usual impor restrigdes aos pesos,
al6m da estrita positividade, que os impede de serem nulos. Neste caso, obrigou-se os
pesos a serem maiores ou iguais a 10'6.
Atrav6s de restrig6es aos pesos, 6 portanto possivel incorporar informagSo adicional no
modelo.
2.4.3.Dois Inputs e um Output
Vai considerar-se de seguida o modelo que incorpors x1, xz e yz ainda com economias
com rendimentos constantes d escala, o que normalizando os Inputs pelo Output y2,
permitirii a sua representagEo gnlfica a duas dimens6es. A esta formulagfio d dada por
vezes o nome de formulagEo reciproca.
Tabela 2.8: Inputs x1 e X2 normalizados pelo Output x2


























































Desta vezvu optar-se pela via da maximizagdo do Output. Neste caso, os pontos mais
eficientes s6o os mais pr6ximos da origem, sendo a medida de eficiOncia, por exemplo,
do DMU 11, dada pelo quociente entre as distdncias d origem do ponto Cll (ponto
Comp6sito do DMU I l) e do pr6prio DMU I l.





Figura 2. 5 : Representagdo grSfrca da formulagdo reciproca
Os resultados obtidos para o problema da envolvente sdo apresentados na Tabela2.9,
devendo contudo notar-se -que os valores apresentados na riltima coluna s6o da
"ineficiOncia" que est6 negativamente correlacigpada com a eficiOncia, sendo neste
modelo exactamente o inverso da eficiCncia.
Nos programas de DEA disponiveis, por exemplo, no EMS - Efficiency Meqsurement
System o valor apresentado 6 o da ineficiOncia, embora lhe seja atribuido a mesma
designagdo de "Score" que tamb6m utiliza para o resultado do modelo de minimizagflo
de Inputs.
E possivel fazer consideragdes semelhantes ds da an6lise rcalizadaparu a minimizag6o
de Inputs, nomeadamente no que respeita aos seguintes DMUs:
DMU 9 cujo ponto comp6sito 6 simplesmente o DMU 3 (l,r:0.9166);
DMU 5 cujo ponto comp6sito 6 simplesmente o DMU 3 (1,3:1.8333);
DMUs 1,2,4,1I cujo grupo de pares 6 o DMU 3 e o DMU l0;
DMU 6 cujo grupo de pares 6 o DMU 3 e o DMU 7;
DMU 8 e 12 que apresentam folgas.
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O DMU 12 encontra-se numa aresta paralela ao eixo xrlyzrpelo que dever6 existir uma
folga em x1 (s1 :2), o que significa que se poderia ter atingido a produgflo deste DMU
poupando duas unidades do Input 2. Este facto 6 flicil de verificar graficamente: o DMU
12 consome mais 0.5 de xr/y2 do que o DMU 7, mas y2:4, confrma assim o resultado
da Tabela 7 que indica ser possivel economizar 2 unidades de xr. Assim, o alvo a atingir
pelo DMU 12 ser6 x1=6, x2:8,V2:4, o que 6 justamente2l3 (?"i do ponto 7.
Tabela 2.10: Resultados para o problema dos multiplicadores em maximizagdo de
Outputs
DMU v1 y2 l\z gi
I 0.02t4 0.0083 0.03s7 1.2s2381
2 0.0267 0.0104 0.0444 1.066667
3 0.0s00 0.0194 0.0833 I
4 0.0100 0.0039 0.0167 1.266667
5 0.0364 0.0141 0.0606 1.333333
6 0.0238 0.0238 0.0833 1.0476t9
7 0.0476 0.0476 0.t667 I
8 0.3000 1E-06 0.0333 1.s00030
9 0.1091 0.0424 0.1818 2.000000
l0 0.0083 0.0032 0.0139 I
I I 0.0300 0.01l7 0.0500 t.233333
t2 lE-06 0.1250 0.2500 1.000002
Repare-se que, neste caso, como o ponto est6 na fronteira de eficiEncia, a folga 6 sempre
a mesma quer se trate de minimizagEo de Inputs quer se trate de maximizagiio de
Outputs.
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Sempre que existem folgas numa vari6vel, o multiplicador que lhe corresponde, assume
' o minimo valor que a formulag6o lhe permite, neste caso 19-6, como fica bem claro por
an6lise daTabela2.l0.
2.5. Economias com rendimentos vari6veis e
escala
Atd agora considerou-se apenas a situagdo de economias com rendimentos constantes d
escala, em que, por exemplo, a uma duplicagEo dos factores de produgEo corresponderia
a duplicagdo do produto.
Sabe-se contudo que esta situagdo 6 pouco frequente, sendo um exemplo trivial o caso
em que aldm de custos vari6veis existam tambdm custos fixos. O modelo BCC,
apresentado em 2.2.3, e cuja formulagflo matem6tica completa 6 apresentada em anexo
permite lidar com economias com rendimentos vari6veis d escala. Os exemplos
apresentados seguidamente ilustram a sua aplicagio.
2.5.1. Aplicag6o ao exemplo
No exemplo que se tem vindo a apresentar verifica-se que, se todos os Outputs fossem
subtraidos de 3 unidades (ordenada na origem da recta que cont6m a aresta 34),
passaria a haver 2 DMUs eficientes: o 3 e o 4 (ver a Figura 2.6).
0 2/ 4 6 I 10 1
Figura 2.6: Modelo BCC minimizagEo do Input
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O mesmo se passaria se se adicionassem 6 unidades ao Input (isto 6, subtrair-lhe a
abcissa na origem que 6 -6).
Figura Z.7:Modelo BCC Maximizag6o do Output
Estes factos podem ser confirmados na Tabela 2.ll onde se verifica quais os DMUs
eficientes, na suposiqEo destes, serem avaliados ap6s a correcgflo acima referida.
Na Figura 2.7 apresenta-se o tipo de projecgdo em direcgso e fronteira para
MaximizagSo do Output.




DMU X1 yr xr*6 yr-3 (yr-3)/xr y1(x1+6) (yr-3)/xr yr(xriO
3 6.0 6.0 12.0 3.0 0.50 0.50 1.00 1.00
4 10.0 8.0 16.0 5.0 0.50 0.50 1.00 1.00
5 I 1.0 7 .0 17.0 4.0 0.36 0.41 0.73 8
6 8.0 6.0 14.0 3.0 0.38 0.43 0.75 0.86
7 9.0 7.0 15.0 4.0 0.44 0.47 0.89 0.93






Os valores apresentados na Tabela 2.ll representam as efici6ncias dos respectivos
DMUs, na irltima coluna, em maximizagSo de Outputs, e, na pentiltima, em
minimizagdo de Inputs. Convdm realgar que, contrariamente ao que se verifica em
economias com rendimentos constantes ir escala, onde as eficiCncias e os grupos de
refer€ncia sdo os mesmos, quer analisados sob o prisma da maximizagdo de Outputs,
quer sob o da minimizagdo de Inputs, aqui eles serSo em geral diferentes.
Efectivamente, a eficiOncia 6 maior em maximizagdo de Outputs, por estarmos numa
economia com rendimentos decrescentes d escala.
No que respeita aos grupos de pares tamb6m hrl diferengas: o grupo de pares do DMU 5
em minimizaEdo de Inputs 6 formado pelos DMUs 3 e 4, como se pode confirmar na
Figura 2.6, enquanto que, em maximizagdo de outputs, o seu grupo de pares 6 apenas
constituido pelo DMU 4, existindo uma folga no Input X1, co(lo se pode confirmar na
Figura 2.8.
Para analisar os restantes DMUs, deve-se considerar uma fronteira de eficiCncia que n6o
arectaque cont6m a aresta 34, mas sim a que contdm a aresta 1-3 e que intercepta o
eixo 0-x efil x1:3 e o eixo 0-y "- y:-6.
Adoptando um procedimento iddntico ao anterior, obt€m-se os resultados apresentados
naTabela2.l2.
Tabela 2.12:Exemplo de c6lculo de efici€ncia (modelo BCC)
Normalizados pelo
m6ximo da respectiva
I 4.0 2.0 1.0 8.0 2.00
2 5.0 1.0 2.0 7.0 1.40
3 6.0 6.0 3.0 12.0 2.00
6 8.0 6.0 5.0 t2.0 l.s0
8 5.0 3.0 2.0 9.0 1.80
9 5.5 4.4 2.s 10.4 1.89
l0 8.0 4.0 5.0 10.0 t.2s
l 1 10.0 2.0 7.0 8.0 0.80


















Verifica-se que as eficiCncias em maximizagdo de Outputs desta vez s6o menores do
que em minimizagSo de Inputs, contrariamente ao que se passava no caso anterior
'A projecqdo deste DMU sobre a fronteira de eficiencia ntro cai sobre a aresta em anrilise pelo que nao faz sentido a sua inclusio
nesta tabela.
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(Tabela 2.ll), uma vez que nesta aresta se estii em economias com rendimentos
crescentes d escala.
Conclui-se portanto que, no caso de economias com rendimentos vari6veis i escala, a
fronteira de efici€ncia i6 ndo 6 uma semi-recta no primeiro quadrante com origem em
(0;0), mas sim a envolvente convexa de todas as observagdes.
Quanto aos trogos da fronteira, paralelos aos eixos, a sua justificagfio e interpretagao d
apresentada seguidamente.
No caso do DMU 2, ndo hii nada que permita admitir que ele possa manter o seu nfvel
de produto, consumindo menos de 4 unidades de x1. De facto, neste caso, as 4 unidades
de x1 deverSo ser encaradas como um limiar que s6 uma vez ultrapassado permite a
produgflo de algo.
J6 no caso do DMU 4, a interpretagdo 6 diferente, pois aqui trata-se, duma limitagao do
produto. Num mdtodo ndo param6trico como este, baseado apenas nas observagdes,
nada permite supor que se consiga produzir mais de 8 unidades dr yr. Assim sendo, o
DMU 5 em maximizag6o de Outputs apenas pode aumentar o seu produto at6 ds
referidas 8 unidades e seguidamente reduzir o seu Input de ll para l0 (folga de uma
unidade no Input (s-)).
Apresentam-se na Tabela 2.13 os resultados para o problema dos multiplicadores, em
minimizagdo de Inputs.
Nesta tabela apresentou-se a fltima coluna com 6 casas decimais apenas para ilustrar a
existOncia da folga unitiiria nos DMUs 2 e 12.
Tabela 2.13: Resultados para o problema dos multiplicadores em minimizagdo de Inputs

























































































O significado da constante na quarta coluna da tabela 6 semelhante ao significado da
ordenada na origem. De facto, a constante 6 igual ao produto do simdtrico da ordenada
na origem, da recta que contdm a aresta em causa, pelo multiplicador p.
Vai-se agora ilustrar a resolugdo pelo m6todo gr6fico do
problema anterior apenas para o DMU 4. A formulagEo
matemiltica vem dada pelo seguinte programa linear:
Optou-se por representar apenas as restrigdes referentes
aos DMUs eficientes pois as restriqdes referentes aos
ineficientes s6o n6o activas, pelo que a sua representagdo
seria desnecess6ria.











Figura 2.7: Resolugdo griffrca do modelo BCC em minimizagEo do Input
Repare-se ainda que existe apenas uma restrigdo de n6o negatividade - a referente ao
multiplicador p, pois a varidvel caracteristica do modelo BCC d liwe podendo assumir
valores negativos, o que acontece na solugio 6ptima.
Verifica-se que a solugEo 6ptima n6o 6 rinic4 pois trata-se dum DMU eficiente, e




Da aplicag6o da t6cnica de DEA, resulta por vezes um elevado ntimero de Unidades
Otganizacionais eficientes, ficando o decisor com relativamente pouca informag6o
acerca destas, excepto a de serem eficientes. Pretende-se, baseado na DEA Extended
Measure,lo introduzida por Andersen e Petersen (Andersen e petersen , lgg3),
discriminar entre estas Unidades Organizacionais quais as mais robustas, no sentido de
poderem acomodar um maior consumo de Inputs, mas mantendo ainda a classificagio
de eficientes.
A designagdo acima utilizada foi importada directamente do trabalho desses dois
autores, contudo recentemente tem-se empregado a expressao de Super-fficiency que
ser6 traduzida por Superefici0ncia e utilizadano decorrer desta dissertag6o.
Dado a extensSo utilizada ndo ser muito divulgada vai-se fazer umabreve descrig6o do
m6todo atrav6s de tr6s exemplos o segundo dos quais 6 exactamente retirado do artigo
de Andersen e Petersen.
3.1. A Superefici6ncia paru o modelo CCR
observe-se os dois casos seguintes do modelo CCR em que se consideram dois
outputs e urn Input sob economias com rendimentos constantes i escala: enquanto que
oDMUC
f(' Esta foi a designagdo que Andersen e Petersen ulilizaramnesse seu artigo, outras designagoes como robustez e superefici6ncia




Figura 3.1 DMU C eficiente e robusto.
| 2 3 4 s 6 7 8 il s
Figura 3.2: DMU C' eficiente mas pouco robusto.
sil s
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na Figura 3.1 6 claramente eficiente e robusto a uma degradagdo do seu desempenho
n6o superior a OC/OCr , jd o mesmo n6o se poder6 dizer do caso da Figura 3.2 em
que uma pequena variagEo em O'C'/O'C'r poderia conduzi-la abaixo dos 100% de
eficiCncia, implicando a passagem do DMU c' a ineficiente.
Por estes motivos, este quociente foi proposto como uma medida de robustez e de
Superefici€ncia e' em 1994 Santos prop6-lo tambdm para seriagao de Unidades
Or ganizacionai s efi ciente s.
Repare-se que este quociente 6 semelhante ao que se utilizou para definir efici€ncia,
apenas hri que admitir que possa ser superior d unidade. Pela semelhanga exposta e
por ser superior d unidade, 6 usual designar esse quociente por Superefici6ncia.
As Figuras 3.1 e 3.2 pretendem ser o mais simples possiveis apenas para ilustrar que
dentro das Unidades Organizacionais eficientes hii umas mais robustas que outras a
variagdes conjuntas dos Inputs ou Outputs. Tal facto ndo deve ser confundido com
anrilises de sensibilidade (Chames e Neralic, 1989) que se revestem duma maior
complexidade e que permitem inclusive tratar variag6es numa s6 variiivel, saindo das
condigOes de passeios radiais no espago de possibilidades de produg6o.
3.2. A Superefici6ncia para o modelo BCC
No artigo original (Andersen e Petersen 1gg3), este aspecto 6 descrito pelo seguinte
baseado na minimizaqdo de Inputs para o problema da envolvente do modelo BCC
para os 5 DMUs A,B,C,D e E apresentados na Tabela 3.1 e na Figura 3.3.






















Para a determinagSo deste novo indice, a formulag6o do DEA mantdm-se inalterada,
excepto que o DMU em an6lise deixa de ser considerado nas restrigoes que limitam a
efici€ncia ao valor m6ximo de L Assim sendo, todas as Unidades Organizacionais
ineficientes (A e E na Figura 3.3) manterio exactamente o mesmo valor para a
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efici6nci4 jd que a supressSo da restrig6o correspondente ao DMU em an6lise nada
altera pois tratando-se dum DMU ineficiente, a sua efici€ncia era j6 menor que a
unidade, pelo que a restrigflo retirada n6o estava saturada (Non Binding Constraint).
Do ponto de vista computacional, em vez de retirar a restrigEo, optou-se por admitir
que o seu termo independente, em vez de ser a unidade (100%),passasse a ser infinito
(na pr6tica um valor muito elevado). O dual desta t6cni ca acabapor ser o modelo de
Banker e Gifford, apenas com a diferenga de estes usarem um valor finito muito
elevado.
Inpl0 2 4 6 8 r0 12 t4' t6
Figura 3.3: corte da fronteira de eficiOncia d cota output I:1.
Jil no que respeita ds Unidades Organizacionais eficientes, uma vez retirada a
restrigao que impedia que a sua efici€ncia ultrapassasse os l007o, verifica-se que se
obt6m um valor superior d unidade e cuja interpretag6o 6 imedi ata: o valor obtido
corresponde d pioria milxima admissivel no desempenho do DMU em causa at6 este
ficar ainda estritamente eficiente.
No caso das Unidades Organizacionais eficientes B;C,D no modelo tradicional, a sua












Na Figura 3.3 estri assinfllado o ponto de refer€ncia do DMU C de coordenadas
(6, 6, l) que se representa por Cr. Comparando os Inputs de C (5, 5) com os de Cr
facilmente se conclui que o DMU C apresenta uma Superefici6ncia de 615:1.2.
Do mesmo modo, se assinalou na Figura 3.4 o ponto de refer6ncia do DMU D de
coordenadas (12.5,5, l) e representado por Dr. De modo id€ntico ao anterior se
conclui que, se o DMU D, em vez de consumir l0 unidades do Input I e 4 do Input 2,
consumisse mais de 12.5 e de 5 respectivamente, passaria a ser ineficiente, tendo o







Figura 3.4: DMU Supereficiente mas com folga.
Conv6m salientar que, neste caso, se os Inputs de D aumentassem de 514:1.25, este
apresentaria uma folga de 7.5 unidades no Input l, o que contudo n6o 6 de grande
interesse pritico mas con$idera-se importante chamar a ateng6o para este facto que
pode ser resumido do seguinte modo:
Uma Unidade Organi zacianal Super-eficiente pode eventualmente apresentar folgas o









outro aspecto interessante, ilustrado na Figura 3.5, consiste na inclus6o de Unidades
organizacionais ineficientes no grupo de pares das unidades orgarizacionais
Supereficientes, como sucede no caso do DMU B que possui um DMU de refer6ncia
ineficiente, concretamente o DMU A. Repare-se que tal nem sempre sucede; no caso
do DMU c todos os seus DMUs de refer€ncia sio eficientes.
Repare-se agora como esta nova medida de desempenho 6 mais rica em informag6o,
permitindo a ordenagdo das Unidades organizacionais eficientes atrav6s dos
resultados sumariados na T abela 3.2:
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Figura 3.5:DMU Supereficiente mas com um DMU ineficiente no seu grupo de
refer€ncia.
outro exemplo interessante 6 0 apresentado na Figura 3.6, em que se apresentam
cinco DMUs dos quais tr6s s6o eficientes e cujos multiplicadores p e constantes





tracejado a representarem possiveis hiperplanos de suporte, cujas normais s6o
exactamente os pesos [r e (-v).
Repare-se que os hiperplanos de suporte, (rectas, neste caso a duas dimensoes) mais
inclinados que a aresta 1-3 n6o podem ser utilizados na avaliagdo do DMU 3, pois
nesse caso a eficiencia do DMU I seria superior d unidade. O outro limite 6 a aresta 3-
4 pois para hiperplanos de suporte menos inclinados que a aresta 3-4, aeficiencia do
DMU 4 ultrapass aria a unidade.
Preferiu-se criar este novo exemplo apenas com duas vari6veis, pois, para o modelo
BCC, 6 impossivel representar completamente no plano casos com mais vari6veis. As
Figuras 3'3 a 3.5 apenas representam um corte no espago de possibilidades de
produgao, segundo o plano Output:|, no qual seria pouco correcto tragarhiperplanos
de suporte e respectivas normais.
Figura 3.6: Exemplo para o modelo BCC.
Na Tabela 3'3 apresentam-se os resultados, calculando a Superefici€ncia apenas para
as Unidades organizacionais eficientes e constata-se que a ambiguidade a nivel dos
pesos foi neste caso eliminada,llo que d uma vantagem adicional desta abordagem
n6o referida em Andersen e petersen (1993).
l2xl0
Ir o hiperplano de suporte do ponto 31 6 0nico e consiste na recta definida por 3 pontos colineares 5-3r-4.
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Surgiu contudo outro problema, frequente neste tipo de aniilise, relacionado com o
DMU4; o qual, mesmo que o seu consumo de Inpuls fosse infinito, este ainda
continuaria eficiente. Tal facto resulta de se estar a trabalhar com economias com
rendimentos vari6veis d escala (modelo BCC), em minimizagdo de Inputs com o
DMU que produz o miiximo num qualquer Output (neste caso yu:g.0). Esta d uma
limitaq6o do modelo BCC, que ainda n6o foi resolvida com esta extensao. No entanto,
ao p6r em evid6ncia esta classe particular de DMUs eficientes, esta extens5o
apresenta vantagens em relag6o ao modelo original, em que todos os DMUs eficientes
apresentavam efi ci€ncia unitiiria.








Repare-se que nem sempre 6 garantida a unicidade dos pesos mesmo recorrendo d
Superefici6ncia.
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De facto na Figura 3.7 apresenta-se um exemplo acaddmico (dado que a probabilidade
de suceder 6 nula por se tratar de vari6veis continuas) em que a ambiguidade dos
pesos se mant6m.
Esta maior (e geralmente total) unicidade dos pesos 6 particularmente interessante
para obviar a crfticas frequentemente feitas aos pesos que a tdcnica de DEA atribui ds
unidades organizacionais eficientes (Belton e vickers ,lgg3).
Alem do mais, os pesos assim obtidos ser6o uma boa alternativa aos mdtodos usuais
para a sua determinag6o em aplicagdes de efici€ncia cruzada (Doyle e Green 1993 e
1994).
Entende-se por efici€ncia cruzada do DMe segundo a perspectiva do DMUI. (que se
designarii por E$ a avaliagdo do DMe com os pesos do DMUr. (Sexton et al. 19g6)
sendo portanto definida pela expressdo: Eo = Z',=,P,oY,srr,,
A custa da ambiguidade dos pesos determinados para Unidades Organizacionais
eficientes, 6 possivel obter diferentes valores para os elementos das linhas
correspondentes a esses DMUs eficientes, na matriz de efici€ncias cruzadas. Um
mdtodo usual, para ordenar DMUs eficientes, consiste na escolha desses pesos de
modo amaximizar ou minimizar am6dia das colunasl2. Esse m6todo tem em linha de
conta todos os DMUs, uma vez que se trata da mddia duma coluna na matriz de
efrciencias cruzadas. lJmavezque na Superefici6ncia os pesos s6o geralmente tinicos,
as mddias obtidas para cada coluna s5o tambdm fnicas, sendo assim directamente um
indice interessant e puraordenagEo das Unidades Organizacionais efi cientes.
12 consoante se opte por maximizagflo ou minimizagio, msim se obtem as duas tecnicas designadas por Doyle e creen por:
Blanketed Benevorent Approach ou Branketed Aggressive Approach respectivamente.
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Capitulo 4.
Modelos n6o lineares em Data
Envelopment Analysis
Deixando de parte os modelos radiais que embora nflo lineares podem ser facilmente
lineaizdveis pela transformagSo de Charnes e Cooper, (1962) bem como o caso do
modelo multiplicativo de Chames, Cooper, Seiford e Stutz. (lgl2),em que se obt6m um
modelo linear trabalhando com os logaritmos das vari6veis, subsistem alguns modelos
n6o linearizixeis que se expdem no seguimento.
Vdo-se estudar dois grandes grupos n6o disjuntos, de modelos:
Modelos combinat6rios, baseados em progftrmagEo linear mista e modelos n6o lineares
continuos.
4.1 . Modelos combinat6rios
Um dos primeiros modelos combinat6rios deve-se a Bessent, Bessent, Elam e Clark
(1988) que no seu artigo: "Efficiency frontier determination by constrained .facet
analysis", exp6em uma t6cnica que evita as varidveis de folga uma vez que projecta
radialmente a unidade em andlise sobre o prolongamento da faceta que contdm os
DMUs do conjunto de referOncia.
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A formulagio n6o cont6m nenhuma vari6vel inteira, recorre sim a um processo iterativo
em que se procura remover as folgas atrav6s da expansdo das facetas. Este 6 um
processo combinat6rio computacionalmente pesado, o que leva a que n6o tenha sido
muito utilizado. Realce-se ainda a introdugao do conceito de unidade naturalmente
envolvida para designar as unidades cujas solugOes 6ptimas n6o t€m folgas.
Na Figura 4.1 mostra-se uma unidade ineficiente e naturalmente envolvida (unidade D)
e uma n6o naturalmente envolvida (unidade P), pois esta riltima tem como projec96o
radial o ponto u que se encontra numa aresta horizontal e com folga em X1.
Neste caso de baixa dimensSo (Xr,Xz, Y), 6 tambdm flicil estender a aresta BC at6 L,






Figura 4.1 Exemplo de tipo de envolvimento das unidades.
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Esta desigualdade advdm do facto da nova formulagdo poder ser interpretada como a
relaxagdo da restrigdo de n6o negatividade das vari6veis duais no problema da
envolvente. Este facto jri tinha sido sugerido em 1998 (Santos et. al, 1998) atravds da
interpretagEo das varidveis duais, no problema da envolvente, como factores de
extrapolagSo, no sentido de reduzir as folgas em Data Envelopment Analysis.
Para terminar, ser6 interessante referir que o resultado acima ilustrado poderia ter sido
obtido por restrig6es aos pesos (Allen et al. 1997) ou pela introdugflo duma unidade
ficticia de coordenadas (X1:4,X2:0, Y:l) (Thanassoulis et al. 1998).
Outra aplicagSo de programag5o linear inteira mista 6 devida a Lang et al. (1995) em
que se procura determinar exactamente quantas unidades eficientes estar6o no
hiperplano de suporte da unidade em an6lise. Esta t6cnica, conhecida por Controlled
envelopment by face extension in DEA, permite variar esse ntmero d custa do ntmero
de restrig6es activas no problema dos multiplicadores.
De facto, cada restrig6o activa significa que a unidade correspondente a essa restrig6o
pertence ao hiperplano usado na avaliagSo da unidade em anillise.
Consoante o ntmero de restrig6es que se obrigue a serem activas na solugEo 6ptima,
assim se obt6m um "maior ou menor envolvimento da unidade em an6lise". E 6bvio que
a partir de certos valores se obteri problemas sem solugdo admissfvel.
Recentemente um artigo (Cooper et a|.2007), pretendendo garantir a escolha dos pesos
que conduz d faceta de mais alta dimens6o, utiliza tamb6m um programa linear inteiro
misto muito semelhante ao de Lang. Saliente-se, contudo, que a probabilidade de se ter
esse tipo de problema com dados continuos 6 nula, por definigSo de dados contfnuos.
Essa t6cnica teri interesse quando se trata de dados discretos, caso em que a
aplicabilidade dos modelos de Data Envelopment Analysis tradicionais 6 muito
question6vel.
Para dados discretos, 6 particularmente ritil o modelo FDH Free Disposal Hull,
desenvolvido por Deprins, Simar, e Tulkens (1984).
Ilustra-se na Figura 4.2 com a linha a ponteado, a alteragdo d fronteira de efici€ncia
correspondente d avaliagdo da super-eficiOncia da unidade 3.
Embora haja outros algoritmos para a resolugdo do referido modelo, este 6 mais um
caso de progftImag6o linear bin6ria mista. De facto, basta substituir a restrigEo de n6o
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Figura 4.2 Exemplo de tecnologia n6o convexa e descontinua: FDH.
restrigdo de integralidade, 1,0.{0;l}, para se modificar o conjunto de possibilidades de
produgEo, como se ilustra para as vari6veis X2 e Y; jd descritas anteriormente e que se
tornam a representar agora naFigtxa 4.2.
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Tabela 4.1 Efici6ncia do FDH sob Maximizagdo de Outputs.
FDH RAD OUT
Bench- No Do- N" Do-
unit Score marks minated Dominated minating Dominating
u l 100.00% 3 2ttt2
u2 300.00% I 2 18 1 t2
4 6t0rtt2
2 5il
u5 fi4.29% 4 2 47 0




ulO 150.000h 36 3 369 2 ttt2
un 400.00% 4 8 134678910 0
u12 600.00% 36 7 12368910 0
Novamente se pode definir dois tipos de orientagSo radial: maximizaqSo de Outputs e
minimizagio de inputs.
Os resultados para a Maximizag6o de Outputs s6o os apresentados na Tabela 4.1.
Os resultados para minimizaqdo de inputs seriam id6nticos, excepto no score que se
apresenta na Tabela 4.2, em que tamb6m se acrescentou a super-eficiOncia para os dois
casos, pois o EMS n6o calcula esse indicador. Repare-se que todos os scores de 100o/o
aparecem em ambas as orientag6es, excepto no caso do DMU 6, que n6o 6 dominante,
mas sim fracamente dominado pelo 3.
Os resultados s[o os apresentados na Tabela 4.2.
Na coluna Deleted Domain, apresentam-se os dados para a super-efici€ncia que o EMS
n6o calcula, no caso dos modelos nio convexos.
Verifica-se que n6o existem solugdes admissiveis no problema da envolvente, e no dos
pesos, estas s6o ilimitadas, concretamente no caso do DMU 4. Tal deve-se a ser este
DMU o que tem maior output, o que j6 Santos em 1994 tinha mostrado ser condigdo
u3 100.00% 3 -
u 4 100.00% 2
u 7 100.00%
u8 100.00% I -
u 9 I00.00%
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suficiente para se obter solugdes ilimitadas no problema dos multiplicadores em
minimizaqdo de inputs (Santos, 1994).
Tabela 4.2 Resultados do EMS para os dados habituais Xl e Yl e cflculo separado da
Super-efici6ncia.
lnput minimization Output maximization

















































Repare-se ainda que, tendo acrescentado a restrig6o de integplidade ao modelo BCC,
obteve-se um modelo mais benevolente no sentido em que a sua eficiOncia nunca ser6
inferior d do BCC e a sua inefici€ncia nunca serS superior i obtida no caso convexo
(BCC), o que se aplica tamb6m ao modelo de deleted domain, isto 6, ao modelo da
super-efici6ncia.
Outros modelos bin6rios que surgiram recentemente est6o relacionados com as
diferentes prefer6ncias que cada grupo possa ter. Este aspecto foi primeiro levantado
acercadas diferentes perspectivas dos clientes das universidades inglesas. (Sarrico et al,
lggT). O mesmo tema foi entretanto retomado por Bougnol e Dul6, (2002) que lhe
deram o formalismo matem6tico que ainda lhe faltava e introduzirzrm um novo modelo
n6o orientado, com caracteristicas muito boas no que respeita ir exist6ncia de solugSes
admissiveis e invarifincia. Dados os elevados tempos de processamento deste modelo,
Santos apresentou em Abril de 2003 na JOCLAD 2003 X Jornadas de Classificag6o e
An6lise de Dados decorrida na Universidade de Aveiro, um Poster intitulado- A New
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Model for Finding the Most Favourable Constituency in Data Envelopment Analysis.
Esta nova formulagEo introduzia vari6veis binririas e era cerca de vinte vezes mais
riryida que a anterior. J6 em Atlant4 no mesmo ano, tornou a fazer uma apresentagdo
em que mostrou a vantagem da sua formulag6o, pN& problemas ainda maiores que os de
Bougnol. Uma das dificuldades encontradas relaciona-se com a maior complexidade
deste riltimo modelo n6o orientado, relativamente aos modelos orientados CCR e BCC.
Para estes riltimos modelos, 6 de referir a aplicagio da t6cnica anterior a dois conjuntos
de dados cl6ssicos, referentes a universidades inglesas e ao sector banc6rio, mas apenas
para economias com rendimentos de escala constantes. (Cook e Zhu,zooT).
Em todos estes problemas anteriores, a determinagio dos pontos extremos 6 um grande
avango. Como tal, tem merecido especial atengio de muitos investigadores.
O problema mais simples consiste em determinar os pontos extremos de um conjunto de
pontos. Esse problema tem nomes diferentes consoante os autores. Assim, segundo
Gerstenhaber, este consiste em determinar a frame (Gerstenhaber, l95l) e mais
recentemente Fukuda descreve-o como o "problema da remogio da redunddncia"
(Fukuda,2004).
Duki, Helgason e Hickman desenvolveram algoritmos para tratamento pr6vio dos dados
(Dul6, et al. 1992), e os dois primeiros autores exploraram ainda a via de gerar uma
sequ6ncia encaixada de envolventes, que vai incluindo um ponto em cada iteragio (Dul6
e Helgason 1996) atd d obtengdo da envolvente convexa final do conjunto de pontos
original. Uma comparagdo e descrigdo global destas t€cnicas podem ser consultadas no
artigo de DuLi eLopez. (Dul6 et al. 2006).
Estas t6cnicas t6m aplicagdo em Data Envelopment Analysis, pois, como referido por
Dul6 e Thrall, os pontos extremos do polftopo convexo com um ntmero finito de
v6rtices correspondem a unidades eficientes (Dul6 e Thrall, 2001).
Existe outro tipo de problema que 6 o da decomposigdo facial, em que se pretende
conhecer n6o s6 quais os pontos extremos mas tambdm a que faces estes pertencem.
Trata-se de um problema computacionalmente pesado e claramente combinat6rio.
Embora para duas ou tr6s dimensdes existam algoritmos bem conhecidos, uma
refer6ncia para a sua resolugEo para dimensdes mais elevadas 6 o artigo "Construction
of all DEA efficient surfaces of the production possibility set under the generalized data
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envelopment analysis model" (Yu et al. 1996). Nesse artigo, apresenta-se um modelo
geral que consegue atrav6s de tr6s pardmetros abranger num s6 modelo quatro dos
modelos mais usuais- o CCR, o BCC, o NIRS e o NDRS.
Baseando-se num algoritmo de Bron e Kerbosch (1973) para encontrar todas as cliques
dum grafo, este algoritmo faz uma busca em 6rvore, identificando todos os
subconjuntos de v6rtices que est6o na mesma face. Outro algoritmo referido por Dul6 e
Lopez (2006) est6 descrito em "Algorithms in combinatorial geometry" (Edelsbrunner,
1987).
Para obter esses resultados existem programas, como o Qhull j6 utilizado na irea da
Data Envelopment Analysis (Santos et al. 1998), que embora possuam o inconveniente
de corer em DOS calculam n6o s6 os vdrtices pertencentes a cada faceta, como tamb6m
apresentam a respectiva normal e o volume.
Existem tamb6m fungdes em Matlab que executam a decomposigdo facial, embora
apenas atd dimensdes relativamente baixas.
4.2. Modelos ndo lineares continuos
O primeiro modelo ndo linear continuo (Fare et al. 1985) deve-se a Fare, Grosskopf e
Lovell que em 1985, introduzem a fungio de dist6ncia hiperb6lica, em que se procura
n6o s6 uma contracgdo isoproporcional de inputs Zu mas tamb6m uma expans6o
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representa a tal contracaao e expansSo, tem-se uma vari6vel ll,o para cada Input " g u
para cada Output.
m+s lrr,r *-, I * ! ^) 
e T,o t h* 3r,,g- =,)
Na f6rmula anterior esclarece-se que, na definig6o axiom6tica da produgSo, se costuma
representar por T o espago de possibilidades de produgdo associado a uma dada
Tecnologia.
outro modelo ndo linear 6 o de Brockett, Rousseau, Wang e zhow (1997) cuja
expressSo se passa a indicar:
Zl,=,h,orZ',=,1I g,o
m+s
Nalguns modelos n6o orientados como, por exemplo, o modelo aditivo, acaba-se por
maximizar a dist6ncia entre a unidade em an6lise e o respectivo conjunto de pares, o
que 6 um inconveniente que alguns autores resolveram, como 6 o caso de Tavares e
Antunes (2001), que aplicaram a medida de Tchebycheff alargada ao modelo aditivo
mas minimizando as folgas em vez de as maximizar, como na formulagSo original de
Charnes , Cooper, Golany, Seiford e Stutz.
Outro caso de minimizagSo das folgas, embora por alteragdo ao modelo BRWZ, pode
ser encontrado em Portela e outros (2003), (2004).
Na base de muitos trabalhos, na riltima ddcada, tem estado a introdugdo de bases
topol6gicas no espago dos factores de produg6o.
Briec introduz uma mdtricapara medir a efici€ncia t6cnica. Esta fungdo associa a um
ponto a sua distdncia ao conjunto de possibilidades de produgdo, mas medida em
relag6o a uma norna explicita num espago vectorial, em particular no que respeita i
mdtrica de Hdlder, que inclui como caso particular a m6trica Euclidiana
A distdncia de Hdlder, em primeiro lugar, pela sua natrtreza, tem a flexibilidade para
medir a eficiOncia t6cnica no espago completo de input-output. Assim, essa nova
Este modelo foi alterado, originando o modelo FGL, em que os inputs e outputs podem
variar em diferentes proporg6es, isto 6, em vez de se ter uma rinica vari6vel Z1j eue
Zi=,h,** I.=,1I g *FGL ={**
lrr,r *,r, E ,o! ,o) eT,o 
< h r=r, g orr\BRWZ= {-in
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medida indica, em relagEo a uma noflna dada, as menores modificagdes requeridas nos
inputs e outputs para alcangar o "subconjunto eficiente fraco". Em segundo, as nornas
sdo construidas em tomo de uma componente tdcnica que tem a flexibilidade para ter
em conta as particularidades do mercado, introduzindo um esquema de pesos
conveniente. Esta propriedade 6 interessante, porque o produtor pode considerar que
alguns inputs e outputs s6o mais importantes do que os outros. Em terceiro lugar, a
fung6o de dist6ncia de H0lder pode ser usada para comparar os vectores de produgfio:
caracteriza o subconjunto eficiente fraco, 6 fracamente monot6nica e continua.
Finalmente, e talvez ainda mais importante, a fungEo de distincia de Hdlder faz uma
ligagEo entre a maneira como a eficiCncia 6 medida, na an6lise da eficiCncia, e a nog6o
de distdncia na topologia. Em particular a fun96o de distdncia de H6lder inclui, como
um caso especial, a shortage function, um conceito recentemente introduzido na teoria
microecon6mica por Luenberger (l 995).
Entretanto, h6 um inconveniente em executar a medida de efici0ncia acima referida
baseada na distdncia: a sua depend6ncia das unidades de medida. Isto ndo altera a
eficiCncia das unidades de produg6o eficientes, pila as quais o valor do indice € zero.
Por outro lado, a comparagSo entre duas unidades de produgflo n6o eficientes pode ser
alterada pelas unidades de medida escolhidas pelo produtor. Ou seja uma fungdo de
distdncia mdtrica n6o satisfaz d condigSo da comensurabilidade sugerida por Russell
(1988). Este termo teve origem no tratamento axiomritico de indices de pregos por
Eichom e por Voeller (1978). A fim de preservar a condigEo da comensurabilidade,
introduzem urna norrnalizagdo da distAncia de Hrilder. Nesta linha, prova-se que a
medida de Debreu-Fanell pode ser expressa como um caso particular duma dist6ncia de
Holder. Seguindo Luenberger (1995); Chambers, Chung e Ftire (1995-1996)
interpretaram a "shortage function" como uma medida de eficiOncia denominada "a
distdncia direccional" que 6 ftil na decomposigEo da eficiCncia na sua componente
Nerloviana.
A norma de Hdlder define-se num espago normado real n dimensional por:
ll ll- 'x-llxll-:[Zh[)''o 
,*ufter,;or ou
ll ll- rx-,llxll. :max{[;l] para k =a
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Para o caso de k:2 obt6m-se a m6trica Euclidiana habitual
As bolas definidas por esta dist6ncia v6o ser hiperesferas parak:2 e politopos com 2n
vdrtices para k:l e com 2' vdrtices para o caso limite da outra norna poli6drica, a
norrna de Tshebishev.
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5.1. O modelo CCR.
Uma condigdo necessiiria e suficiente para a inexist6ncia de solug6es possiveis num
modelo de minimizagdo de inputs 6 que o DMU excluido tenha o fnico valor zero
para qualquet input, ou o finico valor positivo para qualquer output, entre todo e
qualquer DMU no conjunto de refer6ncia (Dul6 e Hickman, 1997) (Seiford e Zhu,
te99).
Seiford e Zhtt provaram ainda que existem sempre solug6es possiveis, num modelo de
maximizagio de outputs sob rendimentos constantes i escala (Seiford e Zhu,l99g).
5.2. O modelo BCC
As condigdes para a inexist6ncia de solugdes possfveis no modelo BCC sao referidas
em Santos (Santos, 1994), Dul6 e Hickman (Dul6 e Hickman , 1997) e Seiford e Zhu
(Seiford e Zhu, 1999).
Uma condigio necessdria para a inexistCncia de solug6es possiveis 6 que o DMU
excluido sej a o'extremo-eficiente".
Quando todas as vari6veis sdo positivas para todo e qualquer DMU, uma condig6o
necess6ria e suficiente para a inexist6ncia de solug6es possiveis 6 que o DMU
excluido seja "super-eficiente" no sentido que:
(a) Num modelo de minimizagdo de inputs, ele tem pelo menos um output
estritamente maior do que uma combinagdo convexa de outputs, entre todos os DMUs
no grupo de referdncia;
(b) Num modelo de maximizaglo de outputs, tem ao menos wn input estritamente
menor do que uma combinagEo convexa de inputs, entre todos os DMUs no grupo de
referOncia.
Ir-se-Eo apenas desenvolver tdcnicas para contornar o problema da inexist$ncia de
solugdes possiveis no modelo BCC, pois nos modelos CCR tal problema s6 surge
com conjuntos de dados artificiais com padr6es particulares de zeros, que n6o podem
surgir em dados reais pr6prios para aplicagSo das t6cnicas de DEA. Recorda-se que os
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Capitulo 5.
A inexist6ncia de solug6es
possiveis em Superefici6ncia
No Capftulo 3, jA se referiu que a inexistCncia de solugoes possfveis em modelos de
super-eficiOncia ocoffe sempre para as unidades que apresentem um m6ximo nalgum
Output em minimizagdo de Inputs, passando-se o contr6rio para maximizagilio de
Outputs.
O objectivo desse Capftulo 3 era apenas o de introduzir o conceito de super-efici6ncia,
e abordou-se superficialmente a quest5o da inexistCncia de solug6es admissiveis,
sendo a afirmagEo anterior apenas uma condigEo suficiente.
Neste capitulo 5 v6o-se referir as situagdes que originam solug6es ilimitadas no
problema dos multiplicadores e apresentar v6rias solug6es todas elas originais para
obviar a esse inconveniente.
Dulrl e Hickman (Dul6 e Hickman, rggT) e Seiford e zhu (seiford e zhu, lggg)
provaram as condig6es gerais de inexist6ncia de solugdes possiveis nos modelos
anteriormente referidos, quer para o caso de economias com rendimentos de escala
constante quer para o caso de economias com rendimentos de escala vari6vel.
dados devem corresponder a grandezas continuas, o que por vezes 6 ignorado em
muitas aplicag6es.
Para dados discretos, existem outras tdcnicas como o Free Disposal Hull.
J6 Farrell tinha reconhecido que muitas varirlveis t6m uma ess6ncia discreta como se
pode concluir da seguinte citag6o:
o'A glance at the world about us should be enough to convince us that most
commodities are to some extent indivisible and that many have very large
indivisibilities. Similarly, whenever one refers to "economies of scale" and of
"specialization", one is pointing to concavities in production functions. There is thus
no need to argue the importance of either indivisibilities or concavities in production
functions - the former are an obvious feature of the real world, and the latter have
constituted a central topic in economics since the time of Adam Smith." (Farrell,
195e).
5.2.1. O modelo BCC de Banker e Gifford
Neste modelo de maximizagdo de Outputs, aplica-se uma penalidade negativa i
fungIo objectivo de modo que a solug6o com um l.s n6o nulo, quando se avalia o
DMUo seria evitada e apenas surgiria quando o modelo de superefici€ncia de Petersen
n6o admitisse solugSo.
No caso de minimizag6o de inputs, deve-se aplicar uma penalidade positiva, como foi
feito no Capitulo 3.
Tabela 5.1: Dados para dois casos extremos de DMUs BCC effrcientes.













Estas modificagdes na fungdo objectivo conduzem sempre a solugdes possiveis,
contudo n6o destringa entre os dois casos que se apresentam na Tabela 5.1
Embora todos os 3 DMUs sejam BCC eficientes, as suas efici€ncias no modelo CCR
















Figura 5.1 RepresentagSo grfuficade dois DMUs ambos BCC eficientes mas com
grandes diferengas na sua eficiOncia CCR e d escala.
Criaram-se dois ficheiros: dmuB-IlOl-BCC.xls e dmuC-IlOl-BCC.xls. IlOl 6
mnem6nica de Input (l) e Outpur (1); e BCC 6 o acr6nimo das iniciais dos nomes dos
autores do modelo aplic6vel a VRS.
Tabela 5.2: Resultados do software EMS.































































Os resultados dum software tipico de DEA s6o apresentados na Tabela 5.2, para
mostrar como casos bem diferentes conduzem a resultados id6nticos escondidos sob o
resultado "bid', significando a inexist6ncia de solug6es possiveis no modelo da
envolvente, e uma solugEo ilimitada no dos pesos.
Na literatura surgiu recentemente algum trabalho (Chen 2004) acerca destes casos de
solugoes ilimitadas, em que o autor (Chen, 2005) sugere a construgEo de uma medida
composta da super-eficiOncia em maximizagdo de Outputs e da super-eficiCncia em
minimizagao de Inputs, excluindo o caso raro de ambos os problemas serem
ilimitados. Essa abordagem tem contudo o inconveniente de fazer depender a super-
eficiOncia de DMUs claramente dominados.
5.2.2. Aplicagio de t6cnicas estoc6sticas ao modelo BCC
Uma solugao consiste em ajustar uma regressdo para explicar a eficiCncia de escala
pela localizaEilo do DMU. Deste modo reduz-se o problema da dimens6o m+s pam
m*l ou s*1, consoante se opte por tomar os m Inputs ou os s Outputs para vari6veis
explicativas.
Esta t6cnica exige conjuntos de dados extensos. Neste exemplo, aplicou-se esta
t6cnica a gm caso com duzentos DMUs distribuidos segundo uma fungdo de "Cobb
Douglas deslocada" com 4 Inputs e2 Outputs.
Observa-se que somente duas unidades conduziam a solug6es ilimitadas no modelo
BCC. Nomeadamente o DMU 35 tem o valor mais elevado no Outpu, Yl, enquanto o
DMU 123 tem o valor mais elevado no Output Y2. Para determinar primeiro a
estimativa da eficiQncia da escala, aplicou-se uma regressdo que explica a efici6ncia
da escala pelos quatro Inputs. De facto, somente o Input Xq era significativo e
negligenciou-se a contribuigEo menor das restantes vari6veis. Esta an6lise foi
restringida aos DMUs com rendimentos decrescentes d escala. Finalmente, calculou-
se a eficiOncia de BCC.
Recorda-se que: eficiOncia de escala: efici€ncia CCR/efici€ncia BCC pelo que:
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BCC_EfF CCR_Eff/S cale_Eff.
Obtem-se assim os valores apresentados na Tabela 5.3.
Tabela 5.3: Dados e resultados para os dois DMUs que originavam solug6es
ilimitadas.
DMU CCREff Xl x2 x3 x4 Yl Vffi
"35
ut23 114.66% t4.56 19.94 14.2 18.s9 5.13 6.42 96.45% tt8.8g%
Outra solug5o consiste em recolrer a t6cnicas de simulag6o, contaminando os dados
originais com Rufdo Branco Gaussiano:
I - Aditivo;
2 - Multiplicativo;
Foram rejeitados os casos ilimitados e calculados a m6dia aritmdtic4 o erro padr6o, o
m6ximo, o minimo e o erro padrdo para cada DMU. Deve-se ser bastante cauteloso na
interpretagSo destes resultados. De facto, as mudangas do conjunto de referencia em
cada concretizagdo da sdrie de dados, pode mesmo levar a que este contenha algumas
unidades originalmente ineficientes dependendo de qudo grande os desvios aleat6rios
s6o em relagdo aos dados originais, e naturalmente, se as unidades ineficientes foram
ou n6o excluidas destas simulagOes. Neste caso, mantiveram-se todas as 200 unidades
na s6rie de dados.
Tabela 5.4: Resultados para o caso aditivo sob VRS.
Adit. A. Mean St.Error St. Dev. Max min oZFeasib.
u35 94.s0% 16.17% r.gs% t31.49% ffi
ur23 95.43% 15.57% r.95% 134.54% 65.87% 58.18%
Fizeram-se 210 simulag6es que demoraram 4 horas e 12 minutos, para resolver todos
os 210 conjuntos de dados simulados com um total de 200 DMUs.
os resultados para o caso aditivo sob vRS apresentam-se na Tabela 5.4.
Os resultados para o caso multiplicativo sob VRS apresentam-se na Tabela 5.5.
Tabela 5.5: Resultados para o caso multiplicativo sob VRS.














Repare-se que o DMU 123 teve sempre resultados mais elevados em todos os
modelos e que o caso multiplicativo sob VRS foi o que conduziu a efici6ncias mais
elevadas.
5.2.3. Aplicagflo de t6cnicas de relaxagllo ao modelo BCC
Os mdtodos originais que agora se v6o descrever baseiam-se em relaxar a restriggo de
convexidade no modelo da envolvente.
5.2.3.1. Substituig6o das combinagdes convexas por combinagOes afins
Primeiro vdo-se substituir as combinagdes convexas por combinag6es afins o que vai
levar a um prolongamento das facetas do poliedro que envolve os dados.
V6o-se considerar os seguintes dados referentes a 9 DMUs com apenas duas
vari6veis.
Tabela 5.6 Dados para exemplificar o uso duma combinagdo afim.
UI U2 U3 U4 U5 U6 TJ7 U8 U9
x 6.0 6.1 6.s 7.0 8.0 10.0 13.0 17.0 2t0
Y 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0
Prolongando a penriltimafacetanSo horizontal, consegue-se um ponto comp6sito para













Figura 5.2: Exemplo para o uso duma combinag6o afim.
O caso apresentado 6 de flicil resolugdo gri,frca. Genericamente basta permitir que os
escalares 1,7 possam assumir valores negativos que deverio ser interpretados como
coefi cientes de extrapolagEo.
1.0000;Y=
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Obt6m-se neste caso um hiperplano definido por U7 e U8 representado na figura pela
recta a ponteado.
A resolug6o analftica conduz aos resultados da Tabela 5.7.
Tabela 5.7: Resultados para o uso duma combinagio afim.
ScoreSySx?,,91,8L7?\6l"s7t42"31"1 ?t2
0.0 0.0 0.0 0.00 0.00 0.00 -1.0 2.0 0.0 0.0 0J 0.8400
Pode-se interpretar os coeficientes 1.7 e l.s como coeficientes de extrapolag6o pois v6o
definir um ponto fora da aresta que os une, em contraste com a formulag6o convexa
em que deveriam ser interpretados como coeficientes de interpolagEo dos vdrtices da
aresta. De qualquer modo fica claro que o ponto comp6sito obtido fica localizado na
semi-recta com origem no DMUT passando pelo DMU 8
Tabela 5.8: C6lculos para determinar o ponto comp6sito.







Casos mais complexos (de maior dimensionalidade) tornam-se mais dificeis de
resolver. Uma solug6o consiste em adoptar atlcnicade 1988 (Bessent et al, 1988) que
usa um m6todo iterativo para remover folgas na sua Constrained Facet Analysis.
Presentemente, ser6 mais flicil adaptar o modelo Controlled Envelopment by Face
Extension in DEA (Lang et al. 1995) e construir um progftlma linear binrlrio misto, em
que inclusive se pode variar o grau de envolvimento das faces.
Convdm realgar que uma vez que se esta a relaxar restrigdes no problema da
envolvente, que 6 um progftIma de minimizagdo, nunca se ir6o obter valores 6ptimos
da fungdo objectivo superiores aos do modelo clilssico.
Graficamente, isto pode ser visto pelo facto do ponto comp6sito estar sempre fora do
conjunto das possibilidades de produgEo.
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5.2.3.2. O modelo BCC Homotdtico
Outro modo de relaxar a restrig6o de convexidade consiste em substifuir a
J1
igualdadeZi.,:L por uma desigualdade do gdneroLr,:E>1. Esta questao ser6
i=1
desenvolvida mais detalhadamente nesta sec96o.
Deste modo, obt6m-se uma nova fronteira de eficiOncia que 6 uma expans6o
homot6tica da original, como se mostra na Figura 5.3.
O problema consiste em determinar o melhor valor para E. Para E demasiado pr6ximo
da unidade pode ainda conduzir a um problema sem solug6o. Verifica-se por exemplo
para o caso da Figura 5.3 que basta E crescer para 1.125 no caso dos DMUs na zona
de rendimentos decrescentes d escala e em minimizagdo de inputs para passar a ter
solugdo.
Deve-se realgar que, se se est6 a relaxar restrigdes num problema de minimizag6o de
inputs, vai-se obter um valor da FungSo Objectivo nunca superior ao original. Isto
significa que estes DMUs eficientes passario a apresentar efici€ncias menores que os
valores obtidos no modelo de Banker e Gifford.
Desenvolveu-se portanto um novo modelo, o modelo BCC Homot6tico, que se passa
a apresentar. Dado ser um modelo original, apresenta-se nas duas orientag6es:
primeiro, em minimizagdo de inputs e depois, em maximizag6o de outputs.
Estabelecem-se e demonstram-se tambdm algumas propriedades interessantes.
O modelo BCC Homotdtico 6 um modelo original, desenvolvido no Ambito desta tese
para ter sempre solugdes admissiveis. Tal propriedade d obtida relaxando a relag6o de
convexidade e permitindo que f ^,r) 
l, em minimizagEo de inputs, 
" f 
l",o =t
"-*to "iiopara maximizagdo de outputs.
No sentido de garantir o m6ximo de comparabilidade entre este novo modelo e o
BCC, qualquer desvio em torno a" I 1r =1 provoca uma penalidade na fungdo
Ji'o
objectivo, por recurso a um Big M.
5.2.3.2.1. o modelo BCC Homotdtico em minimizagdo de inputs
























ft 6 a unidade em an6lise e 0 *6 a respectiva efici€ncia.
Proposigdo l: O modelo BCC Homotdtico em minimizaqdo de inputs tem sempre
solugdo admissivel.
Demonstrag6o: Se se omitir a penalidade introduzida pelo Big M, o modelo reduz-se
ao modelo BCC com economias de escala n6o decrescentes (Non Decreasing Returns
to Scale).
Sabe-se que o modelo BCC-NDRS 6 sempre admissivel em minimizagdo de inputs,
(Seiford eZhu,l998).
O facto de acrescentarmos a penalidade a 0 o na fungEo objectivo em nada altera a
admissibilidade duma solugSo, pelo que esta nova formulagSo tem sempre solugSo
admissivel. Q.E.D.
Proposigdo 2: Sempre que o modelo BCC em minimizagdo de inputs tem soluqdo
admisslvel, o valor da suafunqdo objectivo iguala 0 no modelo BCC Homotitico em
minimizagdo de inputs.




o mais possivel apenas limitado pela restrigEo: il,o at. Deste modo tem-
Lj'o
""f l",o:1, pelo que os resultados ser6o id6nticos aos do modelo BCC pois a soma
j*k
duma constante d fungdo objectivo n6o altera a sua optimalidade. Q.E.D.
8t
Proposigdo 3: Quando o modelo BCC ndo tem solugdo admisslvel, a avaliagdo da
unidade em cousa d feita sobre a homotetia de centro na origem e razdo f4o ao
J.to
fronteira de eficiAncia original.
Demonstragao: Se se definir )",,0= 1,r/fLr e se substifiir ),0 por ),,iot^,*
J1'r t,*'r
passa-se a ter a restrigdo de convexidade caracteristica do modelo BCC e pode-se
fazer x;' o: XLrZl,o " li,o= !,oZ1,o .
j+k j+k
Obtdm-se assim o seguinte modelo:
Min /o= 0o+ M Z{o
jl'o
n
s.r, ) )., ,p x,,i 3 0 o*,0
j=l
j+k








Este modelo 6 um modelo BCC apenas com a diferenga que a unidade t em an6lise
vai ser comparada com uma nova fronteira de efici€ncia (expandida) obtida
multiplicando os valores dos inputs e outputs da original ,o, f 4.QED.
'rl*to
Proposigdo 4: O modelo BCC em minimizagdo de inputs ndo tem solugdo admissivel,
n
se e sdse I lrr rl no modelo BCCHomotdtico em minimizaQdo de inputs
j=l
j+k
Demonstrag6o: O modelo BCC Homotdtico, em minimizagdo de inputs, tem sempre
solugSo admissivel. S" i l,o rl ent6o tal deve-se ao modelo BCC chissico, em
j1'o










Reciproca: Se , para um M suficientemente grande significa que




5.2.3.2.2. o modelo BCC Homotdtico em maximizagdo de outputs




s.u' f tio xrlx,o
.i+k





td aunidade em an6lis." 0o darespectivaineficiCncia.
Proposig6o 5: O modelo BCC Homotdtico, em mmimizagdo de outputs, tem sempre
soluqdo admisslvel.
Demonstragdo: Se se omitir a penalidade introduzida pelo Big M o modelo reduz-se
ao modelo BCC com economias de escala n6o crescentes (Non Increasing Returns to
Scale).
Sabe-se que o modelo BCC-NIRS 6 sempre admissivel em maximizagdo de outputs,
(Seiford e Zhu,1998 ).
O facto de se acrescentar a penalidad" u 0 o na fungEo objectivo em nada altera a
admissibilidade duma solug6o, pelo que esta nova formulag6o tem sempre solugdo
admissivel. Q.E.D.
Proposigio 6: Sempre que o modelo BCC, em maximizaqdo de outputs, tem solugdo














Demonstraq6o: Pelo elevado valor do M na fung6o objectivo, ZLu seni
j;i
maximizado o mais possfvel apenas limitado pela restrig ao: fl,o< l. Deste modo
j=l
j*k
teremos f ,.,0 =r,
j=l
j+k
pelo que os resultados ser6o id6nticos aos do modelo BCC pois a soma duma
constante d fung6o objectivo nio altera a sua optimalidade. e.E.D.
Proposigdo 7: Quando o modelo BCC ndo tem soluqdo admissivel, a avaliagdo da
unidade em causa d feita sobre a homotetia de centro na origem e razdo f^rr da
Jlto
fronteira de eficiAncia original.
Demonstrag6o: Se se definir ),,,,0= 2,0/t \r, e se se substituirlf t* por 1,', oi^,*
.i=l
.i+k'r.to
passa-se a ter a restrigdo de convexidade caracteristica do modelo BCC e pode-se
,ntn
fazer y o = x,o}Lu " ! u= !,oZ1ro. Q.E.D.
j+k j*k
obt6m-se assim uma demonstrag6o id€ntica d da proposigdo 3, apenas com a
diferenga de que a razdo de homotetia 6 menor que a unidade, conduzindo portanto a
uma contrac96o da fronteira do modelo BCC.
Proposig6o 8: o modelo BCC em maximizagdo de outputs ndo tem solugdo
admissivel, se e sd ,r, iljk <l no modelo BCC Homotdtico em maximizagdo de
Ji'o
outputs.
Demonstragdo: O modelo BCC Homot6tico, em maximizagdo de outputs, tem sempre
solugdo admissivel. S" i ljk <L, ent5o tal deve-se ao modelo BCC clissico em
Jito
maximizagdo de outputs n6o ter solugdo admissivel.
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Reciproca: Se \1.,0.1 , para um
j=l
j*k
M suficientemente grande significa que




Na Figura 5.3, ilustra-se o novo modelo para ambas as situagoes: Minimizag6o de
inputs e maximizagSo de outputs. Os valores das nove unidades sao os apresentados
na Tabela 5.6.
Na minimizaqdo de inputs, em que, para o modelo BCC, o DMU 9 n6o teria solug6es
admissiveis, o novo modelo expande a fronteira original de 9lB obtendo-se uma
solugSo que 6 dada na Tabela 5.9:
Tabela 5.9 Solugdo para aunidade 9 em minimizagdo de inputs
q0
1.125 n.a. 0.765
o ponto comp6sito para este caso 6 dado por X:19j25 e y:9, pelo que o input
deveria diminuir de 25 para l9.l2s, resultando numa eficiCncia de
0:19.125125:0.765.
Na maximizagdo de outputs, em que, para o modelo BCC, o DMU I n6o teria
solugdes admissiveis, o novo modelo contrai a fronteira original de 6.116.0 obtendo-se
uma solugdo que 6 dada na Tabela 5.10 por:
Tabela 5.10 solug6o para a unidade I em maximizagdo de outputs
l"r.r l"z.r l"s.r l,a.r l,s.r X,o.r l,z.r l,s.r Ls.r 0r S, Sl
n.a.0.983 0 0 0 0 0 0 01.967 0 -
o ponto comp6sito para este caso d dado por X:6 e y:1.967, pelo que o output


















Figura 5.3 llustrag6o do modelo Homot6tico.
5.2.4.Inclusiio de unidades artificiais e restrigoes aos pesos.
Com uma introdugdo pouco clara e justificada de unidades artificiais e restriq6es aos
pesos pode-se alterar profundamente os resultados duma an6lise. De facto a partir do
momento em que se pretende incorporar pontos de vista subjectivos do decisor, as
t6cnicas de DEA perdem a sua beleza de serem baseadas apenas nos dados, (embora a
escolha das vari6veis possa sempre introduzir alguma subjectividade).
Repare-se que a inclus6o de unidades artificiais e restrigdes aos pesos, desde que seja
feito dum modo transparente, n6o ser6 um problema grave. O caso contr6rio pode
comprometer a credibilidade da an6lise. Um exemplo de transpar€ncia e objectividade
6 por exemplo a inclusdo dum DMU m6dio que nunca ter6 eficiCncia superior d
unidade, mas que pode ser ritil para efeitos de benchmarking e para avaliar da
centralidade dos restantes DMUs.
Outro exemplo interessante consiste em incluir um DMU ficticio em que os valores
das suas variiiveis correspondam aos milximos observados em todas elas nos restantes
DMUs.
A inclusdo deste DMU n6o tem nada de subjectivo e garante a exist6ncia de solugao






De modo an6logo, em maximizagdo de outputs, d interessante acrescentar um DMU
eficiente e ficticio, em que os valores das suas vari6veis correspondam aos minimos
observados em todas as vari6veis nos restantes DMUs.
5.3. Conclusdes
A inexistOncia de solugEo possivel para alguns DMUs nos modelos de superefici6ncia
leva a que seja impossfvel a sua ordenagio e tamb6m nio lhes faz corresponder
nenhum conjunto de pares para benchmarking.
Assim sendo, enfatizou-se a procura de tdcnicas para contornar essa dificuldade, em
detrimento do estudo das condig6es em que ela surge, dado estas j6 estarem
suficientemente esclarecidas por Dul6 e Hickman desde 1997 (Dul6 e Hickman,
1997).
Explicaram-se dois mdtodos que permitem que as unidades em estudo ainda se
mantenham eficientes: regressdo explicativa da efici€ncia de escala e simulag6o.
Introduziram-se outras solugdes em que a efici6ncia 6 calculad a pela relaxag6o da
restrigdo de convexidade, que conduz sempre a valores de efici€ncia nunca superiores
d unidade.
Desenvolveu-se um modelo novo, o modelo BCC Homot6tico, que foi apresentado
nas duas vertentes: minimizag6o de inputs e maximizagdo de outputs.
Dada a novidade do modelo demonstraram-se as suas principais propriedades:
I - Exist6ncia universal de solug6o admissivel;
2 - Relagfio com o BCC (mais especificamente, os resultados sao iguais quando o
BCC 6 possivel);
3 - Interpretag6o geom6trica da nova fronteira de eficiCncia que contrai ou expande
homotdticamente, consoante se esteja em maximizagdode outputs ou minimizag6o de
inputs respectivamente.
Finalmente explicou-se porque se deve evitar o recurso d inclusao de unidades





Na fase de modelagdo hd sempre que escolher quais as vari6veis a considerar e, de
entre estas, quais as desejiiveis e que s6o portanto produzidas, os outputs, e quais as
consumidas ou Inputs.
A melhor abordagem a este tema d acompanhar a incrus6o, excrus6o, agregagio e
desagregagao de variiiveis, duma an6lise das correlagoes entre estas e a efici.ncia
calculada previamente numa fase anterior com um subconjunto das vari6veis em
causa (Norman e Stoker, l99l).
Muitas vezes , por6m, a escolha acaba por estar condicionada pela falta de dados.
concretamente, uma vari6vel com muitos casos omissos pode diminuir drasticamente
o nfmero de DMUs a poderem ser analisados, o que poder6 justificar a escolha de
outra vari6vel, correracionada com a primeira, em substituigdo da original.
Este problema, embora de grande import6ncia, nao serii aqui abordado. o objectivo
deste capitulo 6 apenas o de chamar a atengSo para o facto de uma variiivel poder ser
considerada, por alguns decisores, como um Input e, por outros, como um output.
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Em algumas situa96es, h6 um forte argumento para pennitir que determinados
factores tenham simultaneamente o paper de inputs e outputs.
Um exemplo 6 o ntmero de enfermeiros estagiririos na equipa de funcioniirios num
estudo da eficiencia dum hospital. Tal factor constitui claramente um output para o
hospital, mas' ao mesmo tempo, d uma componente importante do total da equipe de
funcioniirios do hospitar, pelo que poderri ser encarado como um input.
o mesmo se passa com mddicos em formagSo: podem ser considerados como um
output, por receberem formag60, e uma vez est4 terminada poderem ir exercer
medicina noutro local, tendo portanto o hospital aumentado a capacidade profissional
do m6dico; mas tambdm pode ser interpretado como um input, por desempenharem
implicitamente algumas tarefas que contribuem para o bom desempenho da equipa em
que se integram e, nurn sentido mais grobar, no hospitar como um todo.
outro exemplo semelhante, embora num contexto completamente diferente, 6 o
problema dos investigadores bolseiros que recebem bolsas e isengoes de propinas de
fundagdes e outros organismos. o facto de uma entidade atribuir uma bolsa 6 um sinal
de credibilidade da instituigdo, pelo que poder6 ser encarado como um output;
(reconhecimento da exceldncia da investigagdo ai desenvolvida), por outro lado, as
verbas que acompanham o investigador podem ser consideradas como inputs.
o investigador, pelos mesmos motivos apresentados atr6s para o caso do hospital, tem
um papel duplo na estrutura de investigagdo. Assim, o nfmero total dos estudantes
graduados que est6o em formagdo pode ser considerado quer um input quer um
output.
A ideia de tratar um factor como um input e um output, no dmbito da estrutura do
DEA, n6o 6 inteiramente nova. Beasrey (1990, rggs),num estudo da eficiencia de
departamentos de fisica e de quimica das universidade inglesas, considera ,,research
income" simultaneamente um input e um output, embora imponha restrig6es aos
pesos' pois, caso contrirrio, todas as unidades seriam eficientes.
Num ambiente muito diferente, cook e outros, (1990), na avariagao de patrulhas de
manutengSo de estradas, usa a qualidade m6dia do pavimento como um input que
influencia (negativamente) o output. Ao mesmo tempo, pode-se defender o argumento
de que esta medida 6, tambdm, um output que 6 claramente influenciado pelo nivel da
manutenqdo anual.
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Por vezes o que 6 desej6vel para um dado grupo de utilizadores 6 claramente
indesej6vel para outro grupo (na literatura da especialidade, usa-se o termo
constituency, que ser6 traduzido como constituCncia).
Exemplos de diferentes constituCncias s6o por exemplo condutores de autom6veis
versus ambientalistas, empreiteiros de obras pfblicas versus contribuintes e mais
exemplos se poderiam arranjar.
Uma das primeiras aplicagoes deste conceito embora sem o formalizar claramente foi
a medida de desempenho das Universidades Inglesas consoante os interessados- pais,
professores e alunos. os autores desse estudo desenvolveram vdrios modelos id6n-
ticos em que iam alternando as variiiveis como Inputs ou outputs(Sarrico et al. lggT).
cook e zhu apresentaram um modelo para aclassificagao de inputs e outputs em Data
Envelopment Analysis (cook e Zhu,2o07),em que desenvorvem um programa linear
binririo misto, que permite escolher se um atributo devera ser um input ou um output,
quer dum ponto de vista individual (cada DMU com liberdade para essa escolha) quer
dum ponto de vista global, em que essa escolhad feitamaximizando a eficiencia
mddia do conjunto de todas as unidades.
A formulagao destes autores tem contudo um erro: n6o terem previsto o caso de a
livre escolha simultdnea de todas as vari6veis ser id€ntica.
De facto, em minimizagdo de inputs (que 6 aliris a rinica orientagao que descrevem),
no minimo uma variiivel tem de ser um input.
Tal deve-se a terem escolhido aplicar um programa linear bin6rio misto ao modelo
mais simples de DEA, em que se precisa sempre de ter no mfnimo um input.
Saliente-se ainda que apenas se dedicaram a aplicar um programa linear binririo misto
ao modelo CCR, deixando, sem explicagdes, o BCC de fora.
Uma aplicaq6o deste tipo de formulagdes j6 foi utirizada, por exemplo, por
Edirisinghe e Zhang (2007), para maximizar a correlagflo entre a eficiencia obtida
com um modelo de mriltiplas constitucncias e o desempenho em bolsa da empresa
analisada.
Dado que a primeira aplicagio se deve a Bougnol (2001), acerca dalocalizagio duma
via rodoviiiria em Memphis, seguir-se-6 esse seu trabalho pioneiro tanto quanto
possivel neste capitulo.
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Bougnol introduz a seguinte definigEo:
Definigdo l. uma constituGncia 6 um vector m dimensional
composto de ls e -ls. A presenga de um.l', na posigf,o
constitucncia considera o atributo i desej6vel; pelo contr6rio,
essa constitu€ncia o consideraria indesej6vel.
Quando nos referirmos a uma qualquer constituCncia, supondo que as variiiveis est6o
fixamente ordenadas (por ordem alfabdtica, por exemplo), vai-se usar a seguinte
terminologia: constitu€ncia [s(l)...s(i)...s(m)] ser6 representada por c1 em que k 6
dado por:
K = I ;=l [, (,)+ ls (,) l]t 2* 2"-''
cr :[s(l)...s(i)...s(m)]
i, significa que essa
um '-l' indicaria que
(6.1)
Esta formula apenas representa o valor decimal do nfmero binririo obtido substituindo
o "-l"por zeto e o "+1" por l. Deste modo, para m vari6veis, teremos um totar de
T:2* constitu6ncias de Co at6 Cr-r.
Neste capitulo, vai-se seguir a notagdo usada por Bougnol o mais possfvel,
nomeadamente, em vez de se falar de m' inputs x; e de s, outputs y, vai-se falar sim
num total de m:m'+s' atributos d, pois d partida n6o se sabe quais desses atributos
irao ser considerados como inputs ou como outputs. Do mesmo modo, vai-se designar
os multiplicadores por 7r em vez de v; ou & como 6 usual nas formuragOes dos
modelos cl6ssicos de DEA. <a, fi> representa o produto interno entre a e 7c eusar-se-d
B como a vari6vel caracteristica do modelo BCC em vez de u1.
vai-se ilustrar este conceito com um exemplo criado por Bougnol (2001) acerca de
n:8 carros, caracterizados por m:2 atributos, a serem vendidos em T:2-:22-4
mercados, com prefer€ncias bem distintas e mesmo opostas:
Tabela 6.1 Dados para o exemplo.



































































Figura 6.1: Fronteiras de eficiCncia para um caso com 8 DMUs, 2 atributos e 4
constituOncias.
A Figura 6'1 ilustra as fronteiras de eficiCnciaparaum caso com g DMUs, 2 atributos
e 4 constituCncias, cujos valores se encontram na Tabela 6.r.
As fronteiras de eficiOncia para os casos das constitu€ncias 0 (-l;-l)e 3 (l;1) s6o jd
familiares, correspondendo aos modelos: .,2_Input l_output_maximizag6o ccR,, e
ao "2 Output 1 _Input _minimizagio CCR,,, respectivamente.
A formulagao de Bougnol recorre a um ponto auxiliar 6g', purucada constitu€ncia
defi nido originalmente pela seguinte expressEo :
a-
o




Em que f' representa o sentido da prefer6ncia na constituencia l, paraa vari6vel i
sendo Al o valor do atributo i no DMUT
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Estes pontos auxiliares estflo representados na Figura 6.r apenas para as
constitu6ncias I e 2paramaior clareza.












6.2. Um modelo misto bin6rio linear
o nosso modelo introduz vari6veis bin6rias B; o urr Big M: M, e consid 
"ru 
up"n* a',
duas quantidades para cada atibuto g, :
qi = max,al i:l ..n (6.7)
a, = max,-ai = -min,d, i:l .-.m (6.3)
Repare-se que uma vez que o nosso modelo determina qual a constituencia mais
favor6vel, ao contr6rio do modelo de Bougnol que resolve um programa de DEA para
todas as T:2* constituCncias, basta-nos de facto determinar os valores
ai = max,al e a, = max,-d, = -min,al . r escolha da constitu€ncia mais
favorilvel e a finica a ser calculada em detalhe 6 determinada pela combinag6o de
vari6veis binrlrias que definem se o atributo d desejdvel (Output) ou indesej6vel
(input).
Deste modo o nosso modelo misto binririo linear tem todas as vari6veis nflo negativas,
pois desdobra todas as vari6veis reais nas suas componentes positiva e negativa
excepto no que respeita a B que mantdm o mesmo significado que no modelo primal
de Bougnol.
Vai-se tamb6m duplicar todos os dados no sentido de se ter os atributos d e os
respectivos simdtricos - d o que facilita a implementagao computacional do modelo.
Tendo em linha de conta as capacidades actuais de armazenamento de dados, esta
duplicagdo ndo trazgrandes limitagdes ao desempenho do modelo.
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Vindo:
Min @ -444j*,n*>+<(_d-),2[-> +B
fi*rfi-rBrB
s.ct. TEi+- M Bi-<0 i:]...m
n;--M(1-B;)s0 i:]...m
<+d ,n*>+<(-d),n- >+B >0 Vj*j,r












As duas primeiras restrigdes (6.10) e (6.11) asseguram que, se o atributo 7 6
considerado desejrivel, ele n6o pode ser considerado indesej6vel simultaneamente e
vice-versa.
A restrigdo (6.13) 6 semelhante i riltima do modelo original, especificamente o
produto intemo com fi*. De facto, se q 6 positivo, significa que n16 nulo e n*:ri
vem que 6,1:-1.
Se 7t; 6 negativo, significa que 7T,* 6 nulo e 7t; --Iti e, recordando que
.i.maxi-a:= -min,a',, obt6m-se paxa uma constitudncia hipotdtica em que a vari6vel h
seria indesej6vel (6.,' :t),
kmin, o; r - oil " 
l= [,- *u*, - il - ol,'l ni = ( al, - oi,' I rl = l a', - a)l o) =lo l - ( olni )
Na Tabela 6.2 apresentam-se os resultados para o modelo das 4 constituencias para os
dados da Tabela 6.1. Na Figura 6.2 pretende-se ilustrar que agora o c6lculo 6 feito em
relagSo d envolvente convexa do conjunto dos oito pontos, que consiste na interseca6o
dos 4 conjuntos de possibilidades de produg6o das quatro constituOncias apresentadas
na Figura 6.1. Esta nova formulagdo, em vez de resolver quatro modelos de DEA
como se exemplifica na Figura 6.1, resolve apenas um modelo que considera a
envolvente convexa do conjunto de todos os oito pontos e procura o 6ptimo em
relagio a todas as possiveis constituCncias.
Da Tabela 6.2 pode-se concluir que a equagdo do hiperplano avaliando o DMUI tem
por equagSo 0.08ar+0.1 az:0.49.
Jdpara o caso do DMU2, a equag6o seria 0.14 d;0.43,isto 6, um hiperplano vertical
que suporta afacet-a l-6. O DMU2 6 eficiente para duas diferentes constitu6ncias.
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Para o DMU3, a equagflo do hiperplano seria -0.06ar+0.1 1 a2=g.g2. A formulagEo
concreta para a avaliagEo, deste DMU apresenta-se de seguida, em que, em vez de
retirar a restrig6o referente ao DMU3, se optou por a manter substituindo o seu termo
independente por uma quantidade muito negativa (-M) de modo a assegurar que essa
restrig6o seja n6o activa.
(6.9) Min frf= 521+ + lnz* -Snl _tnz- +p
Br Bz 0 Ttl 'nl ,n2* n2-
(6.10.1) S.a: n1+_M.B1
(6.10.2) nz+- M.Bz
(6. I I .1) r1-_M(l _B 1)(6.11.2) n2--M(t-B2)
(6.12) DMU I 3 nl * 2nz* _3ni _2nz-
(6.12) DMU 2 lnl+ + 4nz* -lnf _4nz-
1rr llt l)\{1, -a 5x,' , ln::' ---52, __lx:
(6.12) DMU 4 8n1+ + 5nz* _gnr- _Snz-
(6.12) DMU 5 6rr* * gnz* -6ni _gnz-
(6.12) DMU 6 3nf + 6nz* _3nl _6nz-
(6.12) DMU 7 4nf + 4.5n2+ _4ni _4.5n2-













8-5=3 + 8-l=7 -l-(-5)=4 -1-(-t)=0
Na resolugEo de facto optou-se por fazer M: 1000, quer para as restrigdes referentes
ds variriveis binririas (6.10) e (6.1 I ) quer para a 3u restrigdo do grupo 6.12.
Na restrigdo (6.13) esta foi obtida determinando os m6ximos apresentados em (6.7) e
(6.8) e subtraindo-lhes os coeficientes da fungEo objectivo.
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Tabela 6.2: Resultados para os 8 DMUs
Modelo n,+ ,tr2* rl1 CT,1 Ef.4.2

































































Na Tabela 6'2, al6m dos valores dos pesos, apresentou-se tambdm as coordenadas do
ponto auxiliar cr e realce-se que, por vezes, aparecem dois valores numa cdlula da
tabela significando que existe um multiplicador nulo, o que significa que existem duas
constituoncias em que esse DMU 6 6ptimo. S5o exemplos deste facto os DMUs Z e 4.
Na Tabela 6.2, acrescentou-se uma linha, clarificando que a um peso positivo












Todas as 4 Constituencias
I
Figura 6.2: Envolvente convexa dos oito DMUs da Tabela 6.1
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6.3. Tempos de processamento
Com esta nova formulagio, consegue-se reduzir os tempos de processamento de
horas, para 16 minutos, em m6quinas equivalentes, para a questflo de qual
constituoncia que atribui a melhor avaliagdo a um dado DMU.
Em ambos os casos os computadores utilizados foram os Pentium III Fujitsu Siemens
Scaleo a 512 799-97 Dupla precisdo kilowhets por segundo.
Embora, no que respeita aos computadores, se tenha conseguido garantir a
comparabilidade entre eles, j6 no que respeita aos dados, isso j6 n6o 6 garantido, pois
os dados de Bougnol n6o est6o disponiveis ao ptblico. Por esse motivo, se fez um
total de 24 simulag6es para se dispor duma amostra minimamente significativa.
No que respeita d geragdo dos dados usarirm-se dados com uma distribuig6o normal
multivariada em vez das cliissicas fungdes de Cobb-Douglas, dada a simetria do
problema (isto 6: n6o hri claramente nem Inputs nem outpur.so mas apenas atributos).
Para a geragSo dos dados, usou-se o Distribution View, pois este pode ser executado










Figura 6.3 Tempos de resolugdo para24 instAncias.
Na Figura 6.3, apresentam-se os resultados e observa-se que mesmo para o pior caso
(que demorou 23 minutos e 32 segundos), obtdm-se uma redugao global de 22para I
com a nossa formulaqdo.
t 2 3 4 5 6 7 8 9 r0rtl2t3t4t5161718rs202t222324
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Dos resultados apresentados por Bougnol, verifica-se que o tempo de processamento
aumenta exponencialmente.
Neste novo modelo o aumento n6o 6 t6o acentuado quer pelas potencialidades do
Branch and Bound: QUer pelo facto de, aumentando o nfimero de atributos mantendo-
se constante o ntmero total de DMUs, se ter cada vez menos DMUs interiores que
como se apresenta na Figura 6.4, s6o os que requerem mais tempo de processamento.
Na Figura 6.4, ilustra-se o facto de os vdrtices consumirem muito menos tempo de
crilculo que os pontos interiores, pelo que um preprocessamento dos dados poderia ser
bastante vantajoso.
!^tt'




-0.3 -0.25 -0.2 -0.15 _0.1 _0.05 0.05 0.1 0.15
Figura 6.4: Tempos de resolug6o para 120 DMUs com uma distribuiq6o Normal em 7
dimensdes.
6.4.Conclus6es
A nova formulagdo provou ser mais riryida que a anterior. Tem, contudo, o
inconveniente de n6o dar mais informagSo senSo a de identificar a constitu6ncia que
melhor avalia o DMU em causa e de fornecer a classificagdo de todos os outros
DMUs, com esse conjunto de multiplicadores assim obtido.
Tem a grande vantagem de jrl ter resolvido problemas ainda maiores (220 unidades
por 9 vari6veis).
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Recorda-se que ao utilizar o Matlab, este encrava paru al6m das 6 vari6veis ao
calcular a envolvente convexa do conjunto de dados
Se se desistisse de analisar os DMUs ineficientes (pontos interiores da envolvente
convexa do conjunto de dados), o c6lculo seria ainda mais nipido.
Finalmente, falta referir que se utilizou o solver usual do Excel que corresponde il
opgdo mais fraca da Frontline Systems. Com o Premium Solver os resultados seriam
ainda mais nipidos e precisos.
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Capitulo 7.
Ajuste dos multiplicadores em
DEA
7 .l .Introdu gdo
Como na tdcnica de DEA se permite que cada DMU escolha os seus pr6prios pesos,
sucede que qualquer DMU que seja 6ptimo, num dos mriltiplos ratios !,r/ nu
atribuir o valor miiximo aos respectivos pesos 4trt ev17) , resurtando uma ::;^.
muito particular e desequilibrad4 uma vezque concentra toda a ateng6o apenas num
rotio output / Input, desprezando todos os outros factores aos quais s6o atribufdos
pesos nulos.
Repare-se que assim sendo, numa avaliagao com m Inputs e s outputspodefti haver
m's DMUs eficientes, apenas por serem 6ptimos num partic ular ratio, embora tal niio
suceda sempre, pois frequentemente um DMU 6 6ptimo em viirios ratios.
Perante este probldma colocam-se dois desafios: o primeiro consiste na deteca6o
destes casos e o segundo na respectiva correca6o.
t00
Figura 7.1 : DMU F d apenas referente de si pr6prio.
Para detectar casos em que um DMU funciona mais como um avaliador de si pr6prio
do que como uma unidade organizacional com um conjunto equilibrado de factores,
6 usual recorrer a uma estatistica relativamente flicil de recolher e que consiste na
frequoncia com que esse DMu surge no grupo de refer6ncia de todos os restantes.
Quanto maior o nfimero de DMUs que o utilizamna combinagdo linear que constitui
o seu ponto comp6sito, maior crddito deverii ser atribufdo d sua eficiencia. como caso
extremo apresenta-se o DMU F na Figuru 7.r que apenas entra num grupo de
refer6nciaque6oseu.
No caso da Figura 7' l o DMU F apenas d considerado eficiente por ter o melhor ratio
v"/' /o enquanto d justamente o pior "^y,/// * /x
outra soluqSo consiste em recolre r it matiz de eficienc ias cruzadas (Sexton et al
1986) e (Doyle e Green, rgg4), que consiste apenas numa ma.,izde termo gen6rico
Eir. que representa a eficiCncia do DMU k, quando avariado com os pesos que
maximizam a efici€ncia do DMU j.
A diagonal principal desta matriz corresponde as eficiencias dos DMUs em estudo.
Esta matriz revela-se ritil sobretudo quando se toma a m6dia de cada coluna e se
compara essa mddia com a eficidncia do DMU respectivo (o elemento da diagonal
principal nessa coluna). para DMus, como o DMu F da Figura 7.r, asua efici€ncia d; ii
unitaria, mas a mddia das eficiCncias cruzadas E;r ffe{A...L}) d bastante baixa, o que
demonstra o car6cter unilateral da avaliagdo do DMu F. Saliente-se contudo que a
media acima referida n6o 6 um valor univocamente definido para cada coluna, urna
vez que cada DMU eficiente admite uma infinidade de pesos que o apresentam como
eficiente.
Finalmente, convdm referir o mdtodo mais simples para detectar estes casos de
eficiencias, baseadas em aniilises pouco abrangentes da totalidade dos factores, que
consiste na inspecg5o dos Inputs e Outputs virtuais.
Tendo-se referido como 6 possivel detectar situagdes de avaliagao desequilibrada de
Unidades organizacionais, vai-se ver como se pode corrigir essa limitagEo.
A solugSo mais simples consiste em aplicar restrigoes aos pesos, em valor absoluto, o
que poe o problema dos valores a escolher. A escolha desses valores pode ser baseada
nos valores m6dios obtidos para os pesos, num modelo DEA inicial, sem restrig6es
ou, no caso de um s6 Input ou de um s6 1utput, a partir dos coeficientes duma
regressdo linear mriltipla (Dyson e Thanassoulis, lggg)t3.
A outra solugao consiste em restringir as ruzdes entre os pesos, o que corresponde a
introduzir um conjunto extra de equagoes lineares no modelo (Thompson et al l9g6).
Finalmente' outra solug6o consiste em restringir nao os pesos directamente, mas sim
os outputs e \ ou Inputs virtuais, o que se torna computacionalmente pesado, quando
aplicado a todos os DMUs, pelo que, frequentemente, se aprica apenas ao DMU em
anrilise e a um DMU artificial, cujos valores sdo a m6dia de todo o conjunto em
an5lise (Beasley e Wong, l9g9).
No modelo original, a rinica restrigdo aos pesos consistia em que estes fossem n6o
inferiores a uma entidade n'o Arquimediana e infinitamente pequena. Nessa
formulagao, tinha-se o inconveniente de se poder ter unidades eficientes, por serem
6ptimas apenas num aspecto, pondo a totalidade dos pesos s6 nesse multiplicador.
As t.cnicas usuais de restrig6es aos pesos t6m o inconveniente de, por vezes,
aumentarem ainda mais a assimetria e enviesamento da distribuigao destes. De facto,
no caso duma restrigSo simples, como Fricrr, o que vai acontecer 6 o deslocamento de
todos os pesos entre r e cr,r para este novo limite inferior.
't caso o termo independente seja significativamente diferente de zero convird subtrai-lo d variiivel explicada antes de aplicar atdcnica DEA que portanto seni aplicada a um conjunto de dados em que uma das variiiveis foi corrigida (subtraida de B).
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Uma solugdo paru esse problema
metas, para ajustar os pesos.
7.2. Exemplo com penalidade quadrittica,
resolugdo gr{ffrca
Para exemplificar como o objectivo acima descrito pode ser conseguido, recorre-se
novamente ao exempro do capituro 2 cujos dados se repetem naTaberaT.r
Para maior simplicidade vai-se recorrer ao modelo ccR para permitir considerar tr€s
vari6veis e estas ainda poderem ser representadas no plano.
Ainda n6o se vai aplicar a tdcnica da Superefici€ncia para nao introduzir demasiada
complexidade no modelo, pois, sob a referida t€cnica, o conjunto das solug6es
admissfveis vai mudando consoante o DMU eficiente que estii sob avaliagio.
Para a resolugSo, vai-se utilizar o m6todo gr6frco, pois x13:l leva a que o seu
multiplicador v11:1 sempre e apenas restem duas inc6gnitas pr1; e p2;.
Na Figura 7 '2 representa-se o conjunto das solugdes admissiveis que consiste no
polfgono ABCD0. As rectas mais afastadas da origem correspondem a DMUs
ineficientes, que geram restrigOes n5o activas no problema (espago) dos pesos
Tabela 7.1: Dados da Tabela 2.3 normalizados pelo Input X1
reside em utilizar tdcnicas de programagio por
- 
lntersecouu xrr r
| 4.0 2.0 28.0 1
2 5.0 1.0 22.5 I
3 6.0 6.0 12.0 t
4 10.0 8.0 60.0 r
5 11.07.0 16.5 I
6 8.0 6.0 12.0 I
7 9.0 7.0 6.0 I
8 5.0 3.0 30.0 I
9 5.5 4.4 s.5 1
l0 8.0 4.0 72.0 I
1l 10.0 2.0 20.0 t






















































o.s t t.2s Dr t.5
Figura 7.2: Resolugdo grilficado problema dos pesos.
A fungao objectivo 6 paralela d restrig6o do pr6prio DMU e, portanto, conduz a
solugoes mriltiplas para os DMUs eficientes. (Neste caso n6o se estii a trabalhar no
modelo de superefici6ncia).
Vai-se introduzir uma penalizagdo n6o linear mas convexa na fung6o objectivo,






















Repare-se que a definig6o de eficicncia mantdm-se como: Ef = t = i /r o ! *
Apenas se acrescentou d fungdo objectivo uma penalidade relativa ao afastamento dos
pesos dos pontos definidos como ideais.
Assim sendo, pode-se enunciar a seguinte proposig6o:
Proposig6o: o modelo de DEA com ajuste dos pesos por Goal programming ndo
altera a exisftncia de soluEdes admissiveis no problema dos multiplicadores,
podendo, contudo alterar uma soluqdo ilimitada para uma limitada.
DemonstragSo: Com a introdugdo das vari6veis de desvio nao se alterou o conjunto
das solugdes admissiveis, pelo que a admissibilidade de qualquer solug6o mant6m-se,
pois a alteragfio foi feita apenas na fung6o objectivo.
Todavia por alteragdo da fungEo objectivo, esta pode passff a dar um 6ptimo limitado.
QED.
Em vez de considerar o desvio em relagflo a um dado ponto, pode-se considerar o
desvio em relagdo a regiOes do espago, como se pode verificar, no exemplo seguinte,
em que se considerou, como regiEo preferida para a localizagdo dos pesos, a recta
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Vai-se agora ilustrar o uso dessa t6cnica para o DMU 10, num modelo CCR de super-
efici6ncia.
Como se pode ver, a recta da fung6o objectivo ji n?to 6 paralela a nenhuma aresta,
pois retirou-se a restrigdo correspondente ao DMU 10. Por outro lado v6-se que a
solug6o 6ptima se obt6m para G=1.1 e p1=Q.5 pz=0.1. Os valores exactos podem ser
lidos na Tabela7.2.
O tipo de penalidades impostas na fungEo objectivo por desvio dos pesos em tomo
dum dado ponto, encontram semelhanga em controle de qualidade nas fung6es de
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Figura 7.3: Resoluglo gr6fica do problema dos pesos com penalidade quadriiicapara
o DMUI0.
empresa de Tupelo Mississipi, por investigadores nesta 6rea da Universidade do
Mississipi em 1999 (Caporaleti et al, 1999).
Tabela 7.2: Resultados exactos do problema dos pesos com penalidade quadr6tica.



















































7.3. Exemplo para dados
camadas conc6ntricas
dispostos em
Para ilustrar a fiilizagdo da t6cnica de ajuste de pesos com penalidade quadr6tica
geraram-se 99 pares de valores para Outputs (YCl e YC2)e aplicou-se o modelo
CCR, supondo um input unitiirio. Os dados representam-se graficamente na Figura
7.4.
YCl
Figura 7.4 Dados usados para o exemplo de desvio em torno da m6dia.
Desta vez o desvio e a penalidade foram definidos como o quadrado da distinci a atd it
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Os resultados obtidos paraa eficiCncia s6o os apresentados graficamente na Figura 7.5
e os multiplicadores estSo apresentados na Figura 7.6 onde se v0 que estes se
encontram distribuidos dum modo relativamente uniforme, sem atingirem valores
extremos.
Como se esperava os resultados da eficiCncia para este caso mostram que esta assume
valores mais elevados nos dados pr6ximos da bissectriz dos quadrantes impares e que
a efici6ncia vai decrescendo d medida que se caminha para o centro.
ll 16 21 26 3t 36 4t 46 5t 56 61 66 7t 76 81 86 9t 96
Figura 7.5 Resultados para a supereficiOncia no exemplo penalizando o desvio em
torno da m6dia.












desvio em torno da mddia.
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7 .4.Exemplo com penalidade monomial.
Pode-se usar outro tipo de fungdes de penalidade. Um exemplo interessante 6 o caso
em que se pretende evitar que quer os pesos quer as folgas se anulem.
Evitando que os pesos se anulem, tem a grande vantagem de facilitar a sua
interpretagdo, (nomeadamente os seus quocientes) em termos de taxas marginais de
substituigdo que deixam de ser quer nulas quer infinitas.
Evitando-se que os pesos se anulem tem-se a vantagem de remover a multiplicidade
das solug6es 6ptimas, conduzindo a um conjunto de pesos especifico do DMU.
Estes pesos assim obtidos n6o est6o nem sobre os eixos nem sobre as facetas dos
restantes DMUs (no espago dos pesos).
Max G o =Z /t ,o ! ,o* frfl:=, /l ,',fl',=,v ,ofll-=, F "o (7. I 0)r=l - e+k
t'ot Z H,o! ,,-Zv,nx,i+ F io= 0 i: l "' n (7.11)
ir,ox,o=l Q '12)
H,k 2 €> 0 r:l...s (7.13)
v,o>e)O i:I...m (7.14)
Fie} j:]...n (7.15)
Nesta formulagSo falta esclarecer o significado da variilvel F,* gue 6 a vari6vel de
folga da restrig6o referente ao DMU e, quando se analisa o DMU t (Convem n6o
confundir estas vari6veis de folga com as do problema da envolvente).
Na penalidade da fung6o objectivo, considera-se apenas as folgas F4 das E unidades
eficientes.
A constante K tem por objectivo garantir a homogeneidade dimensional da equagdo
(7.10), pelo que pode ser calculada pelo produto das m6dias ou das medianas ou de
algum percentil dessas varidveis. No caso que a seguir se ilustra a constante K foi
calculada pelo produto do m6ximo de Ynr pelo de Ynz
vindo: K:max(y,,).^u*(y,r) = 1x 9 =9 .
A fungao objectivo deste problema 6 um posin6mio em que a fltima parcela 6 um
mon6mio que representa o hipervolume do politopo de arestas rrts, /ti, a Ss..
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Figura 7.7: ResolugSo gr6fica do problema dos pesos com penalidade monomial para
o DMU 10.
Este problema pode tamb6m ser resolvido graficamente, o que 6 feito atrav{s da
Figura 7.7, em que se verifica que o 6ptimo 6 atingido sobre a aresta definida pelo
DMU 10 (ul0) num ponto que est6 longe dos eixos, o que significa que os
multiplicadores n6o se anulam. O 6ptimo tamb6m n6o estii sobre nenhum vdrtice o
que significa que as folgas tambdm n6o se anulam.
Tamb6m para este caso, se podiam obter os valores exactos do 6ptimo. Os resultados
apenas para os DMUs eficientes s6o apresentados na Tabela 7.3. Realga-se que houve
o cuidado de confirmar que o 6ptimo obtido, para cada DMU, era de facto um 6ptimo
global.
O principal interesse desta formulagSo reside sobretudo em obter um conjunto de
pesos que avaliem o DMU em causa do melhor ponto de vista, no sentido de o fazer
sobressair dos seus concorrentes mais directos.
Tabela 7.3 Resultados exactos do problema dos pesos com penalidade monomial.








O principal problema desta formulagao reside em ter de se resolver um problema de
optimizagSo n6o convexo, o que, para problemas de mais elevada dimensio, poder6
ser impraticdvel.
7 .5. Aplic aqdo do algoritmo de Karmakar ao
ajuste de pesos
Justifica-se portanto a introdugSo de um outro modelo, que recolre ao conceito de
desigualdades repulsivas e ao centro analitico e caminho central presentes no
algoritmo de Karmakar, que tem a vantagem de, sendo um algoritmo de ponto
interior, em que as solugoes nunca tocam a fronteira, permitir obter resultados
semelhantes aos do modelo com penalidade monomial'
Algumas consideragSes devem no entanto ser feitas antecipadamente, nomeadamente
acerca da representagao minima do conjunto das solugoes admissiveis para a
determinagdo do centro analitico, e das restrigdes a considerar paru a resolugdo do
problema, pelo algoritmo de Karmakar.
Para a determinagao do centro analitico do conjunto das solugoes admissiveis,
ignoram-se todas as restrigoes que n6o definam a fronteira do conjunto das soluqOes
admissiveis. Este conjunto de restrig6es constitui aquilo a que Caron Greenberg e
Holder (caron etal2002) designam por "Prime Representation".
A determinagEo do centro analitico 6 fundamental para o mdtodo que se apresenta'
pois a solugao interior inicial que se vai sempre considerar vai ser o centro analitico.
Na Figura 7.8, ilustra-se a influ6ncia que a escolha da solugdo inicial tem sobre a
traject6ria das solugdes at6 ao 6ptimo. Esta traject6ria 6 importante, pois, consoante o
crit6rio de paragem, assim se obt€m solugSes mais pr6ximas' Isto 6, ap6s muitas
iteragoes, as solugoes finais v6o ser pouco dependentes da solugSo inicial; mas, caso
Se opte por parar o algoritmo de Karmakar ainda longe do 6ptimo, ent6o a escolha da
solugdo inicial 6 determinante.
Na sequdncia, optar-se-6 por tomar, como solugSo inicial, o centro analitico'
Vai-se ilustrar a aplicagdo do algoritmo de Karmakar ao DMU 10, d semelhanqa do j6
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Figura 7.8: Ilustragdo da importdncia da solugio inicial nas solug6es interm6dias.
Primeiro determinou-se o centro analftico do conjunto das solugoes admissfveis que 6
o ponto p;0.266 e p2:0.017, seguidamente aplicou-se o algoritmo de Karmakar
apenas ds restrigdes referentes aos DMUs 4 e 10 e i restrigEo de n6o negatividade
referente a p1.
Os resultados s6o os apresentados na Tabela 7.4 e ilustrados na Figura 7.9, emque se
verifica que a traject6ria converge para uma solugdo afastada de qualquer v6rtice,
aproximando-se apenas da restrigEo do DMU em anillise.
O criterio de paragem escolhido foi o da manutengSo do riltimo digito significativo do
valor da fungEo objectivo.
Saliente-se que este m6todo tem a vantagem de ser relativamente simples, por bastar
definir o critdrio de paragem e basear-se num algoritmo bastante divulgado. Tem
contudo o inconveniente de, tal como o m6todo da penalidade monomial, obrigar d
remog6o das restrigOes redundantes, paxa n6o influenciarem a solugEo final.
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Tabela 7.4 Resultados da aplicagEo do algoritmo de Karmakar ao DMU 10.

























Repare-se que o resultado obtido foi semelhante ao descrito na Tabela7.4 que foi de
lL1.:0.24 e p2:0.0979.
Figura 7.9: Ilustrag6o da traject6ria das solugOes do algoritmo de Karmakar.
T.6.Conclusdes
os resultados obtidos mostram que se consegue uma distribuigao mais unifonne para
os multiplicadores. Verifica-se ainda que estas t6cnicas sao muito gerais, podendo













TOm ainda uma outra vantagem, que consiste em n6o empregarem restrigoes extra,
n6o alterando portanto a admissibilidade de solugdes anteriores sem restrig6es.
Realce-se tamb6m que as t6cnicas de ajuste de pesos podem ainda retirar o problema
da inexist6ncia de solug6es admissiveis, como ser6 ilustrado com dados reais no
capitulo 8.
Ilustrou-se outro mdtodo de ajuste, baseado em maximizar todas as folgas e todos os
pesos, a que se chamou o modelo com penalidade monomial. Tem no entanto o
inconveniente de ter uma fungio objectivo n6o convexa, o que retira a garantia de um
6ptimo local ser o 6ptimo global.
Dada a dificuldade em obter um 6ptimo global para o modelo com penalidade
monomial, utilizou-se o algoritmo de Karmakar o para ilustrar as suas potencialidades
de fomecer uma solug6o de compromisso entre a optimizag6o da fung6o objectivo e
evitar a anulag6o das folgas no problema dos multiplicadores.
Em qualquer destes dois m6todos, mantdm-se o problema da remog6o das restrig6es
redundantes, que podem ser muito numerosas numa aplicagdo de DEA.
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Capitulo 8.
Aplic agdo das tdcnicas anteriores a
um caso real
8.1. Introdug6o
Pretende-se agora ilustrar, como aplicando as t6cnicas de ajuste de pesos se consegue
al6m duma distribuigdo mais uniforme destes, ultrapassar o problema da inexist6ncia
de solugdes admissiveis.
Aproveita-se ainda para apresentar as potencialidades das tdcnicas de "Deleted
Domain", que permitem uma ordenagio dos DMUs em an6lise.
Ilustra-se tamb6m como a introdugdo dum DMU fictfcio pode remover o
inconveniente da inexist6ncia de solugdes admissiveis no problema da envolvente.
Para tal vai-se aplicar as t6cnicas apresentadas nos capitulos anteriores a dados
referentes ds exploragdes pectuirias da ilha Terceira.
Esses dados foram obtidos a partir da "Rede de Informag6o de Contabilidade
Agricola-Agores" que ser6 referida neste capitulo pelas iniciais RICA-A.
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8.2. Material e m6todos
As noventa e cinco exploragdes da RICA-A no ano de 2002, foram caracteizadas no
que respeita i estrutura do produto e dos gastos, e resultam duma selecgio das
exploragdes da RICA-A, baseada na comparabilidade com estudos anteriores.
Deste modo, as principais componentes do produto agricola da Terceira, no perfodo
em an6lise, foram a produgSo do leite, sendo a produgEo de carne (bovinos com
excepg6o do leite) residual. Consequentemente, consideraram-se como outputs a
produgdo de leite (em litros) representada pela varirivel R9l FORMAQAO
PRODUTO BRUTO ANIMAL.
Neste trabalho, a escolha das vari6veis relativas d estrutura dos gastos e do produto,
dependeu da sua representatividade, estimada aquando da caracterizaqdo da estrutura
dos gastos e do produto das exploragdes leiteiras da Terceira.
8.3. Escolha de variiveis
Uma primeira selecgso foi feita de modo a excluir as vari6veis mais correlacionadas
entre si, concretamente substituiram-se todas as variSveis com correlagdo superior a
0.9 por uma apenas, a que tinha menos casos omissos.
Foram, por exemploo os casos das seguintes vari6veis: R51 EXPLORAQAO e R266
ENCARGOS ATRIBUIDOS AO CAPITAL DE EXPLORAQAO; foram substituidas
considerando-se apenas P.266 ENCARGOS ATRIBUIDOS Ao CAPITAL DE
EXPLORAQAO; R53 TOTAL DE ANIMAIS substituiu R54 ANIMAIS ADULTOS
e Rl68 BOVINOS; R35 SUPERFICIE CULTIVADA, Rl61 SUPERFICIE
FORRAGEIRA, RI62 PRADOS E PASTAGENS, R25 SUPERFICIE AGRICOLA
UTIL (SAU) foram substituidas por R24 SUPERFICIE TOTAL.
O significado das restantes vari6veis pode ser consultado em
http ://www. gpp.pt/rica/FRESULT.pdf.
Obteve-se assim uma matriz de correlagdes entre as vinte e seis variiiveis em que
apenas constam as vari6veis que n6o est6o demasiado correlacionadas.
Sobre essas 26 vari6veis fez-se uma an6lise de clusters obtendo-se o dendrograma que
se apresenta na Figura 8.1.
Da Figura 8.1 conclui-se que uma decis6o acertada seria considerar quatro vari6veis,
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Figura 8.1: Dendrograma da aniilise hierilrquica das variiiveis
Assim sendo, os inputs considerados foram: a quantidade monetilria de R59
CAPITAL TorAL (sEM FLORESTAS) e R250 TorAL ENCARGOS REAIS, e
ainda R24 SUPERFICIE TOTAL medida em hectares.
S.4.Resultados
Aplicou-se o software EMS e compararam-se os resultados com os das principais
t6cnicas desenvolvidas nos capitulos anteriores.
8.4.1. Resultados do software EMS
Por aplicagSo do software EMS e optando por um modelo BCC'(Banker et al, 1984),
em maximizagilo de Outputs, obteve-se uma medida de efici6ncia cujos valores mais
elevados se apresentam na Tabela 8.1.
It7
Repare-se que se tem um total de 95 valores, Das apenas interessam as unidades
eficientes pois apenas essas podem conduzir a problemas sem solugdes admissiveis.























































































Estes resultados eram de esperar, pois os mfnimos em cada Input cond uziriam a
modelos sem solug6o admissivel.
Tabela 8.2 Valores das vari6veis referentes aos 14 DMUs mais eficientes
DMU Xr Xz X3
u81 108703 43.5 75477 83t27u47 91983 21.01 30041 681 16u9s 87426 21.31 57398 78983u83 109660 16.49 30989 67701ut2 345628 33.02 88362 113831
u68 30002 10.16 17058 47203u22 115022 29.81 78155 99520u38 101s39 7.2 2480s 38260u8 24437 9.79 24723 4sg8ou46 271828 49.11 57705 146392
u93 20236 tr.zs 2804 30236u23 2710s 4.88 2114 2678u72 11528 7.95 9s2 2609u89 25597 2.74 6459 2330
Na Tabela 8.2, apresentam-se os valores das vari6veis referentes a todos os 9 DMUs
eficientes com solug6es admissiveis, 3 DMUs eficientes sem solugoes admissfveis e
Y
tr8
ainda os de dois DMUs ineficientes, o 8l e o 47, para se ilustrar as alteragoes que
cada modelo provoca nas respectivas avaliagOes.
8.4.2. Resultados do software EMS com o DMU ficticio
A tftulo ilustrativo, acrescentou-se um DMU artificial, (o 96') cujos valores sao os
minimos de todas as vari6veis. Este DMU conduzir6 a um Programa Linear sem
solugSo admissfvel, mas garante que os tr€s DMUs, que anteriormente estavam
classificados apenas como Big, passem a ter algum valor num6rico, uma vez que os
progrzrmas lineares que originam j6 t6m solug6es admissiveis.

































0 0.0342839s 0.00000231 0.00001477
0 0.02119242 0 0.00000878
0 0.06438394 0.00002337 0.000021 19
0 0 0.00001005
0 0.17665617 0 0.00002614
0 0.00002001
0 0 0.00000s3s 0.00000683
0 0.00000012 0.0000933 0.00003307
0 1.10930362 0.00052931 0.00037341
0 3.99365872 0 0.00042918
0 0.0018371 0.00038329
Repare-se que os DMUs 89 e 72 mantiveram-se eficientes, enquanto o 23 passou a
claramente inefi ciente.
8.4.3. Aplicaqiio do modelo BCC homot6tico
Aplicou-se o modelo BCC homot6tico em maximizagdo de outputs as 14 unidades,
para mostrar que os resultados eram id€nticos aos do modelo BCC original,paratodos
os casos, excepto para os trOs casos em que ndo havia solugio admissivel no problema
da envolvente.
Os resultados apresentam-se na Tabela 8.4, onde se suprimiu as colunas referentes ds
unidades 8l e 38 por serem colunas s6 de zeros, pois estas unidades n6o pertenciam
ao grupo de pares de nenhuma das unidades em an6lise.
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Tabela 8.4 Resultados do modelo BCC homot6tico.
inef. l"+z Iss Xsr )trz }"os )"zz l,s 7ta6 )tst ?"zt ?vz Iss ELi
u81 l.ls 0 0 0 0 0.930.070 0 0 0 0 0 1
u47 1.08 0 0 0 0.439 0.298.263 0 0 0 0 1
u95.998 0 0 0.050 0.5t7.433 0 0 0 0 0 1
u83.982 0 0 0.015 0 0.824.t62 0 0 0 0 1
u12.945 0 0.493 0 0 0 0.507 0 0 0 0 1
u68.901 0 0 0 0 0 0.647 0.336 0 0.017 1
u22.895 0.8s0 0 0 0 0 0.rsO 0 0 0 0 1
u38.849 0 0 0 0 0 0.633 0 0 0 0.367 1
u8.693 0 0 0 0.637 0 0 0.131 0.232 0 1
u46.613.526 0 0.474 0 0 0 0 0 0 0 0 1
u93.2s6 0 0 0 0.115 0 0 0 0 0.885 0 1
u23.731 0 0 0 0 0 0 0 0 0 a.528.249.777
u72.904 0 0 0 0 0 0 0 0.043.393 0 0.436
u89.64s 0 0 0 0 0 0 0 0 0.561 0 0 .s6t
Repare-se que as unidades das 3 irltimas linhas mantiveram o seu estatuto de
eficientes, mas agora existe solug6o admissivel pois relaxou-se a restrigdo de
convexidade.
8.4.4. Distribuigio dos pesos com penalidades
Outra solugdo para o problema da inexist€ncia de solugdes possiveis consiste em
evitar a total liberdade dos pesos.
Isso pode ser conseguido por t6cnicas de restrigdes aos pesos bem como pelas
tdcnicas de ajuste de pesos por Goal Programming, em que se introduz penalidades
por os pesos se desviarem dos valores tidos como ideais.
Neste caso, optou-se por penalizagdes quadr6ticas, pela sua maior simplicidade o que
conduzir6 a uma m'enor dispersdo destes, diminuindo tambdm o ntmero de DMUs
eficientes.
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Por aplicag6o da referida t6cnica obteve-se uma distribuig6o dos pesos mais uniforme
como se apresenta na Tabela 8.6.














































Verifica-se que, neste caso, apenas se mantinham como eficientes o DMU 22 e o 83 e








t6cnicas de ajuste dos pesos conseguiu-se uma avaliag6o mais
sentido em que se evitou a ocorr6ncia muito frequente de valores
Ilustrou-se ainda que a inclus6o de DMUs artificiais pode levar d exist6ncia de
solug6es admissiveis o que tambdm foi conseguido com o novo modelo BCC
Homotdtico e com as t6cnicas de ajuste dos pesos.
Verificou-se, por fim, uma diminuigSo do nrimero de DMUs eficientes com a inclusao
de um DMU artificial, bem como com as tdcnicas de ajuste dos pesos, o que mostra
que o mdtodo permite uma maior exig6ncia na avaliag6o, evitando que um dado DMU




Sugeriram-se viirias tdcnicas inovadoras para obviar ao problema das solug6es
ilimitadas no problema dos multiplicadores. A escolha de uma ou outra depender6 do
nfmero de DMUs e do nrimero de vari6veis.
Desenvolveu-se um novo modelo, o modelo BCC Homotdtico, que tem sempre
solug6es admissfveis e que se baseia na substituig6o da fronteira do modelo BCC por
uma contracaSo ou expans6o homotdtica desta com centro na origem,
No caso de muitas vari6veis e poucos DMUs aconselha-se as t6cnicas de relaxagio, se
pelo contriirio o nfimero de DMUs for suficiente os m6todos estociisticos parecem ser
uma boa escolha.
Dadas as boas propriedades do modelo de Bougnol e Dul6, no que respeita quer a
invariincia quer d admissibilidade desenvolveu-se uma nova formulagao muito mais
rapida para o modelo de Bougnol e DuLi, baseado em progftrmagdo linear binriria
mista, que permite resolver problemas que dantes demoravam dias em menos de uma
hora e com mais vari6veis.
Introduziu-se ainda um conceito original, o de pesos negativos, que surge na
formulagdo binriria do problema das mriltiplas constitu€ncias. Esse facto por estar fora
do dmbito desta tese, 6 apenas aflorado no Ap6ndice 2, onde se ilustra a conjugag6o
dos mdtodos de ajuste de pesos com o conceito de pesos negativos.
Outro objectivo que tamb6m foi conseguido foi a implementagao de um sistema
original de ajuste dos pesos. Esse sistema articula-se com o primeiro problema, o da
aus6ncia de solug6es admissiveis, e mostra-se com um caso de aplicagao priltica a
resolugEo desse problema pelas t6cnicas de ajuste de pesos com fun96es de perda de
Taguchi.
Apresentou-se ainda outro mdtodo de ajuste baseado em maximizar todas as folgas e
todos os pesos, a que se chamou o modelo com penalidade monomial, que tem no
entanto o inconveniente de ter uma fungEo objectivo n6o convexa, o que retira a
garantia de um 6ptimo local ser o 6ptimo global.
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Para obviar este inconveniente aplicou-se o algoritmo de Karmakar para obter
solugdes que evitem pesos e folgas nulas, o que n6o se consegue com o algoritmo do
Simplex.
Repare-se que este trabalho ainda tem muito espago para se desenvolver. Algumas das
tdcnicas s6o de dificil implementag6o e parametizagdo, mas num futuro pr6ximo
mais investigadores poderEo debrugar-se sobre estes temas e avangar para
concretizagSes e aplicagdes bem sucedidas.
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Anexo I - Formulag6es para os Moderos ccR e BCC
considere-se que se estii a resolver um caso com M DMUs que consom em J Inputs e
produzem I outputs. Assim sendo resolvem-se M programas lineares (um para cadaDMU, ) fazendo (XO,Vg;:11r,y1) paraj:I,...M.
As matrizes s6o representadas a BOLD.
Apresentam-se de seguida as formuragOes para os dois modelos bem como a
respectiva nomenclatura:
Dados:
X0 Inputs do .DMU6 (DMU em an6lise).
Y6 Outputs do DMU9. (DMU em an6lise).
X Matiz dos Inputs de todos os DMUs.
Y Matizdos Outputs de todos os DMUs.
Unidades auxiliares:
0 Matriz nula de dimens6o conform:ivel.
I Matriz de uns de dimens6o conform6vel.




s+ Matizcoluna das folgas nos Outputs.
s- Matriz coluna das folgas nos Inputs.
ir Matiz coluna das vari6veis duais.
zo Efici6ncia (problema da envolvente em minimizagdo de Inputs).
w0 Eficidncia (problema dos multiplicadores em minimi zagdo de Inputs).
tt Matriz linha dos multiplicadores (pesos) dos outputs.
v Matriz linha dos multiplicadores (pesos) dos Inputs.
u0 Constante indicadora de rendimentos crescentes ou decrescentes d escala
v0 Constante indicadora de rendimentos crescentes ou decrescentes d escala
tg Inefici6ncia (probrema da envorvente em maximizagdo de outputs).
q0 Inefici6ncia (problema dos multiplicadores em maximizagi,o de outputs).
t33
Problema da envolvente
min zg :0 - els* - els-
0,1,,s+,s-
s.a.:
Yl, - s*: Y6




























Destas formulagdes resulta que as eficiCncias nunca diminuirdo, por inclusao de mais
um Input ou Output, pois tal equivale a acrescentar uma restrigdo no problema das
envolventes. Este facto jd tinha sido anteriormente verificado quando se alargou a
andlise do exemplo de xl, yl a xl, yl e yZ.
Nota: Considerou-se estar definida a seguinte relagSo de ordem entre matrizes de
dimensio nxm:
A>B sse ak,l>bk,l v k,le{l,n}x{l,m} e A<B sse ap,1sbp,1v k,l.{l,n}x{l,m}.
t34
Problema da envolvente
















































J "r' 'r.j :r.:
Pesos sem nenhum ajuste:
136
Pesos com ajuste "usual":
4.3 *.2 -0.t
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