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An attempt is made to prove the Riemann hypothesis for zeta functions 
associated with modular forms of integer order which are eigenfunctions of 
Hecke operators and which have finite Petersson norm. The argument depends 
on an estimate of the coefficients of modular forms conjectured by 
Ramanujan [l]. It fails because of insufficient information about norms of 
products of modular forms. 
Let F be the set of matrices with integer entries and positive determi- 
nant. The modular group r( 1) is the set of elements of I’ of determinant one. 
An element of I’ is said to be positive if its entries are nonnegative. Every 
positive element of the modular group other than the identity matrix is 
uniquely of the form (i i)(“, $) or of the form (: “,)(“, z) for a positive 
element (“, $) of the group. It follows that every positive element of the 
group other than the identity matrix can be uniquely written as a product 
formed from the matrices (: :) and (: T), 
If (“, “,) belongs to r, a necessary and sufficient condition that the trans- 
formation z - (Ax + B)/(Cz + D) take the right half-plane into itself is 
that either ($ z) or (1°C 1:) be positive. If a matrix belongs to the modular 
group, at least one of the eight products obtained on multiplying it on left 
and right by powers of (y -3 is positive. 
The signature of an element of r whose determinant is relatively prime to 
twelve is a twelfth root of unity associated with the matrix in such a way that 
the identity 
holds whenever 
where u is the determinant of the left factor. It is convenient to specify the 
signature implicitly from a knowledge of its third and fourth powers, which 
are defined on larger sets. 
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The cube of the signature is defined for elements of r of odd determinant. 
The identity 
sgr-3 (“, i) = sgn3 (tf i:) sgn”“(:! i:) 
holds whenever 
where u is the determinant of the left factor. The cube of the signature of a 
matrix whose determinant is congruent to one modulo four is taken to be one 
if the matrix is congruent modulo four to one of the matrices 
if 99 i-: 37 i-: 39 i: :,p 
The cube of the signature is determined on matrices whose determinant is 
congruent to one modulo four by taking the cube of the signature of (i -0’) 
to be --i. The cube of the signature is determined on matrices of odd deter- 
minant by taking it to be one for matrices which are congruent modulo four 
to (-i “,). 
The fourth power of the signature is defined for elements of r whose 
determinant is not divisible by three. The identity 
sgn4 (“, i) = sgn4 (ct $ sgn40 (“c,z E:) 
holds whenever 
where u is the determinant of the left factor. The fourth power of the signature 
of a matrix is equal to one if it is congruent modulo three to one of the matrices 
1 0 
iol, -1i 1 1 ’ 
11’ i -1 (; -A,3 1 -1 0’ ) i i-y 1 -1 39 -1 > i-:, -;)* 1 -1’ i’ 1 l-l’ 
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to be exp(2G/3) if it is congruent modulo three to one of the matrices 
and to be exp (-2&/3) if it is congruent modulo three to one of the matrices 
(1: A)> (:, :,y (-:, r:jy (: -$ 
i 
These rules determine the fourth power of the signature when the determinant 
is congruent to one modulo three. The fourth power of the signature is 
extended to matrices whose determinant is not divisible by three by choosing 
it to be one for matrices which are congruent modulo three to (-: “,). 
Let v be a given number, v > - 1. A modular form of order v is a function 
F(z), analytic in the upper half-plane, such that the identity 
holds for every element (” B c D) of the modular group of signature one. The 
argument of Cz + D is chosen so that 
(m - n) n/6 < arg(Cz + D) < (m + 6 - n) n/6 
when (“, :) is a positive element of the group containing m factors of (i i) 
and 12 factors of (: i). In the general case the arguments are chosen so that 
the identity 
arg(Cz + D) = wgl?‘&%~ + W(C+ + DJ + &I + arg(C,z + D,) 
holds for all elements of the modular group of signature one such that 
For each positive integer r, let r(r) be the subgroup of the modular group 
consisting of those matrices whose lower left entry is divisible by r. An 
automorphic form of order v with respect to r(r) is a function F(z), analytic 
in the upper half-plane, which satisfies the same identity for elements (5 “,) 
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of T(Y) of signature one. The index P(Y) of I’(Y) in the modular group is equal 
to the product of Y and the numbers 1 + l/p where p ranges over the distinct 
prime factors of r. 
Two points wr and wa in the upper half-plane are said to be equivalent with 
respect to T(Y) if wa = (Aw, + B)/(Cw, + D) for some element ($ i) of F(Y) 
of determinant one and signature one. Two points w, and ws in the upper 
half-plane are said to be symmetric with respect to the modular group if 
--aa = (Aw, + B)/(Cw, + D) for some element (“, @ of the modular group 
whose signature cubed is one. The points in the upper half-plane which are 
not self-symmetric with respect to the modular group form an open set which 
is the union of its connected components. A fundamental region of F(Y) 
is obtained by piecing together symmetric components. If (“, i) belongs to 
the modular group, the transformation z -+ (AZ + B)/(Cx + D) takes each 
component onto a component. If any two components are given, one is 
mapped onto the other by the transformation z + (AZ + B)/(Cz + D) for 
an element ($ %) of the modular group signed with a fourth root of one. There 
exist three elements (“, $) of order three in the modular group such that the 
transformation x + (As + B)/(Cz + D) takes any given component onto 
itself. An example of a component is the set of points w in the upper half- 
plane such that 0 < Re w < 1 and 1 w - & 1 > 4. The imaginary axis is the 
set of points w which satisfy the condition --a = (Aw + B)/(Cw + 0) with 
(“, i) = (t i). The line Re w = 1 is the set of points w which satisfy the 
condition with (“, z) = (-t -:). Th e circle 1 w - 3 1 = 4 is the set of points w 
which satisfy the condition with (g i) = (1: -t). The transformation 
z --+ (AZ + B)/(Cz + D) takes the component onto itself when ($ i) is 
(i 3, (2 3, or (t 3 
A fundamental region for F(Y) can be constructed from symmetric com- 
ponents with respect to the modular group using an equivalence relation on 
the group. Two elements (c, o, ‘1 B1) and (6; 2:) of the modular group are said to 
be equivalent with respect to r(r) if the identity 
holds for some element (“, E) of T(Y). Two elements (“,: 2) and (2 2) of r 
are said to be equivalent with respect to the modular group if the same 
identity holds for some element (” B c J of the modular group. Every element of 
r is equivalent with respect to the modular group to a matrix which has zero 
below the diagonal. Every element (i 8 ) of r of determinant Y whose entries 
have no nontrivial common factor is equivalent with respect to the modular 
group to a matrix of the form (0’ i)(“, i) for some element (g ,“) of the modular 
group. The equivalence class of (R S ’ o) with respect to the modular group 
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determines, and is uniquely determined by, the equivalence class of ($ i) 
with respect to F(Y). 
Two symmetric components with respect to the modular group are said to 
be equivalent with respect to F(Y) if one is obtained from the other under the 
transformation x -+ (AZ + B)/(Cz + D) for some element (“, i) of r(r). 
Let Q be a given symmetric component. If (2 2) and (“c,z 2) are elements of 
the modular group the squares of whose signatures are equal, the components 
obtained from 8 under the transformations z + (A,z + B,)/(C,x + Di) and 
2 - (4 + &)I(C,z + 04) are equivalent with respect to T(Y) if, and only if, 
the matrices (Al B C D;) and (2 2) are equivalent with respect to T(Y). A funda- 
mental region for F(r) is obtained by piecing together components, two 
corresponding to each equivalence class of the modular group with respect to 
r(r). The region then contains two symmetric components to each r(l)- 
equivalence class of elements of r of determinant r whose entries have no 
nontrivial common factor. If (,’ $) is an element of r of determinant r, the 
corresponding symmetric components are the images of Q under the transfor- 
mation z -+ (Az + B)/(Cz + D) for elements (“, i) of the modular group 
such that (,’ $) is equivalent with respect to the modular group to (i i)(“, i). 
One of the matrices (c D) A B has the square of its signature equal to one, the 
other to minus one. Call these the even and odd images of Sz corresponding 
to (: $). This definition depends on the choice of (“, f) within its r(l)- 
equivalence class. It is convenient to choose (“, i) so that the fourth power of 
its signature is equal to one. 
Assume that Q is the set of points w in the upper half-plane such that 
0 < Re w < 1 and 1 w - 4 1 > &. Consider the even component corre- 
sponding to (: $) . h f d u-i t e un amental region for r(r). One of its faces is 
equivalent with respect to I’(Y) to a face on the even component corresponding 
to (z s)(t t). Another of its faces is equivalent with respect to r(r) to a 
face on the even component corresponding to 
The third face is equivalent with respect to T(Y) to a face on the even com- 
ponent corresponding to 
A necessary and sufficient condition that ($ “,) and (‘, $)(t 1) be equivalent 
with respect to the modular group is that (‘, “,) be equivalent to ($” i) for 
an integer h and a divisor K of Y such that m is divisible by the square of k. 
A necessary and sufficient condition that (‘, 8) and (i “,)(i ~:)(i ;)(I: 0’) be 
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equivalent with respect to the modular group is that (: $) be equivalent to 
(‘h” t) for an integer h and a divisor k of r such that m is divisible by the square 
of r/gcd(k, h + r/k). A necessary and sufficient condition that (‘, $) and 
G 3c: lx x 3 b e equivalent with respect to the modular group is 
that (‘, $) be equivalent to ( r/,” 2) for an integer h and a divisor k of r such that 
rn is divisible by the square of r/gcd(h, k). A compact Riemann surface is 
obtained on adding vertices to the faces of symmetric components and identi- 
fying points with respect to F(r). 
The group I’(r) is generated by the positive elements it contains. When Y 
is a prime, F(r) is generated by (‘, y) and the matrices (,,“-r l) where 
0 < h < r, 0 < k < r, and hk - 1 is divisible by r. Note that 
i 10 Ii h 1 h 1 
Y 1 hk-1 k = h(k+r)-1 1 i ) k+r ’ 
i hk” 1 3 ir' ;) = i(h +";'- 1 :, ’ 
i hk-1 h k 1 )i hk-1 -k -h 1 ) = i -1 0 -1. 0 1 
The identity 
i h, - 1 Ii h, - 1 )i h, - 1 1 = h,k, 1 k, h,k, 1 k, h3k3 1 k, i -1 0 -1 0 ) 
holds when h, + k, = 1, h, + k, = 1, and h, + k, = 1. The identity 
i h,klll 1 b,) ih,k,hz 1 :,, ih,k,h” 1 t, = (:, :, 
holds when h, + k, = -1, h, + k, = -1, and h3+ k, = -1. The 
subgroup of I’(r) consisting of matrices whose diagonal entries are congruent 
to one modulo r is generated by the matrices 
i 4 - h,k, 1 1 Ii h, - k, h,k, 1 1 Ii k, 1 - k, h,k, -1 1 h, 
where 0 < hi < r and 0 < ki < r for every i = 1, 2, 3, h,k, - 1 is divisible 
by r for every i, and h, - h,h, is divisible by r. A homomorphism of I’(r) 
into the square roots of unity which is one for (i i) and (‘, ;) has the same 
value for every element of I’(r) whose diagonal entries are congruent to one 
modulo r. 
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The Petersson norm of an automorphic formF(z) of order v with respect 
to F(r) is defined by 
z ' VP(r) //~(q =j j,,,, IF(z)/~ (in - iz)v-l dx4 
where integration is over a fundamental region for r(r). The integral does 
not depend on the choice of fundamental region. The set Y’,(Y) of automorphic 
forms of order v with respect to F(r) which have finite Petersson norm is a 
finite dimensional Hilbert space in the Petersson norm. The space Y’,(Y) is 
contained isometrically in the space g”(s) when r is a divisor of s. If F(z) 
is in P”(Y), its orthogonal projection in .Y’,( 1) is given by 
P(Y) GM = c (Cz +&l+” qg-g) 
where summation is over all r( Y e )- q uivalence classes of elements (“, i) of the 
modular group, the representatives being chosen with signature one. 
If F(z) is a modular form of order V, then so is the function 
G(z) = (i/.++” F(- l/z). 
The argument of i/z is chosen so that -42 < arg(i/z) < 7rj2. The trans- 
formation F(z) -+ G(z) so defined is its own inverse and is isometric in the 
Petersson norm. A self-reciprocal form is an eigenfunction for the eigenvalue 
one. A skew-reciprocal form is an eigenfunction for the eigenvalue minus 
one. The space g”(l) h as an orthogonal decomposition into self-reciprocal and 
skew-reciprocal forms. If F(z) is a modular form of order V, then so is the 
function 
W=( 
-*-$i$/j l+V 
--z ) F(-;l). 
The argument of exp(zi/3)/ .a is chosen so that -2n/3 < arg[exp(rri/3)/z] < 
~13. The form G(x) is self-reciprocal if F(z) is self-reciprocal, skew-reciprocal 
if F(z) is skew-reciprocal. The transformation F(x) --f G(z) so defined is 
isometric in the Petersson norm. Since its third power is the identity matrix, 
%9”(l) is the orthogonal sum of eigenfunctions of the transformation for 
eigenvalues which are cube roots of unity. Each eigenfunction is the ortho- 
gonal sum of a self-reciprocal and a skew-reciprocal eigenfunction for the 
same eigenvalue. 
Let p be a number such that v - p is an odd integer. A modular form F(z) 
of order v is said to be of signature p if the identity 
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holds for every element (“, i) of the modular group. The argument of 
l/(Cz + 0 St& 3 needs to be specified when (“, i) does not have signature 
one. A choice of argument has already been made when (“, i) is (“, -3 or 
(1: i). It is determined implicitly for other elements of the modular group 
so that the identity 
+ arg 1 (C2z1+ DJSgn (“c,z ij/ 
holds whenever 
This rule gives the inequalities 
(n - m - 6) 46 < w.3 ( 1 : i 1 < (n - m) 7r/6 
for a positive element (c o A “) of the modular group which contains m factors 
of (i t) and n factors of (i $. 
An automorphic form F(x) of order v with respect to F(Y) is said to be of 
signature p if the identity 
F(z) = (Cz ; D)l+y ‘gnu (: 3F(As, 
holds for every element (c o A “) of r(r). Let gVp(r) be the set of automorphic 
forms of order v and signature ~1 with respect to I’(r) which have finite 
Petersson norm. The spaces p”u(r), v - /1 = - 1, 3, 5,7,9, 13 are orthogonal 
subspaces of g”(r) which span the space when r = 1. If v is rational, let K 
be the least positive integer such that KP is an integer and let d be the greatest 
common divisor of KP and 12. If F( z is in YVu(r), its Fourier series expansion ) 
in the upper half-plane is of the form 
F(z) = 5 &f(n) exp[2?rinz/(l2#] 
T&=1 
where f(n) = 0 whenever tl - q/d is not divisible by 12~/d. 
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Fundamental examples of modular forms are 
T(Z) = exp(?riz/l2) fi [l - exp(2+2z)], 
9l=l 
293 
which is of order -3 and signature 4, 
p(z) = 1 + 240 2 n3 exp(2?rinz)/[l 
+=I 
which is of order 3 and signature 0, and 
u(z) = 1 - 504 C n5 exp(2&z)/[l 
?i=l 
exp( 2z+zz)], 
exp(2tiffz)], 
which is of order 5 and signature 0. They satisfy the identity 
p(z)3 - u(z)” = 1728+)24. 
Define the logarithm of T(Z) continuously in the upper half-plane so as to 
be real on the imaginary axis. A nonzero element of g:+‘(l) is given by 
&r)2+2y. The space gVu( 1) contains a nonzero element only when the number 
p defined by 1 + v - p = 4ar + 6/? with a equal to 0, 1, or 2 and fl equal to 
0 or 1 is positive. Its dimension is then one more than the greatest integer 
which is less than p/12. 
Assume that v is rational and that K is the least positive integer such that 
I+ is an integer. Let T be an integer, r - 1 positive and divisible by K, which 
is relatively prime to 12/d where d is the greatest common divisor of Kp and 12. 
If F(x) is an automorphic form of order v with respect to I’(Y), then so is the 
function 
G(z) = y(l+v)P (&,“‘j? (+) . 
The argument of --iz is taken so that --~/2 < arg(-iz) < r/2. The trans- 
formation F(z) -+ G(z) so defined is isometric in the Petersson norm. Since 
it is its own inverse, it is also self-adjoint in the Petersson norm. If F(z) is of 
signature JL, then G(z) satisfies the identity 
for every element (“, g) of f(r), where xr is a homomorphism of F(Y) into the 
(Y - 1)st roots of unity which has value one for (,’ i). Let n be an integer which 
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is divisible by four if r is even and which is divisible by three if r is divisible 
by three. If ($ ,“) is a positive element of F(r), then 
A B 
“” C D ( ) 
= exp[?rin(ra - r6 + c - d)/(6r - 6)] 
where a and c are the number of factors of (i :) and b and d are the number 
of factors of (i “,) in (“, i) and (6 “/). The identity 
holds for every element ( < g) of r(r). The identity 
xm (“, ;, = xrn (p, T) 
holds when r(n + 1) is divisible by twelve. The identity 
“” ( 
h 1 
hk - 1 k 1 
= exp[inhk(3 - h - k)/(6r - 6)] 
holds when r = hk - 1 for positive integers h and k. If x’,“+’ is not identically 
one on F(r), G(z) is not an automorphic form with respect to r(r). 
The identity 
cm-1)/k 
XTS 
holds for every element (“, ,“) of F(rs) if k is a common divisor of Y - 1 and 
s - 1. If r is a prime such that r - 1 or r + 1 is divisible by eight, then 
xrP1”’ is identically one on I’(r). If r is a prime such that r - 3 or r + 3 is 
divisible by eight, then X:-~“~ is equal to one on matrices whose diagonal 
entries are quadratic residues modulo Y, and is equal to minus one otherwise. 
The identity 
(rs-1)/z A B 
XT8 
i 1 C D 
holds for every element (“, i) of I’(n) when rs is odd. 
Assume that p is rational, that K is the least positive integer such that Kp 
is an integer, and that d is the greatest common divisor of Kp and 12K. A 
transformation II(r) of 9”~(1) into PL”( 1) is defined when r is a positive 
integer relatively prime to 12/d such that rp - TV is an integer and x?‘ is 
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identically one on r(r). If A(r) :F(x) --+ G(z), then G(z) is the orthogonal 
projection of 
,cl+d/2qrz) = jlf”-urU+v~,2 (377 (3 
in S;@(l). The adjoint of the transformation A(r) : PVU(l) + P?(l) is 
+--IL times the transformation A(r) : PLP(l) + PVU(l). If F(z) is in YVu(l) 
and if A(r) : F(z) + G(z), then 
where summation is over all r(l)- e q uivalence classes of elements (“, i) of 
T(Y) of determinant r whose entries have no nontrivial common factor. The 
expression 
A B 
(Cz .,’ D)l+” sgn“ C D i 1 
is taken to be one whenever (“, i) is a diagonal matrix whose lower right 
entry is one. The expression is otherwise defined in the unique way such that 
the identity 
A B 
(cx j!D)‘+” sgnu C D i 1 
= [C,(A,z+ B,),(C2: + D,) + D,]l+” sgnu C: i” “1 D: 
’ (C,z : D2)1+y Sgnu” C; D; i” “1
holds whenever 
if! 3 = i”c: ii:, i:: Ej 
with at least one factor in the modular group, (T being the determinant of the 
left factor. Note that if h, K, and n are integers which have no nontrivial 
common factor, there exist integers P, Q, R, and S such that 
and such that 
PSk-QRh- RSn = 1 
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Assume that p is an integer and that r is relatively prime to 12/d where d 
is the greatest common divisor of p and twelve. The Hecke operator d(r) is 
defined by 
d(r) = c i”l”-p(r/k2) fl(r/k2). 
kxI+ 
The adjoint of the transformation d(r) : &PV@(l) -+ PrP(l) is Cu-u times the 
transformation d(r) : Pi”( 1) + PVU(l). If F(z) is in .9”“(l) and if 
d(r) : F(z) + G(x), then 
,HT(~) = c i 
klr h-1 
r ;;I;‘” ikU-UF ( “” +K lUld) . 
If 
F(z) = f &y(n) exp[2tinz/(l2/d)] 
n=1 
and 
G(z) = ‘f &g(n) exp[2?rinz/( 12/d)], 
n=1 
then f(n) = 0 when n - 12p/d is not divisible by 12/d, g(n) = 0 when 
n - 12+/d is not divisible by 12/d, and 
for every n. 
The coefficients of 
rlc4 2+2v = &r.(n) exp[( 1 + V) 7&z/6] 
are obtained from Euler’s identities 
and 
T(Z) = E (- l)n exp[(6n + 1)” Az/12] 
-co 
q(z)3 = z (- 1)” n exp[(2n + 1)2 ~fiz/4] 
--m 
when v is equal to 0, 1, 2, or 3. When v = 0, r,(n) is the sum of (-l)b over 
all pairs of integers a and b, a - b odd, a + 1 and b divisible by three, 
such that n = a2 + b2. When Y = 1, r”(n) is one-third the sum of (- 1)” a over 
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all pairs of integers a and b, b odd, a + 1 divisible by three, such that 
n = a2 + 3ab + 3b2. When v = 2, r,(n) is one-half the sum of b2 - a2 over 
all pairs of integers a and b, a even and b odd, such that n = u2 + b2. When 
v = 3, r,(n) is one-sixth the sum of u3 over all pairs of integers a and b, 
a + 1 divisible by three, such that n = u2 + 3ub + 3b2. 
A conjecture of Ramanujan states that the bound of the Hecke operator 
d(r) : LY”U(1) +.3-y(l) is never more than t/T d(r), where d(r) is the number 
of divisors of r. The estimate clearly holds when v = 0. An inductive 
argument [l] can be used to verify the conjecture for integer values of V. The 
proof depends on a tensor product construction for Hilbert spaces of auto- 
morphic forms. A related construction for spaces of square summable power 
series is fundamental in the theory of the hypergeometric function. 
Let a, h, and c be numbers such that the coefficients of Gauss’s series 
F(u, b; c; z) = 1 + $z + 4a+l)@+ 1) ,$ + ... 
2!c(c + 1) 
are all positive. The corresponding Hilbert space %?(a, b; c; z) is the set of 
power series f(z) = a, + u,z + u2zs + ... with complex coefficients such 
that 
l!c 2!c(c + 1) 
llf(~)ll” = I a0 !2 + Jy I a, I2 + u(u+ 1) b(b + 1) j u2 12 + *-a < co. 
The elements of the space are convergent power series in the unit disk. The 
series F(u, b; c; ZW) belongs to the space for every number w, / w / < 1, 
and the identity 
f(w) = (f(Z), F(a, b; c; z@)> 
holds for every element f(z) of the space. The space is of interest for its 
relation to certain first-order differential operators. 
The space ‘%?(a, 6; c; z) is now used when the coefficients a, 6, and c are 
positive. The identity 
<fW> %+4> = (~f’(4, &+a 
holds for all elements f(z) and g(z) of the space such that zf’(z) and zg’(z) 
belong to the space. The identity 
W(4, ~2g’(4 + ag(-+ = UM g(4) 
holds for every element f(z) of ‘Z(u, b; c; z) such that f’(z) belongs to 
%‘(u,b+ l;c+ 1;~) and for every element g(z) of V(u,b+ l;c+ 1;~) 
such that z2g’(z) + ug(a) belongs to %‘(a, b; c; z). The inner product on the 
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left is taken in %?(u, b; c; a) and the one on the right is taken in 
%?(a, b + 1; c + 1; a). The identity 
holds for every element f(x) of %(a, b; c; a) such that xf’(z) + Z$(z) belongs 
to %(a, b + 1; c + I ; a) and for every element g(z) of %(a, b + 1; c + 1; a) 
such that xg’(z) + cg(z) belongs to %?(a, 6; c; a). 
Of great significance in the hypergeometric function theory is the fact 
that the space V(a, b; c; a) admits a second inner product which is well- 
behaved with respect to some of the same operators. Assume that a + b > c. 
The new inner product on V(u, b; c; a) corresponds to the integral 
s 1 J(t) f(t) t+l(l - t)a+b-c-l dt 
which is absolutely convergent for all elements f(a) and g(z) of the space. 
The identity 
I :f(t) [- t(1 - t)g’(t) + u&t) - cg(t)] tc-l(1 - t)a+b-c-l dt 
= 
s 
’ [(l - t)f’(t) - bf(t)]g(t) tc-I(1 - t)a+b--c-r dt 
0 
holds for every element f(z) of %?(a, b; c; a) such that (1 - a)f’(z) - bf(z) 
belongs to %?(a, b + 1; c + 1; z) and every element g(a) of %?(a, b + 1; c + 1; a) 
such that --a(1 - z)g’(z) + uzg(z) - cg(z) belongs to %?(a, b; c; a). Hyper- 
geometric series appear in the eigenfunction expansions for these differential 
operators. The identities 
(1 - a)$ [(l - Z)“F(U + S, b + s; c; x)] - a( 1 - a>” F(u + s, b + s; c; a) 
= (1 - .qF(u + S, b + 1 + s; c + 1; z) (u + s - c) (b + s)/c 
and 
-x(1 -a)-& -.az)sF(u+s,b+l +s;c+l;a)] 
+ az(l - zpqu + s, b + 1 + s; c + 1; z) 
- c(1 - Z)sF(U + s, b + 1 + s; c + 1; a) 
= - c(1 - xYF(u + s, b + 1; c; a) 
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hold formally for every complex number s if (1 - z)~ is defined to be 
F(--s, 1; I ; z). Note that the formal expansion 
(1 - X)“F(U + S, b + s; c; x) = 1 + q-1, c - a - S, b + s; c, 6; 1) bz;/l! 
+ q-2, c - a - s, b + s; c, b; 1) b(b + I) 22/2! + .‘. 
is valid where 
F(u, b, c; d, e; z) = I + $ z + 4 + 1) w + 1) 4 i-1) .$ + . . . 
2!d(d + 1) e(e + 1) 
is a generalized hypergeometric series. 
A general theory of eigenfunction expansions is contained in the theory [2] 
of Hilbert spaces whose elements are entire functions and which have these 
properties: 
(HI) Whenever F(z) is in the space and has a nonreal zero w, the 
function F(z)(z - w)/(z - w) is in the space and has the same norm as F(z). 
(H2) For every nonreal number w, the linear functional defined on the 
space by F(z) + F(W) is continuous. 
(H3) The function F*(x) = P(Z) belongs to the space whenever F(x) 
belongs to the space and it always has the same norm as F(x). 
There are three main families of such spaces associated with hypergeometric 
series, called Gauss, Kummer, and Jacobi spaces for their relation to the 
history of special functions. The Gauss spaces are derived from the represen- 
tation theory for the group of two-by-two matrices with real entries and 
determinant one. The Kummer spaces are a limiting case of the Gauss spaces 
in which the relevant group consists of the rigid motions of the complex 
plane. The Jacobi spaces are an analogue of the Gauss spaces for the group 
of two-by-two unitary matrices. 
There also exist finite dimensional examples of Hilbert spaces of entire 
functions which are related to the hypergeometric series. Many of these are 
known from the classical theory of orthogonal polynomials. The axiomatic 
study of such spaces leads to generalizations. One which is now relevant is the 
theory of orthogonal polynomials corresponding to the norm defined by 
%4 r(b) W I! WI2 
r (” + ; - c - it) r ( b+c--a 2 - it) 
xl- 
i 
u+c-b 
2 -it 
i 
r(& - it) T(- it) 
2 
dt 
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where a, b, and c are given positive numbers. It is used only for even poly- 
nomials. Let H be the operator on even polynomials defined by 
H : F(z) + G(z) if 
2izG(z) = (” + ; - ’ + iz) (” + ; - a + iz) (” + ; - b + iz) 
x [F(x - i) - F(z)]/( 1 + 2iz) 
- 
( 
u+b-c-iz b+c--a 
2 I( 2 
- iz 
H 
a+c--b_iz 
2 1 
x [F(z + i) - F(z)]/(l - 2iz). 
A straightforward use of Cauchy’s formula will show that the identity 
(HF, G) = (F, HG) holds for all even polynomials F(x) and G(z). Since 
c(c + 1) **a (c + n - 1) 
@A4 = b(b + 1) -a - (b + n - 1) 
xF -n, 
( 
a+c--b -ix a+c---b 
2 ‘2 
+ ix; c, b; 1 
1 
is an eigenfunction of H for the eigenvalue n, Qn(z) is orthogonal to Q&z) 
when k # n. Since 
[ ( x2 + 
zl+c--a2 
2 )I Q,(z) = - n(n + c - 1) @+.r(z) 
+ [2n2 + n(b + c - a - 1) + bc] On(z) 
- (n + 4 (n + 4 @n+l(4, 
the norms of the orthogonal polynomials are given by 
n!c(c + 1) *** (c + n - 1) 
11 @TM2 = u(u + 1) . . . (u + n _ 1) b(b + 1) . . . (0 + n _ 1) 11 @&)l12 
where Qo(z) = 1 has norm one. 
For each polynomialf(z) = C U,P in V(u, Zr; c; z), define a corresponding 
even polynomial F(z) by F(z) = C u,,@,(z). The identity IIf(x = IIF( 
holds for every polynomial f(z). The identity 
r(f)~(at~-c-~iw)~(u’~-c+iw)F(w) 
=T(u)I’(b)~~f(t)F(b+,-u-iw,6+~-u+iw,c;~) 
x P-I(1 - t)a-c-l dt 
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holds for every polynomialf(z) by the Gauss expansion, Problem 252 of [2]. 
It follows that the inequality 
r(u) r(b) j: If( +(l - t)a+b-c-l dt < T(c) r (” + ; - ‘1’ /lf(z)ii” 
holds for every element f(z) of %‘(a, 6; c; z) if a < b + c, b < c + a, and 
c < a + b. This inequality generalizes an inequality giving the bound of the 
Hilbert matrix [2]. 
The space %‘(a, b; c; .z) is of particular interest when b = c since it is then 
independent of these parameters. The space U( 1 + v, 1; 1; z) is related to the 
space of modular forms of order v which have finite Petersson norm. Let v and 
u be given numbers, v > -1 and u > -1. The space %?(I + v, 1; 1; z) @ 
59(1 + v, I ; 1; s)- is the set of power seriesf(z) = C u,,.z~??? such that 
Ilf(W = C t1 
m! I 
+v)(2+v).**(m+v)(l +~)(2+n;)...(II+~)‘“~~i2 
The series f(z) g(z) belongs to the product space whenever f(z) belongs to 
U( 1 + v, 1; 1; z) and g(x) belongs to U( 1 + 0, 1; 1; z). The finite linear 
combinations of such products are dense in the product space. The identity 
llfMiT~~)lI = l!fM lld4 
holds whenever f(z) is in U( 1 + v,l;l;x)andg(z)isinV(l +a,l;l;x).If 
f(z) = C a,,,~~%~ is in the product space, the series 2 u,,wman converges 
in the unit disk. The series (1 - ZW)-l-“( 1 - .%w)---~ belongs to the product 
space when I w j < 1. The identity 
f(w) = (f(Z), (1 - zw)-l-“( 1 - .SYw)-i-~) 
holds for every element f(z) of the product space. Two elements f(z) and 
g(z) of the product space are identical iff(w) = g(w) for j w / < 1. For each 
r = 0, 1, 2 ,...) the transformationf(z) -+ z’~(zz) takes 
%(l + v, 1 + u + r; 1 + r; x) 
into V(1 + v, 1; 1; z) @ V(1 + u, 1; 1; 2)). The identity 
holds for every element f(z) of %‘(I + v, 1 + c + r; 1 + r; z). 
40913512-j 
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If v > - 1 and iff(z) belongs to V(1 + V, 1; 1; z), then 
is a nondecreasing function of r, 0 < r < 1, and 
The identity can be written 
TT Ilf(z)llz = v j’“j’ (1 - lr2)y-l if(reie)j2 r dr d0 
0 0 
when v > 0. If v > -1 and u > -1 and iff(z) belongs to 
V(1 + V, 1 + (T + r; 1 + r; z) for some r = 0, 1, 2 ,..., 
then the identity 
SI lZl<l 
1 z’f(zz)l” (1 - XZ)V+~ dx dy = CT 
s 
’ o If( ~(1 - t)v+~ dt 
holds for the corresponding element z’~(zz) of V(1 + v, 1; 1; z) @ 
%7( 1 + u, 1; 1; z)-. The inequality 
2Va SjlZl<l lf(z)l” (I - ZZ)“+‘= dx dy < 41 + v + 0) Il.f(z)ll” 
holds for every element f(x) of %7( 1 + V, 1; 1; x) @ %( 1 + U, 1; 1; s)- when 
-l<v-u<landv+u>----1. 
These results can be restated for functions analytic in the upper half-plane. 
The Hardy space 3” is the set of functions F(z), analytic in the upper half- 
plane, of the form 
F(4 = jr tiv exp(ixt)f(t) dt 
with 
llW412 = jm If( dt < ~0. 
0 
The function r(l + v)(i~ - k~)-~-~ belongs to the space when w is in the 
upper half-plane, and the identity 
F(w) = (F(z), r(1 + v)(z?i? - iz)-1-y) 
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holds for every element F(z) of the space. The transformation 
is an isometry of %Y( 1 + V, 1; 1; .a) onto ~3” . The identity 
d(v) j/ F(z)~/~ = j j / F(z)/” (iz - ;.z),-~ dx dy 
Y>O 
holds for every element F(z) of 9” when v > 0. The inequality 
s p I IT(i (t* - l),i2 [(t + l)/(t - l)]’ dt < T(& + $ v)” I/ F(t)lj* 1 
holds for every element F(x) of ~3” . 
The tensor product space 59” @ 9,,- is defined so that the function 
F(z) G(z) belongs to the space whenever F(z) belongs to 9” and G(z) belongs 
to LB0 , so that the identity l/F(z) G(z)11 = ~jF(z)!j j/ G(z)/] holds for all such 
products, and so that the finite linear combinations of such products are 
dense in the space. The transformation 
f(z) --f $P(l + V) -\/P(l + o)J (+$ (&J+’ (&JiO 
is an isometry of ??(I + V, 1; 1; z) @ V(1 + (5, I; 1; z)- onto 9’, @ LJJC-. 
The function 
q 1 + V) r( 1 + u&S7 - ix)-‘-~(~z - iw)-i-0 
belongs to 23” @ go- when w is in the upper half-plane, and the identity 
F(w) = (F(z), r(1 + V) r(l + “)(z% - iz)-r-“(iz - iw))-“) 
holds for every element F(z) of the space. The inequality 
1s I F(z)/* (2 - i~)y+~ dx dy < (42) (1 + v f u) I’(v) T(u) [I F(z)~/~ Y>O 
holds for every element F(z) of the space when --I < v + u < 1 and 
Y + u > - 1. It follows that the inequality 
2a 
IS 
I F(z) G(z)l* (G - i~)~+~ dx dy 
Y>O 
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holds for every element F(x) of BV and G(z) of gU when - 1 < Y - u < 1 
and v + o > -1. 
The inequality can be applied to modular forms. If F(z) belongs to P”(r) 
and if G(x) belongs to 97-i where y > 1, then F(x) G(z) belongs to 9”+, and 
$1 1 F(z) G(z)j2 (ir% - i~)Yf”-~ dx dy Y>O 
)I 2 (5 - iz)y+~-~ dx dy 
where Q(r) is a fundamental region for r(r) and summation is over the 
elements ($ ;) of F(r) of signature one. The identity is interesting when 
G(z) = (z% - kz)-’ with w in the upper half-plane since 
(Cz : D)v 
(ia - igg’ I2 
Since 
(Y - 1) jj 
(2 - iz)’ (iti - iw)’ dx dy 
Y>O 1 z -zap (i$j - iz)2 = n’ 
the norm of F(z) in P’,(Y) is given by an average 
= (y - 1) F(v + r) jjo,, [I F(z) (it% - iz)-” II2 (i~ - iw)v-2 du dw 
of the norms of F(z)(& - iz)+ in .9V+v . 
If F(z) is in P”(Y) and G(z) is in PO(y), then F(z)(iti - iz)-a belongs to 
9 v+a nd G(z)(z% - k-6 belongs to BO+a when w is in the upper half-plane, 
o! > 1, and /3 > 1. The inequality 
2~ jj,,, j F(z) G(z) (ia - iz)+-B I2 (i% - iz)Y+“+a+6 dx dy 
< (1 + v + o + 01 + /3) 1s ( F(z) (i@ - iz)-” I2 (i% - iz)v+“-l dx dy 
%I>0 
x IS 21,0 1 G(z) (it% - iz)-8 12 (is - iz)o+S-1 dx dy 
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holdsif-l <~+a---u-fl<l.Itfollowsthat 
4~4~) I/ F(4 G(%+v+, 
< (a + B - 1) (1 + v + 0 + c-d + B) jj,,, 
X 
IS 
1 F(x) (ia - ix)-* j2 (is - i.~)~+~-~ dx dy ?/>. 
x 
SI 
IJ>oi G(x)(iw- ix)-fil”(i%- ) ix 0+6--l dx dy (ia - iw)a+B-2 du dv 
where G(r) is a fundamental region for F(r). The inequality can be written 
4srp(y) II F(4 Wl?+v+o 
< (a $ B - 1) (1 + ” + (7 + a+ 8) c jjG,, 
( 
. As + B -a 2 
aCaii,D -” 1 i (iz - iz)Y+ol-l dx dy 
( 
.Aa+B 
’ Cm + D - ix 
(i,% - iz)o+@-l dx dy 
x (ia - iwy+fi-2 du dv. 
The integral representation 
ss 
(x - Xp (w - a>” (z - w)6 (ii - A)6 (w - iip (x - 2)” dx dy 
l/>o(x - W)” (w - Xp (.% - A)6 (X - w)~ (w - 5)’ (x - ;iy (22 - iz)2 
=2-l-F 
( 
w--x x--cc 
Y-1 
% 8; y; - -~ w-i5 x-x 1 
of the hypergeometric function holds when h and w are in the upper half- 
plane if Re y > 1. The arguments of 
(x - X) (w - w) (5 - w) (A - A) (w - X) (x - 2) 
(x -7q(w 4) (Z - A) (X - w) ’ (w-z)(x-Ax) 
are chosen with absolute value less than 7r. It follows that the inequality 
x 1 G(w)12 (i% - iw)o--l du dv 1 F(z)12 (iz - iz)v-l dx dy 
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holds for every element F(x) of P”(r) and G(z) of PO(y) when a: > 1, B > 1, 
and - 1 < v + 01- 0 - p < 1. Summation is over the elements (“, i) 
of F(r) of signature one, and Q(r) is a fundamental region for r(r). The 
inequality is used with summation over the elements of the modular group 
of signature one. 
If 01, /3, and y are given numbers, neither 01 nor /3 a nonpositive integer, 
such that LX+ 6 = y and y 3 1, let ~(cc, p; y; z) be the unique Hilbert 
space of functions defined in the upper half-plane such that the expression 
(ia - iw)“+@-r ) r(a)r(p) 12 
(iii? - iz)” (i.2 - iwy F (a, p; y; s S) 
belongs to the space as a function of z when w is in the upper half-plane and 
such that the identity 
holds for every element F(z) of the space. The existence of such a space 
follows from the integral representation of the hypergeometric series. The 
transformation 
is an isometry of the space onto itself whenever (“, i) is a matrix with real 
entries and determinant one. The elements of the space are analytic in the 
real variables x and y, z = x + iy. When Q + p = 0 and y = 1, there 
exists an isometric transformation F(z) + G(z) of S(CL + 1, /3; y; z) onto 
$(a, p + 1; y; z) such that 
(x - z) g + /3F(z) = P(z) 
and 
(z - Y)E + aG(z) = aF(z). 
The space F(cx, /?; y; x) is now used only when 01 and i3 are equal and 
positive and y > 2. When (Y > 1, 
where 
w2 -F 
w4 ( 
a, a; 201; 
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It follows that the series 
CF( a!, a; 201; -~AAz+B-C,zii-DDw/2 / x - x I I w - a 1 
converges when z and w are in the upper half-plane. Summation is over the 
elements (“, g) of the modular group of signature one. There exists a unique 
Hilbert space whose elements are functions defined in the upper half-plane 
such that the sum of the series belongs to the space as a function of z for 
every point w in the upper half-plane and such that the identity 
F@>) :z @), IF (a, a; za; - I Az + B - czw - ‘!?j) 
/z-Zu/!w--w: 
holds for every element F(z) of the space. The identity 
F(z) = F (sj 
holds for every element F(z) of the space if ($ i) is an element of the modular 
group of signature one. The elements of the space are analytic in the real 
variables x and y, z = x + iy, and determine analytic functions on the 
Riemann surface for the modular group. Assume that there exists a number 
~(a) such that the inequality 
IF(w)I < ~(a)llFll 
holds for every element F(z) of the space when w is in the upper half-plane. 
It follows that the inequality 
EFi 
a, a; 201; 
- / AZ + B - CZW - DW i2 
/z--zjlw--WI 1 
~ ~(~)” 
holds for all points z and w in the upper half-plane. A more complicated 
majorant than a constant is actually needed, as will be seen in a later paper on 
“Modular Expansions.” 
Assume that F(z) belongs to P”(Y) and that G(z) belongs to go(r) where 
- 1 < v - CT < 1. If (Y is a given number, 01 > 1, an estimate of the norm of 
F(z) G(x) in .Yl+v+o(~) is given by 
I! FM GC4l;+v+o d r2’+)2 (1 + v + (J + 24 p(y) llF@)ll: II W+/: . 
The estimate is used when F(z) = G(z) and v = CJ. Since the inequality 
It FM2” 11;n+2nv--1 < 2.rr2’442 (n + nv + 01 - &> p(r) I! F(4”lli+,,,-, 
holds for every positive integer n, the inequality 
l/F@)” ll:+nv--l < [45-2’+)2 p(y) (v + 01 + &)I” IIF(z)ll: 
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holds whenever n is a power of two. By the arbitrariness of n, the inequality 
1 F(w)12(ica - iw)l+” < 4dlc(a)2 p(r)(v + 01 + $)llF(x)ll; 
holds for every element F(z) of P”(r) when w is in the upper half-plane. 
The zeta function Z(S) associated with an element 
F(2) = 5 &f(n) exp[2nin2/( 12/d)] 
n=1 
of PV( 1) is defined by 
Z(s) = i f(n) n-+. 
924 
By the Ramanujan hypothesis, the expressionf(n)/d(n) is a bounded function 
of n. It follows that the sum is absolutely convergent in the half-plane 
Re s > 1. Since the gamma function has the representation 
T(s) = jr e-W’ dt 
in the half-plane Re s > 0, the zeta function has the representation 
(74fj-” l’(s + $ v) Z(s) = jr F(it) ts+tv-1 dt, 
where the integral is absolutely convergent in the complex plane and repre- 
sents an entire function of s. If 
q-q = (i/z)r+~F(-l/X), 
the entire function has real values on the line Re s = 8. 
If Y is a given nonnegative integer and if d is a given divisor of twelve such 
that v - d is odd, consider the subspace A? of 8,(l) spanned by the spaces 
PVu(l) such that the greatest common divisor of p and twelve is equal to d. 
If Y is relatively prime to 12/d, a ‘Hecke operator A(Y) : YVU(l) -+ P:@(l) 
has been defined for each such TV and so has a unique linear extension to A!. 
The operator is self-adjoint in A when d is even or when Y - 1 is divisible 
by four. Otherwise its adjoint is equal to minus itself. The identity 
d(YS) = d(Y) d(s) 
holds in A whenever Y and s are relatively prime. The identity 
Ll(YS) = c Ll(YS/k2) 
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holds when d is even or when all prime factors of Y and s are congruent to one 
modulo four. The identity 
rnh(T,d 
Ll(P’) Ll(P”) = c (- l)k L&Y’“-2”) 
L=O 
holds when d is odd and p is a prime such that p + 1 is divisible by four. It 
follows that the Hecke operators are a commuting family of normal operators 
in A?. Since 4 is finite dimensional, it admits an orthogonal basis whose 
elements are eigenfunctions of all the Hecke operators which are defined 
in the space. The eigenfunctions are unique within a constant factor. It is 
convenient to choose each eigenfunction F(z) so that the leading coefficient 
f(l) in its Fourier series expansion 
F(z) = f &y(n) exp[2Gnz/( 12/d)] 
714 
is equal to one. Thenf(n) = 0 when n is not relatively prime to 12/d, and 
F(z) is an eigenfunction of d(n) for the eigenvalue ind-d fif(n) when n is 
relatively prime to 12/d. The identity f(mn) = f(m)f(n) holds whenever m 
and n are relatively prime. If p is a prime which is not a divisor of 12/d, there 
exists a corresponding real number 0 such that the identity 
f(p”) = sin(0 + ne)/sin(ti) 
holds for every nonnegative integer n if p + 1 is not divisible by four, and 
such that the identity 
f(p”) = ind-d sin(0 + &)/sin(e) 
holds for every nonnegative integer n if p + 1 is divisible by four. The Euler 
product for the corresponding zeta function Z(s) is 
Z(s) = I-I [1 -f(p)p-” + ,-2sl-1 I-I [l -f(p) P+ -t (- lYf(P-2”)1-1. 
Each product is taken over primes which are not divisors of 12/d. The first 
product contains the primes p such that p + 1 is not divisible by four. The 
second product contains those such that p + 1 is divisible by four. The 
Euler product is absolutely convergent in the half-plane Re s > 1. It follows 
that Z(s) has no zeros in the half-plane. The same conclusion follows in the 
half-plane Re s < 0 since the entire function 
(rd/6)-” T(s + +v) Z(s) 
is real on the line Re s = 4. The effect of replacing s by 1 - s is to conjugate 
the function value. 
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The Riemann hypothesis is the conjecture that the zeros of Z(s) lie on the 
line Re s = 4. It would follow if Z(s) has no zeros in the half-plane Re s > 3. 
A related function which has no zeros in the half-plane is 
qo, $1 = Z(s) n 11 --f(P)P-sl 
since it admits a product representation which converges in the half-plane. 
The product is taken over the primes p which are not divisors of 12/d. For 
each positive integer r, let 
Z(r, 4 = Z(s) n [l -f(P) p-7 
where the product is taken over the primes p which are divisors of r but not 
of 12/d. Since every zero of Z(s) is a zero of Z(r, s), the Riemann hypothesis 
follows for Z(s) if it can be shown that Z(r, s) converges to Z(0, s) as r goes to 
zero in Euler’s sense: For any fixed s and any given positive number E, there 
exists a corresponding positive integer n such that 1 Z(0, s) - Z(r, s)I < E 
whenever r is divisible by 71. Since Z(Y, s) converges to Z(0, s) uniformly in 
any half-plane Re s > h where h > 1, it is sufficient to obtain a uniform 
bound for the functions Z(r, s) in any half-plane Re s > h where h > 3. 
Such an estimate is obtained from the integral representation 
of Z(Y, s) in terms of the element F(r, z) of 9”(r) defined inductively by 
W, 4 = F(z), by 
F(P~, 4 = W, 4 - P?~(P>W, ~4 
when p is a prime which does not divide r or 12/d, and by F(pr, z) = F(r, z) 
when p is a prime which divides r. Let x(n) be the function of positive integral 
n, n relatively prime to 12/d, such that the identity 
holds for every positive integer 12 which is relatively prime to 12/d. It follows 
from the identity 
that 
(n3(1+“‘F(~, 4, +)>v = x(4 II +)ll: 
11 F&r, z)# = 11 
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when p is a prime which does not divide r. Since F(r, z) is periodic of period 
12/d, the estimate 
i F(r, w)lz < exp[m(l + v + iw - &)/(12/d)](l + v)-l-” 
x 47r%(o1)2(v i- ci + $9) p(r) !I F(r, 2#“, 
holds when iz5 - iw 3 1 + V. It follows that 
i(rrd/6)ps r(s + 4~) Z(Y, s)12 < 4n-“~(a)~(v f a + 6) p(r)jlF(r, zz)Iif 
x {2-(rru)j2(1 + v)i iRes-*/(Re s - 4) 
+ exp(n + nv)(l + v)--1-v(nd/6)-Re8-‘” T(Re s + iv)). 
A difficulty is now encountered in proving the Riemann hypothesis 
because the expression p(r)11 F(Y, z)lit IS unbounded. At the present time there 
seems to be no way to make any significant improvement in the above 
estimates. 
Added in Proof. A gap appears in my proof of the Ramanujan hypothesis. The 
argument depends on an estimate of the Petersson norm in terms of a tensor product 
norm, which is possible in finite dimensional spaces. Hecke operators must, however, 
be considered in infinite dimensional spaces where such estimates do not hold. To 
correct this error, it would be necessary to define a new kind of tensor product space 
without using the bar and to supply an estimate showing that the spectra of Hecke 
operators are well-behaved in the passage from a tensor product to a Petersson norm. 
I do not now have such an estimation theory. 
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