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r
e
s
h
a
p
e is a very useful Stata command to convert cross-sectional time-series information and other forms of multilevel
data between a wide storage format (different measurements that belong to a common unit are stored in different variables for the
unit) and a long storage format (each measurement on each unit is stored as a separate observation). The current implementation
of
r
e
s
h
a
p
e suffers from some limitations. First, the number of “constant” (level 1) variables in
r
e
s
h
a
p
e is restricted to 10.
Second,
r
e
s
h
a
p
e assumes that the names of the variables that contain the related measurements in wide format follow a mask
“name
jnr”, in which nr takes integer values only.
The program
r
e
s
h
a
p
e
2 described in this insert seeks to eliminate these limitations, while remaining fully backward
compatible with
r
e
s
h
a
p
e. In fact,
r
e
s
h
a
p
e
2 is a fairly extensive rewrite of the code of
r
e
s
h
a
p
e. Thus, the keyword-based
syntax of
r
e
s
h
a
p
e
2 is maintained, even though I would have preferred a syntax that is consistent with the standard Stata
command syntax in which information is transferred via arguments (options). To increase the number of variables constant in
long format, the constant variables are split into unit-1 identiﬁcation variables speciﬁed via the new keyword
i
d, and other
“constant” variables. While each unit-1 observation should have unique values on the identiﬁcation variable(s), this is of course
not required for the constant variables. To allow for more general masks for the names of variables of related measurements,
the user should specify masks in which an
@ should be replaced by the group variable. Again for backward compatibility, if the
mask does not contain a
@, one is silently appended. The other modiﬁcations required only changes to the internal “logic” of
r
e
s
h
a
p
e.
Syntax
The syntax of
r
e
s
h
a
p
e
2 is
r
e
s
h
a
p
e
2
c
l
e
a
r
r
e
s
h
a
p
e
2
i
d varname
￿
varname
:
:
:
￿
r
e
s
h
a
p
e
2
c
o
n
s varname
￿
varname
:
:
:
￿
r
e
s
h
a
p
e
2
g
r
o
u
p
s groupvar #
￿
-#
￿
￿
#
￿
-#
￿
:
:
:
￿
￿
,
l
o
n
g
(string
)
s
t
r
i
n
g
￿
r
e
s
h
a
p
e
2
v
a
r
s maskname
￿
maskname
:
:
:
￿
r
e
s
h
a
p
e
2
f
w
i
d
e
j
l
o
n
g
g
r
e
s
h
a
p
e
2
q
u
e
r
y
Description
r
e
s
h
a
p
e
2 converts data from wide to long and vice-versa.
r
e
s
h
a
p
e
2 assumes that the names of variables for which there are related observations ﬁt masks (see keyword
v
a
r
s below) in
which the placeholder
@ is replaced by a set of values (see
g
r
o
u
p
s below) in wide format and by a single character in
long format (see the option
l
o
n
g for the
g
r
o
u
p
s keyword).
r
e
s
h
a
p
e
2
c
l
e
a
r clears the current deﬁnition elements.
r
e
s
h
a
p
e
2
i
d speciﬁes the case-identiﬁcation variable(s) (e.g., the respondent number). In wide format, the
i
d variable(s) should
strictly vary between observations. For compatibility with
r
e
s
h
a
p
e,i f
r
e
s
h
a
p
e
2
i
d is not speciﬁed, the
c
o
n
s variables
are used as identiﬁcation variables. The separation of
c
o
n
s variables into
i
d variables and “other”
c
o
n
s variables allows
r
e
s
h
a
p
e
2 to process data manipulation with many
c
o
n
s variables, whereas
r
e
s
h
a
p
e was limited to 10
c
o
n
s variables.
r
e
s
h
a
p
e
2
c
o
n
s identiﬁes the variable(s) that are “relatively” constant; that is, that do not change across related observations.
r
e
s
h
a
p
e
2
g
r
o
u
p
s names a single variable that will record the grouping variable along with the values it will assume. The
grouping variable is the variable that will be created when converting from wide to long and the values are the values it
will assume, separated by blanks. If the option
s
t
r
i
n
g is speciﬁed, the values are interpreted as strings. Otherwise, the
values should be positive integers, and the speciﬁcation of the group values may include numeric ranges.
r
e
s
h
a
p
e
2
v
a
r
s identiﬁes a list of masks, separated by white space, for each of the variable(s) for which there are related
observations. A mask should contain at most one place holder
@. If a mask does not contain a
@,a
@ is silently appended
to the mask. Actually, a keyword
m
a
s
k would better describe the function of this subcommand. For compatibility with
r
e
s
h
a
p
e,w eu s et h en a m e
v
a
r
s.Stata Technical Bulletin 3
r
e
s
h
a
p
e
2
l
o
n
g converts data to long format.
r
e
s
h
a
p
e
2
w
i
d
e converts to wide.
r
e
s
h
a
p
e
2
q
u
e
r
y displays the current deﬁnitions.
Example 1
Our ﬁrst example is the same as the one for
r
e
s
h
a
p
e in the Stata manual:
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r
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l
o
n
g (goes from left-form to right)
.
r
e
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p
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2
w
i
d
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Example 2: Three-level data
We now illustrate how
r
e
s
h
a
p
e
2 can be used for the manipulation of data that contains more than two levels. While the
current implementation of
r
e
s
h
a
p
e
2 does not support the description of 3-level data, two simple
r
e
s
h
a
p
e
2 steps will get the
job done. Suppose we have a data set on households, each of which has a male and female spouse, a number of children, and
for each household we have the variables
h
n
r (the number of the household),
h
c
i
t
y (the city where the household is located),
h
n
k
i
d
s (the number of children in the household),
m
e
d
u,
f
e
d
u (the education level of the male and female spouse, respectively),
m
i
n
c
9
0,
m
i
n
c
9
1 (the 1990 and 1991 income of the male spouse), and
f
i
n
c
9
0,
f
i
n
c
9
1 (the 1990 and 1991 income of the
female spouse). We will think of this arrangement of the data as in wide-wide format. Here is a simple data set consisting of
three observations:
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Now suppose we want to reshape the data set so that there is an observation for each of the spouses in each household
(“long-wide” format):
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Finally, we can reshape the data again so that there is an observation for each income for each spouse (“long-long” format):
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sbe15 Age-speciﬁc reference intervals for normally distributed data
Eileen Wright, Royal Postgraduate Medical School, UK, ewright@rpms.ac.uk
Patrick Royston, Royal Postgraduate Medical School, UK, proyston@rpms.ac.uk
Reference intervals (RIs) are routinely used in medicine to determine whether values are “normal” or “abnormal.” Values
lying outside the limits of the interval are classed as “abnormal.” The measurements of interest may be known to be dependent
on age; the limits of an age-speciﬁc RI are then deﬁned by curves. As an example, Figure 1 shows a 95% RI (i.e. the estimated
2.5th and 97.5th centile curves) and median for fetal biparietal diameter (a measurement of head size) by gestational age. The
biparietal diameter is a measurement of head size, in this case calculated between the proximal edges of the fetal skull at the
deep borders of the ultrasound beam. The data-set is available on the STB-38 disk in
b
p
d
.
d
t
a and is described in more detail
by Chitty et al. (1994).
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Figure 1. 95% RI and median for fetal biparietal diameter against gestational age.
Many measurements, particularly those of fetal size observed in ultrasound scans, are adequately modeled by a normal
distribution (Royston and Wright 1997a) conditional on age. Figure 1 was obtained with the software presented here (
x
r
i
g
l
s),
which ﬁnds suitable fractional polynomials (FPs) (see [R] fracpoly and Royston and Altman 1994) for the age-speciﬁc mean and
standard deviation (SD) curves. It uses an iterative procedure (generalized least squares or GLS) .T h ea n a l y s i si sa sf o l l o w s :
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s
x
r
i
g
l
s selects the best ﬁtting powers and the most appropriate degree of FP at each cycle of the GLS procedure. The
maximum degrees of freedom for the mean (
m)a n dSD (
s) are speciﬁed in the
f
p option. The signiﬁcance level used to determine
the most appropriate FP for each parameter is 0.05 by default but may be speciﬁed using the
a
l
p
h
a option. As well as plotting
the centiles and median superimposed on the raw data, the software creates variables which contain the estimated mean (
M
g
l
s),
SD (
S
g
l
s) and standard deviation or
Z scores (
Z
g
l
s). If the model is appropriate, the
Z scores are approximately normally
distributed with mean 0 and SD 1. Variables containing the 3rd and 97th (
C
3
g
l
s and
C
9
7
g
l
s) centiles are also created by
default. Different centiles may be chosen using the
c
e
n
t
i
l
e option (or using
c
e
n
t
c
a
l
c, see Wright and Royston 1996). The
d
e
t
a
i
l option displays the regression output for the ﬁnal estimated mean and SD curves and the details of the FP transformations
applied, allowing one to obtain the formula for the curves. For example, the above mean curve is
m
e
a
n
=
2
0
:
2
3
￿
1
0
:
0
2
￿
(
g
a
w
k
s
=
1
0
)
2
￿
7
:
0
3
5
￿
l
o
g
(
g
a
w
k
s
=
1
0
)
￿
(
g
a
w
k
s
=
1
0
)
2
The GLS algorithm alternates between estimating the mean and the standard deviation curves. Consider the measurement of
interest
Y and corresponding values of age
T. In the preliminary cycle (0), the mean is obtained from a least squares regression
of
Y on
T and the SD from a regression of the absolute residuals (see Altman 1993 and Wright and Royston 1996) on
T.I n
subsequent cycles the regression is weighted using the inverse square of the estimated SD curve from the previous cycle. Carroll
and Ruppert (1988) point out that it is unnecessary to iterate to convergence; about two cycles are sufﬁcient. In
x
r
i
g
l
s the
best-ﬁtting fractional polynomial is found by least squares at each step. Different best powers of
T may be selected at each
cycle of the procedure, but in practice the powers for the SD curve hardly vary from cycle to cycle and those for the mean curve
are stable after the ﬁrst weighted ﬁt (cycle 1).
The need to obtain a suitable model for the mean curve is perhaps obvious. However, sometimes the need to model the SD
curve is overlooked; a constant is assumed and estimated from the residuals of the mean ﬁt. This forces the estimated centile
curves to be parallel. However, failure to model heteroscedasticity (age-varying SD) will result in inaccurate estimates of the
centile curves, see Figure 2, which is produced by the following code:
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Figure 2. 95% RI and median where SD is an estimated constant.
Here the same FP powers
(2
;2
) have been used for the mean curve and a constant estimated for the SD. The gap between
the upper and lower centiles appears to be too wide at low ages. This is more clearly illustrated in a plot of the
Z scores (see
Figure 3) where the width of the spread of values should be approximately the same across gestational age, but is narrower at
low ages.
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Figure 3. Z scores plotted against gestational age.
In cases where the SD increases markedly with the mean, the coefﬁcient of variation (standard deviation divided by the
mean) may be much closer to a constant than the SD itself. Applying the
x
r
i
g
l
s command with the
c
v option and default
selection of the FP parts of the model produces the following output:
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Note that the same powers are chosen for the mean curve as before but the inverse square of gestational age is chosen to
model the CV. The deviance of this model (2984.91) is slightly lower than that when the SD is modeled (2988.32). Multiplying
the CV by its respective mean curve gives an estimate of the SD for this model. The two SD curves are plotted in Figure 4. The
new model has a lower SD at low and high gestational ages.
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Figure 4. SD estimated directly (full line) and SD estimated from CV (broken line).
However, the estimated 95% RIs for the two sets of results are almost identical (see Figure 5) and the original model, which is
slightly simpler, might be preferred.
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Figure 5. 95% RIs and medians for SD (full lines) and CV (broken lines) models.
The
Z scores from the model for the biparietal diameter data with powers
(2
;2
) for the mean and linear SD curve have
a
p-value of 0.26 from a test of normality (the Shapiro–Wilk
W test,
s
w
i
l
k). When approximate normality is not found, a
more complex model may be required. Using exponential transformations and Stata’s maximum likelihood
m
l routines,
x
r
i
m
l
(Wright and Royston 1996) ﬁts models which account for non-normal skewness and/or kurtosis in the data.
To gain an impression of the precision of the estimated centile curves, their standard errors may be calculated by the
s
e
option. Conﬁdence bands of
￿2
￿ standard error are a useful way of illustrating this information. Since the sample size for the
fetal biparietal diameter data-set is fairly large, the precision of the estimated centiles is quite high. This is shown in Figure 6
where the conﬁdence bands for the RI and median (see Figure 1) are given for gestational ages greater than 27 weeks.
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Figure 6. Conﬁdence limits for centiles of biparietal diameter when gestational age is greater than 27 weeks.
Technical note
The variables
M
g
l
s and
S
g
l
s created by
x
r
i
g
l
s are the estimated mean and SD curves. When the data are approximately
normally distributed, use of
x
r
i
m
l with the option
d
i
s
t
(
n
) gives very similar results to those obtained from
x
r
i
g
l
s.T h e
variables
M
m
l and
S
m
l, created by
x
r
i
m
l, are also the estimated mean and SD curves. However, when the exponential normal
or modulus-exponential normal distributions are selected in
x
r
i
m
l using the options
d
i
s
t
(
e
n
) or
d
i
s
t
(
m
e
n
) respectively,
M
m
l
and
S
m
l are then the estimated median and scale parameter curves (Wright and Royston 1997b).
Syntax of xrigls
x
r
i
g
l
s yvar xvar
￿
i
f exp
￿
￿
i
n range
￿
￿
, major options minor options
￿
The major options (most used options) are
a
l
p
h
a
(#
),
c
e
n
t
i
l
e
(# [# [# ...]]
)
c
v
d
e
t
a
i
l
f
p
(
m
:term
,
s
:term
)
and term is of the form powers #
j df #
The minor options (less used options), in alphabetic order, are
c
o
v
a
r
s
(
m
:mcovars
,
s
:scovars
)
c
y
c
l
e
s
(#
)
n
o
g
r
a
p
h
n
o
l
e
a
v
e
n
o
s
e
l
e
c
t
n
o
t
i
d
y
p
o
w
e
r
s
(powlist
)
r
o
p
t
s
(
m
:mopts
,
s
:sopts
)
s
a
v
i
n
g
(ﬁlename[
,
r
e
p
l
a
c
e]
)
s
e
Major options
a
l
p
h
a
(#
) speciﬁes the signiﬁcance level for testing between degrees of FP for the mean and SD curves. Default is 0.05.
c
e
n
t
i
l
e
(# [# [#
:
:
:]]
) deﬁnes the centiles of yvar
j xvar required. Default is 3 and 97 (i.e. a 94% reference interval).
c
v speciﬁes the
s curve to be modeled as a coefﬁcient of variation.
d
e
t
a
i
l displays the ﬁnal regression models for the mean and SD curves.
f
p
(
m
:term
,
s
:term
) speciﬁes fractional polynomial models in xvar for the mean and SD curves. term is of the form [powers]
# [#
:
:
:]
j df #. The phrase powers is optional. The powers should be separated by spaces, for example
f
p
(
m
:
p
o
w
e
r
s
0
1
,
s
:
p
o
w
e
r
s
2
).I fpowers or df are not given for any curve, the default is 4 df for the mean and 2 df for the SD.
# speciﬁes that the degrees of freedom for the best-ﬁtting FP model are to be at most # for the curve in question. The
best-ﬁtting powers are then determined from the data.
Minor options
c
o
v
a
r
s
(
m
:mcovars
,
s
:scovars
) includes mcovars (scovars) variables as predictors in the regression model for the mean (SD)
curves.
c
y
c
l
e
s
(#
) determines the number of ﬁtting cycles. The default value of # is 2: an initial (unweighted) ﬁt for the mean is
followed by an unweighted ﬁt of the absolute residuals; weights are calculated, and one weighted ﬁt for the mean, one
weighted ﬁt for the absolute residuals, and a ﬁnal weighted ﬁt for the mean are carried out.Stata Technical Bulletin 9
n
o
g
r
a
p
h suppresses a plot of yvar against xvar with ﬁtted values and reference limits superimposed. The default is to have the
graph.
n
o
l
e
a
v
e prevents the creation of new variables. The default (
l
e
a
v
e) causes new variables, appropriately labeled, containing
the estimated mean, SD and
Z scores for yvar, also the centiles speciﬁed in
c
e
n
t
i
l
e, to be created.
n
o
s
e
l
e
c
t speciﬁes that the degree of FP will be that speciﬁed in the
f
p option. The default is to select a lower order FP if the
likelihood ratio test has
p-value
<
a
l
p
h
a.
n
o
t
i
d
y preserves the variables created in the routine representing the fractional polynomial powers of the xvar used in the
analysis.
r
o
p
t
s
(
m
:mopts
,
s
:sopts
) determines the regression options for the mean and SD regression models. For example,
r
o
p
t
(
m
:
n
o
c
o
n
s
) suppresses the constant for the mean curve.
s
a
v
i
n
g
(ﬁlename [
,
r
e
p
l
a
c
e]
) saves the graph to a ﬁle (see
n
o
g
r
a
p
h).
s
e calculates the standard errors of the estimated centile curves.
Saved results
x
r
i
g
l
s saves in
S # macros:
S
1 deviance of ﬁnal model
S
2 powers in ﬁnal FP model for mean curve
S
3 powers in ﬁnal FP model for SD curve
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The command
m
e
t
a performs the statistical methods involved in a systematic review of a set of individual studies, reporting
the results in text and also optionally in a graph. Each of the individual studies is a comparison of the effect on the study
outcome of two exposure groups or, as is often the case in clinical trials, two treatment regimens.
Background
Given an estimate of treatment effect (for example a log odds ratio) and its standard error from a number of studies,
the statistical methods used to combine the evidence across studies are well known (see Carlin 1992, for example), and are
summarized below.
Suppose there are
k studies, each with
2 comparison groups of subjects. Let
￿
i denote the true treatment effect in trial
i,
^
￿
i the estimated treatment effect in trial
i,a n d
v
i the variance of the estimated treatment effect.10 Stata Technical Bulletin STB-38
Fixed-effects model
Under the assumption of a true treatment effect ﬁxed across all studies,
￿
i
=
￿, say, a minimum variance unbiased estimator
of
￿ is
^
￿
F
=
P
k
i
=
1
w
i
^
￿
i
P
k
i
=
1
w
i
where
w
i
=
1
=
v
i. The variance of
^
￿
F is
1
=
P
k
i
=
1
w
i.
Test for heterogeneity across studies
A test of the hypothesis
￿
i
=
￿ for all
i is a test for true differences between trials (i.e., heterogeneity). Under the null
hypothesis, the statistic
Q
=
P
k
i
=
1
w
i
(
^
￿
i
￿
^
￿
)
2 has a
￿
2
k
￿
1 distribution.
Random-effects model
One model to “allow” for heterogeneity between studies is
￿
i
￿
N
(
￿
;
￿
2
). The most commonly used estimator of the
between studies variance
￿
2 is a moment estimator put forward by DerSimonian and Laird (1986):
^
￿
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m
a
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2
6
6
6
6
4
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An overall random-effects estimate can then be calculated as
^
￿
R
=
P
k
i
=
1
w
￿
i
￿
i
P
k
i
=
1
w
￿
i
where
w
￿
i
=
1
=
(
v
i
+
^
￿
2
). The variance of
^
￿
R is
1
=
P
k
i
=
1
w
￿
i .
The heterogeneity between studies is reﬂected by an estimate
^
￿
R which is less precise (i.e., has greater variance) than the
corresponding estimate assuming no heterogeneity
^
￿
F.
Empirical Bayes estimates for each study
If the estimated between studies variance
^
￿
2 is nonzero, empirical Bayes estimates can be calculated for each study:
ebest
i
=
^
￿
i
v
i
+
^
￿
R
^
￿
2
1
v
i
+
1
^
￿
2
Empirical Bayes estimates are shrunk towards the overall random effects estimate by a factor which depends on the relative
magnitude of the estimated within and between study variances.
The variance of ebest
i is
^
￿
2
v
i
^
￿
2
+
v
i
+
￿
v
i
^
￿
2
+
v
i
￿
2
P
k
i
=
1
w
￿
i
Syntax
The command
m
e
t
a works on a dataset containing the estimated effect theta and its standard error setheta for each study.
The syntax is
m
e
t
a theta setheta
￿
i
f exp
￿
￿
i
n range
￿
￿
,
e
f
o
r
m
p
r
i
n
t
e
b
a
y
e
s
l
e
v
e
l
(#
)
g
r
a
p
h
(
f
j
r
j
e
)
i
d
(strvar
)
f
m
u
l
t
(#
)
b
o
x
y
s
c
a
(#
)
b
o
x
s
h
a
d
(#
)
c
l
i
n
e
l
t
r
u
n
c
(#
)
r
t
r
u
n
c
(#
) graph options
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By default, the output from the command contains the pooled estimate, lower and upper conﬁdence limits, and test of the
null hypothesis that the true pooled effect is 0, for each of the ﬁxed- and random-effects models. The result of the
￿
2 test of
no true differences between the study effects (no heterogeneity) and the DerSimonian and Laird estimator of between studies
variance are also reported.
Options for displaying results
e
f
o
r
m speciﬁes that all output, both default and estimates on the optional graph or in the optional print-out, are presented on
an exponential scale (i.e., the original estimates are exponentiated). If the
e
b
a
y
e
s option is invoked, the variable
e
b
e
s
t is
also on an exponential scale. This option is useful where the original estimates of effect are on a log scale, such as a log
odds ratio or log rate ratio.
p
r
i
n
t provides a listing of the weights used in the ﬁxed- and random-effects estimation, together with individual estimates
and conﬁdence intervals for each study. The individual study estimates are calculated from the raw data by default, or are
empirical Bayes estimates if the
e
b
a
y
e
s option is invoked.
e
b
a
y
e
s creates two new variables in the dataset:
e
b
e
s
t contains empirical Bayes estimates for each study, and
e
b
s
e the
corresponding standard errors. Any existing variables called
e
b
e
s
t or
e
b
s
e in the dataset are overwritten.
l
e
v
e
l
(#
) gives the level for the conﬁdence limits (default 95).
Options for graphing results
g
r
a
p
h
(
f
j
r
j
e
) produces a graph showing the estimates and conﬁdence intervals for each study, together with the combined
estimate and conﬁdence interval from the ﬁxed-effects model if
f is speciﬁed, and from the random-effects model if
r
is speciﬁed. The estimates are plotted with boxes; the area of each box is inversely proportional to the estimated effect’s
variance in that study, hence giving more visual prominence to studies where the effect is more precisely estimated. If
e is speciﬁed, the empirical Bayes estimates from each study are plotted, together with the combined estimate from the
random-effects model, and in this case the options
p
r
i
n
t and
e
b
a
y
e
s are automatically invoked.
i
d
(strvar
) supplies a string variable which is used to label the studies on the graph, and, if the
p
r
i
n
t option is invoked, in the
listing of individual weights and study estimates.
f
m
u
l
t
(#
) is a number greater than zero which can be used to scale the font size for the study labels. The font size is automatically
reduced if the maximum label length is greater than 8, or the number of studies is greater than 20. However it may be
possible to increase it somewhat over the default size.
b
o
x
y
s
c
a
(#
) provides a number between 0 and 1 which can be used to reduce the vertical length of the boxes. This is used
to make boxes square if a vertical magniﬁcation of more than 100 has been used to increase the length of the graph. The
default is 1.
b
o
x
s
h
a
d
(#
) provides an integer between 0 and 4 which gives the box shading (0 most, 4 no shading). The default is 0.
c
l
i
n
e asks that a vertical dotted line be drawn through the combined estimate.
l
t
r
u
n
c
(#
) truncates the left side of the graph at the number #. This is used to truncate very wide conﬁdence intervals. However,
# must be less than each of the individual study estimates.
r
t
r
u
n
c
(#
) truncates the right side of the graph at the number #, and must be greater than each of the individual study estimates.
graph options are any options allowed with
g
r
a
p
h
,
t
w
o
w
a
y other than
y
l
a
b
e
l
(
),
s
y
m
b
o
l
(
),
x
l
o
g,
y
t
i
c
k,a n d
g
a
p.
Example
Pre-eclampsia is a serious condition which can develop in the second half of pregnancy, affecting in total about 7% of
pregnancies. Untreated, it can lead to eclampsia, which may result in maternal or fetal death.
We illustrate the use of
m
e
t
a with data from 9 randomized clinical trials of the use of diuretics for various manifestations
of pre-eclampsia in pregnancy. An overview of these data was published by Collins, Yusef, and Peto (1985), and we focus on
the effect of diuretics on the risk of any pre-eclampsia.
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Before
m
e
t
a can be used, it is necessary ﬁrst to calculate the estimated effect, which in this case will be the log odds ratio,
and its standard error, for each study.
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The output, on an odds scale, shows that there is strong evidence of heterogeneity between the 9 trials, and taking into
account the additional variability between studies in a random-effects model, the odds ratio of pre-eclampsia comparing diuretics
with placebo is 0.596 (with 95% conﬁdence interval 0.400 to 0.889).
The
g
r
a
p
h
(
r
) option may be used to produce a graph showing the combined random-effects estimate.
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Alternatively, the
g
r
a
p
h
(
e
) option may be used to plot the empirical Bayes estimates, and a combined random-effects
estimate. This also invokes automatically the
p
r
i
n
t and
e
b
a
y
e
s options, hence listing the individual study weights and empirical
Bayes estimates, as well as creating variables
e
b
e
s
t and
e
b
s
e in the dataset.
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a
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.
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e
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s
e
f
l
o
a
t
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.
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-
-
-
-
-
-
-
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-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
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Individual or frequency records
m
e
t
a operates on data contained in frequency records, one record per study, as was the case in the example, and will be the
case with any data taken from published papers, often the source of data for a meta-analysis. If the data are in individual records,
one record per subject with a variable indicating to which study the subject belongs, as would be the case in an individual patient
data (IPD) meta-analysis, the records must ﬁrst be combined into frequency records before
m
e
t
a can be used. Stata commands
such as
c
o
l
l
a
p
s
e and
b
y
v
a
r will be appropriate for this manipulation; an example appears in the on-line help for
m
e
t
a.
Saved results
m
e
t
a saves the following results in the
S macros:
S
1
^
￿
F, combined ﬁxed-effects estimate
S
2 SE of
^
￿
F
S
3 Lower conﬁdence limit on
^
￿
F
S
4 Upper conﬁdence limit on
^
￿
F
S
5
Z-statistic to test null hypothesis that
￿
F
=
0
S
6
p-value for test of null hypothesis that
￿
F
=
0
S
7
^
￿
R, combined random-effects estimate
S
8 SE of
^
￿
R
S
9 Lower conﬁdence limit on
^
￿
R
S
1
0 Upper conﬁdence limit on
^
￿
R
S
1
1
Z-statistic to test null hypothesis that
￿
R
=
0
S
1
2
p-value for test of null hypothesis that
￿
R
=
0
S
1
3
^
￿
2, estimate of between studies variance
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Linear regression measures
E
(
y
j
x
)
=
x
b. Quantile regression focuses on the quantiles instead of the expected value and
measures Q
￿
(
y
j
x
)
=
x
b
￿. For instance, Q
:
5
0
(
y
j
x
)
=
x
b
:
5
0 reﬂects the median of
y given
x. If the distribution of
y
j
x is
symmetric, the mean is equal to the median and both estimators will asymptotically converge to the same limiting value.
A unique feature of quantile regression is its ability to estimate parameters appropriate for quantiles other than the median.
For instance, one can obtain Q
:
2
5
(
y
j
x
)
=
x
b
:
2
5 reﬂecting the lower quartile of the data or Q
:
7
5
(
y
j
x
)
=
x
b
:
7
5 reﬂecting the
upper quartile. If the distribution of
y
j
x has constant variance, then the Q
:
2
5 and the Q
:
7
5 relationship will simply parallel the
Q
:
5
0 relationship in that all estimated coefﬁcients except for the intercepts will be roughly the same. If the coefﬁcients differ,
this is evidence of heteroskedasticity.
Heteroskedasticty—changing variance—divergent quantiles—say it how you will—can itself be of substantive interest. Say
I tell you that treatment A and treatment B both lower blood pressure by roughly the same amount. Treatment A, however, is
very consistent about the lowering. Treatment B is inconsistent, sometimes lowering blood pressure a lot, sometimes a little, but
with roughly the same median (or expected) lowering as treatment A. Such would be suggested if we obtained the estimates
Q
:
2
5
(
y
j
x
)
=
1
0
0
￿
1
0
￿ A
￿
2
0
￿ B
Q
:
5
0
(
y
j
x
)
=
1
6
0
￿
1
0
￿ A
￿
1
0
￿ B
Q
:
7
5
(
y
j
x
)
=
2
2
0
￿
1
0
￿ A
￿
4
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Say I tell you that being black in America is associated with lower income, other things held constant. The policy implications
are different if the distribution of income is unaffected by being black except for the shift rather than the distribution being more
or less skewed around the lower mean or median. If special programs are to exist, should they be aimed at all blacks equally,
the poorest blacks, or the richest blacks?
These and other questions like them can be addressed by comparing estimates for various quantiles. There is, however, a
statistical difﬁculty. Standard quantile regression provides no estimate for the variances of the differences in the coefﬁcients of
separately estimated quantile regressions. Such estimates can be obtained by bootstrapping. The two commands described below
provide such bootstrap estimates.
Syntax
i
q
r
e
g depvar
￿
varlist
￿
￿
i
f exp
￿
￿
i
n range
￿
￿
,
q
u
a
n
t
i
l
e
s
(##
)
r
e
p
s
(#
)
n
o
l
o
g
l
e
v
e
l
(#
)
￿
s
q
r
e
g depvar
￿
varlist
￿
￿
i
f exp
￿
￿
i
n range
￿
[
,
q
u
a
n
t
i
l
e
s
(#
[#
[#
:
:
:
]
]
)
r
e
p
s
(#
)
n
o
l
o
g
l
e
v
e
l
(#
)
]
These commands share the features of all estimation commands.
To reset problem-size limits, see [R] matsize. Due to how
i
q
r
e
g is implemented, no more than 336 independent variables
may be speciﬁed regardless of the value of
m
a
t
s
i
z
e. Due to how
s
q
r
e
g is implemented, no more than 336 coefﬁcients may
be simultaneously estimated. This means no more than 336
=
q variables where
q is the number of
q
u
a
n
t
i
l
e
s
(
) speciﬁed. For
instance, if 2 quantiles are speciﬁed, no more than 168 independent variables may be speciﬁed; if 3 quantiles are speciﬁed, no
more than 112 independent variables may be speciﬁed; and so on.
Description
i
q
r
e
g estimates interquantile range regressions, regressions of the difference in quantiles. If the
q
u
a
n
t
i
l
e
(
) option is not
speciﬁed, the default is the interquartile range. The estimated variance-covariance matrix of the estimators (VCE) is obtained via
bootstrapping.
s
q
r
e
g estimates quantile regressions. It produces the same coefﬁcients as
q
r
e
g would produce were each quantile estimated
separately. Reported standard errors will be similar, the difference being that
s
q
r
e
g obtains an estimate of the VCE via bootstrapping
rather than the analytical formula. (In this sense,
s
q
r
e
g is similar to
b
s
q
r
e
g, the bootstrapped variation of
q
r
e
g.)
s
q
r
e
g differs from
q
r
e
g (and
b
s
q
r
e
g) in that it can estimate results for multiple quantiles simultaneously, meaning that the
calculated VCE includes between-quantiles blocks. Thus, one can test and construct conﬁdence intervals comparing coefﬁcients
describing different quantiles.
Options
q
u
a
n
t
i
l
e
s
(##
) (the
q
u
a
n
t
i
l
e
s
(
) option for the
i
q
r
e
g command) speciﬁes the quantiles to be compared. Not specifying
this option is equivalent to specifying
q
u
a
n
t
i
l
e
s
(
.
2
5
.
7
5
), meaning the interquartile range. Specifying
q
u
a
n
t
i
l
e
s
(
.
1
.
9
) would estimate a model of the difference in the .9 and .1 quantiles.
If this option is speciﬁed, the ﬁrst number must be less than the second.
Strictly speaking, both numbers should be between 0 and 1, exclusive. However, if you specify a number larger than 1, it
will be interpreted as a percent. Thus,
q
u
a
n
t
i
l
e
s
(
.
2
5
.
7
5
) could also be speciﬁed as
q
u
a
n
t
i
l
e
s
(
2
5
7
5
).
You may optionally place a comma between the two numbers. The default could be speciﬁed
q
u
a
n
t
i
l
e
s
(
.
2
5
,
.
7
5
) or
q
u
a
n
t
i
l
e
s
(
2
5
,
7
5
).
q
u
a
n
t
i
l
e
s
(#
[#
[#
:
:
:
]
]
) (the
q
u
a
n
t
i
l
e
s
(
) option for the
s
q
r
e
g command) speciﬁes the quantiles to be estimated. For
instance,
q
u
a
n
t
i
l
e
s
(
.
2
5
.
7
5
) speciﬁes that two equations are to be estimated, one for the .25 quantile and another for
the .75.
q
u
a
n
t
i
l
e
s
(
.
2
5
.
5
0
.
7
5
) speciﬁes three equations; a .50 quantile (median) regression is to be added.
Strictly speaking, numbers should be between 0 and 1, exclusive. However, if you specify a number larger than 1, it will
be interpreted as a percent. Thus,
q
u
a
n
t
i
l
e
s
(
.
2
5
.
5
0
.
7
5
) could also be speciﬁed as
q
u
a
n
t
i
l
e
s
(
2
5
5
0
7
5
) or even
q
u
a
n
t
i
l
e
s
(
2
5
.
5
7
5
).
You may optionally place a comma between the two numbers. You may type
q
u
a
n
t
i
l
e
s
(
2
5
5
0
7
5
) or
q
u
a
n
-
t
i
l
e
s
(
2
5
,
5
0
,
7
5
).
Quantiles may be speciﬁed in any order. Results will be more easily read if you specify them in ascending order.16 Stata Technical Bulletin STB-38
r
e
p
s
(#
) speciﬁes the number of bootstrap replications to be used to obtain an estimate of the variance-covariance matrix of the
estimators (standard errors).
r
e
p
s
(
2
0
) is the default.
This default is arguably too small.
r
e
p
s
(
1
0
0
) would perform 100 bootstrap replications.
r
e
p
s
(
1
0
0
0
) would perform
1,000.
n
o
l
o
g speciﬁes intermediate output during the estimation process is not to be presented. If
n
o
l
o
g is not speciﬁed, a period is
placed on the screen after the completion of each replication (so if
r
e
p
s
(
1
0
0
) is speciﬁed, 100 periods appear before ﬁnal
results are presented).
n
o
l
o
g suppresses this.
l
e
v
e
l
(#
) speciﬁes the conﬁdence level in percent for the conﬁdence interval of the coefﬁcients.
Remarks
If you are not familiar with quantile regression, please see [R] qreg.
Consider a quantile-regression model where the
qth quantile is given by
Q
q
(
y
)
=
a
q
+
b
q
;
1
x
1
+
b
q
;
2
x
2
For instance, the 75th and 25th quantiles are given by
Q
:
7
5
(
y
)
=
a
:
7
5
+
b
:
7
5
;
1
x
1
+
b
:
7
5
;
2
x
2
Q
:
2
5
(
y
)
=
a
:
2
5
+
b
:
2
5
;
1
x
1
+
b
:
2
5
;
2
x
2
The difference in the quantiles is then
Q
:
7
5
(
y
)
￿
Q
:
2
5
(
y
)
=
(
a
:
7
5
￿
a
:
2
5
)
+
(
b
:
7
5
;
1
￿
b
:
2
5
;
1
)
x
1
+
(
b
:
7
5
;
2
￿
b
:
2
5
;
2
)
x
2
q
r
e
g estimates models such as
Q
:
7
5
(
y
) and
Q
:
2
5
(
y
).
i
q
r
e
g estimates models such as
Q
:
7
5
(
y
)
￿
Q
:
2
5
(
y
). The relationship
of the coefﬁcients estimated by
q
r
e
g and
i
q
r
e
g are exactly as shown:
i
q
r
e
g reports coefﬁcients that are the difference in
coefﬁcients of two
q
r
e
g models and, of course,
i
q
r
e
g reports the appropriate standard errors which it obtains by bootstrapping.
The other new command,
s
q
r
e
g, is like
q
r
e
g in that it estimates the equations for the quantiles
Q
:
7
5
(
y
)
=
a
:
7
5
+
b
:
7
5
;
1
x
1
+
b
:
7
5
;
2
x
2
Q
:
2
5
(
y
)
=
a
:
2
5
+
b
:
2
5
;
1
x
1
+
b
:
2
5
;
2
x
2
The coefﬁcients it obtains are the same as would be obtained by estimating each equation separately using the existing
q
r
e
g.
s
q
r
e
g differs from
q
r
e
g in that it estimates the equations simultaneously and obtains an estimate of the entire variance-covariance
matrix of the estimators by bootstrapping. Thus, one can perform hypothesis tests concerning coefﬁcients both within and across
equations.
For example, to obtain estimates of the above model, you could type
.
q
r
e
g
y
x
1
x
2
,
q
(
.
2
5
)
.
q
r
e
g
y
x
1
x
2
,
q
(
.
7
5
)
Doing this, you would obtain estimates of the parameters but you could not test whether
b
:
2
5
;
1
=
b
:
7
5
;
1 or, equivalently
b
:
7
5
;
1
￿
b
:
2
5
;
1
= 0. If your interest really is in the difference of coefﬁcients, you could type
.
i
q
r
e
g
y
x
1
x
2
,
q
(
.
2
5
.
7
5
)
The “coefﬁcients” reported would be the difference in quantile coefﬁcients. Alternatively, you could estimate both quantiles
simultaneously and then test the equality of the coefﬁcients:
.
s
q
r
e
g
y
x
1
x
2
,
q
(
.
2
5
.
7
5
)
.
t
e
s
t
[
q
2
5
]
x
1
=
[
q
7
5
]
x
2
Whether you use
i
q
r
e
g or
s
q
r
e
g makes no difference in terms of this test.
s
q
r
e
g, however, because it estimates the quantiles
simultaneously, allows testing other hypotheses.
i
q
r
e
g, by focusing on quantile differences, presents results in a way that are
easier to read.
Finally,
s
q
r
e
g can estimate quantiles singly,
.
s
q
r
e
g
y
x
1
x
2
,
q
(
.
5
)Stata Technical Bulletin 17
or it can estimate multiple quantiles simultaneously,
.
s
q
r
e
g
y
x
1
x
2
,
q
(
.
2
5
.
5
.
7
5
)
Example
Using a 1988 sample of 2,377 working women, an economist estimates the following linear regression:
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g
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s
l
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_
w
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d
t
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n
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|
S
S
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=
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l
n
w
a
g
e refers to the log of the hourly wage,
e
d to years of schooling completed, and
t
e
n
u
r
e to years on the current job.
Economists often interpret coefﬁcients of regressions of ln
(
y
) on
x as the proportional change in
y for a unit change in
x
because
dln
y
=
d
x
=
(
1
=
y
)
d
y
=
d
x. Thus, an additional year of schooling is estimated to increase the wage by roughly 8.9% and
an additional year of tenure by 2.6%.
The median wage given
e
d and
t
e
n
u
r
e could be obtained by estimating a quantile regression:
.
q
r
e
g
l
n
_
w
a
g
e
e
d
t
e
n
u
r
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5
)
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These results are similar to those produced by linear regression.
The researcher is also interested in the variation of wages, and to examine that, estimates models for the 25th and 75th
percentiles:
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In the above, we speciﬁed
q
r
e
g’s
n
o
l
o
g option to prevent displaying the iteration log and so saved some paper.
Note what the researcher found:
25th 50th 75th
Variable percentile percentile percentile
ed .085 .094 .099
tenure .034 .030 .024
intercept .241 .427 .693
The distribution of log wages appears to spread out with increasing education (the effect of ed at the 25th percentile is less than
at the 50th percentile which is less than the effect at the 75th percentile) and the spread of log wages appears to contract with
increases in tenure.
All we can say, having estimated these equations separately, is that such a result appears in the data. We cannot be more
precise because the estimates have been made separately. With
s
q
r
e
g, however, we can estimate all the effects simultaneously:
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The coefﬁcient estimates above are the same as those previously estimated although the standard error estimates are a little
different.
s
q
r
e
g obtains estimates of variance by bootstrapping. Rogers (1992) provides evidence that, in the case of quantile
regression, the bootstrap standard errors are better than those calculated analytically by Stata.
The important thing here, however, is that the full covariance matrix of the estimators has been estimated and stored and
thus it is now possible to perform hypotheses tests. Are the effects of education the same as the 25th and 75th percentiles?
.
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It appears that they are not. We can obtain a conﬁdence interval for the difference using
l
i
n
c
o
m:
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Indeed, we could test whether the full set of coefﬁcients are equal at the three quantiles estimated:
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i
q
r
e
g focuses on one quantile comparison but presents results that are more easily interpreted:
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The above output makes clear the nature of the dispersion in the data: Increases in education are associated with an increase
in dispersion; increases in job tenure decrease dispersion.
If one took seriously the above results—the data is real but we have hardly done the work necessary to ensure that these
results have any validity—one policy implication would be that, were income equality a goal, government should not subsidize
education. Increasing education increases the dispersion of log wage (which is to say, drastically increases the dispersion of
wages). On the other hand, these results also suggest that increasing education increases wages.
Increased job tenure, on the other hand, is associated with higher levels and lesser dispersion of wages. Perhaps that is just
a quirk of this data.
I do not want to make too much of these results; the purpose of this example is simply to illustrate these two new commands
and to do so in a context that suggests why analyzing dispersion might be of interest.
In terms of numeric results, note that
l
i
n
c
o
m after
s
q
r
e
g produced a
t statistic of 2.281 for the difference
b
:
7
5
;
e
d
￿
b
:
2
5
;
e
d
whereas
i
q
r
e
g above reported a
t statistic of 2.570. The difference is due solely to the randomness of the bootstrap procedure.
If we increased the number of replications, the results would converge. Mechanically, if you set the random number seed to the
same value before estimation, and specify the same number of replications, results will be numerically identical.20 Stata Technical Bulletin STB-38
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To verify that the standard errors are about right, I performed simulations on the model
y
= 0
+ 1
x
1
+ 2
x
2
+
￿
where
￿
￿
N
(0
;1
) and
￿
￿
N
(0
;
(1
x
1
+.6
)
2
). Each simulation contained 1,000 replications. A replication amounted to drawing
￿ from the assumed distribution and then estimating
.
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,
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e
p
s
(
:
:
:
)
where bootstrap standard errors were obtained with
r
e
p
s
(
2
0
) (the default) and
r
e
p
s
(
1
0
0
).
For example, the ﬁrst simulation with
￿
￿
N
(0
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) produced a dataset that, had I estimated a linear regression, would have
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and, correspondingly, would have produced the median regression
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The interest instead, however, was in the dispersion and I estimated
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These results correspond roughly to the true results. Since
￿
￿
N
(0
;1
), the true results are
b
1
= 0,
b
2
= 0, and intercept
=
1.348979 (which is the difference in the 75th and 25th percentiles of the unit normal). In this case, the true value of each of
the coefﬁcients is contained in the 95% conﬁdence interval. If we repeated this experiment 1,000 times, we would expect that
each of the 95% conﬁdence intervals would contain the true value in 95% of the experiments. That is, we would expect that toStata Technical Bulletin 21
be true if the calculated standard errors are approximately correct. The actual percentage of conﬁdence intervals containing the
true value is called coverage and the results of repeating the experiment 1,000 times are
true average average 95% CI for
coefﬁcient value value width coverage coverage
r
e
p
s
(
2
0
)
b1 0 0.0042 0.6928 94.4 92.8–95.7
b2 0 -.0059 0.6972 94.9 93.3–96.2
intercept 1.3490 1.3498 0.5212 93.4 91.8–94.9
r
e
p
s
(
1
0
0
)
b1 0 -.0032 0.7011 96.8 95.5–97.8
b2 0 0.0063 0.7010 95.9 94.5–97.0
intercept 1.3490 1.3453 0.5266 96.0 94.6–97.1
In the table above, “average” refers to the average value of the estimated coefﬁcient over the 1,000 experiments and “average
width” refers to the average width of the reported 95% conﬁdence interval.
The last column reports the 95% conﬁdence interval for the observed coverage. For instance, in the
r
e
p
s
(
2
0
) case the
observed 95% coverage for
b
1 was 94.4%, meaning 944 out of 1,000 reported conﬁdence intervals contained the true value of
0. The 95% conﬁdence interval for a binomial experiment with
k
= 944 and
n
= 1,000 is 92.8 to 95.7 percent.
Repeating the experiments for
￿
￿
N
(0
;
(1
x
1
+ .6
)
2
), the true value of the coefﬁcients are intercept
= .8058132,
b
1
= 1.348979, and
b
2
=
0:
true average average 95% CI for
coefﬁcient value value width coverage coverage
r
e
p
s
(
2
0
)
b1 1.3490 1.3516 0.7486 93.4 91.7–94.9
b2 0 -.0057 0.7063 95.0 93.5–96.3
intercept 0.8094 0.8112 0.4746 94.3 92.7–95.7
r
e
p
s
(
1
0
0
)
b1 1.3490 1.3428 0.7557 97.7 96.6–98.5
b2 0 0.0087 0.7099 95.4 93.9–96.6
intercept 0.8094 0.8058 0.4764 95.3 93.8–96.7
Performance
Estimating bootstrapped standard errors is never quick but those who have used
b
s
q
r
e
g will be pleasantly surprised. In
fact, even when your interest is not in comparing quantiles, you will want to use
s
q
r
e
g as an alternative to
b
s
q
r
e
g.
s
q
r
e
g
will estimate just one quantile if you wish.
Logically speaking, total estimation time should be linear in the number of bootstrap replications and, for the new
s
q
r
e
g
and
i
q
r
e
g,i ti s .T h eo l d e r
b
s
q
r
e
g had run times that were quadratic in number of replications and the effect of replications
squared was larger the more observations in the dataset.
How much of an improvement you will notice depends on whether you use Windows, Macintosh, or Unix; Unix users will
notice the least improvement except on large problems because, when datasets were small, the Unix ﬁle buffering system did a
good job of covering for the shortcomings of
b
s
q
r
e
g.
In any case, here are timings for a small dataset:
60 MHz Pentium 120 MHz Pentium
Windows 95 Unix
Replications bsqreg sqreg bsqreg sqreg
20 2.55 2.16 1.02 0.96
50 6.01 5.00 2.51 2.26
100 11.89 9.80 4.89 4.44
250 30.09 24.00 12.47 10.92
500 62.11 47.66 25.78 21.68
1000 132.62 95.00 55.03 43.2922 Stata Technical Bulletin STB-38
All times are reported in seconds. The commands executed were
b
s
q
r
e
g:
b
s
q
r
e
g
m
p
g
w
e
i
g
h
t
d
i
s
p
l
f
o
r
e
i
g
n
s
q
r
e
g:
s
q
r
e
g
m
p
g
w
e
i
g
h
t
d
i
s
p
l
f
o
r
,
q
(
.
5
)
with the automobile data loaded into memory.
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sg71 Routines to maximize a function
Christopher Ferrall, Queen’s University, Kingston, Ontario, Canada, FAX 613-545-6668, ferrallc@post.queensu.ca
a
m
o
e
b
a and
q
u
a
s
i are routines to maximize a multi-dimensional function. Both are based on translations of the Pascal
code presented in Press et al. (1987). Some of the global options in the original code have been ﬁxed as constants within the
Stata code. One extension to
q
u
a
s
i for use in likelihood maximization has been added, namely the
b
h
h
h option for computing
the Hessian matrix. Readers interested in the technical details of the algorithms are referred to the lucid explanations in Press et
al.
These routines can be used to perform maximum likelihood estimation, and the basic form of the call to the user-written
objective function, obj xin yout is the same as the
d
e
r
i
v
0 form for
m
l.B u t
a
m
o
e
b
a and
q
u
a
s
i do not incorporate many of the
features of the built-in Stata
m
l command, nor do they require as much set up as
m
l. Instead, these routines are designed to be
simple to use general-purpose optimization routines.
a
m
o
e
b
a is an efﬁcient search (non-derivative) algorithm for optimizing a multi-dimensional function developed by Nelder
and Mead. Press et al. use the name amoeba because the algorithm moves a simplex of points in
N dimensional space in a way
that is very reminiscent of microbe locomotion. The algorithm is also coded and described by Barr in STB-32 (sg56) under the
name
s
i
m
p
l
e
x. A brief comparison to
s
i
m
p
l
e
x is performed below.
By any name, the Nelder-Mead algorithm is more robust and effective than a simple grid search, and it works very well
for any continuous (including non-differentiable) function. It can also make progress for discontinuous functions as well. It is a
common problem to optimize a function that is well behaved (concave) only in a neighborhood of the optimal values. In this
situation it is very effective to start out using
a
m
o
e
b
a and then pass on the results to a derivative-based routine (such as
q
u
a
s
i)
to complete convergence.
q
u
a
s
i implements the Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasi-Newton algorithm also described in Press et al. It
uses numerical ﬁrst derivatives, begins with the inverse Hessian set to the identity matrix, and by default updates the inverse
Hessian with the BFGS step. The
b
h
h
h option speciﬁes that the inverse Hessian instead be updated using the inverse of the
outer-product of the gradient matrix (the Berndt–Hall–Hall–Hausman estimator). This requires that the objective return in the
third argument the contribution to the likelihood function for each observation. Hence when using the
b
h
h
h option the call to
the user-written objective function must take the form obj x y objvar,w h e r eobjvar is a variable name.
Syntax
a
m
o
e
b
a
￿
obj xin yout xout
￿
stepsize itmax toler
￿
￿
q
u
a
s
i
￿
obj xin yout xout
￿
g h stepsize itmax toler
b
h
h
h
￿
￿
where obj is the name of a program written by the user to evaluate the objective function to be maximized, xin is a row vector
containing starting values, yout is a scalar to receive the maximum value of the objective function, and xout is a row vector to
receive the value of the vector that maximizes the objective function.
Unless using the
b
h
h
h option under
q
u
a
s
i, a call to obj must be of the form obj x y where x is a row vector at which
the function is to be evaluated, and y is a scalar to receive the value of the function. When using the
b
h
h
h option the call to
the user-written objective function must take the form obj x y objvar,w h e r eobjvar is a variable name (see above).Stata Technical Bulletin 23
Options
Under
a
m
o
e
b
a, stepsize is the percentage change in each parameter used to set up a simplex in the parameter space. Under
q
u
a
s
i, it is the percentage step taken to compute the numerical gradient.
itmax is the maximum number of iterative steps that should be done.
toler is how “tight” the simplex (
a
m
o
e
b
a) or how small the gradients (
q
u
a
s
i) must be before the algorithm quits.
g is a row vector to receive the ﬁnal gradient in
q
u
a
s
i.
h is a matrix to receive ﬁnal inverse of hessian in
q
u
a
s
i.
b
h
h
h tells
q
u
a
s
i to use the BHHH algorithm rather than BFGS in
q
u
a
s
i.
Note that options are ordered and a period can be used to skip optional arguments. In addition, invoking
a
m
o
e
b
a or
q
u
a
s
i
with no arguments will display information about them, ` al aU n i x .
Example 1: Ordinary least squares the hard way
Consider the linear regression
y
=
X
￿
+
￿
where
y is an
(
N
￿
1
) vector of observed values,
X is an
(
N
￿
k
) matrix of observed explanatory values,
￿ is a
(
k
￿
1
)
vector of unknown parameters, and
￿ is the
(
N
￿
1
) vector of disturbance terms. The ordinary least squares (OLS) estimate
b
of
￿ solves:
b
= argmin
(
y
￿
X
￿
)
0
(
y
￿
X
￿
)
Of course, the solution is
b
=
(
X
0
X
)
￿
1
X
0
y. However, OLS is used here to illustrate
a
m
o
e
b
a and
q
u
a
s
i by minimizing the
sum of squared errors directly. We verify the results by comparing them to the output of Stata’s
r
e
g
r
e
s
s command.
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We code the objective function as the program
m
y
o
l
s.
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Next we minimize the sum of squares using
a
m
o
e
b
a:
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s
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Notice that
a
m
o
e
b
a (and
q
u
a
s
i) retain the column names of the starting vector
b
0, making it easier to calculate score
matrices.
a
m
o
e
b
a reports that the SSE equals 14597.87003 at the initial guess
b
0. After each iteration
a
m
o
e
b
a and
q
u
a
s
i print a
period. After 38 iterations it convergences at the default criterion with SSE reduced to 2068.88961. This is less than 1% different
than the OLS estimates reported in the regression table. The coefﬁcients themselves have about the same precision. The ﬁnal
values are stored in the vector
b
o
l
s, which can be sent to
a
m
o
e
b
a again or to
q
u
a
s
i:
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With good starting values and a quadratic objective function,
q
u
a
s
i was able to converge almost exactly to the analytical
solution in only three iterations of the algorithm.
Example 2: Powell’s estimator for censored regression
This example is used to illustrate the use of
a
m
o
e
b
a on a non-differentiable objective function and to compare with Barr’s
s
i
m
p
l
e
x implementation of the algorithm. Using the same data as in Example 1, we now censor the
y values:
.
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)
The result is a classic tobit model, which can be estimated with maximum likelihood or through minimization of the
non-smooth objective
j
y
c
n
￿
m
a
x
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)
j. First, consider the
t
o
b
i
t estimates:
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We can modify the last few lines of the
m
y
o
l
s program to compute the tobit likelihood value (put in a ﬁle called
t
o
b
i
n
.
a
d
o):
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Starting from the same vector
b
0 used with
m
y
o
l
s, and the intial value of
s
i
g = 3.0,
a
m
o
e
b
a reached a likelihood of
￿
1
3
7
:
3
9
1
0
4 after 86 iterations. These estimates can be polished using
q
u
a
s
i, and since
t
o
b
i
n is a proper likelihood function
we can use the BHHH estimator for the Hessian, and ultimately the variance matrix for our estimates.
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After only four iterations
q
u
a
s
i converges. The inverse of the outer product of the gradient (returned in the matrix
h)i sa
consistent estimate of the variance matrix. We can see that the square root of the diagonal of
h is similar to the estimated
standard errors reported by the built-in
t
o
b
i
t command.
Now consider estimating the model nonparametrically. An ado program called
p
o
w
e
l
l is written which once again replaces
the last few lines of
m
y
o
l
s with the new objective function:
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The global variable
f
v
a
l
s is used to count the number of function evaluations performed during the estimation. To have a sense
of what we should expect, we can compute the value of the objective function for the
t
o
b
i
t estimates:
.
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The tobit model (which is correct given the data generating process) results in a value of 157.43954 for Powell’s objective
function. Since
p
o
w
e
l
l is not smooth we won’t use
q
u
a
s
i on it, so we will tighten up the convergence criterion on
a
m
o
e
b
a
and display the results:26 Stata Technical Bulletin STB-38
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After 85 iterations and 160 function evaluations
a
m
o
e
b
a has found values of the coefﬁcients that provide a better ﬁt than the
tobit model (154 compared to 157). Notice the coefﬁcients themselves are quite a bit different than the tobit estimates.
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After 100 iterations and 2300 evaluations,
s
i
m
p
l
e
x is still at a worse value for the objective function than
a
m
o
e
b
a after 160
function evaluations. The difference may be in the internal setting of parameters of the NM algorithm that control how the
simplex evolves.
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smv3.2 Enhancements to discriminant analysis
Joseph Hilbe, Arizona State University, atjmh@asuvm.inre.asu.edu
The ﬁrst Stata version of a dichotomous response discriminant analysis program was published in STB-5 (Jan 1992) as
smv3. The program was revised with updated code and improved options in STB-34 (Nov 1996) as smv3.1. With suggestions
for additional output and corrections from Carlos Ramalheira, Faculty of Medicine, University of Coimbra, Portugal, I am again
offering an update, albeit a minor one, to the
d
i
s
c
r
i
m
.
a
d
o program.
Enhancements include the following additional output with the
p
r
e
d
i
c
t option: Percentage positive and negative predicted
value, probability of group membership in confusion matrix, Kendall’s tau-b, and Cohen’s kappa statistic. The output values for
false positive and false negative have been corrected.
The above mentioned STB inserts provide examples of program use. The
d
i
s
c
r
i
m
.
h
l
p ﬁle remains the same as published
in STB-34. My thanks go to Dr. Ramalheira for his useful insights and suggested code for the additional statistical output.Stata Technical Bulletin 27
snp13 Nonparametric assessment of multimodality for univariate data
Isaas Hazarmabeth Salgado-Ugarte*, Makoto Shimizu, and Toru Taniuchi
University of Tokyo, Faculty of Agriculture, Department of Fisheries, Japan
*Present Address: F.E.S. Zaragoza, U.N.A.M. Biolog´ ıa, M´ exico, FAX: (52-5) 773-0151, fes01@tzetzal.dcaa.unam.mx
In previous inserts we presented a series of programs to calculate density estimates for univariate data (Salgado-Ugarte et al.
1993, 1995a). We also introduced a series of practical bandwidth rules for histograms, frequency polygons, and kernel density
estimators, including cross-validation techniques (Salgado-Ugarte et al. 1995b). In this insert we present an implementation of
the smoothed bootstrap procedure of Silverman (1981) for multimodality assessment.
Silverman test for multimodality
As mentioned in our previous inserts, several procedures to assess the modality of a univariate distribution have been
proposed (Good and Gaskins 1980; Hartigan and Hartigan 1985). The test proposed by Silverman uses nonparametric kernel
density estimation techniques to determine the most probable number of modes in the underlying density. In what follows we
include a brief description of this procedure. The description is based in large part on Izenman and Sommer (1988).
Given a sample
X
1
;
:
:
:
;
X
n from a population having density function
f, the expression for a kernel density estimator
can be written as
^
f
(
x
)
=
(
n
h
)
￿
1
n
X
j
=
1
K
(
(
x
￿
X
j
)
=
h
)
;
x
2
<
(
1
)
The choice of the bandwidth
h in (1) is an important statistical problem. A very small value of
h provides a density estimate
that is very noisy (dependent upon the sample values), whereas a very large value for
h yields an oversmoothed estimate which
removes interesting details. Several rules for the choice of optimal and oversmoothed values of
h for several univariate density
estimators were presented in Salgado-Ugarte et al. (1995b). It must be emphasized however that the primary concern here is
mode counting and not optimal estimation of the smoothing parameter
h, although both problems are related (Izenman and
Sommer 1988).
In Silverman’s test for multimodality, the null hypothesis,
H
k
0, states that the true density
f possesses at most
k modes,
whereas the alternative hypothesis,
H
k
1, states that
f has more than
k modes,
k
=
1
;
2
;
:
:
:.I fw el e t
N
(
f
)
=
#
f
x
:
f
0
(
x
)
=
0
;
f
0
0
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x
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0
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be the number of modes of
f (maxima count), then
H
k
0
:
N
(
f
)
￿
k and
H
k
1
:
N
(
f
)
>
k.I f
^
f
h is the kernel density estimator
of
f with bandwidth
h, then a statistic of interest is
N
(
^
f
h
), that is, the number of modes in
^
f
h. Deﬁne the
kth critical bandwidth
as
h
k
;
c
r
i
t
=
i
n
f
f
h
:
N
(
^
f
h
)
￿
k
g
(
3
)
that is, the smallest bandwidth that is still consistent with
H
k
0. Because Silverman’s method strongly depends on the properties
of the Gaussian kernel, it is necessary to employ a Gaussian weight function:
K
(
t
)
=
(
2
￿
)
￿
1
=
2
e
x
p
(
￿
t
2
=
2
)
;
t
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as the kernel in (1). Under these conditions Silverman found
^
f
h is a right-continuous decreasing function of
h, and hence that
N
(
^
f
h
)
>
k iff
h
<
h
k
;
c
r
i
t. Therefore, to ﬁnd
h
k
;
c
r
i
t we count modes in each density estimate
^
f
h for different values of
h.
To ﬁnd the critical bandwidths Silverman suggests using a simple binary search procedure. If there is an interval where the
critical bandwidth is known to fall, then the interval extremes sum divided by two provides a bandwidth for which the number
of modes is counted. Izenman and Sommer provide additional guidance in the critical bandwidth ﬁnding; when
h
=
h
k
;
c
r
i
t,
^
f
h,
(the estimated density) will display
k modes plus a noticeable “shoulder” in its graph, and if
h is reduced further, an additional
(
k
+
1
)st mode will appear in place of that shoulder. Such a density with a shoulder employing a critical bandwidth (
^
f
h
k
;
c
r
i
t )
is a critical density. It follows that
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h
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)
Silverman used the ability to sample from a critical density to combine the monotonicity property of
N
(
^
f
h
) with the
bootstrap to construct a workable test for multimodality.
To assess the signiﬁcance of a mode count, the following algorithm is used:28 Stata Technical Bulletin STB-38
1. From the original random sample,
X
1
;
X
2
;
:
:
:
;
X
n,d r a w
n times with replacement to get a bootstrap sample denoted by
X
￿
1
;
:
:
:
;
X
￿
n.
2. Compute a smoothed bootstrap sample,
Y
￿
1
;
Y
￿
2
;
:
:
:
;
Y
￿
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Y
￿
j
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c
k
f
X
￿
j
+
h
k
;
c
r
i
t
Z
j
g
;
j
=
1
;
2
;
:
:
:
;
n
;
(
6
)
where
Z
j is an independent standard Gaussian deviate, and
c
k
=
(
1
+
[
h
k
;
c
r
i
t
=
s
]
2
)
1
=
2
(
7
)
is used to rescale the result so that the variance of
Y
￿
j is equal to the sample variance
s
2 of the original data (see Efron,
1982).
3. Use Equations (7), (1), and (4) to form an estimate
^
f
￿
h
k
;
c
r
i
t,o f
f.
4. Repeat steps 1–3 a large number,
B, of times. Let
^
f
￿
b
h
k
;
c
r
i
t denote the density estimate for the
bth smoothed bootstrap
sample.
5. Set
I
k
;
b
=
￿
1
; if
N
(
^
f
￿
b
h
k
;
c
r
i
t
)
>
k
0
; otherwise
(
8
)
Then,
P
k
=
B
￿
1
B
X
b
=
1
I
k
;
b
(
9
)
is the estimated signiﬁcance level (or
p-value) of
h
k
;
c
r
i
t.
This testing procedure is repeated for a successively larger number of modes until a sufﬁciently large
p-value is obtained.
Silverman offered no suggestions for what “large” might be for this stopping rule. In his article he applied the procedure to the
Good and Gaskins (1980) chondrite meteor data (
n = 22) and showed that the critical window widths had
p-values
P
1
=0.08,
P
2
=0.05,
P
3
=0.79, and
P
4
=0.93 and stopped at
k = 3 for a trimodal density. In a follow-up paper, Silverman (1983) showed
theoretically that the bootstrap test may be conservative. No simulation studies of this test have been published, but this does
not limit its value as an exploratory data analytical technique. Izenman and Sommer (1988) suggest that a ﬂexible attitude be
taken in applying the test to data with long and complicated tail structures. They commented that there is no reason to expect
the sequence of
p-values (9) to be monotonically increasing; indeed, Silverman’s own study of the chondrite data illustrates that
point. Furthermore, it is possible, depending on the placement of modes, that large ﬂuctuations in the
p-values be observed in
practice. Based on their experience and on the previous remarks in relation to the conservative nature of the bootstrap test, they
suggest applying a ﬂexible stopping rule with a nominal
p-value of 0.40 until a detailed study is carried out. They also strongly
recommend studying graphical displays of the density estimate near each critical window width and the graphs of the density
estimates at the critical windows themselves during the progress of Silverman’s test.
Example
Consider the catﬁsh data we have used in previous inserts. From July, 1980 to August 1981 a total of 2436 individuals of
the catﬁsh Arius melanopus were collected in the Tampamachoco coastal lagoon in the Northeastern coast of Mexico. Because
of the statistical difference that was found among males, females, and juveniles it was considered appropriate to analyze the
data by separating the sexes. The organisms of unknown sex (juveniles) were included as a subsample of approximately 50%
of the total. In this section we present the analysis of the female and unknown-sex individual’s body length data to assess the
multimodality of its distribution. A brief summary of the data is given in Table 1.
Table 1. Number of females and unknown-sex individuals of Arius melanopus considered for multimodality assessment.
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To calculate the kernel density estimates a modiﬁed version of the ASH-WARPing procedure described in Salgado-Ugarte et
al. (1995a; 1995b) was used. The new program is
w
a
r
p
d
e
n
m
.
a
d
o (based on
w
a
r
p
d
e
n
s
.
a
d
o) and has the following syntax.Stata Technical Bulletin 29
Syntax for warpdenm
w
a
r
p
d
e
n
m varname
￿
i
f exp
￿
￿
i
n range
￿
,
b
w
i
d
t
h
(#
)
k
e
r
c
o
d
e
(#
)
m
v
a
l
(#
)
￿
s
t
e
p
n
u
m
o
d
e
s
m
o
d
e
s
n
p
o
i
n
t
s
g
e
n
(denvar midvar
)
n
o
g
r
a
p
h graph options
￿
Options
Only the new options are explained here:
n
u
m
o
d
e
s reports the number of modes (maxima) in the density estimation.
m
o
d
e
s produces a list of the mode estimates (located at the midpoints used for density calculation).
n
p
o
i
n
t
s gives the number of points used for estimation.
The
n
u
m
o
d
e
s option in combination with the binary search procedure make it possible to ﬁnd iteratively the critical
bandwidths. To accomplish this task we recommend employing
m
v
a
l(30) or another number of shifted histograms producing
a convenient number of estimation points, more for larger bandwidths, and fewer for narrow ones. It is possible to use the
n
p
o
i
n
t
s option to see the number of points used for estimation. The precision of the original data scale must be considered as
well in order to avoid excessive fractional numbers in the bandwidths.
Use of bandwidth rules
As a ﬁrst step in the analysis of the modality for this data set we include Table 2 containing results of the binwidth/bandwidth
rules introduced in Salgado-Ugarte et al. (1995b). Because as stated before, the multimodality test depends on the use of Gaussian
kernel, we will only focus our attention to the results regarding this weight function (last three rows).
Table 2. Smoothing parameter rules for catﬁsh (Arius melanopus) length data (females + unknown sex individuals).
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Figure1 displaysthe Gaussiankerneldensityestimation byusing the optimalbandwidthvaluefromTable 2. The oversmoothed
estimate is included in Figure 2. Both ﬁgures show a high degree of multimodality and according to the considerations of Terrell
and Scott (1985) and Terrell (1990), these modes are strongly suggested as real structures of the data set. They are worthy of
additional analysis.30 Stata Technical Bulletin STB-38
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Figure 1. Gaussian kernel density estimate with optimal bandwidth h = 12.3.
WARPing density (polygon version), bw = 15.6, M = 10, Ker = 6
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Figure 2. Gaussian kernel density estimate with Scott’s oversmoothed bandwidth h = 15.6.
Investigating the optimal bandwidth by means of cross-validation produced the results presented in Tables 3 and 4. The
least squares cross-validation (L2CV) function for Gaussian kernel is displayed in Figure 3. Note that this function is almost ﬂat
near the minimum. Figure 4 shows the biased cross-validation (BCV) function for the triweight kernel. The minimum is clearer
but there is some indication of the existence of an additional local minimum above the oversmoothed bandwidth.
Table 3. Least squares cross-validation score for female-unknown sex catﬁsh data (
n = 1116).
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Table 4. Biased cross-validation score for female-unknown sex catﬁsh data (
n = 1116).
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Figure 3. Least squares cross-validation score for female-unknown sex catﬁsh data (n = 1116).
The oversmoothed bandwidth is indicated by the line at 15.6.
Biased Cross Validation (WARP), delta = 1, Kernel = 2
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Figure 4. Biased cross-validation score for female-unknown sex catﬁsh data (n = 1116).
The rescaled oversmoothed bandwidth is indicated by the line at 46.5.
Note that the cross validation tables and ﬁgures were obtained using Pascal programs on a PC using routines described in
Salgado-Ogarte (1995b). A
d
o ﬁle which generates all the graphs in this insert is included on the diskette accompanying STB-38.
The L2CV and BCV (the latter rescaled to Gaussian) optimal bandwidth values were very close (4 and 3.36 respectively).
The density estimate with
h = 4 is presented in Figure 5. The multimodal structure is clearly evident.
WARPing density (polygon version), bw = 4, M = 10, Ker = 6
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Figure 5. Gaussian kernel density estimate based on the cross-validation optimal
bandwidth h = 4 for female-unknown sex catﬁsh data (n = 1116).
Recalling Scott (1992) the agreement of L2CV and BCV should be taken seriously. All the previous results provide a strong
evidence for a multimodal distribution of the standard body length of the catﬁsh data set. In what follows we present additional
support for this assertion.32 Stata Technical Bulletin STB-38
Applying the “dip statistic” test for unimodality by using the FORTRAN program (Hartigan and Hartigan 1985) obtained
from Statlib and the function provided by Dr. Dario Ringach (personal communication) yielded the value of 0.02782 for the
catﬁsh length data. Using an argument similar to that given by Hartigan and Hartigan (1985) for their example, the hypothesis
of unimodality was rejected.
Silverman’s multimodality test (smoothed bootstrap) calculation
To perform the multimodality test proposed by Silverman it is necessary to generate bootstrapped samples. To do this we
wrote a small program used in conjunction with the Stata command
b
o
o
t. The program is
b
o
o
t
s
a
m
.
a
d
o which performs the
calculations required to obtain smoothed bootstrap samples taking into account the equations from steps 2 and 3 of the algorithm
described above.
Syntax of boot using bootsam
b
o
o
t
b
o
o
t
s
a
m
,
a
r
g
u
m
e
n
t
s
(varname critbw
)
i
t
e
r
a
t
e
(#
)
where, the option
a
r
g
u
m
e
n
t
s allows one to input arguments to the
b
o
o
t command: varname is the name of the variable
containing the original observations from which the sample is to be taken; critbw is the value of the critical bandwidth for a
given number of modes; and
i
t
e
r
a
t
e refers to the desired number of samples.
Wishing to employ a total of 100 samples for the catﬁsh data and to avoid an excessive number of observations in memory
we can simulate two bootstrapped samples of 50 repetitions. For the ﬁrst 50 we have
.
s
e
t
s
e
e
d
1
2
3
4
5
.
b
o
o
t
b
o
o
t
s
a
m
,
a
r
g
(
b
l
f
e
m
i
n
2
5
.
2
6
)
i
t
e
r
a
t
e
(
5
0
)
The ﬁrst line sets the seed for the random numbers. A different value for each set of 50 samples is required to have a different
series of (pseudo) random numbers. The result of this command is 50 bootstrapped samples from the original variable
b
l
f
e
m
i
n,
using the critical bandwidth for one mode (25.26), according to the expressions of Silverman (1981). The samples contain the
variable
y
s
m, which is the smoothed bootstrapped sample, the original variable
b
l
f
e
m
i
n (repeated in each sample),
r
e
p which
is an indicator variable representing the number of the sample, and
o
b
s is the number of observations by sample. If required
to save space, variables other than
y
s
m and
r
e
p can be dropped.
We have automated the last step of Silverman’s algorithm in the
s
i
l
v
t
e
s
t
.
a
d
o ﬁle. This program calculates the
p-value
of a speciﬁed number of modes by estimating the density with a Gaussian kernel for each bootstrapped sample, counting the
corresponding modes, and calculating from the total repetitions the fraction of estimates with more modes than the number tested.
This command has the following syntax:
Syntax of silvtest
s
i
l
v
t
e
s
t smvar repndx
,
c
r
i
t
b
w
(#
)
m
v
a
l
(#
)
n
u
r
i
(#
)
n
u
r
f
(#
)
c
n
m
o
d
e
s
(#
)
￿
n
o
g
r
a
p
h graph-options
￿
Here smvar is the smoothed bootstrapped variable and repndx is the index of the repetition.
Options
c
r
i
t
b
w is the critical bandwidth for the number of modes to be tested.
m
v
a
l is the number of averaged shifted histograms used to calculate the required density estimations.
n
u
r
f permits one to specify the ﬁnal number of replication. It is necessary to input its value to run the program.
c
n
m
o
d
e
s refers to the critical number of modes, that is the number of modes to be tested.
n
u
r
i permits one to specify the initial number of replication to begin. The default is 1.
n
o
g
r
a
p
h suppresses the graph.
graph options are any of the options allowed with
g
r
a
p
h
,
t
w
o
w
a
y.
If the user does not provide
c
r
i
t
b
w,
m
v
a
l,
n
u
r
f
i
n,a n d
c
n
m
o
d
e
s, the program halts and displays an error message on the
screen.Stata Technical Bulletin 33
This program allows the examination of the kernel density estimate for each bootstrapped sample (Figure 6 displays the
estimate for the ﬁrst sample), counts the correspondent modes and calculates the
p-value for the number of modes to be tested.
As an example we present here the estimation of the
p-value of one mode. In the ﬁrst place we type the command and options to
obtain an output reporting the repetition and its corresponding number of modes. After counting the modes of the last repetition
the program displays the
p-value including the numbers used for calculation. In that way it is possible to draw another bootstrap
sample and to accumulate the number of estimates with more modes that the one tested to calculate the
p-value.
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WARPing density, bw = 25.26, M = 30, Gaussian kernel
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Figure 6. Gaussian kernel density estimate using the critical bandwidth for
one mode (25.26) for the ﬁrst bootstrapped sample.
This procedure is repeated with another bootstrapped 50 samples, and then for other samples using a different critical
number of modes. Table 5 shows the critical window widths and their corresponding
p-values for the
n = 1136 catﬁsh length data
carrying out a total of 100 repetitions (
B) for each critical bandwidth. These results indicate that the data are consistent with an
underlying density having four modes. From this table it can be seen that the sequence of
p-values is not strictly monotonically
increasing, but after four modes they do not attain a value less than 0.56. This provides solid evidence for the multimodality of
this data in addition to the assurance of the number of modes. On the other hand, as mentioned above, this test is known to be
rather conservative (Silverman 1983) and although this testing procedure underestimates the number of modes it gives a reliable
lower bound for it (Roeder 1990).
Table 5. Critical bandwidths and estimated signiﬁcance levels for catﬁsh
length data (females and unknown sex)
n
=
1
1
3
6.
Number of modes Critical bandwidth
p-values
1 25.26 0.00
2 16.56 0.00
3 12.34 0.02
4 3.93 0.89
5 3.19 0.93
6 3.05 0.81
7 2.86 0.90
8 2.79 0.70
9 2.75 0.56
In the catﬁsh data four modes occur for
h between 12.34 and 3.93. This range contains the concordant L2CV and BCV
optimal
h values. Instead of using an intermediate bandwidth (for example
h = 8), based on the agreement of the cross-validated34 Stata Technical Bulletin STB-38
rules cited above, we preferred to employ the bandwidth recommended before (
h =4 ) .U s i n gt h e
w
a
r
p
d
e
n
m command it is
possible to have a list of the estimated modes by including the
n
u
m
o
d
e
s and
m
o
d
e
s options as follows; with the
n
p
o
i
n
t
s option
the number of points used for the estimation are reported.
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The mode at 76.8 corresponds to the individuals of unknown sex, and the three following modes to the adult subpopulations
of females. There is some indication of an additional mode above 211.2 but here we will not pursue this possibility.
A multimodality testing procedure related to the Silverman’s test is that of Wong (1985). In his report, Wong assesses the
effectiveness of his procedure. We hope to present a similar evaluation for the performance of the Silverman test in a future
insert.
Some additional comments
We are including the three data sets reported in the literature which have been tested for multimodality with the Silverman’s
procedure: the chondrite data (
c
h
o
n
d
r
i
.
d
t
a, from Scott 1992), the Hidalgo’s stamp thickness data (
s
t
a
m
p
.
d
t
a from Izenman
and Sommer 1988), and the galaxies velocities data (
g
a
l
v
e
l
.
d
t
a from Roeder 1990). We apply our programs to all of these
data sets and the results are included in Tables 6–9. Putting aside some minor differences in the critical bandwidths (due to
differences in the procedure for the calculation of the kernel density estimate) we arrived at the same conclusions as the original
reports. We also include the multimodality test for the geyser data (H¨ ardle 1991). Please note that for this data set the number
of repetitions for each critical bandwidth is 600, representing the highest value reported for the Silverman test at present and
suggest that the duration of the eruptions are bimodal. The reader may try to apply the procedure with our programs on these
or any other univariate data set if desired.
Table 6. Critical bandwidths and estimated signiﬁcance levels
for chondrite data (from Scott 1992)
n
=
2
2.
Number of modes Critical bandwidth
p-values
1 2.40 0.16
2 1.83 0.06
3 0.69 0.72
4 0.47 0.73
Table 7. Critical bandwidths and estimated signiﬁcance levels for stamp
thickness data (from Izenman and Sommer 1988)
n
=
4
8
5.
Number of modes Critical bandwidth
p-values
1 0.00667 0.00
2 0.00331 0.26
3 0.00300 0.05
4 0.00282 0.00
5 0.00253 0.01
6 0.00246 0.00
7 0.00148 0.52
8 0.00138 0.19
9 0.00105 0.62Stata Technical Bulletin 35
Table 8. Critical bandwidths and estimated signiﬁcance levels for
galaxies velocity data (from Roeder 1990)
n
=
8
2.
Number of modes Critical bandwidth
p-values
1 3037 0.000
2 2447 0.005
3 920 0.555
4 875 0.203
5 721 0.193
6 664 0.113
7 447 0.343
Table 9. Critical bandwidths and estimated signiﬁcance levels for
geyser data (duration in minutes; from H¨ ardle 1992)
n
=
2
7
2.
Number of modes Critical bandwidth
p-values
1 0.830 0.000
2 0.127 0.495
3 0.084 0.948
The core of the mode counter included as an option in the
w
a
r
p
d
e
n
m program is presented here in the form of an ado-ﬁle
named
n
u
m
o
d
e.
Syntax of numode
n
u
m
o
d
e denvar midvar
￿
i
f exp
￿
￿
i
n range
￿
￿
,
m
o
d
e
s
￿
where denvar is the density or frequency variable and midvar contains the corresponding midpoints. The only option of the
program is
m
o
d
e
s which permits one to include the list of mode estimates. This small program is useful not only for density
estimates but for any frequency-midpoints pairs data.
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