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В настоящ ее время вейвлет -  преобразование ш ироко применяется в задачах 
обработки и кодирования сигналов и изображений самой различной природы (речь, 
спутниковые изображения, рентгенограммы  внутренних органов и др.), распознава­
ния образов, при изучении свойств поверхностей кристаллов и нанообъектов и во 
многих других случаях.
П оявление в 1988 году ортогональны х вейвлет-фильтров Добеш и или так на­
зы ваемы х фильтров с компактным носителем в значительной мере усилило интерес 
к вейвлет-анализу, т.к. открылись новые возможности не только для теоретического, 
но и для практического применения вейвлет-преобразования.
Важно отметить то, что вейвлет-фильтры  Добеш и строятся, исходя из крите­
рия длины  фильтров и, следовательно, являю тся фильтрами с конечным числом ко­
эфф ициентов [1]. Вейвлет-функции / ( t ) фильтров Добеш и принято обозначать ли ­
терой D  с добавлением цифры, соответствующ ей длине вейвлет-фильтра Добеш и, 
т.е. D 2 , D 4 , D 6  и т.д.
П усть даны  два фильтра h  и g  с ненулевыми элементами [2]:
, 1 + у/э , 3 + >/з , 3 - л / 3  , 1 - V 3
h0 — , h1 — , h 2 — , h 3 — ; (l)0 8 1 8 2 8 3 8 (1)
1 - л / 3  3 - л / 3  3 + л/3 1 + л/3
g  0 = 8 , g  1 = 8 , g  2 = 8 , g  3 = 8 '
Отметим соотнош ения между коэффициентами этих фильтров [2]:
ho + h  + h2 + h3 = 1;
g 0 + g1 + g 2 + g 3 = 0; (2)
g 0 = h3, g 1 = -  h2 , g 2 = h1, g 3 = -  h0 ;
ho + h2 = h  + h3 = 1/2 , 2 h2 = h  + 3h3.
Найдём передаточные функции H  ( z ) и G (  z ) в z  -представлении:
H  (z )  = h0 +  h^z +  h2 z 2 +  h3 z 3; (3)
G (z) = g 0 + £1z + g 2z 2 + gsz 3 = h3 -  h2z + K z 2 -  h0z 3 =
= - z 3 ( - h3z ~3 + h2z -2 -  h^z-1 + h0) = - z 3H ( - z~').
Таким образом, мы получили
G  ( z ) = -  z 3 H  ( - z - 1) . (5 )
(4 )
Для восстановления сигнала требуются дополнительны е фильтры H  ( z ) и 
G ( z )  . Определим их как сопряжённые квадратурные фильтры по формулам:
Hi (z )  =  H  (z - 1), G  (z )  =  G (  z - 1) =  -  z  “3 H  ( - z )  (6)
Тогда второе соотнош ение H  (z )H  ( - z ) + G (z ) G ( - z ) = 0 из (3-4) вы полняет­
ся. Первое соотнош ение H ( z  )H  ( z ) + G ( z  )G ( z ) = 1 принимает вид:
H  (z 1) H  (z) + G( z 1 )G( z) = 1 . (7)
Вернёмся к частотной переменной z  = e  IC0 . П оскольку коэффициенты {hn j -
вещ ественные, то H (z-1) = H (a ) . П оэтому последнее соотнош ение принимает вид
2 2  
\H (a)|2 + |G (a)|2 = 1 .
Найдём коэффициенты фильтров восстановления H  ( z ) и G  ( z )  из их опре­
деления H  ( z )  = H  (z _1), G ( z )  = G ( z _1) :
r 1 -л /3 r 3 -л [3 3 + л[3 1 + S
h 3 — 5 h 2 — , h 1 — , h0 — ; ГОЛ
-3 8 -2 8 -1 8 0 8 (8)
_ 1 + >/3 _ 3 + У3  _ 3 -  л/з _ 1 — s/3
g-3 8 5 g-2 8 5 g -1 8 5 g 0 8 •
Таким образом, метод одномерного дискретного вейвлет -  преобразования 
(ДВП) N  -го порядка последовательности x n определяется следующ ими рекуррент­
ными соотнош ениями:
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N -1
а П ) — Z  g k a 2П 1 k '  — 1 , 2 , . . .  , J ;
k  = 0 
N- 1
(9 )
/ ( ' ) =  Z  h , a 2 ' - ^  a (0) =  x ,n /  v k  2n - k  n n '
k  = 0
гд е a °  и ^ni') являются аппроксимирую щ ими и детализирую щ ими коэф фициента­
ми i -го уровня, а g k и hk (k  =  0 , 1 , . . . , N -  1) -  коэффициенты низкочастотного и
вы сокочастотного анализирующ их фильтров, соответственно.
С другой стороны, сигнал Xn может быть восстановлен по коэффициентам
jan J), ), 1), . ,  d ^  j  путём последовательной итерации по формулам:
a ( i -1 )  =т
Z g ^ . a ( i ) +  Z  h 2 k d ( i ) ,  m  чётноеS 2k  m -k  m -k  (10)2k  mk=0 2 k k= 0 2
N  / 2 - 1   N  / 2 - 1   _
Z g  2k+1a  m-1  -  k +  Z h 2 k + \ d <mn- 1 ,  m нечётное
k =0 “ 2 k  k =0 “ 2 k
где g  k и hk являю тся коэффициентами низкочастотного и вы сокочастотного синте­
зирую щ их фильтров, соответственно.
Для того, чтобы восстановленный сигнал соответствовал исходному, долж ны 
быть соответствующ им образом подобраны анализирую щ ий (раскладывающ ий) и 
синтезирую щ ий (собирающ ий) фильтры.
Для вейвлет-преобразования функции f  ( x )  необходимо вычислить серию
коэффициентов j a n, d n, d n , d xj , где a n -  аппроксимация функции, d t -  детази-
зирующ ие коэффициенты функции, i =  1, . , n . Каждый коэффициент находится 
интегрированием (11, 12):
N  /2  1 N  /2  1
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a
d
J  — N  ,к
J  — m ,к
: ( f, V j  — N, k ) = J f  ( Х > J  — N, k (Х)dx ;
R
(  f  /  J  — m , k ) =  J f  (  Х  ) W  J  — m , k (  Х  ) dX , m =  1 , 2 , ‘ - -  , N  ■
(11)
(12)
Возникает проблема вычисления больш ого количества интегралов с необхо­
димой точностью. Следует также учитывать, что при высоком уровне разреш ения J  
носители функций (pJk  ( х )  и / Jk  (х )  становятся малыми порядка J .
Быстрое вейвлет-преобразование, предложенное М ала позволяет реш ить эту 
проблему. Алгоритм М алла даёт возможность вычислять коэффициенты вейвлет- 
разлож ения без интегрирования, используя алгебраические операции на основе 
свёртки:
i = 1 , 2 , J ;
(13)
d? = X h, (i—1)>, a," 7 a(a> = x ,k 2n—k n n ’
где a П° и
ми
d ^ ) являю тся аппроксимирующ ими и детализирую щ ими коэффициента- 
i -го уровня, а gk  и hk (k = 0 , 1, .  , N  — 1) -  коэффициенты низкочастотного и
высокочастотного анализирую щ их фильтров, соответственно; Хп -  исходный сигнал;
N  -  порядок фильтра.
Эти равенства обеспечивают быстрые алгоритмы вычисления вейвлет- 
коэффициентов (каскадные алгоритмы, алгоритмы М алла). Термин «быстрые» оз­
начает не только, что в (13) используются более быстрые алгебраические процедуры, 
но и то, что при каждом преобразовании общее число новых коэффициентов не уве­
личивается в два раза, а остаётся прежним.
Схема разлож ения сигнала по алгоритму М алла приведена на рис. 1.
Рис. 1. Последовательность получения вейвлет-коэффициентов третьей октавы; H  ( z )
и G (  Z ) , соответственно, высокочастотные и низкочастотные анализирующие фильтры
в z  -представлении
Единственное отличие фильтрации в алгоритме М алла от классического КИХ- 
фильтра, задаваемого уравнением ^(k) = j r b x(k — i) [3], заключается в том, что значе-
i=0
ния фильтруемого ряда выбираются через один -  индекс 2n — k  в a2l—k. Это и есть
децимация 2  i  -  исключение из обработки каждого второго элемента.
Для двум ерны х сигналов -  изображений -  алгоритм разлож ения аналогичен 
тому, что применяется в одномерном случае (13). П усть (р(х )  -  масш табирующ ая
вейвлет-функция и /  ( х )  -  материнский вейвлет. Как известно, они порождаю т ба-
k=0
k=0
Н.И. Червяков, Ю.В. Кондрашов. Развитие методов быстрого ... 115
зисные функции (pJ п ( х ) и / J k (х ) . Двумерны й сигнал a ( n 1, п2) расклады вается по
базисным в L  ( R  ) фу нкциям P j ,n ( х )P j ,m ( y  ) , P j ,n (Х ) / j ,m ( У  ) » / J ,n ( x ) P j ,m ( У  ) и 
/ J п ( х)/_1 m ( У ) . Соответствую щ ие коэффициенты принято называть следующ им 
образом.
Аппроксим ирую щ ие  коэффициенты a (J )(n1, n2) получаются как коэфф ици­
енты разлож ения по вейвлет-базису p J n ( х  ) p J m ( y ) .  На рис. 2 (а) показано распре­
деление пикселов после пош аговой обработки исходного изображения банком 
фильтров.
Горизонт альные  детализирую щ ие коэффициенты d2J)(n1, n2) получаются 
как коэффициенты  разложения по вейвлет-базису p J n (х  ) / J m ( y ) .
Верт икальные  детализирую щ ие коэффициенты d[J)(n1, n2) получаются как 
коэффициенты разлож ения по вейвлет-базису / J n ( х)р_1 m ( y ) .
Д иагональны е  детализирую щ ие коэффициенты d <(J)(n1, n2) получаются как 
коэффициенты разлож ения по вейвлет-базису / J n ( х / ^ j  m ( y ) .
Схема разлож ения сигнала a 0( n1, n2) изображена на рис. 2 (б).
a (1)( n ,  n 2 ) d 2(1)(nl , n 2 )
a <0)( n ,  n 2 )
—
d l(1)(nl , n 2 ) d3(1)( n p  n 2 )
a (2) (n,, n . d2(2)( n , n )
d 2  ^( n 1 , n 2 )
d1(2)(n1, n2) n2)
d 1(1)(nl , n 2 ) d3(1)( n p  n 2 )
(а)
роды
колонки
ряды ,
“I
<'■(£} I— —  
- @ Ь [ М Ь @ ^ с Ц
т=) Н §)-| *■
I ► d" ■' ( Л,„ 1
£h—© -►
]—I{Ц}-»
(б)
Рис. 2. Последовательность получения вейвлет-коэффициентов третьей октавы 
для двумерного сигнала: (а) -распределение пикселов после пошаговой обработки 
исходного изображения банком фильтров; (б) -  в виде последовательности фильтров;
H  ( z ) и G ( z ) , соответственно, высокочастотные и низкочастотные
анализирующие фильтры в z  -представлении
В аналитическом виде разлож ение двумерного сигнала фильтрами можно за­
писать следующ им образом:
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a (1+1)( n , n1, 2) = X  X  g (k1) g (k 2)a (‘)(2n1 — k „ 2 n 2 — k2);
k1 =0 k2 =0 
N —1 N —1
d/i+1)(n1,n2) = X  X  g (ka)h (k2) a (‘)(2n1 — k „ 2 n2 — k2);
k1 =0 k2 =0 
N —1 N —1
d 2i+1)(n1,n 2) = X  X  h (k j g (k2) a (‘)(2n1 — k „ 2 n2 — k2);
k1 =0 k2 =0
N —1 N —1
d 3(I+1)(n1,n 2) = X  X  h (k1)h (k2) a (i)(2n1 — k1,2 n 2 — k2).
(14)
В качестве собственно фильтров могут использоваться фильтры Добеш и D4 
четвёртого порядка. Вейвлеты Добеш и являются вейвлетами с компактным носите­
лем, что обеспечивает хорош ие свойства приближения вейвлет-разложений. Они не 
имеют эксплицитного (явного) выражения, а задаются коэффициентами ф ильтра­
ции. Анализирую щ ие (разлагающие) высокочастотные (h) и низкочастотные (g) ко­
эф ф ициенты фильтра Добеш и D4 задаются следующ ими коэффициентами [2]:
, 1 + у/3
h0 = W T '
g 0 =
1 — л/3
4V 2 :
h1 =
g 1 =
3 + Уз 
4V 2 ’
_ 3 — л/ 3  
4V 2 :
h 2 =
g 2 =
3 — Уэ 
4V 2 ’ 
3 + л/3 
4V 2 ’
, 1 — 'v/ 3
h3 = “ W T ; (15)
g 3 =
1 + л/3
4V 2 ■
Графики вейвлетов Добеш и D4 (db4) в среде M ATLAB можно увидеть следующ им об­
разом (рис. 3):
[phi,psi,x]=wavefun('db4’,10); 
subplot(121); plot(x,phi); 
title('y=\phi(x)'); axis square; grid on;
subplot(122); plot(x,psi); 
title('y=\psi(x)'); axis square; grid on;
Рис. 3. Масштабирующая вейвлет-функция и материнский вейвлет Добеши D4
С целью повышения скорости вычисления свертки (13) предлагается её вычислять в 
системе остаточных классов, тогда выбирая модуль pj свертка может быть выражена как:
a (‘ ) =п X I  g ka 2i—k
d (i)
n
N —1
X  \hka V kI  2n—k
k=0
i=i, 2,..., J,
a (0) = х  .
n  n
(16)
N  —1 N  —1
k =0 k =01 ,^-L
k=0 P
P
P
Pi
Система остаточных классов и модулярные вычисления являются практически иде­
альным инструментом реализации линейной свертки, поскольку операции сложения, вы­
читания и умножения выполняются очень просто, а именно, если даны два числа A  и B, 
представленные в системе остаточных классов (с набором взаимно простых оснований mi, 
т2,...,ть) следующим образом:
A  = ( a 1, a 2,..., a L) : A  =  a 1(m od m 1), A  = a 2(m od m 2),..., A  = a L (m od m L) ,
B  = (b 1,b 2,..., bL) :  B  = b1(m od m 1), B  = b2(m od m 2),..., B  = bL (m od m L) (17)
то
A± B = f a ,  a2,...0L ) ± (b„ b2,...bL) =  ( Ц ± bJ m ),(  Ъ ± b2| m aL ~  bL I mL ) (18)
и
A-B=fa, ^■■■aO-(b1,b2? ■ ■ ■ bL)=( aЦ щ),(a Ц щ a ■b\mL) (19)
М атематические модели (17-19) вычисляются на основе использования ней­
ронны х сетей конечного кольца [3], число которых определяется рядом каналов по 
числу оснований, работающ их независимо друг от друга и параллельно во времени. 
Если каждую нейронную сеть конечного кольца отож ествить с отдельным основани­
ем системы остаточных классов, то образованная совокупность каналов будет пред­
ставлять собой арифметическое устройство выполняющ ее с больш ой эф ф ективно­
стью вейвлет -  преобразование сигналов.
Итак, система остаточных классов является наиболее подходящ ей технологи­
ей для реализации высокоэффективного вейвлет -  преобразования для задач циф ро­
вой обработки сигналов.
Для эфф ективной реализации операций вейвлет -  преобразования по алго­
ритм у М алла на основе свертки предлагается использовать математическую модель 
вычислительного объекта, оперирующ ую числами, представленными в системе оста­
точны х классов.
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DEVELOPMENT OF METHODS FAST WAVELET-TRANSFORMATION 
BY MEANS OF FILTERS DOBESHI
N. I. CHERVYKOV 
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In work possibility of construction highly effective wavelet -  trans­
formations orthogonal wavelet -  filters Dobeshi on algorithm of Mull on 
the basis of the convolution calculated in system of residual classes is 
shown.
Key words: wavelet -  transformation, wavelet -  the filter, wavelet -  
functions, algorithm of Mull, convolution, system of residual classes, digi­
tal processing of signals.
