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The Main Injector Neutrino Oscillation Search (MINOS) is a long base-
line experiment that was built for studying the neutrino oscillation phenom-
ena. The MINOS experiment uses high intensity muon neutrino and antineu-
trino beams created by Neutrinos at the Main Injector facility (NuMI) at
the Fermi National Accelerator Laboratory (Fermilab). Neutrino interactions
are recorded by two sampling steel-scintillator tracking calorimeters: 0.98 kton
Near Detector at Fermilab, IL and 5.4 kton Far Detector at the Soudan Under-
ground Laboratory, MN. These two detectors are functionally identical, which
helps to reduce the systematic uncertainties in the muon neutrino and an-
tineutrino disappearance measurements. The Near Detector, located 1.04 km
from the neutrino production target, is used to measure the initial beam com-
position and neutrino energy proximal to the neutrino source. The collected
data at the Near Detector is then used to predict energy spectrum in the Far
Detector. By comparing this prediction to collected data at the Far Detector,
vi
which is 735 km away from the target, it enables a measurement of a set of
parameters that govern the neutrino oscillation phenomenon.
The flexibility of the NuMI beam configuration and the magnetization
of the MINOS detectors facilitate the identification of νµ and ν¯µ charged-
current interactions on an event-by-event basis. This enables one to measure
neutrino and antineutrino oscillation parameters independently and therefore
allows us to test the CPT symmetry in the lepton sector. To enhance the
sensitivity of the oscillation parameters measurement, a number of techniques
have been implemented. Event classification, shower energy estimation and en-
ergy resolution bin fitting, which are described in this dissertation, are three
of these techniques. Moreover, the most stringent constraints on oscillation
parameters can be achieved by combining multiple data sets.
This dissertation reports the measurement of antineutrino oscillation
parameters using the complete MINOS accelerator and atmospheric data set
of charged-current ν¯µ events. This set comprises exposures of (i) 3.36 ×
1020 proton-on-target (POT) in the ν¯µ-beam mode, (ii) 10.71 × 1020 POT
in the νµ-beam mode, and (iii) 37.88 kton yr of atmospheric antineutrinos.
The data analysis provides the world’s most precise measurement to date on
the antineutrino oscillation parameters: |∆m2| = (2.50+0.23−0.29) × 10−3 eV 2 and
sin2(2θ¯) = 0.97+0.03−0.08. This result is consistent with neutrino oscillation pa-
rameters independently measured by MINOS and by others. The difference
between antineutrino and neutrino mass-squared splittings is computed to be
|∆m2| − |∆m2| = (0.13+0.23−0.25)× 10−3 eV 2.
vii
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Chapter 1
Motivation and introduction
1.1 Motivation and outline of this dissertation
Since their initial invention in the 1930s [1], neutrinos have emerged
as some of the most interesting elementary particles. Neutrino oscillation
(discussed in Chapter 1), now a well-understood phenomenon, indicates that
neutrinos have mass, and their flavor eigenstates are different from their mass
eigenstates. Neutrino oscillations provide the first evidence of physics be-
yond the Standard Model of the elementary particles. Over eight decades, our
picture of neutrino physics has been revolutionized, but some fundamental
questions still remain unanswered (as exposed in Chapter 2).
The study of neutrino oscillations allows one to examine a number of fun-
damental properties. Charge, parity and time reversal (CPT) invariance, a
fundamental principle in quantum field theory, requires that particles and
anti-particles share certain properties, including charge and mass. Neutrino
oscillation measurement cannot tell us the absolute neutrino mass scale, mi,
but only the mass-squared splitting ∆m2ij = m
2
i −m2j . Violation of the CPT
symmetry could manifest itself in neutrino oscillations as the difference of
mass-squared splittings for neutrinos and antineutrinos (i.e., ∆m2ij 6= ∆m2ij).
This is the central issue of this dissertation.
1
MINOS detectors (described in Chapter 3) are magnetized tracking
calorimeters and therefore enable separate charged-current νµ and ν¯µ interac-
tions on an event-by-event basis, giving a unique opportunity to measure the
neutrino and antineutrino oscillations simultaneously. Also, the flexibility of
NuMI beam allows a ν¯µ beam to statistically increase a number of observed
ν¯µ events, which normally lag well behind the number of observed νµ events.
Therefore, measurement of ν¯µ disappearance in the MINOS Far Detector, as
compared to the prediction from the Near Detector, not only enriches our
knowledge of antineutrino oscillations but provides a test of the CPT invari-
ance in the lepton sector.
In 2010, MINOS reported the measurement of antineutrino oscilla-
tion parameters from the direct observation of antineutrino muon disappear-
ance [2]. The ν¯µ-CC data from an exposure of 1.71 × 1020 protons on target
(POT) in the ν¯µ-beam mode agreed with the effective two-flavor oscillation
hypothesis with parameters ∆m2 = 3.36+0.46−0.40(stat)±0.06(syst)×10−3 eV 2 and
sin2(2θ) = 0.86±0.11(stat)±0.01(syst). Assuming that neutrino and antineu-
trino oscillations are governed by an independent set of oscillation parameters,
the ν¯µ and νµ measurements are consistent at the 2% confident level. Figure 1.1
shows the comparison of 90% C.L. allowed regions for neutrino and antineu-
trino oscillation parameter measured by MINOS. The measurement reported
a tension between the underlying mechanisms of neutrino and antineutrino
oscillations, but was insufficient to warrant evidence of CPT violation or a
requirement of introducing non-standard particles or interactions.
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Figure 1.1: The allowed regions from the independent measurements of νµ and
ν¯µ oscillation parameter. Figure taken from [2].
This measurement was limited by statistics. Since then, MINOS has
collected an additional 1.65× 1020 POT in the ν¯µ-beam mode to enhance the
measurement of antineutrino oscillation parameters. In addition, a number of
techniques such as event classification (discussed in Chapter 4) and hadronic
shower energy (described in Chapter 5) have been developed to improve the
sensitivity to antineutrino oscillation parameters. A software framework for
utilizing two-detector design of the MINOS experiment (introduced in Chap-
ter 6) is used to mitigate the systematic uncertainties. Also, this dissertation
presents the first joint measurement of the complete accelerator and atmo-
spheric data (shown in Chapter 7). All these aims to achieve the world’s
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most precise measurement of antineutrino oscillation parameters and clarify
ambiguity in previously reported results by MINOS. Figure 1.2 highlights the
ultimate results of antineutrino oscillation parameters, which are presented
in this dissertation. Finally, Chapter 8 summarizes the results of this dis-
sertation and presents an outlook on the forthcoming antineutrino oscillation
measurements.
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Figure 1.2: The left plot shows the progression of 90% confident level (C.L.)
surfaces of antineutrino oscillation parameters by adding more data sets. The
right plot shows the agreement between the neutrino and antineutrino mass-
squared splittings.
1.2 Overview of neutrino history
In 1914, James Chadwick [3] discovered that the spectrum of electrons
emitted in β-decays was continuous. This discovery was contrary to the pre-
scription of quantum mechanics, in which the spectrum of emitted electrons
was predicted to be discrete due to the law of energy conservation. As a
“desperate” remedy to escape this dilemma and preserve the conservation of
4
energy, W. Pauli introduced a new neutral particle with spin of 1/2, named
the neutron1, in a letter sent to the Physical Society of Tu¨bingen in Zurich in
1930 [1]:
“I admit that my way out may look rather improbable at first
since if the neutron existed it would have been seen long ago. But
nothing ventured, nothing gained.”
Much has changed since then. In 1956, Reines and Cowan [4] discovered ex-
perimentally the first neutrinos by creating electron antineutrinos, ν¯e, from
beta decay in nuclear reactors, which collided with protons to produce nu-
cleons and positrons. These two authors were then awarded the Nobel prize
for this important discovery in 1995. Furthermore, in 1962, an experiment at
Brookhaven lab [5] discovered that neutrinos, which were created in the pion
decays, interacted with a detector and produced muons, but not electrons.
This indicated the existence of the second generation of neutrinos, which was
then experimentally confirmed by Lederman, Schwartz and Steinberger [6].
They received the Nobel prize shortly after claiming discovery of muon neu-
trinos, νµ, in 1988. In 1975, a new kind of event,
e+ + e− → e± + µ∓ + missing energy,
was observed at the Stanford Linear Accelerator Center (SLAC) [7]. This was
the first evidence of the third lepton generation, which is now known as the tau
1renamed to neutrino later by Fermi in 1931.
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lepton. The existence of tau neutrinos, ντ , was promptly conceived. In 2000,
the Direct Observation of the NU Tau (DONUT) experiment at Fermilab [8]
reported the first direct evidence of tau neutrinos.
Three flavors of neutrinos, equal to the number of observable lepton
generations, have been confirmed and are widely accepted in the Standard
Neutrino Model (SνM) [9]. The constraints on the number of neutrino flavors
mainly come from the studies of Z boson decays [10] and the cosmological
data [11]. Fourth and further neutrino flavors are considered to be unlikely.
However, no direct proof for the exact three flavor paradigm is obvious and
physicists maintain a skeptical view on existence of non-standard neutrinos.
In the neutrino history timeline, summarized in Figure 1.3, verifying
the existence of neutrino oscillations, which was first proposed by Pontecorvo
in 1957 [12], was of central importance. It took more than 40 years to dis-
cover this phenomenon. In 1998, the Super-Kamiokande (Super-K) collabo-
ration [13] reported an evidence of neutrino oscillations in the atmospheric
sector after analyzing more than 500 days of data. This evidence was then
confirmed by the MINOS experiment [14] in 2006. Shortly after the Super-
K’s claim, solar neutrino oscillations were detected by the Sudbury Neutrino
Observatory (SNO) experiment [15] in 2000 and confirmed by the Kamioka
Liquid Scintillator Antineutrino Detector (KamLAND) [16] in 2002. The neu-
trino oscillations tell us that neutrinos have mass and thus provide the first
experimental evidence of physics beyond the Standard Mode.
The neutrino oscillations are widely modeled by the mixing matrix be-
6
tween flavor and mass eigenstate of neutrinos. This matrix is parameterized
by three mixing angles and one CP-violation phase. The last unknown mixing
angle θ13, has recently been uncovered to be non-zero at a level of 7.7 sigma
by the Daya Bay experiment [17] and of 7.3 sigma by the Tokai to Kamioka
(T2K) experiment [18]. The precise measurement of this mixing angle is cru-
cial since it allows us to measure the CP-violation phase in the lepton sector,
which might relate to the dominance of matter over anti-matter in the present
universe [19].
Figure 1.3: The growing excitement of neutrino physics. This shows the
milestones of neutrino physics from the beginning until present. This taken
from [20] and updated with Daya Bay observation.
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Another missing piece to complete the picture of neutrino oscillation is
the order of neutrino masses. The values of mass-squared splittings are well
determined but the hierarchy of neutrino absolute mass is still unknown. If the
mass hierarchy is inverted, it would be the first observation that neutrinos are
not typical fermions, which have increasing masses with increasing generation
numbers. In the next few decades, answering these questions will be necessary
to understand the nature of neutrinos, which has played a critical role at the
frontier of physics, cosmology and astrophysics. All of this makes neutrino
physics an exciting field.
1.3 Electroweak unification and neutrinos
Other than gravitational interactions, neutrinos only interact through
weak nuclear force. The neutrino theory firstly developed by Fermi describes
beta decay via a four-point interaction [21]. This theory predicts that the
cross-section for the neutrino-nucleon scattering is proportional to the square
of neutrino energy, which violates unitarity at around 300 GeV [22]. The most
widely accepted theory of elementary particles is the Standard Model (SM),
which was developed by Salam [23], Glashow [24] and Weinberg [25] based on
the local gauge groups SU(3)C × SU(2)L × U(1)Y2. In this theory, the left-
handed neutrino is grouped with the electron to form the presentation of the
gauge group SU(2)L, known as the electroweak unified theory.
2Subscripts C, L and Y are abbreviated for color charge, left-handed and weak hyper-
charge, respectively.
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The SU(2)L × U(1)Y group-based model for unified electroweak inter-
action was first introduced by Glashow in 1961 [24]. The left-handed electron,
eL, and left-handed neutrino, νL, form a doublet, dL = (
e
ν)L , which is invariant
under the weak isospin SU(2)L transformation. On the other hand, the right-
handed electron, eR, stands as a singlet and invariant under the U(1)Y group.
To build the Lagrangian for this model, three differential operators, Aaµ with
a = 1, 2, 3, for the SU(2)L group and one Bµ for the U(1)Y group are needed.
The infinitesimal gauge transformations for this model are given by:
eR → eig′BµeR,
dL → e−i
g′
2
Bµ+i
g
2
τaAaµdL, (1.1)
where τa = (τ 1, τ 2, τ 3) are the three Pauli matrices, g and g′ are two in-
dependent coupling constants associated with the group SU(2)L and U(1)Y
respectively. To preserve the local gauge invariance, field derivatives need to
be modified as follows:
/DeR =(∂µ − ig′Bµ)eR,
/DdL =(∂µ + i
g′
2
Bµ − ig
2
τaA
a
µ)dL. (1.2)
The total Lagrangian for the standard electroweak model is expressed as:
LEW = LLepton + LGauge + LHiggs + LYukawa, (1.3)
9
where
LLepton = dLi /DdLL + eRi /DeL,
LGauge =− 1
4
F iµνF
iµν − 1
4
BµνB
µν ,
LHiggs = (D
µφ)†Dµφ− V (φ),
LYukawa =fe
(
eRφ
+dL + dLφeR
)
. (1.4)
Here F iµν = ∂µA
i
ν − ∂νAiµ and Bµν = ∂µBν − ∂νBµ are gauge fields; φ is the
Higgs field. We define a field W µ which annihilates W+ bosons and creates
W− bosons and rotate the (A3µ, Bµ) plane to get a vector boson field Zµ [26] :
W µ =
Aµ1 − iAµ2√
2
,
Zµ = cosϑWA
µ
3 − sinϑWBµ, (1.5)
Aµ = sinϑWA
µ
3 + cosϑWB
µ,
where ϑW is the weak mixing angle
3. The lepton term in Eq. (1.4) is then
separated into the charged-current (CC) and neutral-current (NC) interaction
terms, LLepton = LCC + LNC, where:
LCC =− g
2
√
2
jµW,LWµ + h.c
=− g
2
√
2
veLγ
µ(1− γ5)eWµ + h.c, (1.6)
LNC =− g
2 cosϑW
jµZ,LZµ − ejµγ,LAµ
=− g
2 cosϑW
(
ν¯eγ
µ(gνV − gνAγ5)νe + e¯γµ(glV − glAγ5)e
)
Zµ
− gee¯γµeAµ. (1.7)
3also called as the Weinberg angle.
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Here ge =
√
g2 + g′2 is the elementary electric charge.
The mass of electrons is given via the mechanism of spontaneous sym-
metry breaking of the SU(2)L × U(1)Y group to the U(1)EM4 group when
exciting the Higgs field above the vacuum:
φ(x) =
1√
2
(
0
ν +H(x)
)
. (1.8)
The Higgs-lepton Yukawa coupling in Eq. (1.4) turns into:
LYukawa = −fe v√
2
(eLeL + eReR), (1.9)
which gives the mass of electrons as meL = meL = me = fe
v√
2
and zero-mass
for neutrinos. The SM predicts the masslessness of neutrinos. The backbone
for this argument is the absence of right-handed neutrinos, which prohibit
the interaction of left-handed neutrinos with Higgs bosons. However, this
argument is only valid when considering the mass term as a Dirac mass term.
The left-handed neutrinos by themselves can form a Majorana mass term [27],
which violates the lepton number conservation by 2 units. In any case, the
massiveness of neutrinos implies physics beyond the SM.
1.4 Neutrino oscillation phenomena
This section discusses the observation of the solar and atmospheric
neutrino puzzles as well as the development of the neutrino oscillation theory
and how it helps to explain these puzzles.
4Abbreviated for electromagnetic.
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1.4.1 Solar neutrino puzzle
The Sun is powered by nuclear fusion reactions happening in its core.
These reactions provides a pure source of electron neutrinos, νes. The struc-
ture and dynamics of the solar core are modeled from the Standard Solar
Model (SSM) [28]. The deficit of νes in the neutrino flux from the Sun in com-
parison to the SSM, which was observed in many experiments such as Homes-
take5, GALLEX6, GNO7, SAGE8, SNO9, Kamiokande and Super-Kamiokande
(Super-K) [29–35], shown in Figure 1.4, is known as the solar neutrino anomaly.
Figure 1.4: The ratios of measured solar neutrino fluxes from a variety of
experiments to the SSM predictions. Figure taken from [36].
5Homestake is the radiochemical experiment at Homestake Gold Mine, South Dakota.
6GALLEX abbreviated for Gallium Experiment at Laboratori Nazionali del Gran Sasso.
7GNO abbreviated for Gallium Neutrino Observatory (GALLEX’s successor.)
8SAGE abbreviated for Soviet - American Gallium Experiment.
9SNO abbreviated for Sudbury Neutrino Observatory.
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1.4.2 Atmospheric neutrino puzzle
High energy cosmic rays interacting with the Earth’s atmosphere pro-
duce a cascade of pions, pi±, and kaons, K±. These mesons, in turn, decay
into neutrinos and antineutrinos via a number of processes as follows:
p/He+N → X + pi±/K±,
pi±/K± → µ± + νµ(ν¯µ), (1.10)
µ± → e± + νe(ν¯e) + ν¯µ(νµ).
The ratio of muon neutrino flux to electron neutrino flux, φνµ/φνe , was pre-
dicted to be 2.
Figure 1.5: Atmospheric neutrino deficit observed in a variety of experiments.
The y axis is the ratio of measured φνµ/φνe rates divided by the prediction
from Monte Carlo simulation. Figure taken from [37].
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However, a number of experiments [38–43] confirmed that this ratio was smaller
than what we expected. The ratios of measured φνµ/φνe divided by the Monte
Carlo prediction from several experiments are summarized in Figure 1.5. The
double ratio is smaller than 1 (∼ 0.6 yielded by statistically linear fit), indicates
a shortfall of νµ(ν¯µ) component in total neutrino flux at observed locations on
the Earth in comparison with νµ(ν¯µ) component on the Sun.
1.4.3 Neutrino oscillation theory
The solar and atmospheric neutrino anomalies present compelling ex-
amples of neutrino oscillations, which spring from a quantum mechanical mix-
ing between the mass and flavor eigenstates of neutrinos. Neutrinos, which are
observed in the experiments, are created with other fermions through weak nu-
clear force, which does not change the flavor of the particle. The νe, νµ and
ντ are labeled as the flavor eigenstates of neutrinos (generalized as να). The
only way flavor eigenstates of neutrinos can be constructed to be invariant
under weak nuclear force is a mixture of exactly the right portion of the three
flavor-mixed eigenstates ν1, ν2 and ν3. Since each of these eigenstates should
have a definite mass, it is labeled as the mass eigenstate, νi. For a neutrino
of flavor α at its production point (t=0), its state can be simply expressed as
follows:
|να(0)〉 = Uαi|νi(0)〉 where α = e, µ, τ and i = 1, 2, 3. (1.11)
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Here Uαi is the leptonic mixing matrix, or named the PMNS
10 matrix [12,44,
45]. For neutrinos propagating freely in the vacuum, their mass eigenstates
|νi〉 evolve as a free particles:
|νi(t)〉 = e−i~p.~x|νi(0)〉, (1.12)
where ~p is the four-dimensional momentum and ~x is the four-dimensional co-
ordinate of neutrino at time t. Thus the flavor eigenstate |να(~t)〉 propagates
as follows:
|να(t)〉 =
3∑
i=1
Uαie
−i~pi.~x|νi(0)〉. (1.13)
Assuming that the neutrino mass mi is much smaller than its energy Ei, we
have following approximation:
Ei =
√
p2i +m
2
i ≈ pi +
m2i
2pi
≈ E + m
2
i
2E
,
where E is the average of all Ei. For relativistic neutrinos, t ≈ L and∑3
i=k pkxk ≈ EiL (L is the neutrino propagation distance):
~pi.~x = Ei.t−
3∑
i=k
pkxk ≈
(
m2iL
2E
)
. (1.14)
Substitute Eq. (1.14) into Eq. (1.13) yields:
|να(t)〉 =
3∑
i=1
Uαie
−im
2
i L
2E . (1.15)
10Abbreviated after Pontecorvo, Maki, Nakagawa, and Sakata.
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The probability of observing a neutrino of flavor β (νβ) at time t (equivalent
to distance L) from a neutrino of original flavor α (να) is then given by:
Pνα→νβ(t) =|〈νβ|να(t)〉|2
=δαβ − 4
∑
i>j
<(U∗αiUβiUαjU∗βj) sin2(
∆m2ijL
4E
)
+ 2
∑
i>j
=(U∗αiUβiUαjU∗βj) sin(
∆m2ijL
4E
), (1.16)
where ∆m2ij = m
2
i −m2j and we can rewrite:
∆m2ijL
4E
≈ 1.267∆m
2
ij[eV
2]× L[km]
E[GeV ]
. (1.17)
The neutrino oscillation probabilities depend on the elements of the PMNS
matrix, which can be generally formulated as follows:
UPMNS =
Ue1 Ue2 Ue3Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3
 . (1.18)
This matrix is unitary and normally represented by three mixing angles (θ12, θ23, and θ13),
one Dirac CP phase (δCP) and two Majorana phases (α1 and α2):
UPMNS =
 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδCP c12c23 − s12s23s13eiδCP s23c13
s12s23 − c12c23s13eiδCP −c12s23 − s12c23s13eiδCP c23c13

×
eiα1/2 0 00 eiα2/2 0
0 0 1
 , (1.19)
where sij = sin θij and cij = cos θij.
Besides three mixing angles and CP phases, the oscillation probabilities
16
(as shown in Eq. (1.16)), in principle, are driven by the three mass-squared
splittings ∆m2ij. The experimental evidence shows two scales of mass-squared
splitting. While the smaller of these two, named the solar mass-squared split-
ting ∆m212, is around 7.5 × 10−5 eV 2, the larger of these two, named the at-
mospheric mass-squared splitting |∆m232|, is around 2.4× 10−3 eV 2 [9].
Most experiments would be sensitive to one out of these two scales, i.e
∆m2aL/E = O(1) while ∆m
2
bL/E  O(1) or ∆m2bL/E  O(1). In this case,
the oscillation probabilities are approximately rewritten as follows:
P ( )
ν α→ ( )ν β 6=α
≈ 4
∣∣∣∣∣∑
i Up
U∗αiUβi
∣∣∣∣∣
2
sin2
(
1.267
∆m2aL
E
)
, (1.20)
P ( )
ν α→ ( )ν α ≈ 1− 4
∑
i Up
|Uα|2(1−
∑
i Up
|Uα|2) sin2
(
1.267
∆m2aL
E
)
, (1.21)
where “i Up” denotes a sum over only those neutrino mass eigenstates that
lie above ∆m2a or, alternatively, only those that lie below it. The following
highlights some examples from the baseline neutrino experiments.
For
∆m221L
E
 1, there is no contribution from the solar term. With
∆m231 ≈ ∆m232 assumption, the oscillation probabilities for a number of chan-
nels are simplified as follows:
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• Electron neutrino disappearance: The Daya Bay, RENO11 and Dou-
ble Chooz experiments [17,46,47] are sensitive to this channel.
Pνe→νe ≈ 1− 4|Ue3|2(1− |Ue3|2) sin2
(
1.267
∆m232L
E
)
(1.22)
≈ 1− sin2 2θ13 sin2
(
1.267
∆m232L
E
)
.
• Muon neutrino disappearance: The MINOS, T2K, and incoming
NOνA12 experiments [48–50] are sensitive to this channel.
Pνµ→νµ ≈ 1− 4|Uµ3|2(1− |Uµ3|2) sin2
(
1.267
∆m232L
E
)
(1.23)
≈ 1− cos2 θ13 sin2 2θ23 sin2
(
1.267
∆m232L
E
)
.
• Electron neutrino appearance: The MINOS, T2K and incoming
NOνA experiments [18,50,51] are sensitive to this channel.
Pνµ→νe ≈ 4|Ue3|2|Uµ3|2 sin2
(
1.267
∆m232L
E
)
(1.24)
≈ sin2 2θ13 sin2 θ23 sin2
(
1.267
∆m232L
E
)
.
For
∆m232L
E
 1, the oscillation pattern driven by the atmospheric term
vanishes due to the comparatively low reconstructed energy resolution, and
there is only a contribution from the solar term. The probability of νe dis-
appearance, which is studied by the Kamioka Liquid Scintillator Antineutrino
11RENO abbreviated for Reactor Experiment for Neutrino Oscillations.
12NOνA abbreviated for NuMI Off-Axis νe Appearance.
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Detector (KamLAND) experiment [16], has the following expression:
Pνe→νe ≈ 1− 4|Ue1|2(1− |Ue1|2) sin2
(
1.267
∆m221L
E
)
≈ 1− 4|Ue1|2|Ue2|2 sin2
(
1.267
∆m221L
E
)
(1.25)
≈ |Ue1|4 + |Ue2|2 + 2|Ue1|2|Ue2|2 cos
(
2.534
∆m221L
E
)
≈ 1− cos4 θ13 sin2 2θ12 cos
(
2.534
∆m221L
E
)
.
Here we did use the fact that |Ue1|2 + |Ue2|2 + |Ue3|2 = 1 and |Ue3|2 
|Ue1|2, |Ue2|2.
Each neutrino experiment is normally sensitive to a specific set of os-
cillation parameters and cannot handle conclusively the degeneracies due to
the correlation between the CP phase and θ13 mixing angle, the sign of ∆m
2
32,
and the octant of mixing angle θ23. These degeneracies and correlations are
discussed in Appendix A. To complete the picture of neutrino oscillation, it
is necessary to have a global framework which combines data sets in different
channels from a variety of neutrino experiments.
1.4.4 Matter effect in neutrino oscillations
The neutrino oscillation described in the previous section is only valid
in a vacuum. When propagating through matter, coherence forward scattering
between electron neutrinos and electrons results in extra interaction potential
energy, given by:
Vmat =
{
+
√
2GFNe for νe
−√2GFNe for ν¯e,
(1.26)
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where GF is the Fermi weak coupling constant and Ne is the electron den-
sity. As a result, this potential distorts the neutrino oscillation probability.
The matter effect in neutrino oscillations is knowns as the Mikheyev-Smirnov-
Wolfenstein (MSW) effect [52,53]. To demonstrate the impact of matter effect
on the neutrino oscillation probabilities, we consider a simple two-flavor oscil-
lation between νe and να( α = e, µ, τ). Their mixing of two mass eigenstate
ν1 and ν2 at t = 0 can be expressed as follows:(|νe(0)〉
|να(0)〉
)
=
(
cos θ sin θ
− sin θ cos θ
)(|ν1(0)〉
|ν2(0)〉
)
. (1.27)
In the vacuum, the time evolution of mass eigenstates is governed by:
∂
∂t
(|ν1(t)〉
|ν2(t)〉
)
vac
= H0
(|ν1(0)〉
|ν2(0)〉
)
, (1.28)
where the Hamiltonian of the mass eigenstates is given by:
H0 =
(
E1 0
0 E2
)
≈
(
p+
m21
2E
0
0 p+
m22
2E
)
=(p+
m21
2E
)1 +
(
0 0
0 ∆m
2
2E
)
.
Here E, p are the neutrino energy and the neutrino momentum respectively;
m1, m2 are the masses of two eigenstates ν1 and ν2; ∆m
2 = m22−m21. Since any
term in the Hamiltonian proportional to the identity matrix gives no observable
consequences, we can ignore (p+
m21
2E
)1 term in the above expression. By taking
the unitary conjugation of Eq. (1.27) and substituting to Eq. (1.28), we obtain:
∂
∂t
(|νe(t)〉
|να(t)〉
)
vac
=
∆m2
2E
(
sin2 θ 1
2
sin 2θ
1
2
sin 2θ cos2 θ
)(|νe(0)〉
|να(0)〉
)
. (1.29)
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By taking into account of the extra interaction potential energy, this equation
is modified by:
∂
∂t
(|νe(t)〉
|να(t)〉
)
mat
=Hmat
(|νe(0)〉
|να(0)〉
)
,
=
∆m2
2E
(
sin2 θ + 2E
∆m2
Vmat
1
2
sin 2θ
1
2
sin 2θ cos2 θ
)(|νe(0)〉
|να(0)〉
)
. (1.30)
The eigenvalues of modified Hamiltonian in Eq. (1.30) are:
λ1 =
1
2
(
Vmat +
∆m2
2E
(
1−
√
sin2 2θ + (cos 2θ − 2E
∆m2
Vmat)2
))
λ2 =
1
2
(
Vmat +
∆m2
2E
(
1 +
√
sin2 2θ + (cos 2θ − 2E
∆m2
Vmat)2
))
. (1.31)
This yields an effective mass-squared splitting by:
∆m2m = λ2 − λ1 =
∆m2
2E
√
sin2 2θ + (cos 2θ − 2E
∆m2
Vmat)2. (1.32)
We can find the corresponding mixing angle θm in term of θ and Vmat by
considering:
Hmat =
(
cos θm sin θm
− sin θm cos θm
)(
0 0
0 ∆m
2
m
2E
)(
cos θm sin θm
− sin θm cos θm
)
. (1.33)
Matching Hamiltonians in Eq. (1.33) and Eq. )1.30) yields:
sin 2θm =
sin 2θ√
sin2 2θ + (cos 2θ − 2E
∆m2
Vmat)2
(1.34)
This exercise demonstrates that the matter effect modifies both the mixing
angle (expressed in Eq. (1.34)) and the mass-squared splitting (expressed in
Eq. (1.32)). Also, the amplitude of matter effect depends on the neutrino
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energy and the matter density. A resonance occurs at Vmat/E = 2/∆m
2 cos 2θ
and results in maximum mixing sin2 θm = 1. Figure 1.6 shows the atmospheric
resonance (L > 800 km at E ∼ 1 GeV) in the νµ → νe transition with the
normal hierarchy but not inverted hierarchy. This indicates that matter effect
is a powerful tool for solving the neutrino mass hierarchy.
Figure 1.6: νµ → νe oscillation probabilities in matter with baseline of 1250 km
plotted for the normal hierarchy (left) and the inverted hierarchy (right).
Figure 1.7: ν¯µ → ν¯e oscillation probabilities in matter with baseline of 1250 km
plotted for normal hierarchy (left) and the inverted hierarchy (right).
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In addition, the matter treats neutrino and antineutrino oscillation in
different directions (see Eq. (1.26)). Figure 1.7 shows the atmospheric reso-
nance (L > 800 km at E ∼ 1 GeV) in the ν¯µ → ν¯e transition with the inverted
hierarchy but not normal hierarchy. Thus, taking advantage of matter effect
in both νµ → νe and ν¯µ → ν¯e would be very helpful for resolving the neutrino
mass hierarchy and measuring the CP-violation phase.
1.4.5 Antineutrino and neutrino oscillations
Under the charge-parity (CP) symmetry, we expect that [54]:
Pν¯α→ν¯β = Pνα→νβ(δCP → −δCP, Vmat → −Vmat), (1.35)
where Vmat is the effective potential caused by the effect of matter in which
neutrinos pass through (discussed in Section 1.4.4). Even in a vacuum (i.e.,
V ≡ 0), the neutrino oscillation probability and its CP process, in general, are
not the same if δCP 6= 0. However, in the disappearance mode (i.e., α ≡ β)
the CP phase is not involved. Also, in this mode, the time reversal operator
does not change the physical situation, T(να → να) = (να → να). Thus, under
the CPT symmetry, the rate of να and ν¯α appearances would be identical in
the vacuum.
In this dissertation, the ν¯µ and νµ disappearance data is described by
an effective two-flavor mode with a single mass-squared ∆m2 splitting and
mixing angle θ. In this approximation, the ν¯µ and νµ survival probabilities are
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given by:
P (ν¯µ → ν¯µ) = P (νµ → νµ) = 1− sin2 2θ sin2
(
1.267
∆m2L[ km]
E[GeV ]
)
, (1.36)
where L and E are the neutrino propagation distance and the neutrino energy
respectively. This approximation is derived from the three-flavor neutrino
oscillation model, which is governed by two mass-squared splitting ∆m221 and
∆m232, three mixing angle θ12, θ23 and θ13, and one single CP phase δCP. The
effective parameters in this two-flavor model are given by [55]:
∆m2 = ∆m232 + sin
2
12 ∆m
2
21 + cos δCP sin θ13 sin 2θ12 tan θ23∆m
2
21, (1.37)
sin2 2θ = 4 sin2 θ23 cos
2 θ13(1− sin θ223 cos θ213). (1.38)
Evidently, ∆m2 ' ∆m232 and sin2 2θ ' sin2 θ23 when considering that ∆m221 
∆m232 and sin
2 θ13 ' 0.
To account for the matter effect on the neutrino propagation, the mix-
ing angle θ13 is replaced by θ
m
13 (described in Section 1.4.4), given by:
sin 2θm13 =
sin 2θ13
sin2 2θ13 + (A− cos 2θ13)2
,
where A ≡ ±2√2GFneEν/(∆m232 + ∆m221), GF is the Fermi weak coupling
constant, Eν is the neutrino energy, ne is the electron density and the sign of
A is positive (negative) for neutrinos (antineutrinos). Moreover, to have exact
formulae for ν¯µ and νµ survival probabilities, we need to add the sub-leading
term, given by:
P sub-term(νµ → νµ) = −4|Uµ2|2|Uµ1|2 sin2
(
1.267
∆m221L( km)
E(GeV )
)
,
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where Uµ1 and Uµ2 are two elements of the PMNS matrix, which is defined in
Eq. (1.18). Figure 1.8a shows the small difference between the approximate
and the exact νµ survival probabilities. At 3 GeV (peak of ν¯ energy in ν¯µbeam
in MINOS), this difference is around 2%.
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Figure 1.8: The difference between the exact and approximate νµ survival
probabilities (left) and the difference between the exact ν¯µ and νµ survival
probabilities (right).
In a vacuum, the ν¯µ and νµ survival probabilities are identical. Figure 1.8b
shows the impact of matter effect on their difference. The difference is very
small in comparison to the uncertainties of the measurement of oscillation
parameters. Thus, the effective two-flavor model is good approximation for
measuring both ν¯µ and νµ disappearances in MINOS.
1.4.6 Alternative disappearance models
Along with neutrino oscillation, a number of theoretical models have
been proposed to explain the observed neutrino deficits, either in whole or in
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part. In the context of this dissertation, neutrino decay, neutrino decoherence
and large-extra dimensions are introduced. Although the theoretical motiva-
tions for neutrino decay and neutrino decoherence are very different, they are
both characterized by the same phenomenological signature: an exponential
damping of the flavor conversion probabilities. The large-extra dimensions-
based model, on other hand, assumes the existence of right-handed neutrinos
propagating in more than four dimensional space and has a subdominant effect
on top of the standard oscillations.
Neutrino decay
Neutrino decay was proposed as the alternative interpretation for solar
and atmospheric neutrino anomalies [56]. The main idea is based on the
hypothetical instability of the mass eigenstates. These neutrino eigenstates
can be decay into either “detectable” neutrinos or “invisible” neutrinos. Due
to the neutrino mixing, the probability of decay is basically the incoherent sum
of decay modes into all the neutrino mass eigenstates. Since the neutrino has
mass, the heavier one might decay into the lighter ones with lifetime of τ0. To
derive the formulae of survival probability, the phase e
− τ
2τ0 is added into the
free-wave expression Eq. (1.12). In the effective two-flavor mode, this finally
yields the following oscillation probability for νµ survival after propagating a
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distance L as follows:
Pνµ→νµ(L) = sin
4 θ23 + cos
4 θ23 exp
(
−m2L
Eντ0
)
+ 2 sin2 θ23 cos
2 θ23 exp
(
− m2L
2.Eντ0
)
cos
(
∆m232L
2Eν
)
, (1.39)
where Eν is the neutrino energy; m2 is the mass of ν2 mass eigenstate. In
the limitation of stable neutrinos τ0 →∞, reduces to the oscillation formulae.
Additionally, when ∆m232 is very small comparatively to the Eν/L ratio, the
νµ survival probability can be approximated by:
Pνµ→νµ(L) =
(
sin2 θ23 + cos
2 θ23 exp
(
− m2L
2.Eντ0
))2
. (1.40)
Neutrino decoherence
The possible decoherence effect in atmospheric neutrino oscillation was
proposed in [57]. In this model, the disappearance of one flavor neutrino
happens due to a foamy or fuzzy space-time background, which makes path
lengths indeterminate and gradually destroys the phase relationship among
the mass eigenstates. General arguments lead to the following formula of νµ
survival probability after propagating a distance L in the effective two-flavor
model:
Pνµ→νµ(L) = 1−
1
2
sin2 2θ23
(
1− exp
(
−µ
2L
2Eν
)
cos
(
∆m232L
2Eν
))
, (1.41)
where the parameter µ2 determines the amplitude of the decoherence. There
are two limits in Eq. (1.41):
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• Pure oscillation, when µ ≡ 0:
Pνµ→νµ(L) = 1− sin2 2θ23 sin2
(
∆m232L
4Eν
)
. (1.42)
• Pure decoherence, when ∆m232 ≡ 0:
Pνµ→νµ(L) = 1−
1
2
sin2 2θ23
(
1− exp
(
−µ
2L
2Eν
))
. (1.43)
Figure 1.9 shows the νµ survival probability with different models. In com-
parison to neutrino decay and neutrino decoherence, neutrino oscillation yields
sharper deficit dip. The MINOS data [58] disfavor neutrino decay and neutrino
decoherence at 7.8σ and 9.7σ respectively.
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Figure 1.9: Comparison of νµ survival probabilities from three models: oscil-
lation (black), decay (orange) and decoherence (blue). The plot is made with
∆m223 = 2.4× 10−3 eV 2, θ23 = 0.78, 735 km of baseline, m2/τ0 = 2× 10−3 eV/s
for decay and µ = 2× 10−2 for decoherence.
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Large extra dimensions
Neutrino oscillation formalism with the large-extra dimensions (LED)
is described in [59]. Right-handed neutrinos are hypothetically propagated in a
more-than four-dimensional space. These neutrinos are referred as the Kazula-
Klein (KK) neutrino modes. The Yukawa coupling of the KK neutrino modes
with the three standard left-handed neutrinos and the Higgs field leads to a
Dirac mass term of neutrinos. In general, mixing between the KK neutrino
modes introduces an additional mixing matrix, W , along with the standard
PMNS matrix in Eq. (1.11). The transition probability of να into νβ can be
given by:
Pνα→νβ(L) = |Aνα→νβ(L)|2,
Aνα→νβ(L) =
3∑
i,j,k=1
∞∑
N=0
UαiU
∗
βkW
(0N)∗
ij W
(0N)
kj × exp
(
i
λ
(N)2
j L
2Ea2
)
, (1.44)
where E is the neutrino energy; L is the neutrino propagation distance; a is
the size of extra dimension; and λ
(N)
j is the eigenvalues of Hamiltonian [59].
Figure 1.10 shows the perturbation of νµ survival probability caused by the
effect of LED with a baseline of 735 km (specific to the MINOS experiment).
A study [59] shows that the neutrino oscillation experiments can be sensitive
to a LED search down to 1µm.
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Figure 1.10: The νµ survival probability with standard formalism (black) and
with LED effect (blue for normal mass hierarchy and red for inverted mass
hierarchy.) The lightest mass of neutrinos is assumed to be zero. Figure taken
from [59].
In addition to neutrino decay and neutrino decoherence, a number of
models have been developed to explain the atmospheric and solar neutrino
anomalies. Some models such as sterile neutrinos [60], non-standard interac-
tions [61], Lorentz violation [62], ν → ν¯ transitions [63], have been tested with
the MINOS experiment.
1.5 Outlook
The data from a variety of solar, atmospheric, accelerator and reactor
neutrino experiments provides compelling evidence of neutrino flavor transfor-
mation in propagation. This phenomenon is successfully interpreted by the
neutrino oscillation model, which indicates that neutrinos have mass. This
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breakthrough is beyond the description of the Standard Model of particle
physics. For decades, the experimental data revealed a number of important
properties of neutrinos. However we are still far from understanding the nature
of this elusive particle which is a crucial issue at the frontier of particle physics,
astrophysics and cosmology. In the next few decades, experimental neutrino
programs will continue to search for neutrino properties intensively. The pre-
cision measurement of these, like the CP phase and the mass hierarchy, will
reveal the mysteries of neutrinos and will be a breakthrough in understanding
its nature. The status of experimental neutrino physics and future prospects
in this field will be presented in Chapter 2.
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Chapter 2
The status of experimental neutrino
oscillations
This chapter describes the experimental programs in neutrino physics.
This includes our understanding of oscillation parameters, absolute mass scale
and a brief description of neutrino velocity measurements. The forthcoming
results and future prospects are also discussed.
2.1 Natural neutrino source-based programs
2.1.1 Cosmology and supernova neutrinos
It is widely believed that very soon after the Big Bang, all particles
were in thermal equilibrium. Neutrinos were created and annihilated in pairs
from their interactions with electrons and positrons by:
e+ + e− ⇔ ν + ν¯. (2.1)
When the Universe expanded, the temperature dropped, making it difficult
for neutrinos to create electrons since they did not have enough energy. Even-
tually, once the mean time for the inverse interaction (ν + ν¯ → e+ + e−)
became longer than the age of the universe, neutrinos effectively decoupled
from the other particles, and traveled as a free stream. This stream is called
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the relic neutrino background, which is similar to the cosmic microwave back-
ground (CMB). The existence of relic neutrinos, if discovered, would be the
most compelling evidence for the standard Big Bang model. By counting the
“effective” relativistic degree of freedom of photons and fermions involved in
neutrino interactions, a relationship exists between neutrino and photon tem-
peratures [26] as follows:
Tν =
(
4
11
)1/3
Tγ ≈
(
4
11
)1/3
2.725 ≈ 1.95K (2.2)
Because of low kinetic energy (Ekin = 3T ≈ 5 × 10−4 eV ), the detection of
relic neutrinos is far beyond the capability of the present-day generation of
neutrino detectors.
Another important source of cosmological neutrinos is from supernova
explosions. In 1987, eleven neutrino events from the supernova SN 1987a
were observed by the Kamiokande-II [64] experiment and eight by the Irvine-
Michigan-Brookhaven (IMB) experiment [65]. These types of neutrinos are
crucial to understanding the core-collapse mechanism of star explosion. How-
ever, the data recorded from SN 1987a was insufficient to reveal much. The
Super-Kamiokande detector, which is 25 times the size of Kamiokande-II, was
primarily built to observe a large number of neutrino events when a new su-
pernova explosion occurs.
2.1.2 Solar neutrinos
Solar neutrinos are produced by nuclear fusion reactions in the core
of the Sun. The energy spectra of solar neutrinos are well calculated by the
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Standard Solar Model (SSM) [66]. The vast majority of solar neutrinos come
from the proton-proton reactions, which are comprised of the following five
nuclear reactions:
reactions νe type νe energy
p+ p→ d+ e+ + νe pp < 0.42 MeV
p+ e+ p→ d+ νe pep 1.44 MeV
e+7 Be→7 Li+ νe 7Be 0.85 MeV (90%), 0.38 MeV(10%)
8B →8 Be∗ + e+ + νe 8B <15 MeV
3He+ p→4 He+ e+ + νe hep <18.8 MeV
Table 2.1: Five nuclear reactions of the proton-proton chain produce solar
neutrinos in the core of the Sun.
Nuclear fusion reactions in the core of the Sun can be effectively expressed
as [67]:
4p→4 He+ 2e+ + 2νe + 26.731MeV. (2.3)
Although the Sun creates an enormous flux of 4.0 × 1010 νe/ cm2/sec,
90% the flux on the surface of the Earth is coming from pp-type neutrinos
(see reactions), which are very low energy (< 0.42MeV ). The solar neutrinos,
which have been used in studying neutrino oscillations, normally are 7Be−,
8B−, and pep−type neutrinos (see reactions). A number of experiments with
different techniques have been constructed to study solar neutrinos. A Chlorine
apparatus, which takes the advantage of radio-chemical reaction:
νe +
37 Cl→ e− +37 Ar (Ethreshold = 0.814MeV ), (2.4)
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was used with the Homestake experiment. Both the SAGE and GALLEX
experiments utilize the Gallium radio-chemical reaction:
νe +
71 Ga→ e− +71 Ge (Ethreshold = 0.233MeV ). (2.5)
Another technique, Cherenkov radiation in water, was widely conducted in
the Kamiokande, Super-K, SNO, IceCube and ICARUS1 experiments [15, 35,
39, 68, 69]. Other experiments such as Borexino2 and SNO+ (SNO’s succes-
sor) [70, 71] make use of a high-degree purity liquid scintillator as the target
material. The observation of a solar neutrino deficit from these experiments is
discussed in Section 1.4.1 and marked a crucial milestone in neutrino physics.
The solar neutrino measurements have determined precisely the νe survival
probability, which is characterized by the solar mixing angle θ12 and the so-
lar mass-squared splitting ∆m212. These measurements have also provided a
crucial test of the Sun’s inner core structure models. In the future, measure-
ments with solar neutrinos are expected to explore the matter effect, search
non-standard interactions and measure the νe survival probability more pre-
cisely [72].
2.1.3 Atmospheric neutrinos
The Earth is constantly bombarded by cosmic ray particles from space.
Cosmic rays are composed of 90% of hydrogen nuclei, 9% of helium nuclei (α
particles) and 1% of heavy nuclei with energy up to and more than 1 TeV. The
1Imaging Cosmic And Rare Underground Signals
2Boron solar neutrino experiment
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protons and heavier nuclei interact with the Earth’s atmosphere and produce
showers of pions, which subsequently decay to muons and muon neutrinos. If
all the muons decayed in to the muon neutrinos and electron neutrinos before
reaching the ground, it would be expected that there are two muon neutrinos
for each electron neutrino observed:
νµ + νµ
νe + νe
= 2. (2.6)
With approximate 15% uncertainty in the absolute neutrino flux, this ratio is
estimated with a precision up to 1% in the Eν < 10GeV region [73].
As discussed in Section 1.4.2, many experiments have made contribu-
tions to the measurement of this ratio. The measured ratios are significantly
smaller than 2, giving rise to the so-called atmospheric neutrino anomaly. The
atmospheric neutrino measurements have provided precisely the νµ survival
probability, which is essentially characterized by the atmospheric mixing an-
gle θ23 and atmospheric mass-squared splitting |∆m232|. In the coming era of
precision measurement of oscillation parameters, atmospheric neutrino exper-
iments are also expected to provide a great deal of sensitivity to the mass
hierarchy due to the large Earth matter effects. To explore this sensitivity, a
number of proposals have been conceived. The iron calorimeter detector at
the India-based Neutrino Observatory (ICAL@INO), will have great capacity
for separating νµ and ν¯µ on event-by-event basis. The Hyper-Kamiokande ex-
periment, proposed as a megaton water Cherenkov detector and the multiple-
megaton ice Precision IceCube Next Generation Upgrade (PINGU) detector
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will be able to observe large statistics of muon neutrinos and electron neutri-
nos, which provide an exceptional opportunity to resolve the neutrino mass
hierarchy [74].
2.2 Man-made neutrino source-based programs
When compared to natural source-based programs, the man-made neu-
trino source-based programs show a number of advantages. They include
the capability of controlling the neutrino flavors, limiting background, and
substantially reducing systematic uncertainties. In this section, reactor and
atmospheric neutrino-based programs are presented and followed up with a
discussion of future proposals.
2.2.1 Reactor neutrinos
Fission reactors generate energy by breaking heavy nuclei (usually U-
235) into smaller fragments, which, in turn, decay via a cascade of beta decays
into stable nuclei. On average, each fission yields about 200 MeV of energy and
6 electron antineutrinos, ν¯e. The neutrino energies from reactors range from 1
to 10 MeV. The favorable feature of the nuclear reactor is a very pure ν¯e flux,
which is known to be within 1% of absolute uncertainty. Moreover, since the
event rate scales with the reactor power, it is simple to predict the number
of produced ν¯e. However, their energy spectra, which are more sensitive to
a few physical phenomena, are difficult to measure. Another shortcoming of
reactor neutrino-based programs is that the flux decreases in proportion to
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1/r2 distance from the reactor. This limits the baseline length for the reactor
detector.
The study of oscillation physics with reactor neutrinos mainly focuses
on the ν¯e disappearance in the short baseline. In a vacuum, the full expression
of the ν¯e survival probability is as follows:
Pν¯e→ν¯e(L/E) =1− cos4 θ13 sin2 2θ12 sin2
∆m221L
4E
− cos2 θ12 sin2 2θ13 sin2 ∆m
2
31L
4E
− sin2 θ12 sin2 2θ13 sin2 ∆m
2
32L
4E
. (2.7)
The measurements from Daya Bay, Double Chooz and other reactor exper-
iments [17, 47] provide a precise constraint on the mixing angle θ13. The
discovery of a non-zero θ13 [17] in 2012, which marked a crucial milestone in
neutrino physics, opens the opportunity to measure the CP violation in the
lepton sector and the mass hierarchy of neutrinos.
In the future, while reactor neutrino-based experiments continue to im-
prove sensitivity to determine the mixing angle θ13, a study of mass hierarchy
in reactor neutrinos will be considered by looking for interference between
the two oscillation frequencies driven by ∆m231 and ∆m
2
32, as illustrated in
Figure 2.1.
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Figure 2.1: The νe survival probability shows two oscillation frequencies driven
by ∆m231 and ∆m
2
32. The normal hierarchy and inverted hierarchy cases are
shown respectively in orange and blue lines. The approximate two-flavor prob-
ability, a limit
∆m231L
E
' 0 and ∆m231 ' ∆m232 of Eq. (2.7), is presented by black
line.
2.2.2 Accelerator neutrinos
The usual muon neutrino beam from a proton accelerator is produced
as follows: The proton beam is accelerated and aimed at a target, producing a
large number of secondary pions pi±, kaons K± and other particles. A number
of focusing horns with shaped magnetic fields allow one to select momentum-
determined pi±/K±, which decay into muon neutrinos or muon antineutrinos,
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νµ(ν¯µ), when traveling through a decay pipe. Hadron absorbers are inserted
at the end of the decay pipe to absorb all hadrons, resulting in a nearly pure
beam of νµ(ν¯µ).
The absolute accelerator neutrino flux is determined with a large de-
gree of uncertainty, up to 20%, which is mainly inherited from the not well-
understood pi±/K± production in proton-target interactions [75]. To mitigate
this uncertainty, the accelerator neutrino-based experiments are usually con-
structed with two detectors. The Near Detector, located near to the neutrino
sources, is used to measure the neutrino flux before oscillation and the Far De-
tector, downstream from the neutrino source, collects the data after neutrino
flavor transformation has occurred. The accelerator beams are widely divided
into two types:
Wide-band neutrino beam
The broad energy spectrum of this beam type allows one to observe
simultaneously the first and second maximum oscillation nodes in the νµ(ν¯µ)
disappearance channel. This unique aspect offers a promising potential for
solving the degeneracy of neutrino parameters [76]. This normally requires a
very powerful beam along with a very long baseline. However, this baseline
reduces the sensitivity to measure the mixing angle θ13 and the CP phase
because of low event rate observed at the Far Detector.
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Off-axis neutrino beam
This beam type has lower intensity, approximately 100 times lower in
comparison to the intensity of the wide-band beam. The favorable feature of
this beam type is the precise prediction of neutrino spectrum, which is crucial
for a more accurate measurement of oscillation parameters. Moreover, study-
ing the kinematics of the neutrino beam [77] shows that the off-axis component
of a neutrino beam has a sharper peak of energy distribution than the on-axis
component, as illustrated in Figure 2.2. This critical asset is utilized in the
world’s first two off-axis neutrino experiments, the T2K and NOvA experi-
ments. The neutrino physics with the narrow-band beam comes from four
interested channels coupled into two pairs: (i) νµ/ν¯µ disappearances and (ii)
νe/ν¯e appearances. While the former produces the most stringent constraint
of the atmospheric mass-squared splitting and examines the maximality of the
mixing angle θ23, the latter is used to measure the mixing angle θ13, mass hier-
archy and sheds some light on the CP phase, briefly discussed in Appendix D.
The T2K experiment has recently reported evidence of a non-zero mixing an-
gle θ13 with 7.3σ significance [18]; the NOvA experiment, known as the world’s
longest-distance neutrino experiment, is on the way to complete installation
of the Far Detector. In the next few years, results from these two experiments
will probably reach a new realm in neutrino physics.
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Figure 2.2: The top plot shows the relationship between the pion energy and
the energy of induced neutrinos with different angles between them. The simu-
lated energy spectra of νµ charged-current events in the detector with different
angles (0, 7 mrad, 14 mrad, and 21 mrad) off from the center of NuMI beam
(introduced in Section 3.3) are shown at the bottom. The NOνA detector lies
at 14 mrad for optimizing sensitivity to the νe appearance. The bottom plot
is taken from [50].
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2.2.3 Future of neutrino beams
The new generation off-axis experiments like T2K and NOvA would
provide highly precise measurements of mixing angle θ23, ∆m
2
23 and even θ13,
but they barely solve definitely the mass hierarchy and the CP-violating phase,
because they are buried in the degeneracy and correlation among oscillation
parameters. The matter effect is found to be the most powerful tool for solving
this question. However, in order to enhance the matter effect, a necessary
but crucial feature is a very long baseline, which can dramatically reduce the
event rate. To solve this drawback, updating beam intensity of our current
neutrino beam to a so-called super-beam is considered. Compared to the
current 700 kW-powered operation of the NuMI beam (see Section 3.3), the
super-beam power is expected to be in the range of 2-5 MW. In addition to the
super-beam, a proposal for a neutrino factory is also envisaged. This is the
ultimate accelerator-driven neutrino beam, which generates neutrinos by the
decay of muons stored in a particle accelerator µ± → e±+νe(ν¯e)+νµ(ν¯µ). This
decay is extremely simple and well-understood. Additionally, the beam from
the neutrino factory consists of only muon-type and electron-type neutrinos,
which can be distinguished in a straightforward manner. The most challenging
part of constructing a neutrino factory is the 2.2µs life-time of muons and a
sophisticated approach for forming a well-collimated beam from random muon
motions. Many interesting neutrino physics with a super-beam and neutrino
factory are discussed in [76].
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2.3 Experimental status of neutrino mixing
2.3.1 Solar sector
The neutrino oscillation measurements involving the smaller of the two
mass-squared splittings, ∆m221, is often referred to as the solar sector measure-
ment. This sector dominates neutrino oscillations at the order of 105 km/GeV
for the ratio of distance propagated to neutrino energy. The measurements in
this sector come from the solar neutrino source-based experiment, as discussed
in Section 2.1.
Figure 2.3: Best limits of oscillation parameters in the solar neutrino sector
come from the global fitting with combined solar neutrino and KamLAND
data set. Figure taken from [78].
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The short baseline-based experiments, like KamLAND, also have made
a substantial contribution to this sector since the atmospheric term would be
averaged out due to reconstructed energy resolution, see Eq. (1.25). The global
fitting [78] of the combination of the solar neutrino and KamLAND data set
yields the most stringent constraint in the solar sector as follows:
∆m221 = 7.59
+0.20
−0.21 × 10−5 eV 2 and θ12 =
(
34.06+1.16−0.84
)o
. (2.8)
Figure 2.3 shows the confidence level (C.L.) surfaces of oscillation parameters
with separated solar neutrino and KamLAND data sets along with a combined
set in the solar sector.
2.3.2 Atmospheric sector
The neutrino oscillation measurements involving the larger of the two
mass-squared splittings, ∆m232, is often known as the atmospheric sector mea-
surement. This sector governs the neutrino oscillation at the order of 103 km/GeV
for the ratio of distance propagated to neutrino energy. The best constraints
come from measuring the νµ → νµ channel, see Eq. (1.23). The MINOS ex-
periment [79] gives the best measurement of this mass splitting, while the best
measurement of the mixing angle belongs to the Super-K experiment [80].
Figure 2.4 shows the 90% C.L. constraints on the atmospheric oscillation pa-
rameters from the MINOS, Super-K and T2K experiments.
MINOS: |∆m232| = 2.41+0.09−0.10 × 10−3 eV 2, sin2(2θ23) > 0.89 (90% C.L) (2.9)
Super-K: |∆m232| = 2.11+0.11−0.19 × 10−3 eV 2, sin2(2θ23) > 0.96 (90% C.L)
(2.10)
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Figure 2.4: Best limits of oscillation parameters in the atmospheric neutrino
sector. Figure taken from [79].
2.3.3 Tau neutrino appearance from muon neutrino beam
The νµ disappearance from the νµ beam is predominantly due to tran-
sisistions into ντ . However the ντ appearance is barely observed due to the
massiveness and short life-time of tau particles. The Oscillation Project with
Emulsion-tRacking Apparatus (OPERA) experiment, which uses a νµ beam
produced at CERN3 and observes neutrino interaction in a detector 730 km
way from target, has been built to facilitate this measurement. Until 2013,
the OPERA experiment observed three ντ candidate events [81].
3The European Organization for Nuclear Research.
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2.3.4 Mixing angle θ13
Although most νµ(ν¯µ) are oscillated to ντ (ν¯τ ), a small portion of νµ(ν¯µ)
are believed to be converted into νe(ν¯e). The magnitude of this portion is
governed by the mixing angle θ13. The importance of measuring this mixing
angle lies in the fact that CP violation in the lepton sector can only be observed
if θ13 is non-zero. In 2012, the Daya Bay experiment [17], a reactor neutrino-
based program discussed in Section 2.2, announced a 7.7σ significant discovery
for a non-zero θ13:
sin2 2θ13 = 0.089± 0.010(stat.)± 0.005(syst.). (2.11)
(a) The Daya Bay experiment
(b) The T2K experiment
Figure 2.5: The substantial signals of ν¯e appearance in the Daya Bay exper-
iment (left) and νe appearance in the T2K experiment (right). Figure taken
from [17] and [18].
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In 2013, the T2K experiment [18] confirmed the relatively large value of mixing
angle θ13 with a significance of 7.3σ. Figure 2.5 shows the substantial signal
of ν¯e appearance in the Daya Bay and νe appearance in the T2K experiments.
2.3.5 Sterile neutrinos
In the 1990s, the Liquid Scintillator Neutrino Detector (LSND) exper-
iment reported a neutrino transition driven by a mass-squared splitting of
the order of 1 eV2 [82]. This claim implied the existence of a fourth type of
neutrinos since it differed from atmospheric sector scale of 10−3 eV and solar
sector scale of 10−5 eV. However, measurement of the decay width of Z boson
shows good agreement with the widely-known model of only three light active
neutrino flavors [10]:
Nactiveν = 2.9840± 0.0082. (2.12)
Also the constraints from cosmology [11] for the number of neutrino species
yield, favors three generations:
N effν = 3.52
+0.48
−0.45 (95% C.L.; Planck + WP + highL + BAO). (2.13)
Therefore any additional neutrinos are believed to be sterile in a sense that
they do not interact through the weak force.
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Figure 2.6: The EQEν distributions (left) for antineutrino (top) and neutrino
(bottom) and the MiniBooNE allowed regions (right). Figure taken from [83].
The MiniBooNE4 experiment was constructed to test the LSND anomaly.
Their data were consistent with ν¯e oscillation in the 0.01 < ∆m
2 < 1.0 eV 2
range and overlapped partly with the LSND results, as shown in Figure 2.6.
Transformations of active neutrinos to sterile neutrinos (a controversial idea)
was used as an explanation. Also it is possible that the ν¯e flux is not well-
understood and needs to be re-evaluated [84].
4BooNE is an acronym for the Booster Neutrino Experiment
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2.4 Experimental status of absolute neutrino mass
Neutrino oscillations tell us nothing about the absolute neutrino mass
scale. The limits of the absolute scale of neutrino mass are constrained by
beta decay, neutrinoless double beta decay, and cosmology.
2.4.1 Supernovae and cosmological constraints
Supernovae are copious sources of neutrinos. By measuring the neutrino
speed, in principle, it is possible to constrain neutrino masses down to mνe <
12 eV/c2, like SN1987A [85]. Since neutrinos are extremely numerous in the
Universe, the cosmological effects of their even-tiny mass can be observed and
used to set limits on total neutrino mass. The recent data from Planck [11]
yields:
∑
mν < 0.23 eV (95% C.L.; Planck + WP + highL + BAO). (2.14)
However these constraints are fairly model-dependent and cannot take place
of the direct measurements in laboratory experiments.
Beta decay
The effective mass of νe can be measured via the beta-decay by looking
at the endpoint of the beta-decay spectrum. The current limit from the Mainz-
Troitsk neutrino mass experiment [86] on the effective νe mass is:
mνe =
√√√√ 3∑
i=1
|Uei|2m2i < 2.3 eV. (2.15)
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2.4.2 Neutrinoless double beta decay
This decay, if observed, provides the exclusive information regrading
the question of neutrino mass nature. This decay is also an excellent tool for
measuring the absolute scale of neutrino mass. The effective mass of neutrinos
measured from this kind of experiments is:
〈mββ〉 =
∣∣∣∣∣
3∑
i=1
U2eimνi
∣∣∣∣∣ . (2.16)
KamLand-Zen5 [87] reports 〈mββ〉 < (0.12 − 0.25) eV while Enriched Xenon
Observatory (EXO-200) [88] sets the upper limit as 〈mββ〉 < (0.14− 0.38) eV .
2.5 Experimental status of neutrino velocity
The measurement of neutrino velocity helps to test the relativistic
energy-momentum dispersion relationship. In September 2011, the OPERA
experiment claimed an observation of superluminal neutrinos from the data
collected at the Gran Sasso laboratory, 730 km downstream away from CERN.
However, this observation was subsequently found to be wrong and OPERA
later reported their corrected result of neutrino velocity, which is consistent
with the speed of light. In response to this claim, the MINOS experiment
updated their timing system with a number of studies, combined with a sta-
tistical increase by a factor of 8.5 in collected neutrino data, in order to revisit
the measurement of neutrino velocity with a more accurate result.
5KamLAND’s successor
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An Auxiliary Detector (AD) was introduced as a powerful tool to re-
duce the electronic latencies of the MINOS detectors. The author of this thesis
has installed two ADs at the Near and Far sites and performed analysis on the
data collected by these detectors. More detailed information about the AD
and measurement of neutrino velocity in MINOS is included in Appendix E.
Table 2.2 shows the most updated results of neutrino propagation time,
tν , deviated from the nominal time-of-flight τ , δ = tν − τ , from a number of
long-baseline neutrino experiments in the world. The neutrino velocities, cal-
culated by applying the conversion vν = L/(τ + δ) from these measurements,
are consistent with the speed of light.
Experimenst ν time of flight (δ = tν − τ) (ns)
Borexino 2.7± 1.2( stat.)± 3( syst.)
ICARUS 0.1± 0.7( stat.)± 2.4( syst.)
LVD 2.9± 0.6( stat.)± 3( syst.)
OPERA 1.6± 1.1( stat.)+6.1−3.7( syst.)
MINOS −2.4± 0.1( stat.)± 2.6( syst.)
Table 2.2: Measurements of deviation from the nominal time-of-flight from
number of long-baseline neutrino experiments in the world.
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2.6 Future prospects of neutrino oscillation experiments
Of the seven parameters describing the neutrino oscillations phenom-
ena: three mixing angles, two mass-squared splittings, CP phase and the mass
hierarchy, the first five parameters have been fairly well-measured to date. The
PMNS matrix, which governs the neutrino mixing as discussed in Section 1.4.3,
is not completely filled by our current experiment. The up-to-date knowledge
of this matrix is discussed in Appendix F. In the next steps, the neutrino
experiments will focus on the determination of CP phase and the resolution of
mass hierarchy. In addition, precision measurement of θ13 as well as searching
for sterile neutrinos are also considered.
θ13 precision measurement
After the discovery of non-zero mixing angle θ13 using the Daya Bay
reactor detector, the on-going accelerator-driven T2K6 and NOvA experiments
will measure this mixing angle from studies of νµ(ν¯µ) → νe(ν¯e) transitions.
These measurements not only set stringent constraints on θ13 mixing angle
but also facilitate investigations regarding the CP phase.
Mass hierarchy resolution
The two mass-squared splittings from atmospheric sector and solar sec-
tor are well-estimated. However, the mass hierarchy of neutrinos is still un-
6T2K [18] has recently reported evidence of a non-zero mixing angle θ13 at 7.3σ signifi-
cance.
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known. The matter effect is the key to resolve this ambiguity. To have sig-
nificant contribution from the matter effect, this kind of experiment requires
a very-long baseline. No current baseline neutrino experiment has had a sig-
nificant enough contribution of matter effect to definitely measure the sign
of mass-squared splitting. The accelerator-driven experiments such as NOvA
and the proposed LBNE would have longer baselines and higher intensities in
order to gain more sensitivity to the mass hierarchy. Also, the incoming re-
sults from huge neutrino telescopes, like Hyper-K and PINGU, with a baseline
on the order of the Earth diameter, would be a big step toward resolving the
neutrino mass hierarchy.
Measurement of CP phase
The non-zero θ13 mixing angle is a necessary condition for experimental
physicists to test the CP violation in the lepton sector. The matter effect is
the essential for improving sensitivity of the CP-violation search. Since the
capability of mass hierarchy resolution also depends on the matter effect, the
even longer baseline experiments are required for this search. The T2K (295
[ km]/0.6 [ GeV] of the ratio L/Eν) and NOvA experiments (810 [ km]/2. [ GeV]
of the ratio L/Eν) might shed some light on the CP phase by comparing the νe
and ν¯e appearances from the corresponding νµ and ν¯µ beam. However, in order
to have a definite answer for CP phase, very long baseline accelerator-driven
neutrino experiments along with a very intensive neutrino beam are needed.
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Search for sterile neutrinos
The observation of νe(ν¯e) excesses in short-baseline experiments, re-
ported by the LSND and MiniBooNE experiments, could be debated and ex-
plained as the transition from active neutrinos to sterile neutrinos. The Micro-
BooNE experiment is being built to conclusively investigate these controversial
results. The sterile neutrinos can be also researched for in long-baseline ex-
periments, like MINOS [60], via measuring the deficit of energy-independent
neutral-current event rates or charged-current event rates at energy regions
which are not sensitive to the standard oscillation.
55
Chapter 3
The MINOS experiment
The MINOS experiment is a two-detector long baseline accelerator-
based experiment that uses the world’s most intense neutrino beam (the NuMI
beam) to study neutrino oscillations. This chapter opens by discussing the
physics of accelerator neutrino experiments as well as the physics goals of the
MINOS experiment. Then, the NuMI beam and detector technologies are
described in detail. After that, the calibration and Monte Carlo simulation
procedures in MINOS are presented. Although the MINOS experiment fin-
ished in April 2012, these two detectors are used in a new beam configuration
in an experiment called MINOS+. The discussion of the neutrino physics with
MINOS+ is placed towards the end of this chapter.
3.1 Accelerator-based neutrino experiments
The idea of using proton accelerators for studying neutrinos was pro-
posed independently by Pontecorvo [45] and Schwartz [89] in the 1960s. The
protons, accelerated to nearly the speed of light, smash into a target and
produce a number of short-lived mesons (pi±/K±) which decay into muon
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neutrinos or muon antineutrinos as follows:
pi± → µ± + νµ(ν¯µ) BR ≈ 100%,
K± → µ± + νµ(ν¯µ) BR ≈ 63.4%. (3.1)
The high energy of the mesons guarantees that the produced neutrinos are
in a direction close to those of their parent mesons, yielding highly focused
neutrino beams.
One of the world’s premiere particle accelerators built using this idea
was the Alternating Gradient Synchrotron (AGS), which received 200 MeV
protons from Brookhaven’s linear accelerator (LINAC). Furthermore, one of
the most important milestone of the AGS was the discovery of the muon neu-
trinos in 1962 [6].
Continuing from the success of the AGS, many accelerator-driven neu-
trino beam facilities have been built at different locations around the world,
including Brookhaven, CERN, Fermilab, KEK, Los Alamos, Serpukhov and
J-PARC. Facilitated by a number of technological improvements, the power
of the neutrino beams has increased dramatically. The figures of merit from
various accelerator-based neutrino beams, measured in units of protons-on-
target (POT) multiplied by average neutrino energy (POT×〈Eν〉) delivered
are showed in Figure 3.1.
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Figure 3.1: The figures of merit (POT×〈Eν〉) of the accelerator-based neutrino
beams from various laboratories. Figure taken from [75].
The highly pure νµ beams with a flexible energy range of options from
the accelerator-based neutrino experiments facilitate the exploration of many
crucial areas of neutrino physics. A number of physics goals can be achieved
with experiments looking at the νµ disappearance or the νe and ντ appearance
from νµ transitions. The νµ disappearance is used for precision measurement
of atmospheric neutrino oscillation parameters: |∆m232| and the mixing angle
θ23; while the νe appearance is sensitive to θ13, mass hierarchy and δCP. The
appearance of ντ provides a crucial evidence for the oscillation theory, but it
is hard to make a precise measurement of this channel due to the limitation
of observing ντ events.
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3.2 Physics goals of MINOS
The MINOS experiment [90] was designed to make precision measure-
ments of the atmospheric neutrino oscillation parameters, previously measured
by the IMB, MACRO1, Kamiokande, and Soudan-2 experiments [91–94]. With
a large number of innovations for event energy reconstruction and event clas-
sification (discussed in Section 3.4), MINOS hoped to confront directly and
conclusively the atmospheric anomaly. The following are the highlights of
neutrino physics with the MINOS experiment:
Disappearance channel
This channel is used to measure the atmospheric |∆m223| and sin θ23
parameters via the νµ disappearance. In order to make precise measurements,
the clean sample of νµ charged-current (CC) events must be selected from
the data. The signature of this type of event is a long muon track, with the
main background arising from the neutral-current (NC) interactions, which
produce a charged pion track in the detectors. The large fiducial volume of
the MINOS detectors (0.98 kton of the Near Detector and 5.4 kton of the Far
Detector) facilitates this event separation. Also, two sampling steel-scintillator
tracking calorimeters allow one to reconstruct the total energy for each event.
This is crucial for observing energy-dependent νµ survival probability.
Furthermore, the two-detector setup in MINOS gives a powerful tool
to reduce a number of systematic uncertainties in the neutrino flux and the
1Monopole, Astrophysics and Cosmic Ray Observatory.
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detector responses. The Near Detector, 1 km away from the interaction target,
plays a role in the determination of the event spectrum before oscillation. The
Far Detector, which observes neutrino events 735 km away from the neutrino
source, expects to see the energy-dependent νµ deficit in comparison to the
non-oscillated prediction made by the Near Detector. This deficit is fitted to
the νµ survival probability and yields constraints on the atmospheric oscillation
parameters.
Appearance channel
This channel looks for the νe appearance due to the subtle νµ → νe
transitions. The pure samples of νe-CC events are needed for this analysis.
The main feature of this type of event is an electromagnetic shower, with the
main background arising from the NC interactions that produce a number of
neutral pion showers in the detectors. Since the MINOS detectors do not have
fine grain resolution to easily distinguish these types of events, a sophisticated
technique has been developed to select νe-CC events. The results from this
channel help to set a constraint on the mixing angle θ13, study the neutrino
mass hierarchy, and shed some light on the CP-violating phase.
Search for sterile neutrino
This search can be done by comparing the NC interaction rates recorded
at the Near Detector and the Far Detector. These rates are not expected to
change under the neutrino oscillations in the current widely-accepted three-
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flavor neutrino model. Thus, any difference between the rates of NC events
at the two detectors would indicate a physics beyond this model, i.e., the
existence of a new neutrino type.
Direct measurement for antineutrino oscillation parameter
The flexibility of NuMI beam allows a ν¯µ beam. The MINOS detectors
are magnetized and therefore able to distinguish ν¯µ from νµ, giving MINOS an
unique opportunity to measure the antineutrino oscillation parameters from
a ν¯µ disappearance in the Far Detector. Consequently, this allows MINOS to
directly test if νµ and ν¯µ obey the same oscillation model. This turns out to
be linked directly with the CPT testing in the lepton sector, which is the main
theme presented in this dissertation.
3.3 The NuMI neutrino beam
The NuMI Facility Project was proposed to produce an intense neutrino
beam to meet the demands of a new generation of experiments for the defini-
tive study of neutrino oscillations. The NuMI beam has run since 2005 with
a typical power of 350 kW. The NuMI beam uses 120 GeV protons from the
Fermilab Main Injector in 10 µs pulses to produce on average 3×1013 protons
every 2.2 s. First, these accelerated protons smash upon a graphite target and
produce a number of secondary particles, including pions and kaons. Next,
these mesons are focused in a forward direction by a system of two magnetic
horns en route to a decay pipe of 675 m in length. In this pipe, pions and
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kaons decay into muon neutrinos2 and muons. Finally, the produced beam
is purified by stopping the hadrons using an absorber, and the muons us-
ing approximately 250 m rock walls, upstream from the Near Detector hall.
Figure 3.2 illustrates the schematic of the NuMI beam line. MINOS mainly
collects the data with the neutrino energy of 3 GeV, optimizing the search for
muon neutrino disappearance.
The flexibility of the magnetic horns in the NuMI design, facilitates
neutrino production with two different beam configurations: νµ-beam mode
and ν¯µ-beam mode. The energy spectra of the neutrino components in these
two beams are shown in Figure 3.3. With the horn configured to focus positive
mesons, the νµ-beam mode, consists of 91.1% νµ, 7.1% ν¯µ, and 1.8% νe and ν¯e,
as shown in Figure 3.3a. While the ν¯µ-beam mode, operated with the nega-
tive mesons-focused configuration horn, has a mixture of 46.8% ν¯µ, 51.3% νµ,
and 1.9% νe and ν¯e, as shown in Figure 3.3b. The preponderant portion of νµ
events in the ν¯µ-beam mode reflects the fact that the cross-sections of ν¯µ inter-
actions are between two and three times lower than those of νµ interactions.
2A very small fraction is electron neutrinos.
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Figure 3.3: The energy spectra of neutrino components in two modes produced
by the NuMI beam: νµ-beam mode (left) and ν¯µ-beam mode (right). The
orange lines represent the νµ-CC events, the dark blue ones represent the ν¯µ-
CC events, and the brighter blue ones present the νe and ν¯e events.
Figure 3.4: The MINOS data accumulated an exposure of 15.6×1020 protons-
on-target between 2005 and 2012. Most of this data is in the low energy
νµ-beam mode (in green) and in the ν¯µ-beam mode (in orange). The special
runs with the higher energy mode or horn off are shown in red.
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The MINOS experiment started to collect data in 2005 and finished in
April 2012. For eight years of operation, a total exposure of 15.6×1020 protons-
on-target (POT) was delivered to the two MINOS detectors. Figure 3.4 shows
the timeline of the NuMI beam exposure delivered to the MINOS detectors.
Run Configuration Horn polarity Good data POT(×1018)
1 LE Forward 126.93
1 pHE Forward 15.31
2 LE Forward 194.27
3 LE Forward 388.71
4 LE Forward 8.84
4 LE Reverse 170.85
5 LE Forward 45.89
6 LE Forward 61.62
7 LE Reverse 124.08
8 LE Forward 12.58
9 LE Reverse 40.80
10 LE Forward 238.31
Total good physics data 1428.19
Total analyzed νµ beam 1071.04
Run periods (1, 2, 3, 5, 6, 10)
Total analyzed ν¯µ beam 335.73
Run periods (4, 7, 9)
Table 3.1: Summary of the Far Detector collected data in term of the POT
exposure. Abbreviation: LE, low energy; pHE, pseudo high energy.
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Table 3.1 shows the summary of the Far Detector collected data. About 10.71×
1020 POT out of this exposure has been taken with the νµ-beam mode and
3.36× 1020 POT taken with the ν¯µ-beam mode. The remaining subtle portion
of data was accumulated in special run periods, which were either with a
higher neutrino energy or with the horn off. The special runs are necessary for
understanding the detector responses and the neutrino flux. The components
of the NuMI facility are briefly described in the following sections:
Target
The NuMI uses a carbon target in order to maximize pi±/K± pro-
duction, which consequently maximizes the νµ-CC event rate in the MINOS
detectors. The target is designed to be sufficiently long enough to have most
of the primary protons interacting, but thin enough so that the secondary in-
teractions of the pi±/K± are minimized and energy absorption is small to the
extent possible. However, the target should not be too thin since it needs to
survive the undesirable target stress resulting from the heat load due to the
high intensity proton beam. The target body used by the NuMI, consists of 47
graphite plates of 2 cm (length) x 0.64 cm (wide) x 18 cm (tall). Graphite can
sustain very high temperatures and is relatively strong, enabling it to survive
bombardment from the intense proton beam. Also, a pair of stainless steel
tubes circulates chilled water, decreasing the heat generated by the proton
collisions and continuously cooling down the interaction target. It took seven
NuMI targets, summarized in Table 3.2, to complete entire MINOS run period.
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Target Horn Distance from
horn 1 (cm)
Configuration Start - end date
NT-01 PH1-01 99.59 +/- 0.27 LE100 200kA FHC 05/01/2005 - 05/12/2005
NT-01 PH1-01 249.59 +/- 0.27 LE250 200kA FHC 05/12/2005 - 05/20/2005
NT-01 PH1-01 9.59 +/- 0.27 LE10 185kA FHC 05/12/2005 - 05/20/2005
NT-01 PH1-01 149.59 +/- 0.33 LE150 200kA FHC 05/18/2006 - 06/11/2006
NT-01 PH1-01 249.59 +/- 0.27 LE250 185kA FHC 06/11/2006 - 08/14/2006
NT-02 PH1-02 8.34 +/- 0.35 LE10 185kA FHC 07/12/2008 - 06/13/2009
NT-03 PH1-02 several locations for
muon monitor tests
09/11/2009 - 09/15/2009
NT-03 PH1-02 9.4 +/- 0.2 LE10 09/15/2009 - 07/13/2010
NT-04 PH1-02 99.57 +/- 0.22 LE100 200kA FHC 08/22/2010 - 09/03/2010
NT-04 PH1-02 99.57 +/- 0.22 LE100 200kA RHC 09/03/2010 - 09/08/2010
NT-04 PH1-02 249.57 +/- 0.22 LE250 200kA FHC 09/08/2010 - 09/17/2010
NT-04 PH1-02 249.57 +/- 0.22 LE250 200kA RHC 09/17/2010 - 10/31/2010
NT-05 PH1-02 8.85 +/- 0.22 LE10 185kA RHC 10/31/2010 - 02/24/2011
NT-06 PH1-02 9.18 +/- 0.22 LE10 185kA FHC 04/09/2011 - 04/18/2011
NT-06 PH1-02 9.18 +/- 0.22 horn off test LE10 04/18/2011 - 05/02/2011
NT-06 PH1-02 9.18 +/- 0.22 LE10 185kA FHC 05/02/2011 - 05/16/2011
NT-01 PH1-02 250.09 +/- 0.22 LE250 200kA FHC 06/10/2011 - 06/21/2011
NT-01 PH1-02 10.40 +/- 0.22 LE10 185kA FHC 06/21/2011 - 07/08/2011
NT-01 PH1-02 9.18 +/- 0.29 LE10 185kA RHC 07/21/2011 - 09/15/2011
NT-07 PH1-02 99.17 +/- 0.29 LE100 200kA RHC 09/24/2011 - 10/05/2011
NT-07 PH1-02 9.17 +/- 0.29 LE10 185kA FHC 10/06/2011 - 03/14/2012
Table 3.2: Summary of target location along the beam-line for entire MINOS
run period.
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Focusing horns
Focusing the pi±/K± produced from the target is the essential technique
for making an intense neutrino beam. For pion decays, at a given angle θpi
with respect to the pion direction, the neutrino flux is calculated by:
φν ∝ 1
4piz2
(
2γ
1 + γ2θ2pi
)2
, (3.2)
where z is the distance from the observed point to the pion decay point, and
γ is the Lorentz factor of pion. Without focusing [75]:
θpi ≈ pT
ppi
≈ 2
γ
. (3.3)
This implies that the perfect focusing of pions, in principle, would increase the
neutrino flux by a factor of 25.
The idea of using the magnetic horns for focusing mesons was proposed
by Simon van der Meer [96] in 1961. The NuMI focusing is operated by a
set of two horns of pulsed transmission-line magnets, which creates a focusing
toroidal magnetic field. Since the focal length of the horn is proportional to the
particle’s momentum, it allows one to focus particles in a desired momentum
range over a wide range of production angles. By adjusting the locations of
the second horn and of the target with respect to the first horn, mesons of
specific energy range are selected. This allows the NuMI to produce different
neutrino energy beams with the same energy proton source.
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Decay tunnel
The decay volume is an evacuated, encased in concrete, and water-
cooled steel tube of 1 m (radius) x 675 m (length), pointing towards the Soudan
Underground Laboratory, MN. While propagating through the decay pipe, a
fraction of mesons decay following Eq. (3.1) and result in a forward-going
neutrino beam. The neutrino energies and the beam flux are derived from the
parent mesons by:
Eν =
(1−m2µ/m2(pi,K))E(pi,K)
1 + γ2θ2
,
Φ(νµ) =
(
2γ
1 + γ2θ2
)2
A
4pir2
, (3.4)
where γ is the Lorentz factor of pions, θ is the angle between parent mesons and
directions of resultant neutrinos, A is the cross-sectional area of the detector,
and r is the distance from the neutrino source to the detector. The energy
and the flux of the neutrinos peak along the meson flight direction, θ = 0. For
well-focused mesons and a detector on the axis of the pion beam, i.e θ ≈ 0, the
energy of neutrinos is around 43% (96%) of their parent pion (kaon) energy.
Hadron absorber
The hadron absorber is located at the back end of the NuMI decay
tunnel. Its aim is to absorb the hadrons that are produced in the target and
decay pipe. Steel and concrete are used to make the absorber. The absorber
also has a water-cooled aluminum central core, which helps to remove the heat
generated by the protons and secondary hadrons.
69
Muon monitors
There are three muon monitors located downstream of the hadron ab-
sorber as depicted in Figure 3.2. Each muon monitor comprises a 9× 9 array
of 10.2×10.2m2 ionization champers distributed uniformly inside 9 tubes [97].
The motivation for the installation of muon monitors is to measure the muon
flux produced from the decay of pions and kaons (pi/K → µνµ). The mea-
surement sets constrain the momentum distribution of the parent pions and
kaons, which consequently infer with the neutrino flux.
3.4 Detector technology
The MINOS experiment consists of two magnetized spectrometers sep-
arated by a baseline of 734 km. These two detectors, made of an iron and
plastic scintillator, are hadronic sampling and muon tracking calorimeters de-
signed to measure the energy of events coming from the NuMI neutrino beam.
3.4.1 Detector overview
MINOS uses the two functionally similar detectors to measure the neu-
trino energy spectra before (at the Near Detector) and after (at the Far De-
tector) oscillations. The two-detector technique helps to substantially reduce
the systematic uncertainties of the neutrino flux, the cross-sections and the
detector responses.
To precisely measure the neutrino oscillation parameters, we need to
identify neutrino events and reconstruct their energy with high resolution. In
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order to achieve these goals, tracking and sampling calorimeters have been
constructed in both detectors. These calorimeters are segmented into the
interleaved planes of a magnetized steel and plastic scintillator. While the
magnetized steel planes function as the targets of neutrino interactions, the
scintillator planes, composed of 4.1 cm wide, 1.0 cm thick plastic scintillator
strips, are active regions of the detectors downstream of these targets.
Figure 3.5: Basic elements of optical readout using in the MINOS detectors.
The scintillator lights are reflected in scintillators until collected by the wave-
length shifting (WLS) fibers, then transferred to the PMT via optical cables.
Figure taken from [98].
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Figure 3.5 shows the schematics of the optical readout in the MINOS
detectors. Neutrinos interact with the steel to produce a number of secondary
particles. The resulting charged particles, typically muons and pions, generate
small amounts of light when passing through the scintillators. The scintilla-
tion light, proportional to the deposited energy, is then collected by optical
fibers and amplified by photo-multiplier tubes (PMT) before being read by an
electronic data acquisition system. The topology and timing information of
the deposited hits are exploited to reconstruct neutrino events, which give us
the footprints of the neutrino interaction types.
The magnetic fields in the detectors bend the trajectories of charged
particles and their curvature is utilized to estimate their momentum and their
charge-sign. This allows us to distinguish µ+ from µ− induced by ν¯µ and νµ-
CC interactions respectively. Consequently, the ν¯µ disappearance is observed
directly and the antineutrino oscillation parameters are measured indepen-
dently. This enables MINOS to test the CPT symmetry in the lepton sector.
The following are brief descriptions of the MINOS detectors:
Near Detector
This detector is located 100 m underground (225 meters-water-equivalent
m.w.e) at Fermilab, 1.04 km downstream from the NuMI target. Figure 3.6
shows the schematic drawing and the real image of the Near Detector. The
NuMI neutrino beam reaches the Near Detector with a diameter of 50 cm.
The detector is composed of 282 planes of 2.54 cm (thick) × 3.8 m (high) ×
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4.8 m (wide) steel squashed-octagon planes and 153 scintillator planes, which
are made of 4.1 cm (wide) × 1.0 cm (thick) plastic scintillator strips. Each
plane has a hole of 30 cm × 30 cm, 59 cm from the center where the magnetic
coil resides. The overall mass of the Near Detector is 980 tons .
The detector is functionally divided into four longitudinal regions [90]:
(i) veto region (planes 1-20) used to shield the upstream neutrinos, (ii) tar-
get region (planes 21-60) to provide the fiducial volume for selecting neutrino
interaction events, (iii) calorimeter region (planes 61-120) used to measure
event topologies, electromagnetic and hadronic shower energy, and muon mo-
mentum, (iv) spectrometer region (planes 121-281) used to identify muons
and measure the energy of muon tracks.
Far Detector
This detector is in the Soudan mine, 735.34 km downstream of the
NuMI target. The schematic drawing and the real image of the Far Detector is
shown in Figure 3.7. The detector is situated at a depth of 705 m (2070 m.w.e),
which aids for cosmic ray shielding. The NuMI neutrino beam reaches the Far
Detector with a diameter of 1 km. This reduces the beam intensity by a factor
of ∼ 105 relative to the Near Detector. The Far Detector is composed of 486
planes of 2.54 thick steel measuring 8 m × 8 m and 484 scintillator planes.
This gives it an overall mass of 5.4 ktons. The detector consists of two super
modules of 249 and 237 planes, each separated by a gap of 1.1 m.
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Calibrator Detector
For studying the calorimetric response of the Near and Far detectors,
MINOS built a prototype, named the Calibration Detector. This detector
helps to determine the absolute and relative energy responses of the Near and
Far detectors, which play a crucial role for event energy reconstruction. The
detector consists of 60 planes of 2.5 cm (thick) x 1 m x 1 m steel planes. During
2001-2003, this detector was exposed to a 0.2 - 10 GeV energy range beam of
p, pi±, µ±, and e± particles at the CERN Proton Synchrotron accelerator in
Geneva.
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Figure 3.6: The Near Detector with the schematic drawing in the top and the
real one in the bottom. Figure taken from [48].
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Figure 3.7: The Far Detector with the schematic drawing in the top and the
real one in the bottom. Figure taken from [48].
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3.4.2 Steel and magnetization
The MINOS detectors use steel planes as the targets for nuclear interac-
tions, the passive absorbers for resultant particles, and the mechanical support
for the scintillator planes. In order to give it high tensile strength and have
good magnetic properties as well, the carbon content in the steel was chosen
to be between 0.04 -0.06% (by weight), consistent with AISI3 1006 low-carbon
steel. Furthermore, to mitigate the systematics between the two detectors, the
steel materials are required to have similar densities and magnetic properties
in both detectors. The measured thickness of steel planes is 2.563± 0.002 cm
at the Near Detector and 2.558± 0.005 cm at the Far Detector. Their density
is recorded as 7.85±0.03 g/cm3 with no systematics contributed by the density
differences between the Near and Far detectors.
The MINOS magnetization is designed to measure the muon momen-
tum (P) via its curvature with resolution of σP/P ∼ 12%. The coil hole
systems that produce the magnetic field in the detectors are independently
constructed to take into account the differences of detector geometries and
laboratory infrastructures at the two sites. The coil hole at the Near Detec-
tor applies a 40 kA turn current that produces an average magnetic field of
1.17 T in the detector. Two coil holes are used in the Far Detector in order to
magnetize the two supermodules independently. A 15.2 kA turn total current
is operated to provide an average 1.27 T magnetic field strength in the Far
Detector.
3American Iron and Steel Institute
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3.4.3 Scintillator and module design
The extruded plastic scintillators are used as the active detector el-
ements for producing the scintillation light from energy deposited by the
charged particles. MINOS uses polystyrene scintillator strips of 4.1 cm (wide)
× 1.0 cm (thick) co-extruded with a layer of TiO2 doped polystyrene to provide
a reflective boundary.
Figure 3.8: Cutaway drawing of a single scintillator strip (left): light is pro-
duced by ionizing particle, reflected inside the strip before captured by the
WLS fibers, guided to the edge of detector and routed to the PMTs. The
schematic design of scintillator module is shown on the right.
Either 20 strips or 28 strips are glued to form a scintillator module. The
lengths of scintillator strips are adjusted depending on their positions on the
module. Along each strip, a 1.0 mm (wide) × 2.0 mm (deep) groove is made to
embed a 1.2 mm diameter wavelength shifting (WLS) fiber. Figure 3.8 shows
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the cutaway drawing of a single scintillator strip and the schematic structure
of the scintillator module. In the Far Detector, the WLS fibers are read out
from both ends, while the shorter Near Detector fibers are read out only from
one end. These fibers absorb light in the blue part of the spectrum, which
peaks at 420 nm, is then re-emitted in the green part of the spectrum, which
peaks at 520 nm.
The scintillator modules are mounted on the steel planes at a 45o angle
with respect to the horizontal line. Successive planes are installed at right-
angles to each other, allowing events to be observed in “U = 1√
2
(x + y)” and
“V = 1√
2
(x − y)” views, as shown in Figure 3.9. The high spatial resolu-
tion from these two views facilitates reconstructing event topology in three
dimensions.
Figure 3.9: Layout of U (left) and V (right) modules on the Far Detector
planes. U- and V-type planes are interleaved. A and B module types have 28
scintillator strips and the other types have 20 strips. Figure taken from [98].
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3.4.4 PMT and enclosures
The scintillator light is shifted and guided to the edge of the detectors
by the WLS fiber before being carried by clear fiber ribbons to the multiplexing
boxes where the PMTs are mounted. A multiplexing scheme is employed to
reduce the number of PMTs needed for the front-end electronics. At the Far
Detector, the multiplexing groups eight strip ends which are separated by
about 1 m and read by one pixel of the Hamamatsu M16 PMT, depicted in
Figure 3.10.
Figure 3.10: Mounting assembly of Hamamatsu M16 PMT. The M64 “cookie”
layout is shown on the lower right of the figure. Figure taken from [98].
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Totally, 1452 PMTs are needed for 185,856 strip ends. At the Near Detector,
strips in the calorimeter region are read out individually while a multiplexing
scheme of four 1 m-separated strips is employed in the spectrometer region.
The 1 m separation guarantees the effectiveness of the demultiplexing algo-
rithm. To keep the same light yield between the two detectors, strips at the
Near Detector are read out at one end by the M64; while strips at the Far
Detector are read out at both ends by the M16. The nominal operating volt-
age for both types of PMTs is ∼ 800V, allowing a maximum gain of 0.8× 106
with the M64 and 1.0 × 106 with the M16. All PMTs have clear fibers and
cable connectors housed in the light-tight steel enclosures. This design is cho-
sen to minimize the crosstalk between the PMTs. At the Near Detector, each
M64 resides in an individual closure while at the Far Detector, three M16 are
mounted into one closure, called a multiplexer (MUX) box.
3.4.5 Electronics and DAQ
The main goals of the electronics are: to provide adequate information
for separating the NC and CC neutrino interactions and to measure the energy
of neutrino events with high resolution. The difference of event rates require
distinct electronic systems in the two detectors.
Near Detector
The instantaneous event rate is much greater in the Near Detector
than in the Far Detector. This requires very fast digitized electronics with
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no dead time during the 10 µs beam spill window. The Near Detector uses
a Charge Integration Encoder (QIE)4 to digitize continuously the signal from
PMT pixels at the 53.103 MHz (∼ 18.83 ns) RF frequency of the Main Injector.
Far Detector
The electronics are designed specifically to work with the low rate at
Soudan mine, 0.5 Hz for both cosmic muons and beam muons. The signal
rate is dominated by the detector noises, which are around 3-6 kHz per PMT.
Thus, the commercial 14-bit 10 MHz Analog-to-digital converters (ADCs) are
adequate to operate at the Far Detector with very low dead time.
The operation of the data acquisition systems (DAQ) at the two detec-
tors are functionally identical. Their job is to read out the raw data from the
front-end electronics and transfer them to the farm of computers where the
software selects interesting events for monitoring and calibration.
3.5 Signal calibration
The recorded signals in the MINOS detectors must be calibrated to cor-
rect for variations in the response of scintillator strips and readout channels.
For each physics event, the detectors record a series of raw hits with informa-
tion of position, timing and pulse height. From these raw hits, to obtain the
event energy, a series of multiplicative factors is implemented to convert the
raw photomultiplier Qraw(i, t, x) recorded in channel i at the time t at position
4Custom integrated circuit designed at Fermilab
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x into a calibrated signal Qcal [98]:
Qcal = Qraw(i, t, x)×D(t)× L(i, Qraw)× U(i, t)× A(i, x)× E, (3.5)
where:
• D(t) : corrects for the drifts in a channel response. This factor is com-
puted using the overall detector responses to through-going cosmic ray
muons. This is caused by scintillator and fiber aging and consists of drift
of the entire optical system, drifts of PMT gains and electronics response.
The detector responses vary with time at a level of a few percent.
• L(i, Qraw) : corrects for the non-linear channel responses. This is due to
the 5-10% non-linearity of PMT responses at light levels of approximately
100 photoelectrons. This factor is estimated using a Light Injection sys-
tem, which uses LED lights to create fake input signals. Comparisons are
made between the detector outputs to get an independent measurement
of light intensity.
• U(i, t) : corrects for the non-uniform channel-to-channel responses. This
factor is taken into account by the fact that the responses of strips fluc-
tuate due to the variation in scintillator light yield, light collection effi-
ciency of the WLS fibers, attenuation of the clear fibers, and quantum
efficiency of the PMTs. A variation of 30% of the individual strip re-
sponse is found by using through-going cosmic ray muons for calibration.
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• A(i, x) : corrects for the WLS fiber attenuation. This factor is estimated
by using a test-stand and results from fitting the data to a double expo-
nential:
A(i, x) = A1(i)e
−x/L1 + A2(i)e−x/L2 ,
where x is the length along the strip and L1, L2 are two attenuation
lengths. The attenuation corrections vary by approximately 50% for a
3 m scintillator strips in the Near Detector and 30% for an 8 m scintillator
strips in the Far Detector.
• E : is the overall scale factor that converts the fully corrected signal to
an absolute energy unit for the two detectors. This factor, called Muon
Energy Unit (MEU), is computed by using the stopped cosmic ray muons
in the detectors. To reduce the uncertainty of MEU, only segments of
muon tracks with small dE/dx variation is chosen.
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Figure 3.11: The response in MEU for the Near Detector (left) and Far De-
tector (right) as the function of time. The MEU values are stable over time
to within 0.5% for the Near Detector and 1.5% for the Far Detector.
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The calibration chain results in the correction of response variations for the
two detectors. Figure 3.12 shows an example of calibration result on the
Far Detector response. After applying the corrections, the spatial variation
in detector response is estimated to be within 1%. Figure 3.11 shows the
responses in MEU as the function of time for the two detectors before and
after applying calibration corrections. The calibrated MEU values are stable
within 0.5% for the Near Detector and 1.5% for the Far Detector while the
uncalibrated MEU values vary up to 25%.
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Figure 3.12: The raw response (in ADCs) of the Far Detector as the function
of detector position for U strips (left) and V strips (right) before (top) and
after (two bottom) calibration.
85
3.6 Monte Carlo simulation
The chain of MINOS Monte Carlo (MC) processes begins with the simu-
lation of the neutrino flux from the NuMI beam by using the FLUGG program
[99]. This program incorporates the geometry modeled by a GEANT3 [100]-
based GNUMI framework into FLUKA [101], in order to simulate the proton
interactions on the target, the propagation and re-interaction of the produced
particles and the particle decays in a decay pipe. The output of this step is a
collection of neutrinos coordinated at the decay point of their parent particle
with their flavor labeled and specific values for energy and momentum. The
neutrino flux is simulated separately for each run period, taking into account
the shift of target position and the effect of introducing helium into the decay
pipe. The next step in the MC chain is simulating the neutrino interactions in
each detector. This is done by employing the NEUGEN3 package [102] with
MODBYRS-4 cross-section model and the resultant particles are passed to
the GEANT3-based detector model to simulate the underlying physics. Addi-
tionally, the development of hadronic showers is modeled using the GCALOR
package [103]. The lowest level of the MC process is the simulation of the en-
ergy deposits, converting them into scintillation light output and translating
them into mimicking detector readout signals. This whole chain produces a
raw MC sample.
The produced MC raw samples are reconstructed in the same manner
as the real data, but true information of the interaction is included. This
procedure allows us to understand the efficiency of event reconstruction and
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how well we calibrate the system. Normally, the simulation is not precise since
it can not take into account all the detector effects, which have not been seen
until long after the data have been taken. Thus retuning the MC sample to
force agreement between the data and MC is necessary.
In the Near Detector, the effects of multiple interactions from the same
beam spill are taken into account by overlaying the individually simulated
events. Effects of neutrino oscillations are taken into account at the analysis
level by reweighing each event with its true energy-depended probability. Fur-
thermore, the potential appearance of ντ events requires one to have a tau MC
sample, which is normally generated by switching from νµ to ντ in the original
neutrino flux.
3.7 Event reconstruction
The νµ charged-current events are characterized by a muon track and
a number of hadronic showers. What is recorded in the detectors are the
raw deposited hits along with the topological and timing information. From
these raw hits, an ordered set of algorithms are applied in order to ultimately
find the candidate tracks and showers for each events. The following are the
highlights of algorithms employed for the reconstruction process in MINOS:
Digit formation and demultiplexing
Scintillation light, generated when charged particles hit the scintilla-
tors, is converted into a digitized measurement of pulse height, called digit,
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and recorded by the electronics. Each digit is registered with a time-stamp and
a list of possible associated strip ends. The Far Detector and the spectrometer
region of the Near Detector are multiplexed. A demultiplexing algorithm is
used to identify which of eight (Far Detector) or four (Near Detector spec-
trometer) strip ends are associated with each digit. Since the Far Detector is
read out at both ends of the strip, the demultiplexing algorithm finds the digit
pair when two digits are identified as originating from the same strip.
Strip formation and slicing
The strip, formed by grouping digits arrived at the same time from each
end of the scintillator strip in the Far Detector, or from the single end in the
Near Detector, presents a single energy deposit in a scintillator strip. In the
Far Detector, the event rate is low enough so that only one strip is typically
formed, while in the Near Detector, multiple strips from a number of neutrino
interactions per spill are expected. To simplify the reconstruction process, the
activity in the detector in each beam spill is divided into one or more events
based on the localization in time-space. The remaining chain of reconstruction
is then applied to each slide (i.e., individual event). In this sense, a slice
is defined as any collection of strips that are spatially and temporally close
enough to be likely from a single neutrino interaction.
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Formation of a track
Tracks are reconstructed in a two step process: track finding and track
fitting.
• Track finding: In this stage, the “seed tracks” or small segments of a
candidate track, which consists of a number of hits in several proximal
detector planes, are recognized by applying the Hough transform [104].
The track candidates are gradually constructed by adding the best track
segments together.
• Track fitting: The track candidates from the finding stage are passed
through a Kalman Filter [105] to find the best track candidates and
estimate the preliminary parameters of track properties. This filter is
basically the set of recursive equations that extrapolates and updates
the dynamic state vector of muon at each point along the track. The
effect of noise, multiple scattering and magnetic field are taken into ac-
count in order to decide if a given hit belongs to the track or not. If hits
do not belong to the track, they will pass through as the input of the
shower formation.
The state vector at each point along the track, after fitted by the Kalman
Filter, consists of a transverse position in both U and V views, and trans-
verse direction in two views (dU/dz and dV/dz). At the track vertex, the
state vector additionally includes the estimated ratio of charge sign to
momentum (q/p) and its uncertainty (σq/p) which is obtained by fitting
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the track trajectory in the magnetic field of the detector. If the track
ends in the detector and not in the coil hole region, track momentum
is calculated from the range with higher resolution. This method calcu-
lates the energy lost in the steel and the scintillator using the GEANT
3 simulation.
Figure 3.13 shows the muon track reconstructed efficiencies, defined as the
ratio of the number of successfully reconstructed true muon tracks to the total
number of true muon tracks. The efficiency at the Far Detector is expected to
be higher than that at the Near Detector, due to the smaller event rate.
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Figure 3.13: The muon track reconstructed efficiencies as the function of true
muon track energy in two detectors of the MINOS experiments.
Although the track finding and fitting algorithms achieve a very high
efficiency of muon track reconstruction, they also pass through a comparatively
large number of non-muon tracks induced by the neutral-current interactions.
Figure 3.14 shows composition of events with at least one reconstructed track.
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Figure 3.14: The composition of events having at least one reconstructed track
in the νµ-beam mode (left) and ν¯µ-beam mode (right).
About 14-15 % of events are from the neutral-current interactions. To re-
duce the contamination in the charged-current muon neutrino sample or in
the neutral-current sample, multiple topological and dynamic features of the
reconstructed track are exploited, as discussed in Chapter 4.
Formation of a shower
All remaining hits which do not belong to the track, are locally clustered
together to form a number of candidate showers5. Each shower hit must have
a summed pulsed height of at least two photoelectrons. This cut is necessary
to remove the fiber noise and the PMT crosstalk. These clusters are then used
to construct the shower of a single event by adopting an algorithm which takes
advantage of non-clustered hits [106]. The transverse vertex position of the
5Track hits that have more energy than expected from the muon energy deposition, are
also added to the shower.
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shower is assigned to the plane with the largest pulse height sum within 10
planes (5 planes in the same view) of the most upstream plane, along with
its immediate upstream and downstream planes. The position of longitudinal
shower vertex is the longitudinal coordinate of the scintillator in the most
upstream plane. The shower energy is estimated generally by summing the
energy deposited by all shower hits. Due to the coarse detector granularity,
the shower energy resolution is poorer than the track energy resolution. The
method of using a multivariate technique to estimate shower energy, discussed
in Chapter 5, improves the shower energy resolution by combining additional
information from the shower topology.
Event building
The individual neutrino events are constructed by pairing tracks and
showers using their temporal and spatial proximity. In the most simple and
frequent cases, an event consists of one track and one shower. If an event has
multiple tracks and/or multiple showers, the primary track and the primary
shower are determined based on a number of criteria6.
6Normally, the amplitude of pulse height deposition of track (shower) is considered and
the highest one is assigned as the primary one.
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3.8 The MINOS+ experiment
The MINOS experiment finished its operations in April 2012. The two
detectors continue to operate in the MINOS+ [107], in the medium-energy
NuMI beam, which is optimized for the NOvA experiment. Due to the re-
configuration of the neutrino beam, the neutrino energy spectra is shifted to
a higher energy, as shown in Figure 3.15. The energy spectra peak around 6-
7 GeV for both νµ-beam and ν¯µ-beam modes. Also, the beam composition has
changed. Table 3.3 summarizes the beam compositions of the two beam modes
in the MINOS and MINOS+ experiments. Compared to MINOS, the νµ-beam
sample has purer νµ events while ν¯µ-beam sample increases significantly the
percentage of ν¯µ-CC events.
True energy (GeV)
0 10 20 30
Ev
en
ts
/1
e1
7 
PO
T
-110
1
10
210
310
 CC spectrumµν
 CC spectrumµν
 CC spectrumeν + eν
M I N O S +
-beam modeµν
(a) νµ-beam mode
True energy (GeV)
0 10 20 30
Ev
en
ts
/1
e1
7 
PO
T
-110
1
10
210
 CC spectrumµν
 CC spectrumµν
 CC spectrumeν + eν
M I N O S +
-beam modeµν
(b) ν¯µ-beam mode
Figure 3.15: The energy spectra of charged-current interactions for two beam
modes in the MINOS+ experiment: νµ-beam (left) and ν¯µ-beam (right). The
orange lines represent the νµ-CC events, the dark blue ones represent the ν¯µ-
CC events, and the brighter blue ones present the νe and ν¯e events.
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Components
MINOS MINOS+
νµ-beam ν¯µ-beam νµ-beam ν¯µ-beam
νµ CC (%) 91.06 51.26 97.04 18.63
ν¯µ CC (%) 7.14 46.79 1.84 80.07
νe+ν¯e CC (%) 1.80 1.95 1.12 1.30
Table 3.3: The comparison of charged-current event contents in the MINOS
and MINOS+ experiments.
For the first three years of MINOS+ operations, we expect to collect
more than 10,000 νµ-CC events and 3000 NC events from an exposure of
18 × 1020 POT. MINOS+ aims to search for non-standard interactions from
the disappearance of νµ-CC events and sterile neutrinos from a NC rate study.
Also, the large statistics of νµ-CC events at the high energy regions (> 5
GeV) provides MINOS+ a possibility for examining the effect of large-extra
dimensions [59] with the neutrino oscillations.
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Chapter 4
The event classification in MINOS
This chapter describes two types of event selections used for the physics
analyses in the MINOS experiment. Each selection is employed for a given
physics goal: charged-current muon neutrino (CC-νµ) event selection for the
precision measurement of νµ disappearance, and neutral-current (NC) event
selection for the sterile neutrino search. The general idea of event selection
is to compare the features of an input candidate to those expected of a par-
ticular signal and map this comparison to a quantitative parameter, which is
assigned as the particle identification. The chapter will focus on the adoption
of multi-variate techniques to enhance the performance of particle identifica-
tion in MINOS.
4.1 Event topologies
In the MINOS experiment, neutrino interactions are broadly divided
into three main types: νµ-CC interactions, νe-CC interactions and NC inter-
actions.
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Charged-current νµ interactions
In this type of event, an incoming νµ exchanges a W boson with an
iron nuclei in the detector to produce a muon and an accompanying hadronic
shower. The muon loses its energy at a fairly constant rate and leaves a
long curved track in the magnetized detector. Typically, a 1 GeV muon track
spans for 25 planes in the MINOS detectors. Figure 4.1 shows the Feynman
diagram for νµ-CC interaction, along with event display for a characteristic
event observed in the MINOS detector.
Figure 4.1: The diagram of the νµ-CC interaction with nucleus (left) and the
typical corresponding event reconstructed in the MINOS detector (right). The
(green, blue, black) dots represent the reconstructed position of the scintillator
strip with different amounts of deposited energy. The red and yellow circles
are respectively the reconstructed track and shower hits. The solid line shows
the true directions of particles.
The long muon track is the key feature to identify νµ-CC interactions.
However, using only muon track length is not enough to efficiently classify this
type of event. A comparatively large number of reconstructed short tracks are
non-muon tracks, which are dominantly produced by the NC interactions. In
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order to efficiently reject the non-muon track background, a variety of muon
track features are exploited and serve as inputs to a multi-variate algorithm,
discussed in Section 4.4.
Charge-current νe interactions
This type of event has a dense electromagnetic shower at the interaction
vertex and is normally surrounded by a sparser hadronic shower. Figure 4.2
shows the Feynman diagram for νe-CC interaction, along with event display
for a characteristic event observed in the MINOS detectors.
Figure 4.2: The diagram of the νe-CC interaction with nucleus (left) and
the typical corresponding event reconstructed in the MINOS detector (right).
More information is in Figure 4.1.
The νe events come from two sources: “intrinsic” νe events from the NuMI
beam (1.8% in the νµ-beam mode and 1.9% in the ν¯µ-beam mode) and “ap-
peared” νe events from νµ transitions. In the neutrino beam, the “intrinsic”
νe events typically have higher energy than those of νµ events. On the other
hand, the “appeared” νe events from oscillations peak around 1.4 GeV, which
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is corresponding to the maximum of νµ oscillation associated with the MINOS
baseline. The main background for this analysis are the NC events. The MI-
NOS detectors, with their coarse granularity, were not designed for selecting
this type of event. A very sophisticated technique [108], is employed to classify
this type of event.
Neutral current interactions
These interactions are meditated by the Z bosons and produce a number
of sparse hadronic showers. Also, the resultant neutrinos leave the detector
without leaving a track. Since the final state consists of neutrinos, energy
of incoming neutrinos cannot be reconstructed. A typical NC event deposits
1 GeV of energy in the detector with approximately 10 hits on the scintillator
strips. Figure 4.3 shows the Feynman diagram for NC interaction, along with
event display for a characteristic event.
Figure 4.3: The diagram of the NC interaction with nucleus (left) and the typ-
ical corresponding event reconstructed in the MINOS detector (right). More
information is in Figure 4.1.
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Since the cross-section of NC interactions are identical for the three active
neutrino flavors, the NC event rates are not affected by the standard neutrino
oscillations1. Thus, study of the NC event rate provides a possibility to exam-
ine the existence of non-standard (sterile) neutrinos. We will discuss the NC
selection in Section 4.5.
The magnetization of the MINOS detectors allows discrimination of µ+
tracks from µ− tracks via their curvature. Figure 4.4 shows event display of
characteristic νµ-CC and ν¯µ-CC interactions observed in the MINOS detector.
Figure 4.4: The discrimination of νµ-CC event (left) and ν¯µ-CC event (right)
is recognized from the curvature of µ− and µ+ in the detector. These events
are simulated is the ν¯µ-beam mode, where the µ
+ is focused in to and µ−
defocused away from the coil hole.
1Regarding the oscillations between three active neutrinos
99
The charge-sign measurement, which is briefly described in Section 4.2, is used
to separate µ+ and µ− tracks. Consequently, the ν¯µ-CC sample and the νµ-
CC sample can be isolated in an event-by-event basis, enabling independent
measurements of the neutrino and antineutrino oscillation parameters.
4.2 Muon charge-sign measurement
The magnetization of the MINOS detectors enables one to distinguish
the νµ-CC events from the ν¯µ-CC events via the curvatures of their induced
µ− and µ+ tracks respectively. The main uncertainty of charge-sign measure-
ment is due to the Coulomb scattering of muons on their trajectory. The muon
charge sign, q, and the muon momentum, p, are recorded in the state vector at
the neutrino interaction verticies from the output of the Kalman Filter, as de-
scribed in Section 3.7. These two variables are used to form the q/p ratio, i.e.,
the reconstructed charge, which is assigned as the charge-sign measurement
by default. Figure 4.5 shows the distributions of reconstructed charge of three
types of events: νµ-CC, ν¯µ-CC and NC. The events with q/p < 0 are consid-
ered as candidate νµ-like events while the events with q/p > 0 are considered
as ν¯µ-like events. Table 4.1 quotes the efficiency and purity of the charge-
sign measurement in two neutrino beam modes. The purity o charged-sign
measurement of ν¯µ-CC events in the ν¯µ-beam mode is relatively low (72.8%)
because of the failure in determining the comparatively large proportion of
high energy of νµ events. Also, there are significant contributions from the
neutral-current events. The separation of charge-current and neutral-current,
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discussed in the next section, will substantially remove the neutral-current
events and consequently increase the signal purity in the final selected sample.
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Figure 4.5: The q/p distributions of νµ-CC, ν¯µ-CC and NC events in νµ-beam
mode (left) and ν¯µ-beam mode (right) at the Far Detector.
νµ in νµ-beam mode ν¯µ in ν¯µ-beam mode
charge-sign efficiency 0.926 0.975
charge-sign purity 0.903 0.728
Table 4.1: Performance of the charged-sign measurement for νµ in the νµ-beam
mode and ν¯µ-CC events in the ν¯µ-beam mode at the Far Detector.
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4.3 Muon and non-muon track separation
The primary signature of ν¯µ-CC interactions in the MINOS detectors
are the reconstructed antimuon tracks. Since the antimuon track shares the
identical topological features with the muon track except their curvature in
the magnetized detector, an algorithm is developed to first identify the muon
tracks without distinguishing between the ν¯µ-CC and νµ-CC events. Then,
ν¯µ(νµ)-CC events are selected by requiring that those events have positive
(negative) values of the reconstructed charge resulted by the charge-sign mea-
surement, discussed in Section 4.2.
The separation of muon and non-muon tracks are developed by train-
ing their measured track features with a Monte Carlo simulation sample. In
principle, the muon tracks deposit energy via the ionization process while
the non-muon tracks are recognized by the interactions of hadronic showers.
These two processes are separated by using the pulse height and the topology
of track hits in the detectors. The highly distinguishable track features (in-
put variables) are chosen and schematically mapped into one single separation
parameter, called a particle identification discriminant (PID). Normally, two
ways exist for mapping:
Likelihood-based method
A set of variables that characterize the event topology and kinematics is
chosen and used to produce a set of probability density functions (PDF). This
step is done with a large amount of events from the Monte Carlo samples. The
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probability for an observed (test) event to be CC-like and NC-like are then
calculated by:
PCC = P (CC)
∏
P (xi|CC), PNC = P (CC)
∏
P (xi|NC), (4.1)
where xi is the i
th input variable and P (CC) and P (NC) are the normalized
factors. The PID is then defined by a majority vote:
PID =
PCC
PCC + PNC
. (4.2)
This method was implemented for the measurement of the MINOS νµ-CC
disappearance before 2008.
Multi-variate algorithm
In this approach, multiple input variables from the Monte Carlo sim-
ulated events are used to build a multi-dimentional feature space. A pattern
recognition algorithm is then applied to locally cluster those events and results
in a decision rule for the event identity. Compared to the likelihood-based
method, the multi-variate algorithm takes into account the correlations be-
tween input variables, which is important for event classification in the case of
statistic limitation or non-paramatric correlation. Both the Artificial Neutral
Network (ANN)2 and k-Nearest Neighbors ( kNN) algorithms have been used
for the event classification in MINOS. The kNN algorithm [109] [110] is cur-
rently used for selecting νµ charged-current and we will focus on this algorithm
in the next sections.
2This algorithm is used for selecting νe and ν¯e.
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4.3.1 Topological features of muon tracks
Generally, muons are approximately minimum ionizing particles which
are described by the Bethe-Bloch equation [9]. The detailed discussion of
the muon stopping power in the polystyrene scintillator can be found in [98].
Minimum ionization means the muon typically travels further than the non-
muon track in the detector. Also, muons lose energy at a fairly constant rate
and their average energy deposition is consistent with the minimum ionizing
particles (MIPs3). In addition, a muon track is smoother and there is less
scattering than the non-muon track. Figure 4.6 shows the difference of mean
energy deposited per trip in muon tracks and non-muon tracks in two neutrino
beams. The mean energies deposited by muon tracks are expectedly smaller
and more stable than those of non-muon tracks.
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Figure 4.6: Mean energy deposited per strip in muon tracks (orang line) and
non-muon tracks (blue line) in νµ-beam mode (left) and ν¯µ-beam mode (right)
as the function of true track energy.
3In the MINOS detector, 1 MIP is equivalent to 1.79 MeV measured by stopping muon
calibration [111]
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To develop an efficient muon track classification, multiple topological
features of muon tracks are exploited. The following are brief descriptions of
four topological variables which were developed specifically for identifying the
muon tracks [109]:
• Number of track scintillator planes: Defined as the number of track
planes containing scintillator strips that belong only to the track and not
to any shower. This variable therefore measures the range of muon track
within the detector and is strongly correlated to the track energy. Fig-
ure 4.7a shows the simulated distributions of number of track scintillator
planes separately for muon and non-muon tracks at the Near Detector.
On average, a muon track is longer than non-muon track.
• Mean pulse height of track hits: Defined as the average pulse height
deposited on the track. Since muons are approximately minimum ion-
izing particles (MIPs), the distribution of mean pulse height deposited
per strip in the track for muons, have a sharp peak near 1 unit of MIP.
In contrast, the distribution for non-muon tracks has a much broader
range, as illustrated in Figure 4.7b.
• Signal fluctuation: Defined as the fluctuation of energy deposited in
the MINOS scintillator strip [109]. Compared to muons, hadronic show-
ers have larger fluctuation in their deposited energy. By sorting the hits
in an ascending order of pulser height and dividing it into two parts by
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a tunable parameter4, two average values of these two parts are calcu-
lated and the signal fluctuation is defined as the ratio between these two
averages (low/high). Figure 4.7c shows the distributions of signal fluctu-
ation separately for muon and non-muon tracks. On average, the signal
fluctuation parameter distribution of muon tracks is higher and sharper
than that of non-muon tracks.
• Transverse track profile: Defined as the ratio of the pulse height of the
track hits to all of the event hits [109]. Typically, a muon deposits energy
narrowly in a single scintillator strip while a hadronic shower scatters it
across a few scintillator strips. Thus, if one considers a specific vicinity
around the tracks, the transverse track profile of muon tracks evidently
has a single peak while that of non-muon tracks has a broader range, as
shown in Figure 4.7d.
These four topology variables are used to map into a single CC/NC separation
parameter, called roID [109]. However, to maximize the sensitivity of muon
track signature, all muon tracks with the number of scintillator planes smaller
than 10 planes are removed by default. Thus, the roID ignores a substantial
number of short-track events.
4This parameter is optimized by a sensitivity study
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Figure 4.7: Distributions of four input topological variables simulated at Near
Detector in the ν¯µ-beam mode. The muon tracks are shown in the blue his-
togram and the non-muon tracks are shown in the orange histogram. All
distributions are area normalization.
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In an effort to recover the identity for these events, an alternative PID,
called jmID [110], was developed and used as compensation for the roID5. The
jmID is also constructed from four topological variables. The first one is the
number of track scintillator planes, which was discussed earlier in this section
but has been extended to include the short-track events. The three remaining
variables: sums of track end pulse height and two degrees of scattering, are
briefly introduced as follows:
• Sum of track end pulse height: While the pulse height of a proton
or pion track increases dramatically at the end of track, the rising of the
deposited energy of a muon is comparatively small. Thus the sum of
pulse height at the track end can help to distinguish a muon track from
a non-muon track. Figure 4.8a shows the simulated distribution of track
end pulse height separately for muon and non-muon tracks at the Near
Detector.
• Two degrees of scattering: These two variables are defined by using
the Pearson correlation coefficients of hit coordinates separately for U/Z
and V/Z views. The Pearson coefficients, ρ, and degrees of scattering,
Pscattering, are defined as follows:
ρ =
∑
i xizi
Nσxσz
, Pscattering =
0.01
1.01− ρ.
where x and z are the transverse and longitudinal positions of the hit and
σx and σz are their corresponding distribution widths. The distributions
5The jmID has been used for selecting νµ-CC events but not ν¯µ-CC events
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of scattering degree are shown in Figure 4.8b for U view and Figure 4.8c
and for V view. On average, the degrees of scattering of non-muon
tracks is smaller than its muon tracks. The degrees of scattering in the
two views look identical due to the symmetrical U/V readout.
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Figure 4.8: Three new variables introduced to build jmID: sum of end pulse
heights (top) and degree of scattering in U view (bottom left) and in V view
(bottom right) at the Near Detector. The muon tracks are shown in the blue
histogram and the non-muon tracks are shown in the orange histogram. All
distributions are area normalization.
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4.3.2 The k-nearest neighbors algorithm for muon track identifica-
tion
The topological features described in the previous section show good
separation between the muon tracks and the non-muon tracks. However, this
separation is only observed with the Monte Carlo simulated events, in which
their true track identity is known. This is not the case with observed events,
from which we do not know the true information but want to discern identities.
This is typical event classification with a supervised learning approach6.
First, we build a training set from a large number of Monte Carlo sim-
ulated events. Each event is recorded by multiple topological features (input
variables) and labeled by its true track identity. In this particular case, events
with true muon-track are considered as signals, and those of true non-muon
track are backgrounds. Each event is essentially presented by one point in a
multi-dimensional feature space in which each dimension is represented by an
input variable. The separation of signal and background in each dimension
results in a number of distinct, but normally overlapped, clusters for the sig-
nals and backgrounds in the multi-dimensional feature space. These clusters
then provide a indication by which to estimate the decision boundary which
is used as the prediction rule for each observed event. In many case, it is not
straightforward how to find the decision boundary for a training set.
The k-nearest neighbor (kNN) algorithm [112] is found to be one of the
most simple and robust multivariate algorithms for finding decision boundary
6this data learning is supervised since we have Monte Carlo simulated events as reference.
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of the event classification. For an observed event or arbitrary point in the
multi-dimensional space, the kNN classifier uses a fixed number, k, of its near-
est neighbors in the training set to make a decision. The nearest neighbors are
determined by using the metric function in a multi-dimentional feature space.
The simplest metric is the Euclidean distance defined by:
R =
√√√√nvar∑
i=1
((xi − yi)2), (4.3)
where nvar is the number of input variables, xi is the coordinate of i
th input
variable of events in the training set, and yi are the coordinate of i
th input
variable of the observed events. Assuming that kS out of k nearest neigh-
bors are the signals, fraction kS/k is assigned as a discriminant parameter
for that observed event. The value of discriminant parameter is between 0
(background-like) and 1 (signal-like). The decision boundary is then simply a
hyper-surface of every point have the same value of discriminant parameter.
The kNN classifier gives the best performances when the boundaries
that separate signal and background events have irregular shapes which can-
not be easily approximated by parametric learning methods. Figure 4.9 shows
the very well-adapted decision boundary of a kNN classifier for four types of
separation data sets.
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Figure 4.9: Decision boundary of kNN algorithm with different types of separa-
tion data sets of signal in blue and background in orange: (a) linear correlation,
(b) three-bumps, (c) circle and (d) 2D-schachbrett.
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To evaluate the performance of even classification, we define signal
efficiency and background rejection as follows:
Signal efficiency =
Number of signals in selected sample
Total number of signals
, (4.4)
Background rejection =
Number of rejected background
Total number of background
. (4.5)
The performance of the kNN algorithm is compared to other supervising
multivariate (MVA) algorithms by using the Toolkit for Multivariate Data
Analysis (TMVA) [113]. Figure 4.10 shows a favor of the kNN algorithm when
using four muon topological variables described in Section 4.3.1. With the
same signal efficiency, the kNN classifier shows higher background rejection.
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Figure 4.10: Compare kNN performance with other MVA methods. The y
axis is the ratio of MVA background rejection to its of kNN algorithm.
113
4.3.3 Results of muon track identification
The distributions of muon/non-muon (CC/NC) separation parameter,
in comparison with the data and the Monte Carlo simulation at the Near De-
tector, for both two beam modes are shown in Figure 4.11. k = 80, i.e for
80 assigned nearest neighbors for each observed event, is used for both cases.
With an optimized cut on the CC/NC separation parameter7, νµ-CC events
are selected with high signal efficiency and purity. The numbers are quoted in
Table 4.2 while the percentages of signal efficiency and background contami-
nations are shown in Figure 4.12. The efficiency of muon track identification
in the ν¯µ-beam mode is higher than that in the νµ-beam mode. This is mainly
due to the difference of average neutrino energy in the two beam modes.
νµ-beam mode ν¯µ-beam mode
Signal efficiency 0.882 0.928
Signal purity 0.983 0.978
Table 4.2: Signal efficiency and purity of CC selection performance for selecting
events with muon track in the νµ-beam mode and the ν¯µ- beam mode.
7roID > 0.25||jmID > 0.5 is used in the νµ-beam mode and roID > 0.3 is used in the
ν¯µ-beam mode.
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Figure 4.11: The CC/NC separation parameters are ploted for νµ-beam mode
(top) and ν¯µ-beam mode (bottom) at the Near Detector. The data are shown
as black dots. The Monte Carlo prediction are shown in the orange histogram
and the background are shown in the blue histogram.
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Figure 4.12: Performance of CC/NC separation for selecting muon tracks in
the νµ-beam mode (top) and the ν¯µ-beam mode (bottom). The signal efficiency
is shown in the orange histogram. The background before selection (dashed
blue histogram) and after selection (filled solid blue histogram) are included.
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4.4 Charged-current ν¯µ event selection
The charged-current (CC) ν¯µ events in the MINOS experiment come
from three sources: ν¯µ-beam mode, νµ-beam mode, and atmospheric data.
This section presents three corresponding event selections for ν¯µ-CC events.
4.4.1 Selecting charged-current ν¯µ events in the ν¯µ-beam
After identifying the events with a muon track from the CC/NC sepa-
ration parameter, ν¯µ-CC events are selected by requiring a positive value for
the event charge-sign measurement, as described in Section 4.2. The perfor-
mance of selecting ν¯µ-CC events in ν¯µ-beam mode are shown in Figure 4.13
while numbers are quoted in Table 4.3. Comparing with the νµ-beam mode,
the selected events in the ν¯µ-beam mode contain a larger number of wrong-
signed events. This is due to the original beam composition and the failure of
charged-sign reconstruction. While the ν¯µ-beam mode includes 60% of νµ-CC
events, the νµ-beam mode only contains 7% of ν¯µ-CC events. Also, the νµ-CC
events with higher momentum follow a less-curved path, which increases the
probability of failure during the charge-sign measurement for their track.
νµ in νµ-beam mode ν¯µ in ν¯µ-beam mode
Signal efficiency 0.852 0.951
Signal purity 0.989 0.921
Table 4.3: Performance of selecting νµ-CC events in νµ-beam mode and ν¯µ-CC
events in ν¯µ-beam mode.
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Figure 4.13: The signal efficiency and background contamination of selecting
νµ-CC event in the νµ-beam mode and ν¯µ-CC events in the ν¯µ-beam mode.
The signal efficiency is shown in the orange histogram. The NC background
before selection (dashed blue histogram) and after selection (filled blue his-
togram) are included. The wrong-signed background before selection (dash
brown histogram) and after selection (filled brown histogram) are presented.
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4.4.2 Selecting charged-current ν¯µ events in the νµ-beam
The ν¯µ-CC events, which contribute about 7.1% of the νµ-beam mode,
provide a unique test of the oscillation model for antineutrinos at the at-
mospheric scale [114]. These events statistically dominate at the 5-15 GeV
energy range, which is away from the observed dip of standard neutrino os-
cillation (about 1.5 GeV). To select ν¯µ-CC events, a simple approach is used
for selecting events with a positive charge-signed track measurement from all
candidate events with a muon-like track. However, this gives large contamina-
tion from NC events and wrong-signed events, as illustrated in Figure 7.23a.
This is because the initial signal-to-background ratio of ν¯µ-CC events is much
lower than that of νµ-CC events. A more sophisticated selection is necessary
to achieve a highly pure sample of ν¯µ-CC events. The current selector we
adopted is a sequence of cuts [115]. To get good µ+ tracks, the events are
selected with a good track fitter, where the ratio δ(q/p)/(q/p) > 2.3, and
good track PID, roID > 0.65. To reduce the neutral-current background, the
µ+ tracks requires to have long track length in both U, V views, with both
TrkEndV-TrkBeginV > 19 and TrkEndU-TrkBeginU > 19. Also, the relative
angle (described in the next section) is used to filter the defocused tracks,
φrelative > 2.0. Figure 4.14 shows the comparison of performance between two
selectors: (a) cut on charge-signed measurement with a standard cut on PID,
and (b) sequence of cuts described above.
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(b) Sequence of cuts
Figure 4.14: The performance of two selectors: cut on charge-signed track
measurement (left), and sequence of cuts (right). The NC (blue histogram)
and wrong-signed (brown histogram) contaminations are reduced significantly
with later approach.
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Evidently, the sequence of cuts yield a much purer ν¯µ-CC sample but with a
subtle decrease in signal efficiency, as shown in Table 4.4. The sequence of cuts
is used for the measurement of ν¯µ-CC disappearance in this dissertation. This
results in a small difference between the measurements in this dissertation in
comparison to the MINOS recent published results (discussed in Section 7.6).
Simple approach Sequence of cuts
Signal efficiency 0.951 0.878
Signal purity 0.705 0.945
Table 4.4: Performance of selecting ν¯µ-CC events in νµ-beam mode at the
Far Detector with two approaches: cut on charge-signed track measurement
(simple approach) and sequence of cuts. The former approach was used in the
MINOS recent publication while the latter approach is used particularly for
this dissertation.
4.4.3 Improving the beam charged-current ν¯µ event selection
To estimate the amount remaining for improvement, a “magic” selec-
tion, in which there is no background contamination and the efficiency is very
high, but not 100% due to the requirement of preselection of data (for exam-
ple, the event has to have at least one good track...), is hypothetically defined.
Figure 4.15 shows the comparison of the sensitivity contours with the “magic”
selection alongside its current selection in the ν¯µ-beam mode. The room for
event selection improvement is noteworthy.
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Figure 4.15: The 90% C.L sensitivity contours with the magic selector (solid
blue) and with the current selector (solid orange). The Monte Carlo sample
is scaled to an exposure of 3.36× 1020 POT. The dashed blue and the orange
contours are with official selection but with 10% and 20% respectively data
increase.
The key for improving the ν¯µ-CC selection is to utilize both the topolog-
ical and dynamic features of the muon. Also, instead of using a multi-variate
algorithm for identifying muon tracks as a mediate step, we can directly clas-
sify the ν¯µ-CC events. In other words, in this event classification problem, the
signal is the ν¯µ-CC events and background is the non-ν¯µ-CC events (including
νµ-CC events). From the list of potential variables, six variables are used to
build a new selection:
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1. CC/NC separation parameter: This variable, as shown in Figure 4.16a,
takes the advantage of combining four muon topological variables and
therefore has the power of distinguishing the CC events from the NC
events.
2. Reconstructed charge: This variable is used as the final cut to specif-
ically select νµ-CC or ν¯µ-CC events. However the mis-assigned events
from this feature reduce efficiency and increase background contamina-
tion. Figure 4.16b shows the distributions of charge-signed measurement
separately for three types of events: ν¯µ-CC, νµ-CC and NC. Employing
this variable in correlation with other variables would reduce the mis-
assignment of the events.
3. Relative angle: This variable is defined as the angle formed by two
rays: the projection from the track vertex to the track end plane, and the
projection with an assumption that there is no magnetic field and matter
in the detector. Figure 4.16c shows the distributions of reconstructed
relative angles for three types of events: ν¯µ-CC, νµ-CC and NC.
4. Number of track plane: The NC events have peaks at lower energies
while the CC events stretch out over the entire spectrum. Also this
variable, as illustrated in Figure 4.16d, has small gain in distinguishing
between ν¯µ-CC events from νµ-CC events due to the different energy
ranges.
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5. Inelasticity (y) distribution: This variable is defined as a ratio be-
tween the reconstructed shower and the neutrino energy. Figure 4.16e
shows the distribution of reconstructed inelasticity for three types of
events: ν¯µ-CC, νµ-CC and NC. For the CC interactions, the recon-
structed inelasticity is peaked towards one, particularly at lower energies.
In contrast, the NC distributions are much flatter. This variable also has
power of separation between ν¯µ-CC events and νµ-CC events since the
inelasticity distribution of the latter, is flatter than that of the former.
6. Track radius: This variable is defined as the relative distance of track
end and the track vertex on the x-y plane:
rtrack = r
xy
track end − rxytrack vertex where rxyi =
√
x2i + y
2
i .
This variable also strongly correlates to the charge sign since the µ− and
µ+ tracks are expected to focus into and deflect away from the coil hole
in the νµ-beam mode respectively and vice versa in the ν¯µ-beam mode.
Figure 4.16f shows the distributions of the track radius for three types of
events: ν¯µ-CC, νµ-CC and NC. While the track radius of ν¯µ-CC events
are negative on average, the νµ-CC events has a peak at the positive
value and the NC events has a peak at zero.
Figure 4.17 shows the comparison of the product of signal efficiency and signal
purity between the current selector and new selector. The sensitivity gained by
the new selector in comparison to the current selector, shown in Figure 4.18,
is equivalent to a statistical increase of around 10% in the data.
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Figure 4.16: The distributions of six input variables: (a) CC/NC separation
parameter, (b) reconstructed charge, (c) relative angle, (d) number of track
planes, (e) reconstructed y, and (f) track radius, used for the new ν¯µ-CC event
selection in the ν¯µ-beam mode.
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Figure 4.17: The products of the efficiency and sensitivity are compared be-
tween the official selector and the new selector for selecting ν¯µ-CC events in
the ν¯µ-beam mode (left) and ν¯µ-CC events in the νµ-beam mode (right).
)θ(22sin
0.7 0.8 0.9 1
)2
 
e
V
-
3
| (1
0
2
m∆|
1.5
2
2.5
3
3.5
-310×
-beam modeµν
 POT203.36 x 10
90% C.L
Input
Current selector
New selector
Increase 10% POT
Magic selector
Figure 4.18: The 90% sensitivity contours of simulated 3.36× 1020 POT with
new selector (blue), official selector (orange) and the magic selector (brown).
The gain obtained by new selector is equivalent to a statistical increase of
around 10% in the data (by matching with 10% POT increased contour in
Figure 4.15).
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4.4.4 Selecting atmospheric charged-current ν¯µ events
The main background for the atmospheric νµ and ν¯µ-CC event selection
is from cosmic-ray muons. A rate of 1 events/day atmospheric neutrino signals
is much smaller than a rate of 106 events/day cosmic-ray muons.
First, an atmospheric neutrino data sample is selected by removing
the beam neutrino events within 100µs time windows, which is extrapolated
from the accelerator spill times. Also, full operation of both the Far Detector
and veto shield is required to pass the collected events through. A track-
like sample, which contains events with track length of 8 or more planes, is
sorted out. This sample is then used for selecting contained-vertex muons and
neutrino-induced rock-muons, which are described as follows:
Contained-vertex track selection
To remove cosmic-ray muons in this sample, a set of containment and
topology selection criteria is applied. Selected events need to be within a
fiducial volume, which is required to be 0.2 m inside any edge of detector, 0.4 m
from the coil hole center and 5 planes from the end of each super-module. Since
the cosmic-ray muons are mainly incident from above with small angles to the
detector planes, their average horizontal displacement along the z-axis, called
trace ∆Z , is smaller than that of muons induced by the atmospheric muon
neutrinos, as shown in Figure 4.19. Candidate atmospheric νµ and ν¯µ-CC
events need to satisfy ∆Z > 0.5m.
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Figure 4.19: Distributions of the trace ∆Z for contained vertex tracks. Data
is shown in back, simulation of atmospheric neutrinos is shown in the red
histogram and the total prediction is shown in blue.
In addition, a typical cosmic-ray muon deposits a large portion of energy at
the upper end of its track due to a long traveling distance in the first detector
plane. Therefore, a substantial number of cosmic-ray muon backgrounds can
be removed by applying a cut on the pulse height at the upper end of track
in correlation with the track directions. Figure 4.20 shows the distributions
of the pulse height at the upper end of the track, plotted against the track
direction projected on z-axis and y-axis. Events falling into the hatched region
are rejected.
The contained-vertex track selection provides a νµ and ν¯µ-CC sample of
92% in purity with 5% contamination from νe and ν¯e-CC and neutral current
events, and 3% from cosmic-ray muon background.
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Figure 4.20: Distributions of the pulse height at the upper end of the track as a
function of cos z (top) and cos y (bottom) for simulated atmospheric neutrinos
(left) and cosmic-ray muons (right). Events falling into the hatched region are
rejected.
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Upward-going and horizontal track selection
In this event sample, the cosmic-ray muon background is fairly small
due to a shielding of approximate 14,000 m water-equivalent overburden. Thus,
events with upward-going and horizontal tracks are primarily signatures of the
atmospheric νµ and ν¯µ-CC interactions. Since the track vertex can either be
inside or outside of the fiducial volume, this sample includes both contained-
vertex muons and neutrino-induced rock muons. A two variable cut-based
approach is used to select this type of event: (i) reciprocal muon velocity (1/β)
and (ii) reconstructed zenith angle. The former variable is obtained by the
gradient of linear fitting to the measured times as a function of distance along
each track. Also, cuts on track topology and timing are required to ensure
that the track direction is well-reconstructed. Figure 4.21a shows a good
separation of the 1/β distributions between the upward-going atmospheric
muon neutrinos (peak at -1) and cosmic-ray muons (peak at +1). Distribution
of the reconstructed zenith angles of selected events is shown in Figure 4.21b.
The number of events decrease dramatically when cos θz decreases from 1 to
0.1, but become fairly flat when cos θz < 0.1. This feature agrees with an
increase of the rock overburden when the zenith angles decrease. With a
requirement of negative 1/β and cos θz < 0.5, the portion of background in
this sample found to be insignificant in the subsequent analysis.
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Figure 4.21: Distribution of reciprocal muon velocity, 1/β (left) and distribu-
tion of zenith angle (right) for the selected events.
To distinguish ν¯µ-CC events from νµ-CC events, a significant track
curvature is required for each event candidate. Two criteria are used to fulfill
this requirement. The first one is the relative size of the track fit uncertainty
|q/p|/σq/p > 2.5. The second is the relative goodness of linear fit to the
reconstructed track curvature χ2line/d.o.f > 4. The efficiencies of charge-sign
selection are 87% and 59% in the contained-vertex muon sample and neutrino-
induced rock-muon sample, respectively. The comparatively low efficiency in
the latter sample reflects the fact that neutrino-induced rock-muons have a
higher average momentum, resulting in higher probability of failure in charge-
sign measurement.
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4.5 Neutral-current event selection
The main background for the neutral-current (NC) selection is the νµ-
CC events which have short or no reconstructed tracks with diffused hadronic
activities. The subdominant background comes from both νe-CC and ντ -CC
events.
4.5.1 Preselection
The existence of neutrinos in the final state makes it impossible to re-
construct the total energy of the NC events. The analysis essentially depends
on how well we reconstruct the hadronic showers. The poorly reconstructed
events, which are neglected for this selected sample, are defined in the Monte
Carlo simulation as Eshowerreconstructed/E
shower
true < 0.3. Additionally, two more vari-
ables are used for preselecting the NC events:
• Maximum consecutive plane ≥ 3: We expect that the energy of
hadronic showers is deposited in contiguous planes.
• Fraction of slice pulse height8 > 0.5: This variable is used to measure
the concentration of energy deposition.
8Slides are defined as the time and space windows in which the energy deposition activ-
ities are concentrated
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4.5.2 Main selection
The main part of the NC selection is based on a two variable cut-based
approach. These two variables are briefly described as follows:
• Event length: Any events with an event length of more than 47 planes
are removed. This significantly reduces the number of νµ-CC events
which are typically characterized by long muon tracks. Figure 4.22a
shows the distribution of event length of NC events in the Near Detector
compared to the Monte Carlo prediction.
• Track extension: This variable is defined by subtracting the shower
extension from the track extension. For νµ-CC events, value of the track
extension should be large because of the long muon track, while the NC
events with a short track and horizontally developed shower, are charac-
terized by a much smaller extension. Any events with a track extension
larger than 6 are removed from sample, as illustrated in Figure 4.22b.
The events with no track pass through this cut by default.
The position of the cuts for these two variables is optimized by maximizing
 × p/(2 − p) configuration of merit where  is the signal efficiency and p is
the signal purity. The selected NC event sample after this two variable based-
cut selection has an efficiency of 89% (80%) and purity of 61% (72%) for the
νµ-beam (ν¯µ-beam) modes at the Far Detector [60].
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Figure 4.22: Two variables are used for selecting NC events: event length (left)
and track extension (right). The Near Detector data, showed in black dots,
is compared to the Monte Carlo prediction with systematic error (red shaded
band). The CC background is shown in black hatched histogram. Figure taken
from [116].
4.5.3 Improving the neutral-current selection
Inspired by the success of the kNN classifier, a multi-variate technique
is developed to improve the NC selection [117]. 80% of the selected NC events
come from the with-track sample; the remaining 20% consists of events with
no track. By applying the k-nearest neighbors algorithm with four input vari-
ables, the signal efficiency of even-with-track sample can be improved by more
than 12% while keeping the signal purity at the same level to the current se-
lection. The four input variables are: (a) event length, (b) track extension,
(c) maximum consecutive plane, and (d) mean pulse height per strip in track.
Figure 4.23 shows the distributions of these four variables for the Monte Carlo
simulated NC events (signal) and CC events (background) in the Near Detec-
tor. Distribution of NC/CC separation parameters is shown in Figure 4.24.
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Figure 4.23: Four input variables are used for a new neutral-current event selec-
tion in the event-with-track sample. NC events (signal) are shown in the blue
histogram and CC events (background) are shown in the orange histogram.
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Figure 4.24: Distribution of “NC/CC separation” parameter as the result of
mapping four input variables.
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By making a cut on this parameter to keep signal purity in the same order with
the current selector, we see a significant improvement in the signal efficiency.
Table 4.5 shows the comparison of total signal efficiency and purity between
the current selector and new selector.
Performance Current selector New selector
Signal efficiency 72.9 85.8
Signal purity 67.7 67.8
Table 4.5: Comparison of the signal efficiency and purity between the current
selector and the new s elector for the event-with-track sample.
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Figure 4.25: Comparison of the signal efficiency (left), purity (right), and prod-
uct of efficiency and purity (bottom) for the event-with-track sample between
the new selector and current selector.
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Figure 4.25 shows the performance comparison between the current selector
and the new selector. For the event-with-no-track sample, the multi-variate
technique was used, but no notable improvement was observed [117]. In com-
bination, the PID cut for events with tracks are applied and the original cut
for the events with no track is held back as the current selector. The signal
purity of the new selector does not change but its efficiency increases by more
than 9% (80% statistics of 12% improvement in the event-with-track sample)
in comparison to the current selection.
This is a very preliminary study for selecting the neutral-current events
with the multi-variate technique. Some other distinguishable features can also
be studied while the systematic uncertainties need to be considered carefully.
4.6 Summary of event classification
In this chapter, two new selections for selecting ν¯µ charged-current
events and neutral-current events were developed for better performance. The
improvement of new ν¯µ-CC event selection in the ν¯µ-beam mode matches an
approximate 10% statistical increase of current data. A new multivariate-
technique approach for selecting the neutral-current events yielded 9% increase
of the signal efficiency while keep the signal purity at the same level as the cur-
rent selector. The study of event classification aims to increase the sensitivity
to the oscillation parameters, which could be further improved by implement-
ing a new hadronic shower energy estimator that is the subject of Chapter 5.
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Chapter 5
The hadronic shower energy estimator
This chapter introduces the adoption of supervised multivariate algo-
rithms to estimate the hadron shower energy. In previous analyses, the total
recorded hits, in which the track hits are excluded, were employed to mea-
sure the hadronic shower energy. We call this the calorimetric approach. This
approach yields a poor shower energy resolution due to the uncertainties in
energy deposition on the steel planes. The multivariate technique is devel-
oped to improve the shower energy estimation by using the topological and
dynamic information about the showers. The improvement of neutrino energy
resolution, in turn, increases the sensitivity of MINOS analysis to determine
oscillation parameters.
5.1 Motivation for hadronic shower energy estimator
The precision measurement of oscillation parameters, measured via the
disappearance of charged-current (CC) νµ events, depends dramatically on
the energy resolution of selected events. Providing that the energy estimator
is perfect, i.e reconstructed energy for each Monte Carlo simulated event is
hypothetically equal to its true energy, we find a substantial sensitivity im-
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provement can be achieved. Figure 5.1 depicts the sensitivity achieved by the
perfect energy estimator in comparison to the sensitivity obtained by the stan-
dard energy reconstruction. The sensitivity of the perfect energy estimator is
matched to more than 40% statistical increase of the current data.
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Figure 5.1: Comparison of sensitivity contours with the standard energy re-
construction (orange) and the perfect energy estimator (blue). The sensitivity
gained by the perfect energy estimator is matched more than 40% statistically
increase of the current data (dashed grey).
The total energy of each νµ-CC event is essentially the sum of muon
track energy and hadronic shower energy. Figure 5.2 shows the resolution
of calorimetric shower energy and track energy measured by using the muon
track range in the Far Detector. Clearly, the reconstructed calorimetric shower
energy resolution, ∼ 56% of√Eshw, is much worse than the reconstructed track
energy, ∼ 5.1% of √Etrk.
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Figure 5.2: The simulated Far Detector calorimetric shower (orange) and track
(blue) energy resolution measured by using the muon track range in the de-
tector. The parameterizations of resolutions are also presented.
The total energy of each νµ-CC event is roughly divided equally into
track energy and shower energy. Thus, event energy resolution, which is a
quadratic sum of energy resolutions of shower (σshw) and track (σtrk) :
σtot =
√
σ2shw + σ
2
trk, (5.1)
is dominated by the shower energy resolution. This means an improvement
of the shower energy resolution would have a more substantial impact on the
oscillation sensitivity than that of the track energy resolution.
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5.2 Shower characteristics
Basically two main categories of showers are recorded in the MINOS
detectors: electromagnetic showers and hadronic showers. Their distinctive
features are briefly described as follows:
Electromagnetic showers
The activities of this type of shower are well understood. Electrons
and positrons lose their energy via ionization and radiation processes. The
former process dominates at low energy while the latter governs at high en-
ergy. At energies of 1 GeV or higher, the electrons and positrons lose most of
their energy via the Bremsstrahlung radiation. The energetic emitted photons,
in turn, convert into e+e− pairs, which gives another electron and positron.
The multiplication of shower particles (electrons, positrons and gamma ray)
reaches a maximum at a certain depth inside the absorber of the detector,
and gradually decreases beyond that depth1. Because of the particle multipli-
cation, the longitudinal development of electromagnetic showers is relatively
short. The resolution of electromagnetic showers measured by the Calibration
Detector is ∼ 21% of √Eshw [118].
1The depth of shower maximum increases logarithmically with the energy of the incoming
electrons
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Hadronic showers
Compared with the electromagnetic shower, hadronic showers are more
chaotic due to the multi-particle production and particle emission resulting
from the decay of excited nuclei. Also, because of a fairly large number of
produced neutral pions, the hadronic shower typically includes a component of
electromagnetic showering development. A large portion of energy is deposited
towards the end of a hadronic shower while an electromagnetic shower develops
concentratedly in the first portion of the shower. Hadronic showers also exhibit
a more transverse scattering than electromagnetic showers. The resolution of
hadronic showers measured by Calibration Detector is ∼ 56% of √Eshw [119],
which is worse than that of electromagnetic shower resolution. The limitation
of hadronic shower resolution is due to the fluctuation of pi0 production and
energy leakage (a large fraction of shower is not appeared as detectable signals).
5.3 Regression analysis for shower energy estimator
Using a multivariate algorithm (MVA) technique to estimate the shower
energy is a typical application of a regression analysis, which estimates the
value of a desired single variable (or vector) in terms of other input variables.
In the calorimetric approach, the sum of all shower-deposited hits is simply
assigned as the reconstructed shower energy. The calorimetric shower energy
from this approach yields a poor resolution because of the uncertainties in
energy deposition on the steel plane and information loss due to the event
reconstruction. The regression analysis, on the other hand, utilizes the MVA
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techniques to regain these losses by taking advantage of a broader range of
shower features. This can be done by employing the Monte Carlo simulation,
in which the true shower energy of each event is known. The regression process
can be summarized by the following steps:
1. The simulated Monte Carlo sample forms a training set, in which each
event is described by selected measurable variables and its true shower
energy is stored as a target value.
2. A training process, based on correlations among selected measurable
variables, is implemented in the training set to find the rules or regression
functions that predict target values for each event. The MVA algorithms
are applied in this step to build the relationship between the multiple
variables and the target in the training set.
3. These rules or regression functions are then applied for each observed
event (either data or simulated Monte Carlo sample) to estimate its
shower energy.
Selected measurable variables and algorithms play vital roles for the success of
this kind of data mining. These variables must be correlated with the target
(i.e., true shower energy) while the algorithm must take the advantage of these
correlations as much as possible.
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5.4 kNN shower energy estimator
The inspiration for using a k-nearest neighbors (kNN) estimator for
measuring the shower energy comes from the successful implementation of
this estimator for muon track identification [120]. The kNN shower energy
estimator is an example of a regression analysis (discussed in Section 5.3), in
which the shower energy plays a role as target and the regression functions are
determined by the kNN algorithm.
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Figure 5.3: Graphic view of employing the kNN shower energy estimator in
two-dimensional space. The z-axis (in color palette) present the true target
value of events. Two input variables cluster the training set into multiple
regions. For each observed event (star point), the mean of true target value of
its nearest neighbors inside the circle is assigned as its target value.
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Figure 5.3 illustrates the implementation of the kNN algorithm to estimate
the shower energy for an observed event in two-dimensional space. The large
statistical sample of a simulated Monte Carlo are employed to build a training
set, in which each event is recorded with a number of input variable values
and the true shower energy (true value of target). The correlation between
the input variables and true shower energy facilitates a division of the training
set into a number of regions, in which the true shower energy of events are
approximately the same. For an observed event, a fixed number (k) of its
nearest neighbors in the training set are found. The mean of the true shower
energy of its nearest neighbors is then assigned as the shower energy for that
observed event.
To perform the kNN shower estimator in MINOS, a list of potential
variables, which characterize the hadronic showers, are considered. For each
combination of these variables, the same number of nearest neighbors are kept
and the estimator performance is judged by looking at the sensitivity to oscil-
lation parameters gained by the output of estimator. The judgement criteria is
based on the error achieved on the ∆m2, assuming the maximal mixing angle
(sin 2θ = 1). The estimator with the best performance based on this criteria is
with the three input variable method [120]: (i) the calorimetric shower energy
in the first two showers, (ii) the deweighted energy2 within 1 meter of the track
vertex, and (iii) the number of planes in the primary shower.
2Deweighted energy is an energy estimator in which the energy deposited in each strip
is raised to a energy-depended power between zero and one before they are summed.
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Figure 5.4 shows the distributions of these three input variables in comparison
between the data and Monte Carlo simulation at the Near Detector. These
are plotted with the selected ν¯µ-CC events in the ν¯µ-beam mode. The number
of nearest neighbors is optimized in the same way, and k = 400 was ultimately
chosen.
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Figure 5.4: Distributions of three input variables of kNN estimator in com-
parison between the data (black dots) and Monte Carlo simulation (orange
histogram) at the Near Detector: (i) number of shower planes (top left), (ii)
energy sum of first two showers (top right), and (iii) shower energy near track
vertex (bottom). These are plotted for ν¯µ-CC events in ν¯µ-beam mode.
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Taking the average of the true shower energies of 400 nearest neighbors
for each observed event might lead to a bias in the shower energy estimates.
For example, an observed event has low true shower energy but picks up the
nearest neighbors of true higher energies, it yields an overestimation and vice
versa. This situation is handled by applying an energy correction function
to make sure that the mean value of shower energy estimated by the kNN
estimator agrees with the true shower energy in every range of energy. To do
that, a profile of shower EkNN/Etrue (Etrue is the true shower energy and EkNN
is the raw output of kNN estimator) is plotted as the function of Etrue. A 7
th
polynomial function, f(Etrue), is then used to fit this profile.
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Figure 5.5: The profile of shower EkNN/Etrue as the function of Etrue (blue
dots) is fitted with a polynomial fit (orange line). The fitted function then
is applied to tune the EkNN into a corrected shower energy estimate for each
event. This is plotted with selected ν¯µ-CC events of simulated Near Detector
sample in the ν¯µ-beam mode.
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The fitted function is applied to tune the EkNN of each event into a corrected
shower energy, which is finally assigned as the event shower energy. Figure 5.5
shows an illustration of energy correction for tuning the kNN shower energy
estimator with the simulated sample at the Near Detector.
The performance of the kNN shower estimator has been demonstrated
to be very powerful in improving the shower energy resolution and sensitiv-
ity to oscillation parameters [120]. This technique was initially implemented
for estimating shower energy of νµ-CC events in the νµ-beam mode, and the
training set is created from the Monte Carlo sample for the νµ-beam mode.
To apply this technique for estimating of ν¯µ-CC events, a retraining process
is necessary. The reason is that these two types of interactions are not the
same. The νµ-CC events exchange W
− while the ν¯µ-CC events exchange W+
during the interactions. Their inelasticity, cross-section and energy range are
also different. As a consequence, their true shower energy, as well as their
measurable shower features (input variables for the kNN estimator), are not
the same. Figure 5.6 shows the profile of shower EkNN/Etrue as the function
of shower Etrue for selected ν¯µ-CC events in the ν¯µ-beam mode, which are
processed with a training set of selected νµ-CC events in the νµ-beam mode.
The deviation of this profile away from unit indicates that the kNN shower
energy estimator does not perform correctly and needs to be retrained. A new
training set, which consists of selected ν¯µ-CC events in the ν¯µ-beam mode, is
created for estimating the shower energy of ν¯µ-CC events. Figure 5.7 shows
the profile of shower EkNN/Etrue as the function of shower Etrue for selected
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ν¯µ-CC events in the ν¯µ-beam mode with new training set. Profiles with an
applied energy correction agree with unit. This means the mean value of kNN
shower energy agrees with the true shower energy in every range of energy.
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Figure 5.6: The profile of shower EkNN/Etrue as the function of shower Etrue
of selected ν¯µ-CC events in the ν¯µ-beam mode, processed with training set of
selected νµ-CC events in the νµ-beam mode. The profiles for simulated Near
Detector (left) and Far Detector (right) sample are plotted with (blue) and
without (orange) applying correction function.
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Figure 5.7: The profile of shower EkNN/Etrue as the function of shower Etrue
of selected ν¯µ-CC events in the ν¯µ-beam mode with new training set. The
profiles for simulated Near Detector (left) and Far Detector (right) sample are
plotted with (blue) and without (orange) applying correction function.
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The improvement of the kNN shower energy estimator in comparison
to the calorimetric shower energy is demonstrated in Figure 5.8. The distri-
butions of kNN shower energy show sharper peaks than those of calorimetric
shower energy. In other words, the shower energy resolution from the kNN
estimator is better than its calorimetric approach.
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Etrue at the Far Detector .The blue and the orange histograms are with the
calorimetric and kNN shower estimators respectively. The dotted lines mark
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To quantify the improvement of kNN shower energy resolution, we de-
fine the factor of shower energy resolution improvement, R, as follows:
R = |Ecalo
Etrue
− 1| − |EkNN
Etrue
− 1|, (5.2)
where Ecalo is the calorimetric shower energy. This factor represents how close
the kNN shower energy is to the truth shower energy in comparison to the
calorimetric shower energy. Figure 5.9 shows that an approximate 30% im-
provement factor at low energies is achieved by the performance of the kNN
shower estimator. Figure 5.10 shows the comparison of fractional resolution,
σE/E, of shower energy obtained by kNN and calorimetric estimators. The
improvement of shower energy resolution leads to better total energy resolu-
tion of the event, which increases the sensitivity to the precision estimation
of oscillation parameters. Figure 5.11 depicts the improvement of sensitivity
to oscillation parameters achieved by employing the kNN shower energy es-
timator. The sensitivity gained by this estimator matches a 10% statistical
increase of the current data.
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Figure 5.9: The resolution improvement as a function of true shower energy for
the simulated Far Detector (left) and Near Detector (right). The y-axis is the
improvement R which is defined in Eq. (5.2). The blue and orange histograms
are with kNN shower energy before and after correction respectively.
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Figure 5.10: The shower energy resolution with the calorimetric and kNN
shower estimators plotted as the function of corresponding shower energy.
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Figure 5.11: The sensitivity contours (top) with different shower estimators,
kNN (blue), calorimetric (orange), perfect energy (red) and calorimetric with
10% statistical increase of current data, are compared. Their projections on
mixing angle, sin2(2θ¯) and on mass-squared splitting, |∆m¯2| are shown respec-
tively on the bottom left and on the bottom right.
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5.5 Systematic uncertainties of the kNN shower energy
estimator
The performance of the kNN shower energy estimator depends dramat-
ically on the Monte Carlo sample, which is used to build the training set. The
output of this estimator might be sensitive to the mismodeling of the hadronic
showering process. Thus, an investigation of the systematic errors caused by
this estimator is necessary. Three main sources of systematic errors for the
kNN shower energy estimator are highlighted as follows:
• Detector calibration: The uncertainty is estimated as the maximum
discrepancy between data and Monte Carlo simulation for the response of
the Calibration Detector to single particles. This uncertainty is reported
at 5.7% [119].
• Hadronization modeling: The uncertainty is due to the unknown
particle content of the final state right after neutrinos interact with the
nuclei in the detectors.
• Intranuclear rescattering: The uncertainty comes from the re-scattering
of produced hadrons before they have been observed by the detectors.
The approach for estimating the systematic error is similar to what was used
for the hadronic shower energy in previous study [120]. The backbone of this
approach is comparing the shower energy in the nominal Monte Carlo sample
to the number of tuned Monte Carlo samples, which are modeled or shifted
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respectively for systematic errors. The profile of shower ratio EkNN/Etrue as
the function of shower Etrue are chosen as the criteria to judge systematic
uncertainty. The total systematic error is calculated from all systematics.
5.5.1 Uncertainties due to detector calibration
Two of the three input variables of kNN shower energy estimator de-
pend on energy calibration. To investigate the systematic error of energy
calibration, a shifted sample, in which these two variables are scaled by the
absolute calibration scale, is produced. The kNN shower energy of events in
the shifted sample is re-evaluated. The deviation of kNN shower energy in the
shifted sample from the nominal one is shown in Figure 5.12. On average, the
shifts of kNN shower energy is smaller than the absolute calibration scale in
every range of true shower energy.
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Figure 5.12: Average shift on the kNN shower energy due to the shifts of energy
calibration. This compared to 5.7% uncertainty of the detector calibration.
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5.5.2 Uncertainties due to hadronization modeling
The “AGKY” model, described in more detail in [121], is implemented
to model the hadronization in the MINOS detectors. However the particle con-
tent of the final state in the neutrino interactions is not always well-known,
especially in the deep inelastic scattering. To evaluate the systematic uncer-
tainty of hadronization modeling on the output of kNN shower energy esti-
mator, a number of special Monte Carlo samples, which are constrained by
external data, are generated to evaluate the sources of uncertainty. Eight
sources of uncertainty from hadronization modeling are listed below:
1. Pion/nucleon absorption: The uncertainties in probabilities of ab-
sorbing pions and nucleons are respectively found to be ±30% and ±20%
[122]. Two new ±1σ Monte Carlo samples are produced based on corre-
lated shifts in these two probabilities.
2. Baryon xF selection: From the experimental measurement of baryon
xF distribution [121], the baryons in the final state, at the hadronic center
of mass, are produced inside the backward hemisphere which is opposite
of the direction of momentum transfer. This is explained by hypothe-
sizing that the neutrino strikes one constituent quark and two remained
quarks of hadron are formed into pions inside the forward hemisphere.
This results in increasing pion energies and reducing baryon energies
when boosting back to the lab frame. This effect is turned off as one
model to test the uncertainty of kNN shower energy estimator.
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3. Formation zone: In the hadronization model, the newly formed hadrons
are assumed to propagate without interaction in nucleus within a forma-
tion length lf = τc. In the nominal sample, the formation time is fixed
at τ = 0.342 fm/c. By shifting ±50% of this formation time, two new
±1σ Monte Carlo samples are generated to study the uncertainty of the
kNN shower energy estimator.
4. Intranuke assumption - absorption : All energy from absorbing
pions are assumed to transfer to a specific number of nucleons according
to the Ransome model [123]. Four nucleons are implemented in the
nominal sample. Out of concern for the number of nucleons in which the
energy of the absorbed pions are distributed, the number of nucleons are
doubled when processing a new sample for studying the systematics.
5. Intranuke assumption - deBroglie ring: The uncertainty is taken
into account when considering the effect of quantum mechanics on the
interaction where the de Broglie wavelength, λ = hc/p, increases because
of low energy pions. As a result, this enhances the probability of re-
interaction. This effect can be mimicked by artificially adjusting the pion
size. In the nominal sample, pion size is increased by a fixed amount of
0.5λ [124]. In order to take this systematics into account, the increased
amount of pion size is changed to ±0.6λ, creating new ±1σ samples.
6. Charged/neutral particle correlations: In the “AGKY” model, the
total multiplicity of hadrons is accumulated and then split correlatively
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into charged and neutral pions. However, measurement indicates that
the charged and neutral pion multiplicities are independent [125]. On
account of this measurement, the “AGKY” model is adjusted to loosen
the correlation of charged and neutral pion multiplicities.
7. Probability of pi0 production: In the nominal sample of the “AGKY”
model, the probability of two pi0 production for neutral meson pairs is
30%, which is constrained from external data. This probability varies by
30% to 21% as a (−1σ sample) and 39% as a (+1σ sample).
8. Two-body decays: The two-body decays are simulated isotropically in
the center of mass. Two models are produced by assuming that all par-
ticles are produced either perpendicular (labeled +1σ) to the direction
of momentum transfer or parallel to it (labeled −1σ).
The percentage shifts of kNN shower energy in special MC samples in com-
parison to the nominal one are shown in Figure 5.13.
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Figure 5.13: The percentage shift in kNN shower energy for different daikon08
samples as compared to nominal. We have three model samples in the brown
histogram and five up/down shifted samples in the orange/blue histograms.
These are plotted with selected ν¯µ-CC events in the ν¯µ-beam mode.
5.5.3 Uncertainties due to intranuclear rescattering
A hadron produced from the neutrino interactions has a high probabil-
ity to re-scatter with the steel planes before being observed in the detectors.
This probability, known as a function of cross-sections and branching ratios, is
calculated for each event by using a semi-classical intranuclear cascade model,
named Intranuke [126]. To evaluate the effect of this model on the kNN shower
energy estimator, the following ten parameters are considered:
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1. Pion charge exchange: shift ±50% branching ratio of pion charge
exchange, which is defined as the probability of charge conversion when
pion re-scattering happens.
2. Pion elastic scattering: shift ±10% branching ratio of pion elastic
scattering, which is defined as the probability for pion re-scattering to
be elastic.
3. Pion inelastic scattering : shift±40% branching ratio of pion inelastic
scattering, which is defined as the probability for pion re-scattering to
be inelastic.
4. Pion absorption: shift ±30% probability of pion absorption. This is
modeled in a special Monte Carlo sample but in correlation with a shift
in pion production probability
5. Pion secondary pion production: shift ±20% branching ratio of sec-
ondary pion production in pion interaction. This is modeled in a special
Monte Carlo sample but in correlation with a shift in pion absorption
probability.
6. Nucleon knockout: shift ±20% probability of nucleon knockout reac-
tions.
7. Nucleon secondary pion production: shift ±20% branching ratio of
secondary pion production in nucleon interactions.
8. Pion cross section: shift ±10% cross-section of pion interactions.
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9. Formation time: shift ±50% time interval of formation zone. This
is overlapped with a special Monte Carlo sample as described above.
In calculation of total systematic uncertainty, the shift of kNN shower
energy in the Monte Carlo sample is used.
10. Nucleon cross section: shift ±15% cross-section of nucleon interac-
tions.
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Figure 5.14: The percentage shift in kNN shower energy under reweighting by
different Intranuke systematics as compared to nominal. The orange and the
blue histograms are respectively the +1σ and −1σ shifted systematics for each
kind of weight. These are plotted with selected ν¯µ-CC events in the ν¯µ-beam
mode.
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5.5.4 Total combined systematics
The overall systematic error of shower energy estimated by kNN algo-
rithm is calculated by taking the quadrature summing of all individual sys-
tematics by:
Stot(Etrue) =
√√√√Intranuke∑
i
S2i (Etrue) +
hadronization∑
j
S2j (Etrue)) + S
2
Cali(Etrue). (5.3)
Figure 5.15 shows the total combined systematics of kNN shower energy com-
pared with the parameterization of its calorimetric shower energy.
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Figure 5.15: The total systematic error of kNN shower energy is shown in blue
dots. The orange curve is the calorimetric parameterization which is fitted
by the total systematic error of calorimetric shower energy. These are plotted
with selected ν¯µ-CC events in the ν¯µ-beam mode.
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The calorimetric parameterization is derived from the total systematic error
of the calorimetric shower energy. The identical approach is implemented for
both kinds of the shower energy estimator. The overall systematic error of
the kNN shower energy estimator is no worse than the systematic error of the
calorimetric shower estimator.
5.6 Summary of hadronic shower energy estimator
This chapter introduced a new technique for estimating the hadronic
shower energy. The power of this technique comes from exploiting multiple
features of the dynamic and topological hit deposition of showers. These fea-
tures, under supervision of the kNN algorithm generate the regression function
to estimate shower energy for each event. Compared to the standard calori-
metric estimator, the new technique yields better shower energy resolution and
sensitivity to oscillation parameters. The sensitivity gained by kNN shower
estimator is equivalent to a 10% statistical increase of the current data. A
study of various systematic effects on the kNN shower energy estimator was
performed. The overall systematic error of the kNN shower energy estimator
is no worse than the systematic error of the calorimetric shower estimator.
This validates that the kNN shower energy estimator is acceptable for the os-
cillation analysis, which will be discussed in Chapter 6, without introducing
any further systematic uncertainty in comparison to the calorimetric shower
energy.
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Chapter 6
Analysis of accelerator charged-current muon
antineutrino disappearance
MINOS uses the same procedure for performing the measurements of
accelerator charged-current (CC) νµ and ν¯µ disappearances. The analysis con-
sists of three main components: (i) selecting data events for both detectors, (ii)
predicting the Far Detector spectrum with the selected Near Detector data,
and (iii) fitting certain oscillation parameters by comparing the selected Far
Detector data to its prediction. In addition, data preselection is necessary
to diminish the background, and systematics are incorporated in the fitting.
The beam weight is also taken into consideration to tune the Monte Carlo
simulation for better agreement with the selected Near Detector data. The
main differences between the νµ and ν¯µ measurements are the event selections
(a comparison showed in Section 4.4.1) and the beam matrices (introduced in
Section 6.4) which are calculated independently for predicting the Far Detec-
tor νµ and ν¯µ spectra.
This chapter describes the accelerator ν¯µ-CC disappearance analysis
pertained to data in the ν¯µ-beam mode. The analysis for ν¯µ-CC disappear-
ance in the νµ-beam mode is performed similarly except for a difference in the
event selections (described in Section 4.4). The analysis with the atmospheric
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ν¯µ-CC data, which is included in the measurement of the complete MINOS
accelerator and atmospheric ν¯µ data set, is described explicitly in [127].
6.1 Accelerator charged-current ν¯µ data preselection
Many requirements are applied for preselecting accelerator ν¯µ-CC data
events. First of all, data quality requires that only events collected in good
operation periods of running are processed. The criteria for a good operation
period relate to the proper horn current and the magnetic configurations in
the MINOS and NuMI equipments. Figure 6.1 shows the periods of ν¯µ-CC
data collected in the ν¯µ-beam mode and the stability of ν¯µ-CC energy spectra.
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Figure 6.1: Number of ν¯µ-CC events in the ν¯µ-beam mode per 10
16 protons-
on-target as a function of reconstructed neutrino energy in the Near Detector.
The data are subdivided into calendar months. The last two points drop
significantly due to the target decay [128].
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To suppress background from atmospheric neutrinos and cosmic rays,
preselected data events are required to be within a window of [-2µs, 12µs]
respectively to the nearest spill of the NuMI beam. Because of the more
vertical direction of non-accelerator ν¯µ events, the angle between the tracks
and the NuMI beam direction is used, cos θz > 0.6, to preselect accelerator ν¯µ-
CC data events at the Far Detector. Also, to make sure that the selected data
events are completely reconstructed, their primary track vertices are required
to be within a fiducial volume, which is defined independently for the Near
and Far detectors as follows:
Fiducial volume of the Near Detector
The fiducial volume of the Near Detector is a cylindrical volume with
radius of 0.8 m and around 3 m in length:√
(Xvtx −X0)2 + (Yvtx − Y0) < 0.8 m,
0.81009m < Zvtx − 0.0392m < 4.07710 m, (6.1)
where X0 = 1.4828m and Y0 = 0.2384 m are the coordinates of the coil hole
center at the front face of Near Detector. Figure 6.2 shows the distribution of
Xvtx and Yvtx coordinates of selected ν¯µ-CC Near Detector data events in the
ν¯µ-beam mode. Since the selected events should have their hadronic shower
fully reconstructed, all recorded events with track vertices that occur out of the
calorimeter containment, before the 14th plane or beyond the 68th plane, are
removed from the Near Detector data, as seen in Figure 6.3. This definition
of fiducial volume results in a corresponding mass of 23.7 tons.
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Figure 6.2: Distribution of X (left) and Y (right) coordinates of track vertices
for selected ν¯µ-CC Near Detector data events in the ν¯µ-beam mode. The orange
histogram represents the Monte Carlo prediction with systematic uncertainties
and blue points represent data.
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Figure 6.3: The Near Detector track vertex longitudinal position distribution
in planes for selected ν¯µ-CC Near Detector data events in the ν¯µ-beam mode.
The orange histogram represents the Monte Carlo prediction with systematic
uncertainties and blue points represent data.
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Fiducial volume of the Far Detector
The fiducial volume of the Far Detector is the cylindrical volume with
a radius of r = 3.7 m from the detector center and at least 50 cm away from
the front and back planes of the two super-modules. Figure 6.4 shows the
distribution of the track vertex and track end in Y vs. X coordinates for
selected ν¯µ-CC Far Detector data events in the ν¯µ-beam mode. The effect
of magnetic field, which focuses ν¯µ, can be conceived from this figure. This
definition of fiducial volume results a corresponding mass of 4.17 kilotons (out
of 5.4 kilotons in total) for the active region of the Far Detector.
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Figure 6.4: Distribution of track vertex (left) and track end (right) in Y vs. X
coordinates for selected ν¯µ-CC events in ν¯µ-beam mode.
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6.2 Accelerator charged-current ν¯µ data selection
The data event preselection is to filter only the good beam data set.
After this step, a substantial background still remains and needs to be rejected
for achieving a highly pure set of ν¯µ-CC data events. The accelerator ν¯µ-CC
data events come from two data sets: (i) ν¯µ-CC data events in the ν¯µ-beam
mode and (ii) ν¯µ-CC data events in the νµ-beam mode. In the standard ap-
proach, the candidate ν¯µ-CC data events in the first set is selected by two
variable cut-based method. The first cut is on the CC/NC separation param-
eter (> 0.3), as described in Section 4.4. This cut is to efficiently select the
events with muon tracks without regard to their charge signs. The candidate
ν¯µ-CC data events then are chosen based on the second cut on the charge
sign measurement (q/p > 0), as discussed in Section 4.2. Figure 6.5a shows
the agreement of CC/NC separation parameter and charge-sign measurement
between the selected ν¯µ-CC Near Detector data and Monte Carlo prediction
in the ν¯µ-beam mode.
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6.3 The ν¯µ-beam flux reweighting
Figure 6.6 shows the comparatively notable disagreement of energy
distribution between the Near Detector data and the default (untuned) Monte
Carlo simulation.
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Figure 6.6: The discrepancy between selected ν¯µ-CC Near Detector data and
default (untuned) Monte Carlo prediction. The energy spectrum is shown on
the left and the ratio of Monte Carlo to data is shown on the right.
The lack of consistency is mainly due to a mismodelling of the neutrino beam
flux, which is generated via a sequence of three steps: (i) simulating the cre-
ation of mesons when protons hit on the carbon target p+C → pi±X or K±X,
(ii) simulating the dynamics and interactions of these meson through the horns,
decay pipe, and shielding, and (iii) calculating the weights of each individual
mesons to decay into a neutrino of a given energy when seeing at the Near and
Far detectors.
To enforce the agreement between the Monte Carlo simulation and Near
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Detector data, a reweighting procedure, named SKZP1, has been adopted
[129]. The main idea is to parameterize the momentum distribution (xF ≈
pz
pproton
, pT ) of hadrons produced in step (i) and vary their parameters to ob-
tain consistency between the Monte Carlo simulation and Near Detector data.
Also, to address the uncertainty of horn monitoring and the performance of
the detectors, additional parameters such as horn current and position, abso-
lute energy scale, antineutrino cross-section, etc., are included in the fitting.
The flexibility of the NuMI beam, such as switching between the three neu-
trino beams (low, medium and high energy), adjusting the horn off or on,
and varying the horn current, allows us to explore the relation between the
neutrino energy and the hadron (xF , pT ) distributions in different regions of
the parameter space. These relations are finally used to reweight the pion
and kaon fluxes and thereby tune the energy distribution of neutrinos. Figure
6.8 shows the significant improvement of data and Monte Carlo agreement by
applying the SKZP reweighting. The tuned Monte Carlo simulation shows
better agreement with Near Detector data at the energy peak and increases
the neutrino flux at high energy region.
The SKZP recalculates the neutrino energy distribution that would take
an impact on the ratio of the Near to Far spectra, as illustrated in Figure 6.8.
About 5% discrepancy is observed. However this happens at about 4 GeV,
which is away from the oscillation dip of around 1.5 GeV. Thus, the effect of
flux reweighting, as shown in Appendix B, is fairly small.
1Abbreviated after Sacha Kopp, Zarko Pavlovic and Patricia Vahle
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Figure 6.7: Comparison between the selected ν¯µ-CC Near Detector data and
the Monte Carlo simulation before and after applying the SKZP reweighting.
The spectra are shown on the left and the ratio of Monte Carlo to data is
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6.4 Far Detector prediction
The two-detector design in the MINOS experiment permits one to di-
rectly predict the Far Detector spectrum with a substantial cancellation of
systematic uncertainties. However, this cancellation only works perfectly if
the neutrino energy spectra at the Near and Far detectors are identical. The
fact is that the energy of the neutrino reaching the detectors depends on the
angle of the neutrino momentum with respect to the pi±, K± parent direction
via the following formula:
Eν =
(
1− mµ2
m2pi,K
)
Epi,K
1 + (γθ)2
(6.2)
Figure 6.9 sketches the different angular acceptances to meson parents between
the Near Detector and the Far Detector. This difference yields a shift on
the energy spectra at the Far Detector compared with the Near Detector as
illustrated in Figure 6.10.
Figure 6.9: The different angular acceptance between the Near Detector and
Far Detector from the view of pion decay points. Figure taken from [48].
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The Far Detector flux is calculated from the observed Near Detector
flux along with the beam Monte Carlo simulation. This can be achieved by ap-
plying a transfer (beam) matrix which essentially links the neutrino energy at
the Near Detector to one at the Far Detector via their shared pi±, K± parents.
The detailed description of beam matrix can be found in [130]. Figure 6.11
shows the two-dimensional transfer matrix used to convert ν¯µ flux at the Near
Detector into the Far Detector flux. The nearly diagonal matrix shows the
strong correlation between true ν¯µ energy between two detectors. Because
both detectors do not measure directly the neutrino flux but rather the event
rate, additional calculations are needed to complete the extrapolation proce-
dure: (i) converting the Near Detector data into the flux at Near Detector, and
(ii) converting the Far Detector flux into the visible energy spectrum predicted
at the Far Detector. Figure 6.12 shows the schematic extrapolation procedure
to make the Far detector prediction from the Near Detector data.
(i) Retrieving the Near Detector flux from the Near Detector data2:
First, the reconstructed energy spectrum at the Near Detector is corrected by
multiplying with a purity correction to obtain the pure signal spectrum. This
reconstructed spectrum is then converted to true energy spectrum by applying
a reconstructed-to-true transferred matrix3. Next, the produced true energy
spectrum is scaled by an efficiency correction to get a true energy spectrum of
2this assumes no oscillation occurred at the Near Detector
3two-dimensional histogram filled by the reconstructed and true energy value of selected
signal events in the sample of the Near Detector Monte Carlo simulation
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all generated signal interactions in the fiducial volume at the Near Detector.
Finally, the resultant true energy spectrum is converted to the flux at the Near
Detector by scaling with the cross-sections and its fiducial volume.
Figure 6.12: The scheme of beam extrapolation of the MINOS charged-current
νµ disappearance analysis. Figure taken from [130].
(ii) Predicting the reconstructed Far Detector spectrum from the
Far Detector flux: This basically is in the reverse order of retrieving the
above calculation. Firstly, the Far Detector flux is scaled by the cross-section,
the fiducial mass at the Far Detector, and the given exposure of the Far De-
tector data. The efficiency correction then is applied to get the pure signal
distribution as a function of the true energy which has possibly been seen by
the Far Detector. Next, this is converted into the spectrum of reconstructed
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energy by multiplying it with a true-to-reconstructed transferred matrix4. The
oscillation probability can be applied before this step to make the Far Detector
prediction with a given set of oscillation parameters. Finally, the purity cor-
rection is implemented to get the ultimate prediction which is used to compare
with the Far Detector data.
The extrapolation procedures for the charged-current νµ and ν¯µ disap-
pearance analyses are slightly different. For the former analysis, only the νµ
spectrum is extrapolated; while the ν¯µ and νµ spectra are extrapolated indi-
vidually for the latter analysis. The motivation behind this is the wrong-sign
background for the latter analysis is fairly large in comparison to its for the
former analysis. Also, the separation of ν¯µ and νµ spectra in extrapolation
allows us to manifest the different sets of oscillation parameters for neutrino
and antineutrino oscillations, giving a test of CPT invariance in the lepton
sector. Figure 6.13 shows the schematics for extrapolating ν¯µ and νµ spectra
individually.
To validate the framework of beam extrapolation, Near Detector Monte
Carlo fake data, which are used to calculate reconstructed-to-true matrix at the
Near Detector, are extrapolated. The prediction then is compared with Far De-
tector Monte Carlo fake data, which are used to calculate true-to-reconstructed
matrix at the Far Detector. The prediction is expected to agree very well with
the Far Detector fake data. Figure 6.14 shows that the agreement between
4similar to the reconstructed-to-true transferred matrix at the Near Detector but switch-
ing between two axes and using the Far Detector Monte Carlo sample
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the Far Detector fake data and its prediction is within 1%. The fluctuation is
unavoidable due to the statistical independence among samples used for mak-
ing matrices. However this fluctuation is still good enough for the purpose of
analysis since this is much smaller than the statistical uncertainty of the Far
Detector data.
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Figure 6.14: The comparison between the prediction and the FD fake data
spectra is on the left and the ratio of the prediction to the FD fake data is on
the right.
6.5 Systematic error evaluation
The main sources of uncertainties for the ν¯µ-CC disappearance analy-
sis arise from the limited precision of modeling neutrino production, neutrino
interactions, measurement of detector properties and the functional adjoint
of the two detectors. These uncertainties take effect on an estimation of os-
cillation parameters by either distorting the reconstructed energy spectra or
estimating incorrectly the number of signal or background. While the dis-
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torted reconstructed energy spectra would result in error of estimating the dip
of oscillation, i.e., the value of |∆m2|, the bias in counting of signals and back-
grounds would mainly shift the value of sin2 2θ. The following ten systematics
are broadly categorized into four categories (i) beam-related uncertainties, (ii)
background-related uncertainties, (iii) energy-related uncertainties, and (iv)
normalization-related uncertainties.
Beam-related uncertainties
• Flux modeling: The uncertainties in the NuMI beam simulation pri-
marily relate to the production rate of hadrons off the NuMI target. The
prediction of neutrino flux from the NuMI beam fluctuates largely be-
tween 20-30% from comparison of various theoretical models [131]. Other
minor uncertainties arise from the models of beam optics, target posi-
tion, and horn focusing [132]. Beam reweighting uses a set of parameters
to tune the Monte Carlo for better agreement with the Near Detector
data. These parameters, obtained by fitting data to Monte Carlo, are
given ±1σ errors. However this uncertainty is fully correlated between
two detectors and thus is nearly canceled out when extrapolating from
the Near Detector to the Far Detector.
• Acceptance: This uncertainty is included to cover the difference of
acceptances to µ− and µ+ tracks in the Near Detector. To evaluate this
uncertainty, special data were taken with an operating configuration in
which the coil current is reversed to de-focused µ+ tracks produced by
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ν¯µ-CC interactions. The ratio of the prediction from this special Near
Detector data to the prediction from a normal run in which µ+ tracks
from ν¯µ-CC interactions are focused, is calculated and incorporated as
uncertainty of the analysis.
• Cross-section: The total ν¯µ-CC cross-section is mainly comprised
of three components: quasi-elastic scattering, resonance production and
deep inelastic scattering. Each of these components are modeled with
a number of uncertainties. The uncertainty-evaluated procedure is to
compare the cross-section modes with varied parameters and the nominal
ones.
Background-related uncertainties
• Neutral-current background: The main background of charged-current
analysis is the neutral-current events. The uncertainty of this back-
ground is estimated by using the fake neutral-current events which are
formed by removing the muon-liked track from selected charged-current
events in both the data and Monte Carlo. A scale factor of 50% is placed
for this systematic error for both detectors [130].
• Wrong-signed background: The CC/NC separation is used to select
the charged-current events (both ν¯µ and νµ). The systematic error for
this selection is smaller than 0.5% [109]. To select specifically ν¯µ-CC
events, positive charge-sign value of tracks are required. Since the charge
sign measurement is based on the track curvature in the magnetic field,
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it might be biased by the multiple scattering of muons, alignment of
detector planes and knowledge of magnetic field in detector. To account
for these, a 50% scale factor is applied separately for both detectors [130].
Energy-related uncertainties
The reconstructed ν¯µ-CC energy distributions are obtained from the
sum of the µ+ track energy and hadronic shower energy. Any bias in energy
estimation would result in error for estimating the dip of oscillation, thus this
shifts the value of |∆m¯2|.
• Shower energy: The uncertainties for estimating shower energy, dis-
used in Section 5.5, are mostly dominated by the absolute energy calibra-
tion factor of 5.7%, relative energy calibration factor of 2.4% (2.3%) at
the Far Detector (the Near Detector), and uncertainty from the hadronic
modeling. These uncertainties are uncorrelated, and therefore added in
quadrature to give a parameterized total uncertainty by [120]:
σshower = 6.7% + 3.5% ∗ e−Eshw/1.44GeV
• Track energy: Two independent methods are implemented for esti-
mating the track energy of events: (i) the muon range, and (ii) the
curvature of muon tracks. To take the advantage of these two methods,
the stopped muons are measured by range while the exiting muons are
estimated by their curvature. A 2% uncertainty on all range of track
energy, which was evaluated by comparing the Monte Carlo simulation
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and Calibration Detector responses, is taken [48]. This accounts for the
uncertainty in the knowledge of steel density and muon energy loss in
iron. An additional 1% error from the curvature estimation is included
for the uncertainty of the magnetic fields in detectors.
Normalization-related uncertainties
To maximize the statistics, the Far Detector data is used as much as
possible. For the Far Detector prediction, the Near Detector data is required to
normalize to the proton-on-target (POT) of the Far Detector data. The Near-
to-Far POT normalization suffers some source of systematics errors. They
mainly consist of a 1% of exposure time of the Far Detector, 2% of fiducial mass
of the Far Detector, and 3% of track reconstruction efficiency. A quadrature
sum yields a total of 4% normalization uncertainty.
Figure 6.15 shows the total systematic error as the function of reconstructed
energy at the Near Detector. The total uncertainty of the Near Detector energy
spectrum is around 20% at the 2-6 GeV region. However, the uncertainty
of the Far Detector should be much smaller than this value because of the
substantial cancellation of two-detector extrapolation. Figure 6.16 shows the
total systematic error on the Far Detector prediction. The total uncertainty
is around 8% at the 2-6 GeV region. This estimated uncertainty is not used
in the oscillation parameter fitting but is incorporated for producing the error
band of the Monte Carlo prediction with the best-fit point in comparison to
the Far Detector data.
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Figure 6.15: The Near Detector systematic error band as a function of recon-
structed ν¯µ energy with all systematic shifts included.
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Figure 6.16: Total systematic error band on the Far Detector prediction. The
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the FD predicted energy spectrum in quadrature.
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6.6 Oscillation parameter fitting
As discussed in Section 6.4, the Far Detector spectrum can be predicted
from the Near Detector data with given oscillation parameters. To search the
best-fit values of oscillation parameters for describing the ν¯µ-CC disappearance
at the Far Detector, a grid of the considered oscillation parameters is created
and the Far Detector predicted spectrum is generated for each grid point. A
maximum log-likelihood approach is performed on the set of Far Detector pre-
dicted spectra to find the best match with the Far Detector data. The number
of floated oscillation parameters in the grid depends on the applied oscillation
model and physics goal. In the two-flavor model of ν¯µ-CC disappearance
5, the
ν¯µ survival probability is effectively calculated by:
P (ν¯µ → ν¯µ) = 1− sin2 2θ sin2
(
1.267
∆m2L[km]
E[GeV ]
)
,
and ∆m2 and sin2 2θ are varied in the grid. The best-fit values of parameters
are obtained by maximizing the following negative log-likelihood function:
χ2
(|∆m2|, sin2 2θ) = −2(Nbin∑
i=1
(N expi −Nobsi ) +Nobsi × ln
Nobsi
N expi
)
where Nbin is the binning number of reconstructed energy spectra, N
exp
i and
Nobsi are respectively the number of events in i
th of reconstructed energy spec-
tra of the Far Detector prediction and Far Detector data. The main systematic
5MINOS has recently fitted data using the three-flavor neutrino model. However this has
a tiny impact on the antineutrino oscillation parameters since the matter effect is ignorable
with a MINOS baseline/ ν¯µ energy of 735 km/ 3 GeV.
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errors are incorporated as nuisance parameters into the χ2 function by:
χ2systematics = −
∑
j
α2j
σ2αj
where αj is the shift value of j
th systematics from its nominal value, and σαj is
the estimated uncertainty of jth systematic parameter. The minimum value of
χ2, determined by performing the MINUIT package [133], corresponds to the
best-fit values of oscillation parameters. The one-dimensional confidence level
(C.L.) for the oscillation parameters are determined from the χ2 deviation,
∆χ2, from the minimum χ2. For the Gaussian approximation, three basic fol-
lowing conversion are applied: 68% C.L at ∆χ2 = 1, 90% C.L at ∆χ2 = 2.71
and 99% C.L at ∆χ2 = 6.63.
Normally, the whole spectrum of the Far Detector data is used to fit at
the same time. However, it was found that by splitting the data set into differ-
ent regions of fractional energy resolution, the sensitivity to oscillation param-
eters can be substantially improved [58]. Appendix C describes this technique
in more detail and shows the sensitivity gain by adopting this technique for
the ν¯µ-CC disappearance analysis. Unfortunately, due to time constraints, this
technique is not incorporated in the final result measured in this thesis. The
author of this thesis has adopted this technique for the νµ-CC disappearance
analysis in the MINOS+ experiment.
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6.7 Summary of the accelerator charged-current ν¯µ dis-
appearance analysis
This chapter introduced the chain of the accelerator ν¯µ-CC disappear-
ance analysis. The events with good beam quality and in the fiducial volume
were preselected in both MINOS detectors. The PID then was implemented
to efficiently purify the accelerator ν¯µ-CC data set. After that, the selected
ν¯µ-CC events in the Near Detector were used for reweighting the ν¯µ-enhance
beam flux. This step tuned the Monte Carlo simulation for better agreement
between the Near Detector data. The tuned Monte Carlo simulation at the
Near Detector was extrapolated by a transfer matrix to predict the Far Detec-
tor spectrum. The evaluation of systematics on the Far Detector prediction
was followed. Finally, a maximum log-likelihood approach was introduced for
finding the best-fit values of oscillation parameters which described best the
ν¯µ-CC disappearance at the Far Detector.
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Chapter 7
Results of the MINOS ν¯µ charged-current
disappearance analyses
This chapter presents the measurements of antineutrino oscillation pa-
rameters from charged-current (CC) ν¯µ disappearance at the MINOS Far De-
tector. First, three different data sets of ν¯µ-CC events are used for these
measurements and the physics goals of this analysis are introduced. Then, the
antineutrino oscillation parameters, measured by fitting the Far Detector data
events from different data sets, are reported. Finally, an examination of CPT
symmetry invariance in the lepton sector, by comparing the antineutrino and
neutrino oscillation parameters, is performed.
7.1 The complete MINOS ν¯µ data set
Three different data sets of ν¯µ-CC events are used for measurements
in this dissertation: (i) accelerator ν¯µ-beam events, (ii) accelerator νµ-beam
events, and (iii) atmospheric antineutrino events. The data exposure and
previous results with these data sets are briefly described as follows:
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Accelerator ν¯µ-CC events in the ν¯µ-beam mode
This beam was specially operated to enhance the statistics of ν¯µ-CC
events for measuring the antineutrino oscillation parameters. The current
in the NuMI focusing horns was reversed in order to select pi+/K+ and the
magnetic fields in MINOS detectors were also simultaneously reversed to focus
the induced µ+ from ν¯µ-CC interactions. This beam consists of 39.9% of ν¯µ-
CC, 58.1% of νµ-CC and 2.0% of νe and ν¯e-CC. MINOS reported the first direct
observation of ν¯µ disappearance [2] with an exposure of 1.71 × 1020 protons
on target (POT). By assuming that ν¯µ-CC and νµ-CC disappearance is driven
by the same oscillation parameters, the independent ν¯µ and νµ measurements
was found to be consistent at the 2% confidence level. This thesis updates
this analysis with a total data exposure of 3.36× 1020 POT with the ν¯µ-beam
mode.
Accelerator ν¯µ-CC events in the νµ-beam mode
The MINOS experiment mainly collected data from this beam configu-
ration with a total 10.7×1020 POT exposure. The portion of ν¯µ interactions in
this beam is about 7.1%. A measurement of ν¯µ-CC disappearance in this beam
configuration was performed in 2011 [114]. Compared to the 7.1 × 1020 POT
exposures used in previous measurements, the statistics of this sample has
been increased up to 10.5× 1020 POT exposure1 in this thesis.
1A small portion of this data set (0.2 × 1020 POT exposure) was collected with a high-
energy beam and is not used in this analysis.
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Atmospheric ν¯µ-CC events
The MINOS Far Detector collected 37.9 ktons-years of atmospheric
neutrinos and antineutrinos from August 2003 to March 2011. The magnetic
field of the Far Detector allows one to select ν¯µ-CC events on an event-by-event
basis. The measurement of the atmospheric ν¯µ-CC disappearance in the Far
Detector [127] was performed and shown to be consistent with atmospheric
mass-squared splittings for neutrinos and antineutrinos, |∆m2| − |∆m2| =
0.6+2.4−0.8 × 10−3 eV 2. In the content of this thesis, the atmospheric ν¯µ-CC data
set remains unchanged.
In the next sections, the result of ν¯µ-CC disappearance from the ν¯µ-
beam mode is described first since this mainly constrains the antineutrino os-
cillation parameters. The ν¯µ-CC data in the νµ-beam mode is added to utilize
all ν¯µ-CC events from the NuMI beam. Finally, the atmospheric antineutrino
interactions are combined with accelerator data to provide the world’s most
stringent constraints of antineutrino oscillation parameters.
7.2 Measurements from the ν¯µ-beam data
With 3.36×1020 POT exposure collected in this beam mode, 312 ν¯µ-CC
events were expected to seen in the Far Detector provided that there were no
neutrino oscillations. In the Far Detector, 226 candidate ν¯µ-CC events were
observed with energies between 0-50 GeV. The reconstructed energy spectrum
of selected events at the Far Detector and the prediction with no-oscillation
hypothesis are showed in Figure 7.1. The binning scheme for these spectra
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was chosen to maximize the sensitivity of the neutrino oscillations: one bin
from 0 to 0.5 GeV, 78 bins of 0.25 GeV width up to 20 GeV, 10 bins of 1 GeV
width up to 30 GeV, and 10 bins of 2 GeV width up to 50 GeV.
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Figure 7.1: The Far Detector ν¯µ data and prediction with no oscillations are
shown. These correspond to an exposure of 3.36× 1020 POT.
A number of features of the Far Detector selected events were compared
to the no-oscillation and oscillated Monte Carlo simulations [134]. Figure 7.2
shows the distribution of the CC/NC separation parameter and the charge-to-
momentum ratio, while Figure 7.3 presents the reconstructed track and shower
energy of the selected events. The features of the selected events agree well
with the oscillated Monte Carlo simulation of ν¯µ charged-current events. This
gives us confidence that the selected events are ν¯µ-CC events.
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Figure 7.2: Distributions of CC/NC separation parameter (left) and charge-
to-momentum ratio (right) of the Far Detector selected ν¯µ events. The data
(black dots) is compared with no-oscillation (blue line) and oscillated (orange
line) MC prediction.
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Figure 7.3: Distribution of reconstructed track energy (left) and reconstructed
shower energy (right) of the Far Detector selected ν¯µ events in Far Detector.
The data (black dots) is compared with no-oscillation (blue line) and oscillated
(orange line) MC prediction.
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Oscillation results
A maximum negative log-likelihood approach, introduced in Section 6.6,
was adopted to fit the reconstructed energy spectrum of the Far Detector se-
lected events. By assuming that ν¯µ-CC disappearance is driven by the effective
two-flavor model, the best-fit oscillation parameters for considering only statis-
tics yields:
|∆m2| = 2.64× 10−3 eV 2, and sin2(2θ) = 0.95,
where ∆m2 and θ is an effective mass-squared splitting and the effective mix-
ing angle respectively derived from the three-flavor framework (discussed in
Section 1.4.5).
The Far Detector data consists of three independent samples. Since
each energy spectrum is represented by 99 bins, the number of degrees of free-
dom, Ndof , is 295. The χ
2/Ndof value is 287.097/295 for the best-fit point
while the χ2/Ndof for no-oscillation prediction is 353.521/295. This means
that the no-oscillation hypothesis is disfavored at 7.7σ. The neutrino oscilla-
tion parameters are reported by MINOS [79] as:
|∆m2| = 2.41× 10−3 eV 2, and sin2(2θ) = 0.95.
The χ2/Ndof corresponding to these oscillation parameters is 288.403/295,
which is consistent to within 0.6σ significance of the antineutrino oscillation
parameters.
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Feldman-Cousins contours with systematic shifts included.
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Figure 7.6: Far Detector ν¯µ data and predictions with no oscillations and with
the best-fit oscillation parameters are in the top. The band around the oscil-
lated prediction represents the total systematic uncertainty. Total background
in the oscillated prediction is also displayed. Ratios of Far Detector ν¯µ data
and best-fit prediction to no oscillations are shown at the bottom.
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Since the value of sin2 2θ¯ is close to a physical boundary, the confidence
contours are corrected by applying the Feldman-Cousins method [135]. This
method also allows one to incorporate the systematic effects into the final
results [136]. Figure 7.4 shows the surfaces of corrected ∆χ2 with and with-
out systematic shifts applied. These surfaces are then subtracted from the
measured confidence contours to get the Feldman-Cousin corrected contours.
Figure 7.5 shows the allowed regions with either a statistic fit or a systematic
fit with the Feldman-Cousin correction.
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Figure 7.7: The 90% 2012 antineutrino oscillation contour from ν¯µ-beam mode
overlaid with the 2010 CC νµ result. The contours are determined using the
Feldman-Cousins method.
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The Far Detector charged current ν¯µ data is compared with the best-fit and
no-oscillation predictions is shown in Figure 7.6. The result with Feldman-
Cousins and systematics included is:
|∆m2| = [2.64+0.26−0.25(stat.)± 0.09(syst.)]× 10−3 eV 2,
sin2(2θ¯) = 0.95+0.09−0.10(stat.)± 0.01(syst.) (> 0.78 at 90% C.L.).
The antineutrino oscillation parameters are compared with the MINOS pub-
lished neutrino result [137] in Figure 7.7. The consistency between the ν¯µ and
νµ resolves the tension from the previous analysis [2].
To study the effect of systematic uncertainties on the measured oscil-
lation parameters, a number of high statistical Monte Carlo sets are created
for faking both the Near Detector and the Far Detector data sets. The fake
Far Detector data is weighted with the above best-fit oscillation parameters.
For each source of systematics, both the fake Near Detector and Far Detector
data sets are fluctuated by ±1σ. The value of ±1σ depends on systematics
source as discussed in Section 6.5. The shifted fake Near Detector data set is
extrapolated and fits with the shifted Far Detector data set. The difference in
fitted oscillation parameters with the shifted fake data sets from the best-fit
parameters is taken as a measure of the systematic impact on the measured
oscillation parameters. Figure 7.8 shows the shifts to the best-fit oscillation
parameters induced by applying individually corresponding systematic uncer-
tainties. Compared to the statistic uncertainty, the systematic impact on
measured oscillation parameters is much smaller.
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Figure 7.8: The shifts of best-fit values induced by the systematic uncertain-
ties. Evidently, statistic uncertainty is dominant in measurement of antineu-
trino oscillation parameters.
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7.3 Measurements from both ν¯µ-beam and νµ-beam data
To increase the sensitivity of measuring antineutrino oscillation pa-
rameters, combining ν¯µ-CC disappearance from two beam modes was pro-
posed [138]. Based on the Far Detector exposure of 3.36×1020 POT in ν¯µ-beam
mode and 10.71×1020 POT in νµ-beam mode2, 556 ν¯µ-CC events are expected
provided no-oscillation hypothesis. We observed a total of 442 events in the
Far Detector, which includes 216 events in the νµ-beam data and 226 events in
the ν¯µ-beam data. Figure 7.9 shows the Far Detector data and no-oscillation
prediction either from the νµ-beam data or from the combined data set.
2We did not use the 0.21× 1020 POT high-energy beam data, for ν¯µ measurements.
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Figure 7.9: The Far Detector ν¯µ-CC energy spectra in νµ-beam mode (left) and
with combined data (right) are shown with the corresponding no-oscillation
predictions.
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Oscillation results
To perform an analysis with a combined data set, we can not simply
add log-likehood confident contours because of systematic correlations among
data sets. To deal with this, the systematic uncertainties are included as
nuisance parameters in the oscillation parameter fitting [58]. For the mea-
surement of ν¯µ-CC disappearance in the combined ν¯µ-beam and νµ-beam data
set, four of the largest systematic uncertainties are incorporated into the fit.
They include systematic uncertainties of overall normalization of data expo-
sure, the neutral-current background, the track energy, and the shower energy,
all detailed in Section 6.5. Since the systematics are included in the fit, the sys-
tematic and statistic uncertainties of the oscillation parameters are combined
into one single value. Assuming the two-flavor neutrino oscillation hypoth-
esis as in Section 7.2, the best-fit oscillation parameters, obtained from the
maximum negative log-likelihood approach, yields:
|∆m2| = [2.62+0.26−0.24]× 10−3 eV 2,
sin2(2θ¯) = 0.97+0.03−0.10 (> 0.8 at 90% C.L.).
Figure 7.10 shows the energy spectra with null-oscillation and best-fit predic-
tions either with the ν¯µ data set from νµ-beam or with the combined data
set.
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Figure 7.10: The Far Detector ν¯µ charged-current energy spectra in νµ-beam
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Figure 7.11 shows the comparison of confidence contours when using only the
ν¯µ-beam data and when using the combined data. The measurement with
combined data yields an additional constraint on the oscillation parameters.
The impact of systematic uncertainties on the best-fit oscillation pa-
rameters are studied with a similar approach as introduced in Section 7.2.
Figure 7.12 shows the shifts on the best-fit values induced by four main sys-
tematics. The uncertainties of best-fit oscillation parameters is undoubtedly
dominated by the statistical uncertainty.
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when fitting with combined ν¯µ data from the exposure of 3.36 × 1020 POT
ν¯µ-beam mode and 10.71× 1020 POT νµ-beam mode.
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7.4 Measurements from combined accelerator and at-
mospheric data
The atmospheric ν¯µ-CC events in the MINOS Far Detector was col-
lected for 2553 live-days (corresponding to 37.9 kton-years) of data. A to-
tal of 268 ν¯µ-CC events, which include 173 contained-vertex events and 95
neutrino-induced rock events were observed. The expected number of events
for a no oscillation hypothesis is 219 ± 31 for contained-vertex events and
112± 26 neutrino-induced rock events respectively. The measurements of at-
mospheric neutrino and antineutrino interactions in the MINOS Far Detector
were reported in [127]. Figure 7.13 shows the distributions of Far Detector
atmospheric ν¯µ-CC data, the null-oscillation prediction, and the best-fit oscil-
lated prediction, along with the background of cosmic-rays and neutral-current
events.
Inspired by the success of measurements from the combined beam data
set, as described in Section 7.3, measurements from the complete MINOS ac-
celerator and atmospheric ν¯µ data set were proposed to get the most stringent
constraints on the antineutrino oscillation parameters. The addition of log-
likelihood contours first came up [139]. However, this simple addition did
not account for systematic correlation among data sets. A fitting framework
was developed to incorporate systematic uncertainties as nuisance parame-
ters [140].
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Oscillation results
In this measurement, the neutrino oscillation parameters are fixed at
|∆m2| = 2.41 × 10−3 eV 2 and sin2 2θ = 0.95. This best-fit point was mea-
sured by the νµ-CC disappearance in 10.71 × 1020 POT of a νµ-beam mode.
Assuming the ν¯µ-CC survival probability described by the two-flavor model,
the oscillation parameter, obtained from the maximum negative log-likelihood
approach, yields:
|∆m2| = [2.50+0.23−0.29]× 10−3 eV 2,
sin2(2θ¯) = 0.97+0.03−0.08 (> 0.83 at 90% C.L.).
These results provide the world’s most stringent constraint to date on the an-
tineutrino oscillation parameters. Figure 7.14 shows the profile of the negative
∆ log-likelihood for the fit to all ν¯µ selected events for ∆m
2 and for sin2 2θ¯.
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Figure 7.14: The negative ∆ log likelihood contour for the two parameter fit
to all MINOS ν¯µ-CC data for ∆m
2 and for sin2 2θ¯ are shown.
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The best-fit values of systematic uncertainties, which were treated as the nui-
sance parameters, are shown in Figure 7.15. Almost all systematic uncertain-
ties yield shifts that are within 1σ of the best-fit point.
σ
-1 0 1
Atmos: Normalization (CV)
)µAtmos: Normalization (Rock 
 (CV)µν/µνAtmos: 
)µ (Rock µν/µνAtmos: 
)µνAtmos: Spectrum (
)µνAtmos: Spectrum (
 Ratioµν/eνAtmos: 
Atmos: CC/NC Ratio
 Ratioµ/µAtmos: Rock-
Atmos: Track Energy
Atmos: Shower Energy
Beam: Normalization
Beam: NC Background
Beam: Shower Energy
Beam: Track Energy
Figure 7.15: Values of the best-fit systematic uncertainties resulted by the
fitting the complete accelerator and atmospheric ν¯µ data set, where CV means
contained vertex event.
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The confidence region measured by observed data is compared to the
Monte Carlo sensitivity prediction, as shown in Figure 7.16a. Figure 7.16b
shows the progression of 90% C.L contours of ν¯µ oscillation parameters when
adding gradually three MINOS ν¯µ-CC data sets. The constraint on the mix-
ing angle θ is substantially better while the improvement on the mass-squared
mixing ∆m2 is comparatively small.
To demonstrate that there is no bias in the best-fit oscillation pa-
rameters and systematic uncertainties, we generate a set of 1000 pseudo-
experiments from the combined accelerator and atmospheric neutrino Monte
Carlo samples. The data in each pseudo-experiment is created by applying
Poisson fluctuations to each bin of the Far Detector predicted spectrum. For
each pseudo-experiment, a set of systematic uncertainties is randomly selected
from a Gaussian distribution with a mean of zero and a width equal to the 1σ
of systematic uncertainty. Each pseudo-experiment is then fitted by the same
procedure as applied to the real data. The distributions of the best-fit system-
atic uncertainties are shown in Figure 7.17. These distributions all are well
matched by the Gaussian distribution of zero mean value and a width close to
unity. This assures that there is no bias in fitting the antineutrino oscillation
parameters. Figure 7.18 shows the distribution of log-likelihood returned by
fitting pseudo-experiments in comparison to the log-likelihood from the fit of
real data. The fraction of pseudo-experiments with a better best-fit than the
real data is 60%. Approximately 96% of the best-fit points occur inside the
predicted 90% C.L. contour.
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To study the effect of systematic uncertainties on the best-fit for the
antineutrino oscillation parameters, a set of systematically shifted fake data
is generated. For each fake data sample, a considered systematic parameter
is shifted by ±1σ. We redo the fit for these systematically shifted samples
with the similar procedure as the real data and estimate how much the best-
fit of oscillation parameters change. Figure 7.19 shows the shifts of oscillation
parameters resulted by shifting systematic parameters. The dominant ones are
the atmospheric normalization uncertainties for both contained-vertex events
and for rock-muon events.
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7.5 CPT-invariant testing in νµ and ν¯µ oscillations
All the neutrino and antineutrino interactions collected by the MINOS
detectors from the accelerator and atmospherics are combined in the same
framework. This permits one to make the fit simultaneously for neutrino and
antineutrino events. In other words, four parameters, |∆m2|, sin2 2θ, |∆m2|,
and sin2 2θ¯, can be floated in the fit. Four systematic uncertainties for the
accelerator data are treated correlatively between the ν¯µ and νµ events. The
best-fit neutrino and antineutrino oscillation parameters, returned from 4-
parameter fit, yields:
|∆m2| = [2.50+0.24−0.24]× 10−3 eV 2, sin2(2θ¯) = 0.975+0.025−0.085 (> 0.835 at 90% C.L.),
|∆m2| = [2.38+0.11−0.9 ]× 10−3 eV 2, sin2(2θ) = 0.955+0.037−0.039 (> 0.887 at 90% C.L.).
Figure 7.20 shows the 90% C.L. contours obtained from the measurements
of the νµ and ν¯µ disappearances with the complete MINOS accelerator and
atmospheric data. Compared to the ν¯µ allowed region in which the νµ oscilla-
tion parameters are fixed, the contour with floated νµ oscillation parameters
is smaller due to the minimum negative log-likelihood over |∆m2|, sin2 2θ and
due to additional constraints from the systematic correlations.
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Figure 7.20: The 90% C.L. contours for the neutrino and antineutrino oscil-
lation parameters measured by the complete MINOS accelerator and atmo-
spheric data set.
To obtain the allowed region for mass-squared splittings of neutrino
and antineutrino events, we minimize the negative log-likelihood values in
each point of |∆m2| - |∆m2| parameter space with respect to the mixing angle
sin2 2θ and sin2 2θ¯. Figure 7.21 shows the 68% and 90% C.L. contours for
the difference between the mass-squared splittings of neutrinos and antineu-
trinos. The figure illustrates the good agreement between the neutrino and
anti-neutrino mass-squared splittings. The difference between the antineutrino
and neutrino mass-squared splittings is measured to be:
|∆m2| − |∆m2| = 0.13+0.23−0.25 × 10−3 eV 2.
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Figure 7.21: Confidence limits (left) obtained for the mass-squared split-
tings of neutrino (|∆m2|) and antineutrino (|∆m2|) are projected from four-
dimensional log-likelihood surface. The one-dimensional profile of the differ-
ence of the mass-squared splittings (right) are marginalized.
Assuming that neutrinos and antineutrinos have identical oscillation
parameters, the νµ and ν¯µ data sets are combined in one single fit. The best-
fit oscillation parameters yield by this fitting, given by:
|∆m2| = [2.40+0.90−0.11]× 10−3 eV 2,
sin2(2θ) = 0.955+0.037−0.035 (> 0.896 at 90% C.L.).
Figure 7.22 shows the 90% C.L. allowed region for neutrino oscillation param-
eters with this assumption. At the maximum mixing angle, ∆χ2 = 1.59, which
corresponds to the 79.3% confidence level.
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Figure 7.22: The 90% C.L. contours for neutrino and antineutrino oscillation
parameters with either identical or independent oscillation parameter assump-
tion.
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7.6 Comparison to MINOS results
The MINOS collaboration has recently published the first ever joint
analysis of the accelerator and atmospheric neutrinos in the same experi-
ment [79]. Compared to this publication, my dissertation used an optimized
selector for selecting a purer sample of charged-current (CC) ν¯µ events in the
νµ-beam mode. As discussed in Section 4.4.2, this selector increased the signal
purity from 71% to 94%, illustrated in Figure 7.23. While MINOS reported
an observation of 312 ν¯µ-CC events in this beam mode, 216 ν¯-CC events were
selected by this selector. Figure 7.24 shows the comparison of selected ν¯µ data
in the νµ-beam mode between MINOS publication and this dissertation.
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Figure 7.23: The performance of two selectors: cut on charge-signed track mea-
surement (left, used in MINOS published results), and sequence of cuts (right,
used in this dissertation). The NC (blue histogram) and wrong-signed (brown
histogram) contaminations are reduced significantly with later approach.
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Figure 7.24: Comparison of the selected ν¯µ-CC sample in the νµ-beam mode
between MINOS publication and this dissertation. MINOS selected more
events but included larger number of neutral-current and wrong-sign back-
ground.
However, the ν¯-CC events in the νµ-beam mode has an average en-
ergy of 5 GeV, which is away from the maximum survival probability (1.5
GeV). Also, in the ν¯µ disappearance analysis, neutrinos and antineutrinos are
extrapolated separately so that the wrong-sign (i.e., νµ-CC) background in
the selected ν¯µ sample is extrapolated as well (mentioned in Section 6.4). If
neutrino and antineutrino oscillation are supported by an identical set of os-
cillation parameters, the measurements with these two data sets should not
yield a significant difference in results.
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Figure 7.25: The MINOS recently published results are compared to results
presented in this dissertation. Four-parameter fitting is used for this compar-
ison. The 90% C.L. allowed regions of ν¯µ oscillation parameters are shown on
the left. A marginalization on |∆m2| − |∆m2| parameter space are shown on
the right.
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MINOS reported the measurement of antineutrino oscillation param-
eters in four-parameter fit. Figure 7.25 shows the 90% C.L. contours of an-
tineutrino oscillation parameters and the |∆m2| − |∆m2| projection from 4-
parameter fit. Table 7.1 shows the comparison between the MINOS published
results and this dissertation. The results from these two measurement are
consistent.
results |∆m2| / 10−3 eV 2 sin2 2θ¯(at 90% C.L.) |∆m2| − |∆m2| / 10−3 eV 2
MINOS 2.50+0.23−0.25 0.97
+0.03
−0.08(>0.83 ) 0.12
+0.24
−0.26
Thesis 2.50+0.24−0.24 0.975
+0.025
−0.085(>0.835) 0.13
+0.23
−0.25
Table 7.1: The MINOS recently published results are compared to results
presented in this dissertation.
7.7 Discussion of dissertation results
The MINOS experiment observed ν¯µ-CC events in three independent
data sets. The measurements of ν¯µ-CC disappearance in these data sets were
performed either individually or with combined data. The ultimate measure-
ment from the complete MINOS accelerator and atmospheric ν¯µ-CC data sets
was performed in the context of effective two-flavor neutrino oscillation hy-
pothesis. This provided the world’s most precise measurement to date of the
antineutrino atmospheric mass-squared splitting. Also, a very good agree-
ment between the antineutrino and neutrino mass-squared splitting indicates
a consistency with the CPT symmetry. While the impact of systematic un-
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certainties on the antineutrino oscillation parameters was studied, the main
uncertainty of antineutrino oscillation parameters comes from the statistical
limitation of the data set.
Compared to the latest published results by the MINOS collabora-
tion [79], this dissertation used the optimized selector for selecting purely
charged-current ν¯µ events in the νµ-beam mode. Since this type of event has
a fairly small sensitivity to the antineutrino oscillation parameters, the differ-
ence between these two measurements is small.
The disappearance of ν¯µ events was well-described in effective two-flavor
neutrino framework. By considering the matter effect on the atmospheric
neutrinos and antineutrinos (L/Eν ∼ 104 km/ GeV) and small appearance
of νe, MINOS performed an additional analysis with the exact three-flavor
model [51]. This analysis shows a very limited sensitivity to the neutrino mass
hierarchy and the CP-violating phase. Thus, we decided to describe the MI-
NOS νµ and ν¯µ disappearance data only with an effective two-flavor neutrino
model in the context of this dissertation.
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Chapter 8
Summary and outlook
8.1 Summary of this dissertation
This dissertation presented the complete measurements of antineutrino
oscillation parameters in the MINOS detector. The new hadronic shower en-
ergy estimator was implemented to improve the sensitivity to the antineutrino
oscillation parameters. A suggestion for improving the charged-current ν¯µ and
neutral-current identification was presented. Compared to the latest published
measurement by the MINOS collaboration [79], the selection for ν¯µ in the νµ
beam was updated to get purer sample. The selection for ν¯µ in the ν¯µ beam
remained unchanged. The author of this dissertation conducted the measure-
ments of antineutrino oscillation parameters with both the individual ν¯µ data
set and with the combined data. A total of 710 candidate ν¯µ charged-current
events was observed. Compared to 887 events with the no-oscillation predic-
tion, the ν¯µ deficit was well described by the two effective two-flavor neutrino
model, given by:
|∆m2| = [2.50+0.23−0.29]× 10−3 eV 2,
sin2(2θ¯) = 0.97+0.03−0.08 (> 0.83 at 90% C.L.).
224
To test the CPT symmetry in the lepton sector, a fit for ν¯µ and νµ disap-
pearance in MINOS was performed simultaneously with the assumption that
neutrino and antineutrino oscillations are supported by the independent sets
of oscillation parameters. This fit yielded a consistency between the neutrino
and antineutrino mass-squared splittings by:
|∆m2| − |∆m2| = 0.13+0.23−0.25 × 10−3 eV 2.
The uncertainty of this measurement was primarily driven by the statistical
uncertainty in the ν¯µ data set.
Assuming that neutrino and antineutrino oscillations were supported
by the identical set of oscillation parameters, a measurement with combined
ν¯µ and νµ disappearances was performed. This disfavors the maximum mixing
angle at the 79.3% confidence level.
8.2 Outlook on the antineutrino oscillations measure-
ments
The uncertainty of the measurement of antineutrino oscillation param-
eters from the MINOS charged-current ν¯µ disappearance is driven by the sta-
tistical uncertainty. In the era of the MINOS+ experiment, we have an oppor-
tunity to update this measurement with a substantial increase of ν¯µ events.
After finishing three years of operation under the MINOS+ experiment, we
expect to collect a total of 65 kton-years atmospheric neutrinos and antineutri-
nos, i.e., a 70% statistical increase. Also, if the ν¯µ-beam mode from the NuMI
is delivered to the NOvA Far Detector, additional ν¯µ events will be observed
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in the MINOS detector. Thus, MINOS+ can measure antineutrino oscillations
and test the CPT invariant with a higher precision than the results reported
in this dissertation.
Because of the hadron production of proton-nucleus interactions and a
lower charged-current ν¯µ cross-sections, the probability of ν¯µ event observation
per protons on target is about one third compared to νµ observations. Thus,
running neutrino experiments in the ν¯µ beam mode is not a priority when neu-
trino statistics is the most ultimate goal. The T2K experiment is exploring
neutrino oscillation physics with a νµ beam. The NOvA experiment also plans
to run with the νµ beam at the beginning of its operation. However, both will
potentially switch into the ν¯µ beam in order to study the neutrino mass hier-
archy and the CP-violating phase. If that is the case, it enables one to update
our understanding of antineutrino oscillations in both ν¯µ disappearance and
ν¯µ → ν¯e appearance channels.
In the next few decades, exploring neutrino physics with the ν¯µ → ν¯e
appearance channel will be essential since this channel is sensitive to the CP-
violating phase. Also, the matter treats neutrinos and antineutrinos in a dif-
ferent manner. This gives us an opportunity to resolve the mass hierarchy and
look for CP violation in the lepton sector. Precision measurement of ν¯µ → ν¯e
transitions in comparison to its νµ → νe transitions would be an important
guideline for the long baseline neutrino experiments in order to understand
the nature of this elusive particle.
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8.3 Conclusion
The measurements presented in this dissertation have improved the
world’s understanding of antineutrino oscillations from a direct observation of
ν¯µ disappearance. The results provided the world’s most precise measurement
of antineutrino mass-squared splitting in the atmospheric sector. In considera-
tion that neutrino and antineutrino oscillations are driven by the different sets
of parameters, a CPT examination was performed and yielded a consistency
between neutrino and antineutrino oscillation parameters.
This dissertation reported the very first joint analysis of accelerator
and atmospheric neutrinos in the same experiment. In the next few decades,
the joint analysis with combined data sets from different channels and from
different experiment should be considered further. This will provide a power-
ful tool for solving the degeneracy and correlation among neutrino oscillation
parameters and reaching definite answers for the nature of neutrinos.
Neutrinos, since their on-paper appearance in the 1930s, have proved to
be one of the most interesting elementary particles. The massiveness of neu-
trinos, which is implied by the well-grounded neutrino oscillation phenomena,
is beyond the reach of the Standard Model. These elusive particles may have
even more “anomalous” properties than what we have already seen. The po-
tential of uncovering presents exciting avenues for the growing field of neutrino
physics.
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Appendix A
Degeneracy and correlation among oscillation
parameters
The T2K and NOvA experiments will explore neutrino physics from the
( )
νµ → ( )ν e channels since these channels facilitate the measurement of mixing
angle ∆13 and CP-violating phase δCP. For the second order expansion in
sin θ13 and α ≡ ∆m
2
21
∆m231
, the νe appearance probability is given by [54]:
Pνµ→νe =α
2 sin2 2θ12c
2
23
sin2A∆
A2
+ 4s213s
2
23
sin2(A− 1)∆
(A− 1)2
+ 2αs13 sin 2θ12 sin 2θ23 cos(∆ + δCP)
sinA∆
A
sin(A− 1)∆
A− 1 (A.1)
where
∆ ≡ ∆m
2
31L
4E
, A ≡ V L
2∆
A correlation exists between θ13 and δCP. Assuming that (θ
∗
13, δ
∗
CP) are the
true values. The (θ13, δCP) solutions are given by:
Pνµ→νe(θ13, δ) = Pνµ→νe(θ
∗
13, δ
∗
CP),
and are not unique but continuously degenerate. Figure A.1 shows the equiprob-
ability curve of P (νµ → νe) on the (θ13, δCP) surface.
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Figure A.1: Equiprobability curves of P (νµ → νe).
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Unfortunately, introducing Pν¯µ→ν¯e(θ13, δ) can not completely solve the prob-
lem. Figure A.2a shows a clone solution, called an intrinsic clone solution,
given by:
P±νµ→νe(θ13, δCP) = P
±
νµ→νe(θ
∗
13, δ
∗
CP),
where + (-) is for neutrino (antineutrino). This issue can be solved by adding
information from a different channel or using a different baseline. Figure A.2b
shows the equiprobability curves with different baselines, which can be used
to solve the intrinsic clone introduced by measuring of ν¯e appearance.
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Figure A.2: Intrinsic clone due when introducing additional measurements
with either ν¯µ → ν¯e appearance (left) or different baseline (right).
However, this intrinsic degeneracy is only part of the “clone solution
problem”. Two other sources of ambiguity are:
• The sign of ∆m232 or the mass hierarchy. We use the parameter satm to
describe this. We assign satm = 1 for a normal hierarchy and satm =
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−1 for a inverted hierarchy. Figure A.3a illustrates the clone solution
introduced by two different mass hierarchy.
• The octant of θ32. We use the parameter sth23 to describe this. sth23 = 1
for θ23 < 45
o and sth23 = −1 for θ23 > 45o. Figure A.3 depicts the clone
solutions introduced by any combination of mass hierarchy and octant
of θ23.
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Figure A.3: Degeneracy of mass hierarchy (left) and θ23-octant (right) in ν¯µ →
ν¯e appearance channel.
Summing these ambiguities, we have a system of equations:
P±νµ→νe(θ13, δCP, satm, sth23) = P
±
νµ→νe(θ
∗
13, δ
∗
CP, s
∗
atm, s
∗
th23). (A.2)
Solving these equations leads to a true solution plus additional clone solutions
which form an eightfold degeneracy [141], as illustrated in Figure A.4.
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Figure A.4: Eightfold degeneracy in ν¯µ → ν¯e appearance channel.
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Appendix B
The SKZP reweighting effect on oscillation
parameters
Figure B.1 shows the effect of SKZP reweighting on the Far Detector
prediction. The SKZP reweighting mainly affects the falling edge of energy
spectrum (> 4 GeV). Since the oscillation dip is around 1.5 GeV, the effect of
SKZP reweighting is not sensitive to the measurement of oscillation parame-
ters.
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Figure B.1: Comparison of Far Detector prediction with (orange) and without
(blue) SKZP reweighting. The energy spectra are shown on the left and their
ratio is shown on the right.
The measurements of oscillation parameters ∆m¯2/ sin2 2θ¯ with and without
SKZP, yielded 2.64 × 10−3 eV 2/0.95 and 2.65 × 10−3 eV 2/0.95 respectively.
Figure B.2 shows the SKZP reweighting effect on confidence contour and its
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projections separately on ∆m¯2 and sin2 2θ¯. Apparently, the effect is much
smaller than the uncertainties of the oscillation parameters.
In summary, the SKZP reweighting enforces the agreement between the
Monte Carlo simulation and the Near Detector data but does not change an-
tineutrino oscillation parameters which are measured by the ν¯µ disappearance
analysis.
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Figure B.2: The confidence contours (top) with (orange) and without (blue)
applying SKZP weighting. Their projections on mixing angle, sin2(2θ¯) and
on mass-squared splitting, |∆m¯2| are shown on the bottom left and on the
bottom right respectively.
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Appendix C
Fitting in bins of energy resolution
To improve the sensitivity to the measurement of neutrino oscilla-
tion parameters, the fitting in bins of either estimated energy resolution or
L[ km]/E[GeV ] resolution was adopted. The former is implemented for the
νµ disappearance analysis from νµ-beam mode [58], and the latter is applied for
the atmospheric νµ and ν¯µ disappearance analysis [127]. However, this tech-
nique was not adopted for the accelerator ν¯µ disappearance analysis because
of the statistic limitation. Figure C.1a shows the fractional resolution σE/E
as the function of reconstructed energy for selected ν¯µ-CC events in ν¯µ-beam
mode.
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Figure C.1: The fractional resolution σE/E as the function of reconstructed
energy for selected ν¯µ-CC events in ν¯µ-beam mode (left) and the sensitivity
gain with fitting in five bins of energy resolution.
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The selected sample is divided into five sub-samples which are fitted inde-
pendently. Figure C.1b shows the sensitivity contour by adding statistically
contours from fitting these sub-samples. The improvement is so small that we
did not apply it in this dissertation.
The author of this dissertation has adopted this technique for the mea-
surement of νµ-CC disappearance analysis in the MINOS+ experiment. The
selected νµ-CC sample is divided into five sub-samples based on the event es-
timated fractional resolution. Figure C.2 shows the ratio of the no-oscillation
prediction to the oscillated prediction for five sub-samples and their corre-
sponding 90% C.L. regions. The smaller labeled bin corresponds to the better
resolution sample. The sharper oscillation dip and smaller sensitivity contour
with smaller labeled bin confirms that we correctly parameterize the energy
resolution.
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Figure C.2: The ratio of null-oscillation prediction to the oscillated prediction
for five sub-samples is shown on the left and their corresponding 90% C.L.
regions are shown on the right. The data sample is scaled to 18 × 1020 POT
exposure (expected in three years of the MINOS+ operation.)
Figure C.3 shows the projection of sensitivity contours on the two oscillation
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parameters. Apparently, the better energy resolution of the sub-sample, the
more precise the constraint on oscillation parameters becomes.
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Figure C.3: The projections of sensitivity contours on the ∆m2 (left) and
sin2 2θ (right) axis.
Figure C.4 shows the sensitivity gain by applying the fitting in bins of energy
resolution in comparison to the default fitting. The improvement matches to
a 10% statistical increase of the current data.
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Figure C.4: The sensitivity gain by performing the fitting in bins of energy
resolution. The data sample is scaled to 18× 1020 POT exposure (expected in
three years of the MINOS+ operation.)
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Appendix D
Mass hierarchy resolvability with long-baseline
experiments
To solve the mass hierarchy, both νµ and ν¯µ beams will be used. The
neutrino and antineutrino bi-probability with different baselines, NOvA (810
km) and LBNE (1250 km) for different hierarchies, assumes the maximal θ23
are showed in Figure D.1. In other words, the capability of resolving the mass
hierarchy in long-baseline experiments depends on the octant of the mixing
angle θ23.
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Figure D.1: The bi-probability with different baseline, NOvA (810 km) and
LBNE (1250 km) for different hierarchy, assuming the maximal θ23.
Evidently, the longer baseline with the LBNE proposal shows better mass
hierarchy resolvability. When the octant of θ23 are taken into account, as
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depicted in Figure D.2, the mass hierarchy can be solved better with NOvA
baseline when the θ23 > 45
o
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Figure D.2: The bi-probability with baseline of NOvA (810 km) for different
mass hierarchy and octant of θ23. The lower octant is showed in solid curves
while the higher octant is in dashed curves.
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Appendix E
Auxiliary Detector and measurement of
neutrino velocity in MINOS
This chapter introduces the motivations and describes the setup of the
Auxiliary Detectors (AD) for measuring the neutrino velocity in the MINOS
experiment. These small detectors are paired with and simultaneously time-
stamp the neutrino events in the two MINOS detectors. This setup enables
one to measure precisely the electronic latencies of the MINOS detectors and
relative latency between these two large detectors.
E.1 Motivations
Measuring neutrino velocity
From cosmological constraints and from neutrinoless double beta de-
cays, neutrinos widely have been known to have a very tiny mass (on the
order of few eV). The relativistic velocity of 3 GeV neutrinos (assume mass ≈
3 eV/c2) should satisfy:
γ =
p
m0c
≈ E
m0c
= 109,
where γ is the Lorentz factor, mo, p and E are respectively the mass, the
momentum and the energy of neutrinos, and c is the speed of light. Considering
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the definition of Lorentz factor, the difference between the neutrino and light
speeds is at the level of |v−c|
c
< 10−18. However, due to some hypothetical
Lorentz violation effect [142], which changes the energy-momentum dispersion
relationship, neutrinos with energies of a few GeV travel with velocities |v−c|
c
≈
10−4 different than the speed of light.
The measurement of neutrino velocity is conceptually straightforward.
All we need is the distance between the two detectors and the time it takes
for a neutrino to propagate between them. The MINOS experiment with
two detectors separated by the 734, 286.8± 0.5 m baseline, has made previous
measurements. The initial results [143], published in 2007 with one year of
collecting data, indicated that neutrinos arrived at the Far Detector slightly
earlier than expected:
δt = tν − tc = 126± 32(stat.)± 64(syst.),
where tν and tc are respectively the propagation time interval of neutrinos and
of photons in vacuum. This result was converted to a neutrino velocity of
v/c − 1 = (5.1 ± 2.9) × 10−5, which was consistent with the speed of light to
less than 1.8σ.
In September 2011, the OPERA experiment claimed an observation
of superluminal neutrinos from the data they collected at the Gran Sasso
laboratory, 730 km downstream from CERN. However, this observation was
subsequently found to be wrong and OPERA later reported their corrected
result of neutrino velocity, which is consistent with the speed of light. In
response to this claim, the MINOS experiment updated their timing system
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with a number of studies, combined with a statistical increase by a factor of
8.5 in collected neutrino data, to revisit the measurement of neutrino velocity
with a more accurate result.
Introducing Auxiliary Detector (AD)
The signals of neutrino interactions, recorded by the deposited energy
hits in the detectors, have to pass through complicated detector electronics be-
fore they are time-stamped by the readout system. These electronics introduce
a some amount of latency between the moment neutrinos hit the detectors and
the time they are recorded. In principle, this delay could be obtained by mea-
suring the path length of each electronic component. However, this approach
leads to a large uncertainty. Instead, the measurement of latency of the whole
detectors and electronic system in situ was considered.
The two MINOS detectors use different readout systems. The intro-
duced AD, serves as the mediate electronic system, helps to connect electronic
systems between the Near Detector (ND) and Far Detector (FD). The rela-
tive electronic latency of the AD and corresponding MINOS detector is firstly
obtained by matching muons observed by both detectors. Then, the rela-
tive ND-FD electronic latency is derived by subtracting the relative latency
between the two sites.
Two identical, small portable Auxiliary Detectors (ADs), essentially
muon counters, were installed for this purpose. Figure E.1 shows the schematic
design and installation positions of ADs at the two sites of MINOS detectors.
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E.2 Auxiliary Detector and readout system
Each AD is made of two 63 cm x 57 cm “MINOS-style” plastic scintil-
lator planes, which comprise of 16 scintillator strips, read out by wavelength-
shifting fibers and 16-anode PMTs. Each PMT is shielded with low magnetic
permeable material to mitigate effects of the magnetic field at both MINOS
detectors. Due to physics reasons and easy access considerations, one AD was
placed at the backend of the ND, and a sustainable location (from the mag-
netic field’s strength point of view) at the FD site was chosen to be in the gap
between the two super-modules. Two readout systems, used to time-stamp
the arrival of muons at the ADs, are shortly described below:
CAMAC TDC
The TDC 4208 is used to measure the time interval between the dynode
coincidence signals and the trigger signals at the MINOS detectors1. The TDC
internal clock is 125 MHz and the resolution is 1 ns. The TDC limitation to
a dynamic range of 8.3 ms only permits us to use this readout system at the
ND site since the time information of the spill arrival is well-known. At the
FD site, the stochastic arrival of cosmic muons2 requires us to have a different
readout with a larger dynamic range.
1To mitigate the systematics, the AD and MINOS detector at each site triggers with the
same signal.
2The AD at FD site records the cosmic muons since the spill muon rate at FD is so small.
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Brilliant Instrument
The Brilliant Instrument time interval analyzers (BIs), which provide
a high precision time and frequency measurements with a time resolution up
to 8 ps, are installed at both detectors. The BI at the ND site is used to make
a cross-check with CAMAC TDC. At the FD site, the BI is the only measure-
ment we used for time-stamping the muons since the CAMAC TDC does not
help here due to the dynamic range.
These readout systems are tested and calibrated with regular pulses
which mimic a PMT signal to make sure that the systems perform as ex-
pected. The AD internal electronic latency, including fiber, PMT and cookie,
is estimated to be 23 ns [144]. This values is added up to the relative AD-
MINOS detector latency measurement obtained by matching muon signals to
get the absolute electronic latencies of the MINOS detectors.
E.3 Matching muons between the AD and MINOS de-
tector
The muon matching could be divided into two categories: beam struc-
ture and event-by-event.
Beam structure matching
This matching is implemented only at the ND site. The AD at the
ND site uses the SGATE signal, derived from the NuMI beam-synchronous
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accelerator clock $743, to trigger the muon hit recording. Figure E.2 shows
distinctly the batch and bunch structures of the NuMI beam in the recorded
data by the AD. Since the ND timing system tags muons respectively to the
$74 signal, the beam structure matching estimates the offset between $74 and
the SGATE signal. Figure E.3 shows the matched structures between recorded
data in the AD and ND and the log-likelihood profile as a function of the offset
between SGATE and $74.
Figure E.2: Six batches beam structure observed by the Auxiliary Detector at
the Near site. The x axis was shifted by some constant offset.
3This signal informs that protons, extracted from the NuMI, are on queue to fire.
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Figure E.3: The bucket structure observed by the AD and distribution match-
ing between the AD and ND (left) and and the log likelihood of matching
between the AD and ND as the function of the offset between SGATE and
$74 at ND (right). The interval between two peaks is about 19 ns which reflects
very well the bucket structure of beam.
Event-by-event matching
This matching, a main method for estimating final electronic latencies,
is implemented at both sites. Two straightforward conditions are utilized for
this matching: (i) matched events should be in time and (ii) muons recorded in
the MINOS detector should pass through the AD locations. The performances
of event-by-event matching at the ND and FD sites are not the same. The
following highlights the matching approaches in the two sites:
Matching at the ND site
Event-by-event matching is straightforward and it essentially measures
the offset between the $74 and SGATE signals. This offset is in the order
of 212 µs which is programmed to open the SGATE whenever the $74 sig-
nal is received. However, this offset value from matching takes into account
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the AD-ND relative electronic latency. To obtain the value of AD-ND rela-
tive electronic latency, we performed a direct measurement between these two
signals. Figure E.4a shows the distribution of latency-included offset between
the $74 and the the SGATE signals from the event-by-event matching between
the AD and ND data. The distribution of a pure $74-SGATE offset from the
compensational measurement is shown in Figure E.4b. The interval of 19 ns
between the two peaks agrees with the direct measurement of the offset be-
tween the SGATE and $74, and this is due to the jitter of the SGATE which
is programed to line up with the 53.1 MHz clock.
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Figure E.4: The distribution of latency-included offset between the $74 and
SGATE from the event-by-event matching between AD and ND data (left)
and the direct measurement of the latency-excluded offset between $74 and
SGATE (right).
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Matching at the FD site
The event-by-event matching is implemented by using the cosmic muons
data recorded in the FD and that passed through the AD location. The
recorded events at the FD are time-stamped using the TrueTime Pulse-per-
Second (PPS) from the GPS receiver, while the AD uses the Cs clock PPS
to trigger a recording of passing-through muons. Thus, to perform the event-
by-event matching, some additional offset is included to make sure that two
measurements using two separate timing system are in the same reference
frame [145]. Figure E.5 shows the distribution of relative latency-included off-
set between the AD and FD from the event-by-event matching method. This
distribution includes a number of corrections which take into account the dif-
ference of timing reference in which the FD and AD events are time-stamped.
The right tail of the distribution is due to the noise in the coincidence unit.
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Figure E.5: The distribution of relative latency-included offset between the
AD and Far Detector from the event-by-event matching. The cosmic muons
are used for this matching.
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E.4 Results of latency measurements
Results at ND site: By comparing two beam profiles, as shown in Fig-
ure E.4, the event-by-event matching, and the direct measurement of the time
interval between $74 and SGATE; the ND-AD relative electronic latency is es-
timated to be 36 ns. The uncertainty for this estimation is approximately 4 ns,
which mainly originated from the CAMAC readout system’s internal clock
(125 MHz) instability [146].
Results at FD site: The event-by-event matching, as depicted in Figure E.5,
reveals the sharp peak with a width of 2 ns. After taking into account ca-
ble length corrections, the FD-AD relative electronic latency is estimated to
be 12 ns. The measurement uncertainty for this is 2 ns [145]. By subtract-
ing these two numbers, the relative ND-FD electronic latency is measured to
be 24 ± 1 ns. Since the AD has simple electronics, it enables one to estimate
the absolute electronic latencies. The relative ND- FD latency and the abso-
lute electronic latencies of two detectors are used to estimate the overall time
propagation of neutrinos between the two detectors.
E.5 Results of neutrino velocity measurement
In this section, the measurements of distance and time propagation of
selected events are discussed. The final result of neutrino velocity measurement
in the MINOS experiment is derived.
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Event selection
Two samples of candidate νµ-CC interactions are selected for this mea-
surement. The first sample, named “contained νµ-CC”, includes νµ-CC events
that interact in the fiducial region. It is selected by the standard CC se-
lection which is discussed in Chapter 4. The second one, named “rock and
anti-fiducial” (RAF), consists of νµ-CC events that interact out of the fiducial
region or in the rock surrounding the cavern.
Distance measurement
The distances between the MI60 and the ND, and between the ND
and the FD, are measured by the Fermilab PPD Alignment & Metrology
group. The straight-line distance between the front faces of the ND and FD is
reported to be 734, 286.8 ± 0.5 m, corresponding to the ND-FD time of flight
of 2, 449, 316.3± 2.3 ns at the speed of light4. Almost all of the uncertainty of
this measurement comes from the initial investigation of the FD location.
Time propagation
Information obtained at three separate locations is used to calculate
the neutrino speed (i) the resistive wall current monitor in the NuMI beam
line at MI6 (RWCM)5, (ii) the ND, and (iii) the FD. Figure E.6 depicts the
layout of the time system used for neutrino velocity measurement in MINOS.
4This included the Sagnac correction.
5To time the start of proton beam
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Figure E.6: Layout of the main time synchronization components of the MI-
NOS experiment.
At each of the three locations, a free-runing atomic clock6 is used as the
local source of time. The signals at each location are time-stamped respectively
to this clock by an Agilent 53230A Time Interval Counter. Additionally, the
two GPS receivers are installed on the surface at each location to transfer
the time between them. The two-way time transfer (TWTT) systems use the
fiber links that are installed between the RWCM and the ND. The ND and FD
time references are underground and are transferred to secondary references
on the surface using TWTT fiber links. The fiber links transfer the 1PPS and
10MHz signals independently. Figure E.7 shows the stability of the time-of-
flight measurement between the RWCM the ND with the GPS and the TWTT
timing systems.
6SRS 725 Rb clock at the MI60, HP 5071 Cs clock at the MINOS sites
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Figure E.7: Daily variation in the time propagation between the RWCM and
the Near Detector using GPS and TWTT timing systems.
Comparing to 200 ps systematic uncertainty of the GPS time transfer, the
TWTT time transfer shows stability better than 50 ps.
For consistency with the measurement at the FD, the 4621.1 ns time-
of-flight between RWCM and the ND is used. This value is consistent with the
time-of-flight, 4622.7± 4 ns, estimated by using the distance between RWCM
and the ND and the absolute latency of the ND measured with the AD. The
uncertainty in this estimation comes from the absolute latency of the AD.
Time structure of neutrino beam
The primary 120 GeV protons from the Main Injector accelerator have
a 53 MHz RF structure. Each proton spill lasts for approximately 10µs and
consists of six “batches”. Each 1.6µs-long batch, separated by about 100 ns,
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consists of 81 bunches of 18.83 ns length. The neutrino beam, produced from
the decays of pi± and K± which are created in the interactions of protons with
the target, inherits the time structure from the primary 120 GeV protons. To
see this time structure, the time of flight between any two locations is plotted
in the 18.83 modulo of the Main Injector bunch spacing. Figure E.8 shows
the bunch shapes which are observed at the MI60 RWCM and the ND. This
means that time distribution of the ND data is consistent with prediction.
Figure E.8: The bunch structures are observed at the MI60 RWCM and the
Near Detector.
Results
At the FD, we select 195 fully contained and 177 partially contained
charged-current events. The separate arrival time distributions at the FD
for these selected events are shown in Figure E.9. The time of flight of se-
lected events is plotted in the 18.83 ns module of the MI bunch space. The
bunch structure observed in the FD agreed with the ND bunch structure (see
Figure E.8), which was one method of validating the timing system perfor-
mance. The RWCM-ND time of flight is estimated to be 2, 453, 935 ± 0.1 ns.
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Subtracting 4621.1 ns of the RWCM-ND time of flight, yields a ND-FD time
propagation as 2, 449, 313.9± 1 ns. Comparing with the prediction with speed
of light, 2, 449, 316.3±2.3 ns, the difference in arrival time of the neutrino and
the expected light propagation is:
δt = tν − tc = −2.4± 0.1(stat.)± 2.6(syst.) ns.
Neutrino velocity in comparison to the speed of light is therefore found to be:
v/c− 1 = (1.0± 1.1)× 10−6.
The 2.6 ns systematic uncertainty is dominated by a 2.3 ns uncertainty from
an inertial survey at the Far Detector and a 1.0 ns from the relative ND-FD
latency measured by the ADs. The minor systematic uncertainties are 0.6 ns
of the Far Detector TWTT fiber links and 0.5 ns of the GPS time-transfer
accuracy.
Figure E.9: The arrival time distribution at the FDr modulo the 18.83 ns
bunch separating for the fully contained (solid) and partially contained (line)
charged-current events.
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E.6 Summary
The ADs were installed to measure precisely the ND-FD relative elec-
tronic latency. The beam structure matching, which showed the batch and
bunch structure of neutrino beam, confirmed that timing system in AD per-
formed as expected. The event-by-event matching gave us precisely 24± 1 ns
of relative ND-FD latency. This is compared to 9 ns uncertainty from the
previous measurement by MINOS itself. Given the fact that the AD electron-
ics are fairly straightforward, the absolute electronic latencies in the MINOS
detector were derived and showed good agreement with other methods. We
finally obtained a result of neutrino velocity, v/c − 1 = (1.0 ± 1.1) × 10−6,
which is consistent with the speed of light.
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Appendix F
Unitarity of the PMNS matrix
The unitary condition of the matrix in Eq. (1.18) leads to a number of
equations:
U †U = UU † = 1, (F.1)
→U∗jiUjk = UijU∗kj = δik. (F.2)
Eq. (F.1) gives the normalization of matrix elements. Eq. (F.2) yields six
unitary triangles, given by:
U∗e1Uµ1 + U
∗
e2Uµ2 + U
∗
e3Uµ3 = 0
U∗e1Uτ1 + U
∗
e2Uτ2 + U
∗
e3Uτ3 = 0
U∗µ1Uτ1 + U
∗
µ2Uτ2 + U
∗
µ3Uτ3 = 0
Ue1U
∗
e2 + Uµ1U
∗
µ2 + Uτ1U
∗
τ2 = 0
Ue1U
∗
e3 + Uµ1U
∗
µ3 + Uτ1U
∗
τ3 = 0
Ue2U
∗
e3 + Uµ2U
∗
µ3 + Uτ2U
∗
τ3 = 0
These six unitary triangles have the same area, which is equal to a half of
Jarlskog’s invariant [147], which is defined as follows:
JCP = =
(
UαiUβjU
∗
αjU
∗
βi
)
with α 6= β, i 6= j
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We consider a specific expression, for example:
U∗e1Uµ1 + U
∗
e2Uµ2 + U
∗
e3Uµ3 = 0 (F.3)
If U∗e2Uµ2 6= 1, we define a new coordinate (ρ, η) as follows:
U∗e1Uµ1
U∗e2Uµ2
= ρ+ iη,
U∗e3Uµ3
U∗e2Uµ2
= ρ− 1 + iη
Apparently, the relationship Eq. (F.3) can be depicted by a triangle in two-
dimension coordinate, as illustrated in Figure F.1.
 (Real)ρ
 
(Im
ag
ine
)
η A(0,0) B(0,1)
)η,ρC(
2µU
*
e2U
1µU
*
e1U
2µU
*
e2U
3µU
*
e3U
γ β
α
Figure F.1: A triangle is used to represents Eq. (F.3).
To determine which unitary triangles is best epresented, the experimen-
tal measurements should be considered. Up to the present day, the sources
used to explore neutrino oscillation are νe and νµ; ντ involvement is limited.
Thus, the denominator such as U∗e2Uµ2 in the above example should be the
most precise measurement which will mitigate the uncertainty of the repre-
senting unitary triangle. From [148], based on data before (28 June 2012), the
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mixing angles are fitted by:
s212 = 0.307, s
2
23 =
{
0.386, (NH)
0.392, (IN)
, s213 =
{
0.0241, (NH)
0.0244, (IN)
, δCP =
{
1.08pi, (NH)
1.09pi, (IN)
By using these values, the PMNS matrices (for normal and invert hierarchies)
are calculated by:
Unormal =
 0.822 0.547 −0.150 + 0.039 ∗ i−0.356 + 0.020 ∗ i 0.704 + 0.013 ∗ i 0.614
0.442 + 0.025 ∗ i −0.452 + 0.017 ∗ i 0.774
 ,
and
Uinvert =
 0.822 0.547 −0.150 + 0.044 ∗ i−0.354 + 0.023 ∗ i 0.701 + 0.015 ∗ i 0.618
0.444 + 0.028 ∗ i −0.456 + 0.019 ∗ i 0.770
 .
The unitary triangle representations for the normal and inverted hierarchies
are shown in Figure F.2.
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(a) Normal hierarchy
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(b) Inverted hierarchy
Figure F.2: Unitary triangles with the best-fit values of mixing angles from
global analysis. The normal hierarchy (left) and the inverted hierarchy (right)
are calculated independently. All angles lie in the first quadrant (θ < pi/2) are
assumed.
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Simple model for estimating uncertainty
The goal is to estimate the confidence interval (or credible interval in
Bayesian approach) for the C vertex in each unitary triangle.
Error propagation: Theoretically, it is possible to calculate the uncertainties
of coordinates of C vertex in the unitary triangle. But it is fairly complicated
when you need to take into account the complex numbers from CP phase.
Bayesian approach: The straightforward way to deal with uncertainty is
to assume Gaussian distribution for each parameter (a kind of Bayesian ap-
proach). Then, we generate Gaussian random variables for three angles and
one CP phase. The distribution of each of the PMNS elements, as well as the
coordinates of C vertex is calculated directly. Figure F.3 shows the unitary
triangle representation with the uncertainty of the C vertex’s coordinates.
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Figure F.3: The unitary triangle and 95% credible interval of the C vertex’s
coordinates (Figure F.2) assuming normal (left) and inverted (right) hierarchy.
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