In this work we present some of the main results published in [3] and [4], where we treat an optimal control problem for a nonlinear elliptic equation of the Volterra-Loth type with homogeneous Dirichlet boundary conditions. This type of problems arises from Population Dynamics, where they model the steadystate solutions of the corresponding nonlinear evolution problem. We are interested in maximizing a functional which represents the difference between economic revenue and cost. The role of the control is to ha,ve some influence on the growth rate of the species just t o get better quality with the purpose of obtaining the greatest benefit of the harvest. Fist, we prove the existence of optimal control. Then, assuming that the quotient between the price of the species and the cost of the control is small, an optimality system is derived. This is used for proving the uniqueness and constructive approximation to the optimal control. In the proofs, moreover of some standard techniques of control theory, we use different methods related t o the theory of nonlinear elliptic equations and nonlinear analysis, such as upper and lower solutions notions, variational characterization of eigenvalues, weak maximum principles, strictly convex operators, etc.
Introduction. Existence of the optimal control
In this paper we present some results about an optimal control problem for a diffusive equation of the Volterra-L o t h type, with homogeneous Dirichlet boundary conditions [lo] ). On the other hand, the Laplacian operator A, points out the presence of diffusion and the boundary condition shows that the species may not stay on the boundary of R. Under the following hypothesis (which will be assumed throughout the paper)
-AIL(%) = u(x)[u(z) -f(z) -~( z ) u ( z ) ] ,
equation ( where X (a given positive real number) represents the quotient between the price of the species and the cost of the control. By using the control f, we want t o have some influence on the growth rate of U t o get better quality and consequently t o obtain a greater benefit of the harvest. Our work has been motivated by [SI, where the authors consider the case of Neumann boundary conditions .
Fist of all, it may be proved that the possible optimal controls must be bounded. In fact, i f f E L,"(R),
This property allows to prove, in a standard manner, the existence of the optimal control. Moreover, we show in the next theorem, a necessary and sufficient condition t o guarantee the positivity of the benefit (see 
2 The optimality system. Uniqueness of the optimal control
One direct way to prove the uniqueness of the optimal control is by studying the regularity of the functional J and the monotonicity properties of its FrCchet derivative J'. In fact, this may be carried out if the parameter X is sufficiently small. To see this, let us first precise what we will mean by the expression "A sufficiently small". Our control problem is completely definite by the domain R, the functions a and b (which satisfy hypothesis [HI) and the parameter A. Let us denote this problem by problem PQ,a,b,A. Then, the expression "A sufficiently small" will mean that R, a and b are fixed and that X is less than or equal to some positive constant which depends only on R, a and b and on the particular result that we are showing (i.e., uniqueness of the optimal control, approximation, etc.) Then, by doing a careful analysis of the quotient
, is Fr6chet continuously differentiable and
where <f,g is the unique solution of the linear problem
where L is the Lipschitz constant of the lipschitzian mapping F , A~ + L~( R ) ,
and Pf is the unique solution of the linear problem
This provides the uniqueness of the optimal control if the parameter X is sufficiently small.
A different method t o prove the uniqueness of the optimal control may be by using the optimality system, i.e., some appropriate necessary conditions that any optimal control must satisfy. This way may be very useful for approximating the optimal control and for obtaining some of its qualitative properties.
First, think that if f E Ly(R) is an optimal control and g E L"(R) verifies f + Pg E Ly(R) as 0 + 0 + , then Letting p + O+, and by using the equation (7), we deduce f 2 p f ( 1 -P f ) , a.e. in R.
X Now, taking g = -f , we obtain, by doing a similar reasoning, that
From (8) and (9), we obtain (10)
x f = -u f ( 1 -Pf)+, u.e. in R Now, if the parameter X is sufficiently small, then it is may be proved that the function Pf satisfies the inequality 0 < Pf < 1, a.e. in 0. This reasonings allow to prove the next result, where any optimal control is expressed in an special form as a product of two functions, which satisfy "the optimality system". 
where the pair (uf, P f ) E (u,p), satisfies
and the optimality system
Two immediate consequences of the previous result are the following: first, any optimal control must be regular. In fact, it must belong t o the space C 1~a (~) , for any a E (0,l) and, second, for X sufficiently small, any optimal control f is such that f > 0, a.e. in R (by taking X sufficiently small, the function Pf satisfies 0 < Pf < 1, a.e. in 0).
Another consequence is the uniqueness of the optimal control, as we are going t o show. The basic idea is t o prove that for X sufficiently small, the optimality system (13) has a unique solution ( u , p ) verifying (12). To see this, let (u,p) and (v,q) be two solutions of (13) satisfying (12). Then,
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Multiplying (14) by (u-v) , (15) -E ) ) and E is a constant sufficiently small.
Also, by using some precise estimations on the solutions of the system (13) [HI and ( T~( -u ) < 0.
Then, if X is suficiently small, the problem PQ,a,b,X has a unique optimal.
It is possible to prove the uniqueness of the optimal in other situations different from that considered in the previous theorem. For instance, we may fix R, the function a and the parameter X and consider b as a constant function to be choosen in an appropriate manner, such as it is done in [4] . If fact, if b is a positive constant function, and the quantity -is sufficiently small, the optimal is unique. Moreover, it is possible t o study other cases where 0, the function a and the parameter X are fixed and b is not necessarily a constant function ([5], [9] ).
x b 3 Approximation of the optimal control By using a method which is based in the notion of upper and lower solution for systems of equations, it is possible t o define a constructive sequence of functions converging t o the unique solution of the optimality system (13) satisfying (12). Clearly, taking into account the relation ( l l ) , this will be useful for approximating the optimal control f (see with E sufficiently small. Denote
{un), {un), { P n ) , {P"), 
