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Abstract
We study two topics in the renormalisation group theory of quasiperiodic systems, both topics 
having a number of important applications.
Firstly we apply renormalisation techniques to a family of functions we designate quasiperiodic 
sums and products. These functions link the study of critical phenomena in diverse fields such 
as the emergence of strange non-chaotic attractors, critical KAM theory, convergence of ergodic 
averages, and q-series (much used in string theory). In pure mathematics they have also been studied 
extensively in complex power series analysis, partition theory, and Diophantine approximation.
We set these currently dispersed results within a unified framework, and develop a more 
systematic approach to three key examples. We improve significantly on a series of number- 
theoretic results obtained by Sierpinsky, Hardy, Hecke, Lang et al; we provide a rigorous proof 
of some empirically obtained results recently reported by Knill et al (2011-12); and we settle 
(negatively) an open question of Erdos-Szekeres-Lubinsky dating initially from 1959.
Secondly we study the fixed points of quasiperiodic renormalisation. These arise in the study of 
the Harper equation (almost Mathieu equation), barrier billiards, and a number of other scenarios. 
We identify the natural setting for their study as a certain class of linear operators (composition 
sum operators) acting on unbounded (non-Banach) function spaces. We develop the necessary 
foundations for this theory, and then apply it to construct the space of all fixed points of the 
golden renormalisation whose singularities are either poles, essential singularities, or logarithmic 
singularities of a certain simple type. This fixed point space is shown to include previously 
unknown fixed points.
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Chapter 1
Introduction
In this work we will develop and extend theory, techniques and results in two areas of the 
renormalisation group theory of quasiperiodic systems. Both of these areas are of interest in their 
own right, but also have multiple applications.
The first area is that of quasiperiodic sums and products. These arise in a surprising number of 
areas of mathematics and physics, and have been studied extensively within individual disciplines. 
However these studies have been somewhat fragmented, kept separate to an extent by the differing 
terminologies and notations of the various disciplines. We will try to show the underlying unity of 
the subject, and the benefits which flow from studying it as such. The mathematical structures are 
straightforward to define and compute, but exhibit beautiful and intriguing fractal characteristics 
which gives them intrinsic interest. We will start in this introduction with definitions, examples, 
and a brief discussion of their applications. We continue in chapters 2-5 with a detailed study of 
three key examples. We will build increasingly on renormalisation techniques during the course of 
these chapters.
The second area is that of the fixed point theory of composition sum operators, a class of linear 
operators on unbounded (non-Banach) function spaces. This topic is motivated by the desire to 
study the fixed points of quasiperiodic renormalisation group operators. We use the theory to 
find and construct fixed points of the golden renormalisation group, and to show that this is the 
complete set of solutions whose singularities are poles, essential singularities, and certain types of 
logarithmic singularities (PESL singularities - see 6.4.2). .
2 Chapter 1. Introduction
1.1 Initial definitions and examples
1.1.1 Quasiperiodic sums and products 
Definitions
Quasiperiodic sums and products have a simple conceptual interpretation as operations over fixed 
rotations of the circle. However we will find it notationally simpler to provide a formal definition 
in slightly more abstract terms, and then to see how the interpretation can be made.
We first recall the function {.} : R —» [0,1), called the remainder function, or fractional part 
function, which maps x e R to the unique {x} e [0,1) satisfying x  -  {jc} e Z.
Definition 1.1.1. Let V be a semi-group under the operations '+ ' and/or 'x '.  For /  : [0,1) —» V 
and x, a  e R we define for each n e  N the nth quasiperiodic sum  and/or quasiperiodic product:
71-1
Sn( x ,a , f )  = ^ / ( { x  + ka}) (1.1)
k=o
n - 1
Pn( x ,a , f )  = Y \ f ( { x  + ka}) ( 1.2)
k-0
The function /  is called the Value Fu n c t io n .
Notes:
1. Algebraically Sn and Pn are really identical constructs. To avoid overmuch repetition, when
we are talking generally about quasiperiodic sums or the function Sn, we mean to include
the possibility of products or Pn respectively.
2. We will simplify the notation when appropriate, by writing Sn (x, a) when /  is clear.
3. The special case of x = a  is important. We will call it the base case, and designate it 
Sn(a) = Sn(a, a) = I £ =lf({na}).
4. By regarding [0,1) as the coordinate system for a circle and noting Sn (x, a, f )  = Sn ({x}, {a}, / )  
we can interpret Sn as a sum of the values of /  over the first n points of the orbit of the point 
{x} of the circle under a constant rotation by a  circle revolutions.
5. Care must be taken over the remainder function in the definition in order to avoid subtle 
problems. For example the value function / ( x )  = sin nx  gives rise to the sum of terms 
sin 7t{x + ka)  which are always positive, but the terms sin 7r(x + ka)  can take negative values.
6. Usually we set V = R, although other cases are possible. We will only study the case V = R 
in this document, noting in this case that quasiperiodic sums and products are both defined.
1.1. Initial definitions and examples 3
Our main interest is to understand the behaviour of quasiperiodic sums as n grows.
Remark 1.1.2. We will normally use the term quasiperiodic  in contradistinction to the term 
periodic, meaning the value of a  is taken to be irrational rather than rational. However sometimes, 
when there is little risk of ambiguity, it is also very convenient to use it homonymically as an 
inclusive term which covers both rational and irrational a.
Examples
We now give some simple but important examples of quasiperiodic sums, each of which has been 
studied in several papers. Note that the differentiator between the examples is just the choice of 
the value function / ,  although the examples originate from different disciplines.
In order to develop some intuition we will exhibit some graphs of each function showing the 
effects of increasing n. Given /  each quasiperiodic sum is a function of two variables: we will graph 
only the special case Sn (to) = Sn (to, to) where to is the distinguished value known as the go lden  
rotation to = \  (V5 -  l) . Note that the golden rotation is the fractional part of the golden ratio, 
ieto = { | (a/5+ l)}.
Since our main interest is in the growth of Sn with n, we show a series of graphs with n ranging 
from 1 to Fm where Fm is a Fibonacci number (the significance of this choice will emerge from the 
work we will do later).This allows the emergent fractal properties of the graphs to be seen clearly.
1.1.1.1 The sum of remainders (1909)
This is perhaps the simplest possible example of a quasiperiodic sum. If we take the identity 
function as our value function, the resulting quasiperiodic sum is Sn(x,a) = + ka).
However the terms {* + ka)  are known to be equidistributed in [0,1) around the mean of 1/2. It 
is more useful therefore to factor out from this sum the linear growth rate of n/2, so that we can 
focus on the fluctuations from the mean. This is equivalent to using a value function f ( y )  = y  -  j ,  
and gives us the quasiperiodic sum Sn(x, a) = + ^Q'l ~ ^), known classically as the sum
of remainders.
We study this sum in detail in chapter 2. See Fig 1.1.1 for the graph.
The first result on this sum to be published with proof was by Sierpinski (1909)[51]1 who 
showed that for any irrational a, Sn(a) = Sn(a, a) = o(n).
1.1.2 The Sudler product of sines (1964)
This example uses as its value function perhaps the simplest circle function, namely f ( y )  = 2 sin Try. 
This gives us the quasiperiodic product Pn(x, or) = Iljk=o 2sm n({x  + ka)).
'Lerch first drew attention to the sum in 1904[39] but appears not to have provided proofs o f any results.
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Figure 1.1.1: G raphs of the  sum  of rem ainders Sn (a>) -  [kto] -  \  against n for n = I . . .  Fm 
and m = 1 0 . . .  17. Each graph is the  equivalent o f inverting  (and  rescaling) the  in itial segm ent 
[0, tu] o f its successor. T he graphs can each be divided in to  3 sections - a left and righ t section of 
w id th  a)2 (in renorm alised coordinates), and a central section of w idth  o A  (N ote that leui2 +<u3 = 1). 
T he left section ([0, co2]) is a scaled version of the w hole; the right section ([tu, 1]) is a scaled (but 
slightly  deform ed) version o f the  w hole; the  central b ody  is a scaled and inverted  version o f the 
w hole; the left and centre sections together also fo rm  a scaled version of the previous graph; and 
each graph is an inversion of its neighbours.
The first result on this sum to  be published w ith p roof was by Sudler in  1964[55] w ho obtained 
an elegant result for sup^ P„ (a , a)  and showed it had exponential growth (see chapter 4 for details).
We study  this p roduct in detail in  chapters 4 and 5. See Fig 1.1.2 for the graph.
1.1.2.1 The Knill sum of cotangents (2012)
T his exam ple uses as its value function  the  unbo u n d ed  circle function  f ( x ) = c o i n x .  T his gives 
the  quasiperiodic sum  Sn (x, a )  = ££=o cot7r{a; + ka} .
This function was first studied by Knill in 2012[31] w ho established its self-similarity am ongst 
o th e r results (see chapter 3 for fu rth e r details).
We will study it in  detail in  chapter 3. See Fig 1.1.3 for the graph.
1.1.3 Quasiperiodic renormalisation
In  general, renorm alisation describes a class of techniques w ith  the com m on purpose of analysing 
scaling sym m etries. Im p o rtan t applications have been developed in Q u an tu m  Field Theories, 
Statistical Physics, and Fractal G eom etry . O u r  in terest here begins w ith  the latter: the  chaotic 
dynam ics o f o u r quasiperiodic sum s and p roducts is asym ptotically  fractal (as is qualitatively 
dem onstrated  by the  graphs of o u r examples). We use renorm alisation  to  explore scale-invariant 
fine structu re  of these fractals. However, these techniques and results then  apply to  quasiperiodic 
problem s arising w ith in  Q u an tu m  Field Theories and Statistical Physics.
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Figure 1.1.2: G raphs o f the  Sudler p ro d u ct o f sines = n * =i 2 sin n{ktL>} against n  for
n = 1 . . .  Fm and m  = 1 0 . . .  17. Each graph is the equivalent of the (rescaled) initial segment [0, oj] 
of its successor.
T he p articu la r renorm alisa tion  technique we w ill use differs from  o th e r  techniques m ain ly  
in  th a t the scaling factors to  be used are dependent u p o n  arithm etic  p ropertie s o f the factor a  
in troduced  in  1.1.1. We m ake use o f the d istinguished sequence of rationals (pn / qn ) w hich  is 
supplied by con tinued  fraction  th e o ry  and  is convergent on  a.  T he denom inato rs (qn ) p lay  a 
crucial role as described below. We w ill sum m arise the  basic results we need from  co n tin u ed  
fraction th eo ry  in section 1.3.
T he full process o f renorm alisation  is no rm ally  carried ou t in  tw o steps, nam ely d e c i m a t i o n  
and r e s c a l i n g . In  the case of quasiperiodic renorm alisation  these steps are executed as follows:
1. G iven a sequence (in  n) o f quasiperiodic sum s Sn (x, a )  we d e c im a t e  the  sequence by 
extracting the subsequence S ' ( a , a)  = Sqn (a, a) .
2. The second step is carried can be carried ou t in tw o sub-steps as follows.
(a) We fix  a  and introduce a new local variable y  to  focus on the imm ediate neighbourhood 
of a  as follows: S ''(y )  = S ' ( a  + y, a) .
(b) We in troduce a r e s c a l i n g  variable y '  -  y / g (n )  w hich  depends on  n,  and allow s 
us to  define the  r e s c a l e d  f u n c t i o n s  S '" (y ')  = S ”(y /g (n ) ) .  We choose g to  be a 
function  converging to  0, so tha t if we keep y ' constant, the equivalent value of y also 
converges to  0 w ith  n. H ence the rescaled function  S '" (y ')  is describing the behaviour 
of Sqn (a , n )  over a sm aller and sm aller neighbourhood  of a  as n increases.
We do n o t always need to  ca rry  o u t the full process o f renorm alisation , and indeed we w ill no t. 
In the  early p a rt of th is w ork , we w ill on ly  need to  use the  technique o f decim ation . W e w ill
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Figure 1.1.3: G raphs o f the K nill sum  of cotangents S„(co) = c o tn{kco} against n for 
n = I . . .  Fm and m = 10 . . .  17. Each graph is the equivalent of inverting (and rescaling) the initial 
segm ent [0, w] of its successor. This fascinating graph stabilises extrem ely quickly, and despite the 
unbounded  nature of the value function  / ,  the sum  grows at a very  contro lled  rate.
progress to  use step 2(a) in later chapters, and we w ill on ly  need to  deploy the full process in  the  
penultim ate chapter.
1.1.4 Composition sum operators (CSOs)
We will define form ally the CSOs we will w ork w ith  in chapter 6, but provide a general introduction 
here. Suppose 3K and T  are algebras o f functions (ie closed u n d er +, x ) such th a t acts on 
by com position  (ie for any a  e 31, f  e T  we have /  o a  e T ) .  T hen  each a  induces a natural 
c o m p o s i t i o n  o p e r a t o r  a* on  T  defined by a * ( f )  = f  o a .  These operators are linear and form  
their ow n algebra 31*. There is also a larger algebra generated naturally by the direct product T  3i* 
o f linear operators on  T  defined by (f a * ) g  = /  X (g o a) .  We call the general elem ent X 'J=1 f i a *i 
w here /,• e T ,  a i  e 3K a c o m p o s i t i o n  s u m  o p e r a t o r  (CSO).
CSOs arise naturally  in a variety of situations. Again we give m ore detail in chapter 6, but give 
a few examples here.
1. CSOs arise in the study of the fixed points of quasiperiodic renorm alisation. For example we 
will show (section 6.1) the fixed points of the golden renorm alisation (ie the renorm alisation 
group op era to r on  quasiperiodic sum s and p roducts at the  golden ro ta tion ) are the  fixed 
poin ts o f the opera to r M  defined by:
= f ( - a j x )  + f ( a j 2x  + dj) (1.3)
H ere  M  -  + a*2 is a C S O  w here a r (x )  = -cox  and q,2 ( t )  = co2x  + co. A  large p a rt o f
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chapter 6 is devoted to finding the complete set of fixed points of this operator in a certain 
function space.
2. Ketoja and Satija[29] studied the quantum mechanical Harper equation (or almost Mathieu 
equation) and found self-similar fluctuations in the strong coupling limit. They conjec­
tured the existence of a fixed point which, in the golden mean flux case, would satisfy a 
multiplicative version of the equation above, namely:
(M xf ) ( x ) = f(-a>x)f(u)2x  + oj) (1.4)
Here M x = n j Xar  ^is a related CSO with a i, as before. Mestel, Osbaldestin and Winn[46] 
later proved the existence of this particular fixed point and were able to construct it.
3. Gilbert[18, 19] studied kinematic dynamo theory and found a critical role played by spectral 
values of the operator T  defined by:
(T f) (x )  = j  -  f  \  ; (1 5)
The operator T is a CSO of the form f\a*x + f2&\ where f \ ( x )  = e,Q'(*~1)/2 -  ( - / 2 (jc))-1 
and cti(x) = (x — l) /2  = — ct2 (x). It has a spectral value of A + 0 precisely when the CSO 
A~lT  has a fixed point.
1.2 Applications of quasiperiodic sums
In this section we summarise briefly some of the areas of mathematics where a unified study of 
quasiperiodic sums and products could make a significant contribution. We also outline how the 
work presented in this work extends previous work. A more detailed survey of existing results in 
the literature is provided in each subsequent chapter.
1.2.1 Diophantine approximation
Given an irrational a, the sequence often denoted R(na ) is the sequence of fractional parts {na}. 
It is of great importance within the related theories of Diophantine approximation, uniform 
distribution, and discrepancy analysis. In particular estimates of the size of the discrepancy sum 
Zjk=i (R ( n a ) - \ )  have been studied by Sierpinski, Hecke, Hardy & Littlewood, Ostrowski, Behnke, • 
and Lang (see chapter 2 for details).
This sum is in fact the quasiperiodic sum Sn(a) introduced in section 1.1.1.1. We will show 
(chapter 2) that, by applying Denjoy-Koksma theory (part of ergodic theory) together w ith a
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technique of Ostrowski, we can sharpen previous bounds considerably and make good estimates 
of the constants involved.
1.2.2 Convergence rates of ergodic time averages
Ergodic theory is celebrated for establishing the theoretical foundation and pre-requisites for the 
methods of statistical physics. In particular it studies time averages, which, under a (measure 
preserving) map T, are the limiting values of arithmetic means of the form £ f ( T kx), or the 
analogous geometric means2. The theory is well matched to studying the physical systems for 
which it was developed, namely systems close to a long-term statistical equilibrium. However they 
are not well suited for studying systems in transition, or for determining how fast the computation 
of a time average will converge. These problems require understanding of the rate of convergence, 
and it is well known (eg [27]) that the ergodic theorems themselves can give little or no information 
about this.
However there are ways of linking T and /  to give convergence estimates, and this problem has 
been studied intensively over the last 20 years by Kachurovskii and his school, using in particular 
the spectral measure of T  with respect to / ,  the correlation coefficients < f , f T k >, and the 
dispersion of /  with respect to T  (see [27] for the seminal paper).
The study of quasiperiodic sums and products provides a complementary approach. It shows 
that we can obtain good convergence rates by restricting / ,  T  to more limited but nevertheless 
useful classes. For example, Birkhoff’s (or von Neumann’s) ergodic theorem (see eg [9]) tells us 
that the time average limn_^ oo ^ H /T o l^ l has the value \  for almost all a. Our work in chapter 2 
shows the rate of convergence to this limit of \  to be O(^(logn)2+e) for any e > 0 and for almost 
all a. More precisely |Z£=o 0^*} -  I)! < C(a) + \ ^ 2 ^°?>n)2+e f°r some constant C depending 
only on a.
1.2.3 Critical KAM theory
Recall that the phase space of an integrable Hamiltonian system (eg the Newtonian model of a 
single planet Solar System) is typically foliated by invariant tori on which the orbits are typically 
quasiperiodic. Under perturbation (eg by the presence of another planet), many of these invariant 
tori are destroyed, leading to irregular, seemingly chaotic motion. The Kolmogorov-Arnol’d-Moser 
(KAM) theorem[35] famously established however that tori on which the quasiperiodic orbit 
has suitable arithmetic properties persist for small enough perturbations (thus allowing for the 
possibility of a stable multi-planet Solar System).
2The averages o f the quasiperiodic sums and products we w ill study are just a special case of these, namely the case in 
which T  is an irrational rotation of the circle.
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Critical KAM theory studies the process of break-up of the tori. A key tool proposed by 
Horita et al (1989)[26] is the behaviour of the sum of local expansion rates along the orbit. This is 
closely related to the convergence rate of the Lyapunov time average (which still exists in these 
non-ergodic systems although it is typically not ae constant). More importantly for our purposes, 
in many well-studied standard models, this sum is a quasiperiodic sum. Most of the work to date 
however has been limited to numerical studies or heuristic arguments, and there is limited rigorous 
theory.
One key exception has been a series of papers by Knill[32, 33, 31], the first of which was 
co-authored with Tangerman and the second with Lesieutre. Knill and co-workers, in trying to 
develop a more easily computable approach to critical KAM theory, focused on developing a better 
understanding of the behaviour of the particular quasiperiodic sum:
n
S n ( a )  = 2 ] lo g  2(1 -  cos 2n k a )  
k=\
Although they established other useful results along the way, their finding was that known results 
in ergodic theory failed to give optimal results (the same conclusion was reached by Lubinsky in 
[41], applying existing number-theoretic results). They developed a series of theoretical conjectures 
based on computer analysis. O ur contribution will be to give the first complete and rigorous 
prooP of these results in chapter 4, and to extend them in chapter 5.
1.2.4 SNAs and nonlinear dynamical systems
Strange non-chaotic attractors (SNAs) arise in parametrised families of dissipative dynamical 
systems for parameter values which lie between ordered and chaotic regimes. They are therefore 
of great interest in studying the transition to chaos. Non-chaotic in this context means that the 
dynamics on the attractor have only non-positive Lyapunov exponents, and strange here means 
that the attractor has rough (non-differentiable, and often fractal) geometry. These attractors are 
easiest to observe in electronic systems (see eg [15]), but there are also papers reporting detection 
in areas as diverse as biological systems[50], glaciation[47], and star systems[40].
The majority of SNAs which have been studied to date arise as a result of quasiperiodic forcing, 
and most studies to date have been numerical. The main exception is that of quasiperiodically 
driven skew product maps on the cylinder. These are maps defined on the fibre product T X R in 
which the map on the fibre (R) is driven by an irrational rotation of the base (T ), ie maps of the 
form F  : (x, y ) i-» ({x + a}, h(x, y) ). In particular we are interested in separable functions h so
3A  reviewer recently brought to our attention Knill’s latest paper on the subject (which we had missed as it has only  
appeared on the arxiv to date). Here Knill sketches an outline proof based on a different approach. Our experience o f this 
area is that there could be some problems in carrying through this approach. However if it can be carried through it will 
provide a very elegant solution.
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that the map hs the form F  : (x, y) i-» ({x  + or}, /(x )g (y )).
In these systems g plays the role of a governing function ensuring that the y-coordinate remains 
bounded. Examples which have been studied are g(y) = tanh(y) [20] or g(y) = y/yjl  + y2 
[37]. Given an initial condition (xo, yo) it is easy to show that the nth iterate F n(xo,yo) bas a 
y-coordinate of the form Pn (xo)Qn (xo, yo), where |Qn (xo, yo) I is a sequence of values which are 
monotonic decreasing with n from |yo|, and where Pn is the quasiperiodic product:
n - 1
Pn(x 0) = n  f ( x  o + ka)
k—0
This means that the interesting behaviour of these systems is driven by the growth of the quasiperi­
odic product Pn(x). O ur new results on Pn(to) in this work give improved understanding of the 
nature and development of these SNAs in the critical neighbourhood around the x-axis.
1.2.5 q-series
The theory of q-series and q-analogues is an area of pure mathematics which extends the work on 
hypergeometric series carried out by Euler, Cauchy, Gauss, Riemann, Ramanujan and many others 
(see eg [12]). However it has also found great application in theoretical physics, particularly string 
theory, quantum groups and superalgebras (see eg [56, 1]). A central piece of machinery is the 
g-Pochhammer symbol (a; q)n where a, q e C and n e Z. In recent years there has been increasing 
interest in the growth with n of the g-Pochhammer symbol in the special case a = q —> 1, n > 0. 
Lubinsky [41] lists 13 recent papers in which this question has begun to figure prominently. When 
we put n > 0 and a = q and then let \q\ —> 1, the value of (a ; q)n becomes equal to Pn{a) where 
a  = arg(q). O ur results in chapter 5 improve on the best known results for the golden rotation 
case a  = a> = | |(V 5  + 1)|, in the process settling an open question of Erdos-Szekeres-Lubinsky 
dating back to 1959 [11, 41].
1.2.6 Partition theory
Euler first exhibited the remarkable connection between the Euler function E(x) = n^Li (1 ~ xk) 
and partitions of integers. By taking the power series expansion (£ (x ))-1 = D“=0 a^xk and 
examining the construction of the coefficients, it is easy to show that an is the number of different 
sets of (strictly) positive integers whose sum is n (each set is a partition of n). And, if we write 
E(x)  = Zr=o bkXk, then bn is the number of even partitions of n (sets with an even number of 
positive integers summing to n) less the number of odd partitions. Euler went on to prove the 
celebrated identity E(x) = £«=-o o ( - l ) " . r n ( 3 n ~ 1 )/2  (the pentagonal number theorem - see [6] for a 
comprehensive review).
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This leads to consideration of the the finite polynomials En(x) = FIfc=i ( l -  x k). If (En{x))~x = 
11^= o ankXk we now find that ank is the number of partitions of k into sets of integers summing 
to k, but which are this time restricted to a maximum value of n. And if En(x) = D“=0 ^nkXk 
then bnk represents the number of even partitions less the odd partitions of k, again restricted to a 
maximum value of n in each partition.
We call En (x) a restricted Euler function, and it is natural to ask whether there is a restricted 
version of the pentagonal number theorem. This time a closed form formula is not known, and 
instead research has focused on the growth rate of the bnk- Remarkably (see [55]) it turns out 
that for any given n, dj | |P n ( o ) | |  < maxHlhnfcll < | |P n (or)|| using the supremum norm  over a. 
Hence the growth rate of \bnk I is closely linked to the norm of the Sudler product. Researchers 
have developed increasingly refined estimates of this norm over the years, including both first and 
second order terms, but fundamentally the growth of the norm is exponential (see section 4.1.1 for 
more details).
Lubinsky[41] studied the quasiperiodic product itself, ie Pn(a) rather than its norm, and dis­
covered the surprising result that this grows almost everywhere at power law rates, not exponential 
rates. O ur results (chapter 5) improve this further to linear growth when a  is the golden ratio, 
so that the norm  growth is in fact wildly exaggerated in comparison with typical growth. O ur 
analysis (section 4.1.1) also suggests that the growth is eventually limited to power law everywhere 
(ie there are no points at all which have exponential growth). The exponential norm  growth 
is instead caused by the fact that the growth at each value or undergoes a period of exponential 
inflation over a limited range of n, but then reverts to power law growth.
1.2.7 Complex analysis and dynamics
If we take the Euler functions discussed in the previous section and regard them as complex 
functions, then E(z) = n^Li (1 _ zk) Is a power series around 0 with radius of convergence 1. 
However its convergence on the unit circle is much less clear. The zeroes of the power series E(z) 
are dense on this circle (corresponding to the points of the circle whose arguments are a rational 
multiple of n). Values at non-rational arguments are less easy to compute, so a natural approach is 
to study the restricted Euler functions En. Knill [33] points out that this is equivalent to studying 
the complex dynamical system on C2 given by T : (z, w) i-» (cz, w(l -  z ) ) for some |c| = 1.
It is easy to show that if z = e2ina then \En{z)\ = Pn(a)- Since we know (Lubinsky [41]]) 
that Pn(a) is unbounded for irrational a, it follows that E(z) is zero for rational a  and undefined 
everywhere else. O ur own results in chapter 4 show however that the sequence En (z) does not 
simply diverge with n: there are values of z for which the sequence has non-trivial (ie other than 
{0, oo}) points of accumulation, and in particular the sequence has a convergent subsequence defined
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by its quasiperiodic decimation. We can further say that the complex dynamical system of Knill 
has orbits which wander further and further from the origin in each quasiperiod, but return ever 
closer to a non-trivial tu-limit point at the end of each quasiperiod.
1.2.8 Summary
Quasiperiodic sums and products have been studied in a wide variety of mathematical disciplines, 
but are often given different names and notations which obscures the underlying commonality. 
However they seem to be playing an increasingly important role in various areas of current 
mathematical focus, and there is a good case for unifying their study. By bringing together 
techniques of number theory, ergodic theory, and renormalisation we will in show in succeeding 
chapters that we can significantly improve a number of classical results, as well as developing new 
ones.
1.3 Further notation and preliminaries
We introduced our central notation for quasiperiodic sums and products in section 1.1. Here we 
will add some details and recall some elementary theory needed in subsequent chapters.
1.3.1 Quasiperiodic sums
We will use the notation ||.|| : T [0 ,1/2] to denote the function giving the shortest distance of a 
point from the point 0 in either direction (eg ||3/4|| = 1/4). Its extension ||.|| : R —» [0,1/2] gives 
the distance to the nearest integer.
Given a quasiperiodic product Pn(x, a) = Il£=o f ( x  + ka)  we will adopt the terminology of 
dynamical systems and refer to x  as the initia l  c o n d it io n , and a  as the rotation num ber .
In general we can allow the value function /  to assign values in general spaces. In particular 
when the range of /  is a space of matrices, the quasiperiodic products4 of /  becomes a cocycle 
(and provides perhaps a rather more motivational approach to cocycles than do some of the formal 
definitions). However in this work we will only make use of the extended real line as the range for 
value functions.
When /  > 0 (ie f ( x )  > 0 for all x), we can derive a quasiperiodic sum from each quasiperiodic 
product by taking logarithms, ie Sn(x, a, lo g /)  = logPn(x, a, f )  = 'ZkZo l° g /(*  + ka)  (here we 
define log(O) = —oo). We call this sum the a d d it iv e  fo r m  of Pn (x, a, / ) .
4There are of course two products due to the non-commutative nature o f matrix multiplication
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1.3.2 Continued fractions
We will need some elementary results from continued fraction theory (see eg [21] for derivations). 
Recall in particular, that given a  e [0,1) there is a distinguished sequence5 (pn/qn) of positive 
rationals in lowest form which converges to a  (the c o n v e r g e n ts  of a). The convergence is optimal 
in the sense that for q < qn we have \qna  -  pn \ < \ q a - p \ .  Defining a n = \qna  -  pn \ we have 
a n < l /q n+i and the convergence is alternating, ie
qna - p n ~ (—1) &n (l*^)
We will make use of the identity
P n+ ltfn  ~  PnQ n+l =  ( — 1) (1*^)
T he integers an =  [qn+i/qn\ >  1 for n > 0 are the p a r t ia l q u o t ie n t s  o f  a  and have the property  
that the sequences (pn) and (qn) b oth  satisfy the recurrence:
tn+1 = tlntn d* tn—1 (1*8)
with initial values (po,Pi) = (q~i,qo) = (0,1). In particular this gives us q\ >  1, qn > qm for 
n > m > 1 and qn+\ > 2qn-\  for n > 1, and hence for n > 2
q„ > 2"12 (1.9)
We combine this with a dynamical systems perspective. We note that:
l|{4n£*}|l = \\{qna  -  pn}\\ = a n < 1/qn+\ (1*10)
so that the sequence {{qna}) converges to 0 on the circle. We will refer to qn as a q u a s ip e r io d  - 
it is the time at which the orbit of x  returns closest to its starting point. For a rational rotation 
number a  = p/q,  the final convergent to a  is precisely p/q  and then the quasiperiod coincides 
with the period.
1.3.3 Diophantine approximation
Finally we will reference two results of Diophantine approximation.
First we say a  is of constant type c if there is a constant c > 0 such that for all n we have
5The sequence is uniquely determined and infinite for irrational a .  In the case o f rational a  there are tw o possible
sequences which are finite and differ in length by 1. We take the shorter of these as the distinguished sequence.
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<*n = ll#ntt|l > 1 /(cqn)‘ It is well-known that all quadratic irrationals are of constant type (see eg 
Hardy & Wright [21]), and in particular this includes the golden rotation co = (V5 + l)}.
Secondly Khintchine [30] showed that if a series £o° of positive numbers converges, then 
for (Lebesgue) almost all a  we have a n = Ilia 'll > }¥qn for all large enough n. If for any e > 0, 
a  satisfies a n = ||#na || > l /q n(\ogqn)1+e for large enough n, we say a  is of supra-log type. Then 
Khintchine’s result tells us that the numbers of supra-log type have full measure.
We will use these two classes of irrationals (those of constant type, and those of supra-log type) 
in chapters 2 and 3.
1.4 Overview of this document
1.4.1 Overview of the structure
In chapters 2-5 we will study the three quasiperiodic sums introduced in section 1.1. Chapter 2 is 
devoted to the sum of remainders, and chapter 3 to the Knill sum of cotangents. We study these 
first as we will need the results of both in our study of the Sudler product of sines. The study of 
the Sudler product seems to require rather more work, and we have split it into two chapters. In 
chapter 4 we focus on providing a rigorous proof of some recently reported experimental results 
([33]), whilst in chapter 5 we extend our proof to obtain completely new results. In this set of 
chapters we will make increasing use of quasiperiodic renormalisation as a technique.
In chapter 6 we switch to studying fixed points of the quasiperiodic renormalisation group, 
and this leads us to study fixed points of the more general class of linear operators which we call 
composition sum operators.
In chapter 7 we conclude that we have taken just a first few steps in both of these areas, and 
map out a goodly number of topics which seem to suggest themselves for further research.
1.4.2 Overview of the main results
This section is meant as a convenient summary - the reader is directed to the appropriate chapter 
for the full definitions of these results.
Chapter 2. We study the sum of remainders Sn (a) = E ”=1 {rar} -  1/ 2 . We will build on the results 
of Hecke, Hardy & Littlewood, Lang et al, namely that for almost all a , Sn(a) = O ((log«)2+e) 
for any e > 0. We improve the result to Sn(x, a) = O ((logn)2+e), ie it holds for any Jt and not 
just x = a. We also show this is a poor estimate for most values of n, and that a much sharper 
estimate is given by
|s**m« |<  \ Yj>i (!•»)
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where Yx^iQi 1S the Ostrowski representation of ft > 0  (see 2.5.1), and the numbers qi are 
quasiperiods of or. In particular this shows that for an infinite set of ft € N , we have |Sn(x, a)! < 
1 = 0 (1).
Chapter 3. We develop bounds for the Knill sum of cotangents over a quasiperiod:
<7n
|s<7„(o0 |=  c° tnra
r = 1
< _ L  + 7tOn 
na„ 2
Fn
^  cot nr Cxi
r =1
1 + (1.13)
In particular at the golden ratio a  = a> this gives us: 
which in turn means that growth is at most linear.
Chapter 4. We prove a foundational result for the Sudler product of sines at the golden ratio and 
over a quasiperiod, namely that as ft —» oo, there is a constant c such that:
Fn
Pfh (&0 = Y I |2 sin 7rnu| —» c (1-14)
r= l
We use this result to give a new proof of the fact that this product has power law growth.
Chapter 5. We extend the methods of the previous chapter to prove new results, namely that 
there is a constant P such that for each Fn < k < Fn+\
1 < PFn(oi) < Pk(oi) < Pk  (1.15)
Hence the product is bounded by linear growth above, and a constant below. In particular this 
settles (negatively) an open question of Erdos-Szekeres-Lubinsky dating initially from 1959.
Chapter 6 . We develop some basic theory of unbounded (non-Banach) vector spaces. In particu­
lar, given a linear operator T  on a general vector space, we show that under certain quite general 
conditions we can construct a derived operator T  whose image is the subspace of fixed points of T.
When T  is a composition sum operator we develop conditions under which T  may have fixed 
points with PESL singularities, and the necessary structure of these fixed points.
For the golden renormalisation operator M  (which is a composition sum operator) we use 
theory to find the fixed points of M  with PESL singularities, and show that this set of fixed points 
is complete.
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Chapter 2
The sum of remainders
We start with probably the simplest and best understood quasiperiodic sum, which we introduced 
in section 1.1.1.1. It is defined using the value function f ( x ) = x  -  j  to construct the sum 
Sn(x, a ) = ({x + ka} -  The main result of this chapter is:
Theorem. For irrational a, and any real x, | £„(.*, or) I < CaOa (n) whereCa = supn {|s9n(x,ar)|} < 
3/2, and Oa (ri) is the Ostrowski digit sum o f n (see 2.5.2)
In particular there are an infinite number o f integers n satisfying |Sn (x, or)| <
2.1 Existing results
The base case Sn(a ) = Sn{a ,a ) has been studied intensively. Sierpinski (1909) first obtained 
the result that for any irrational or, Sn(a) = o(n). Improved results were obtained for particular 
classes of a  by other authors including Hecke[24], Hardy & Littlewood[22], Ostrowski[49], and 
Behnke[4].
An important theoretical contribution was made a little later by Khintchine (1926)[30] who 
found a unifying and simplifying classification scheme for the amalgam of classes of a  previously 
studied, using a type function. This was refined by Lang (1966)[38] and allowed him to unify the 
previous results in one very elegant result as follows:
Definition 2 .1 .1  (Lang). Let /  : [1 , o o )—>[1, oo) be an increasing function. We say a  e R  is of 
Lang type / 1 if for all sufficiently large integers B there exists a solution in relatively prime integers 
p, q of the inequalities:
|qa -  p\ < 1 /q  and B /f(B )  < q < B
b a n g ’s precise notation was to write “< / ” but we will simply write
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Theorem 2.1.2 (Lang). Let a  be o f Lang type f  and assume f ( t ) / t  is (monotone) decreasing. Then
Sn(a) = o [ £  L p -d t
In particular, when a  is o f type d(log t)7for some y  > 0 then Sn(a) = O ((logn)1+r).
2.2 Overview of new results
Theorem 2 .1 . 2  is powerful, and within its original theoretical purpose it is perhaps optimal. 
However, for our slightly more practical purposes there are some important improvements we 
proceed to develop in this chapter.
Firstly, Lang’s definition of type leads to elegant results, but it is not the most transparent. We 
will introduce a new definition which is clearer and which suits our purposes better. It is slightly 
stricter than Lang’s definition, in the sense that results which hold with our definition will also 
hold with Lang’s.
Secondly, the rise of the digital computer has focused attention in number theory on “effective” 
results, meaning results which are both computable and useful (ie not extravagantly far from actuals 
- see eg Baker’s Fields Medallist lecture (1997)[2]). We will improve on the “big O ” notation of 
theorem 2 .1 . 2  by deriving actual and useful constants for the growth rate.
Finally, Lang’s result is very much a bound on the peaks of the sequence |Sn (a)| as it is strictly 
increasing with n, and hence never less than the largest preceding peak. However we see from the 
graph of Sn in section 1.1.1.1 that for many values of n, the value |5n(o,)| is very much lower than 
the preceding peak, so that this bound is sub-optimal at non-peak points in the sequence. We will 
provide a pointwise bound which is much sharper at non-maximal points.
2.3 A new definition of Diophantine type
Recall (section 1.3) that for any given real number a, the theory of continued fractions provides us 
with a sequence (pnlqn) of rationals (in lowest form) which are best rational approximations to 
a. Much of our work will be in terms of the quasiperiods (qn). We therefore give a definition in 
terms of these quasiperiods.
Definition 2.3.1 (Quasiperiodic type). Let /  : [1, oo) —»[1, oo) be increasing, and let (qn) be the 
sequence of quasiperiods of a positive real a. Then a  is of quasiperiodic type /  if there is an N  > 0 
such that qn+i/qn ^  f ( q n) for all n > N.
Lemma 2.3.2. I f  a  is ofquasiperiodic type f ,  it is also ofLang type f .
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Proof. We show that we can satisfy the two Lang requirements.
By equation ( 1 .6 ), for each convergent we have \qna - pn\ < l /q n+i and since qn+i > qn, every 
Pnlqn satisfies the first requirement of definition 2 .1 .1 , that \qa -  p\ < 1  /q.
We now show that the second condition is also satisfied. For n > N  we have by definition 
qn+\lf{qn) < qn- So for any qn < B < qn+i we have B /f (q n) < qn+ \/f{qn ) < qn < B. But 
given any B > qo = 1 we can always find n such that qn < B < qn+\ and so the second condition is 
satisfied for any B > qjy. □
2.3.1 Constant type and supra-log type
We now relate the quasiperiodic type of a  to the two classes introduced in section 1.3.3.
First, if a  is of constant type in the sense of section 1.3.3, there is a c > 0 with a n = >
l/cq n. But by (1.6) \\qn<x\\ < l/q n+i and hence qn+i/qn ^  c, and so a  is of constant quasiperiodic 
type (f ( t ) = c), and hence also of constant Lang type.
Second, from the same section, a  is of supra-log type for almost all a, and then |fon or|| > 
l /g n(log qn)1+£ for any e > 0 and all large enough n. But by ( 1 .6 ) \\qnu\\ < l /q n+\ and this gives 
us for large enough n that l /q n+i > l/q n([ogqn)1+£, or qn+i/qn < (logqn)1+£- Hence almost all a  
are also of quasiperiodic type f (n )  = (logn)1+€, and hence of Lang type (logn)1+e.
2.4 Constants of the growth rate
Our goal in this section is to study the bounds of Sn (v, a) over a quasiperiod. We introduce some 
results from the ergodic theory of the circle. We first recall a foundational result of Poincare.
Let T  be an orientation preserving homeomorphism of the circle T = [0,1). We define the 
value function f ( x ) = {Tx -  x} and note that f ( x )  gives the forwards rotation at x, ie the distance 
by which T  moves x  measured forwards along the circle [0,1). We can now define the sum 
Sn(x, T ) = ZkZo f ( T kx) = Z]t=o {Tk+1x ~ F*xj), noting that this is a simple generalisation of a 
quasiperiodic sum, and indeed is precisely a quasiperiodic sum when T  is a rigid rotation. Sn (.x, T) 
also represents the cumulative forwards rotation of xunder T, and so the average rotation of T  
along the orbit of x  (if it exists) is given by the path average of / ,  namely lim ^oo j[Sn(x, T ).
Theorem 2.4.1 (Poincare). LetT be an orientation preserving homeomorphism o f the circle T = [0,1). 
Then the limit o f the average rotation
1
Pt (x ) = lim - S n(x,T)
n—»oo Yl
along the path ofany x e T ,  exists, and further p j  (x) is a constant function.
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A proof can be found in most textbooks on dynamical systems (see eg Katok & Hasselblatt[28]).
The constant p j  = Pt (x ) is called the r o t a t io n  num ber of T. Note that for a rigid rotation by a, 
the value function is simply f ( x ) = [Tx -  a} = {{x + a} -  *} = a, and so the rotation number is
inequality. It was introduced by Herman[25](1979) who strengthened a lemma of Denjoy using
f ( x )  = x  -  j ,  and this is discontinuous (on the circle) at the point 0 , where it jumps from + j to
We will adopt the Katok-Hasselblatt[28] definition of bounded variation, as it slightly simplifies 
the proof over using the usual (partition based) definition.
exception of endpoints. A function /  : T — > R is of bounded variation if sup (£jt \f(xk ) -  f (y k )  I) < 
oo where the supremum is taken over all possible sets J. The supremum value is called the total 
variation, denoted Var( / ) .
Note that here J  may be a partitioning of the circle, but it is not required to be.
We also note that f ( x )  = x  -  \  is of bounded variation on T = [0,1) with total variation 2, as 
it rises continuously from - 1 / 2  to ( 1 / 2 )-  and then drops back to - 1 / 2 .
Theorem 2.4.3 (Herman). Let p  be a measure on the circle, and T an orientation and measure 
preserving homeomorphism o f the circle with irrational rotation number a. Suppose p /q  is in lowest 
terms and satisfies \qa -  p\ < 1/q. Finally let f  : T —» R be p-integrable and o f bounded variation 
with path sum Sn(x, T, f ) = Zjt=o f ( T kx). Then for any x  e T we have
lim d- (na ) = a.
Remark. This result is usually presented in terms of lifts of functions, or representation functions, 
but this approach using Birkhoff sums provides an alternative presentation and further clarifies 
this result as an early ergodic theorem.
We now recall a powerful result concerning functions on the circle called the Denjoy-Koksma
an approach from Koksma’s proof of the Koksma-Hlawka inequality (an important result in 
discrepancy theory). However Herman’s monograph was in French. When Cornfeld, Fomin and 
Sinai’s influential textbook “Ergodic Theory” was translated into English in 1982[9], it introduced 
a variant of the result which is often cited. However some care is required here, as the latter 
result is given for continuous functions only. We need a result we can use with the value function
- | .  Fortunately Herman’s version does not require continuity (he even states this explicitly in his 
statement of the theorem), it only requires that the function be of bounded variation. (Herman’s 
statement does fail to mention explicitly the necessary condition that the function be integrable (it 
is just assumed), and it is possible that this is why continuity was added to the textbook version.)
Definition 2.4.2. Let J  be a finite set of intervals {[Xk, yk ]} of T which are disjoint with the possible
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We can apply this theorem to the remainder sum, noting that a  must be irrational. Note that 
any rotation is orientation preserving, and also preserves Lebesgue measure. The value function 
f ( x ) = x -  j  is Lebesgue integrable on the circle with (fi fd p  = 0, and is of bounded variation 
V ar(/) = 2. Finally as noted above any convergent p n/qn of a  satisfies the \qa -  p\ < l/q . The 
theorem is therefore applicable and gives us |59n ( jc) | < 2 .
At this point we only have a bound for a subsequence of values (namely at the points (qn)), 
but we shall see that this can be extended to provide a bound everywhere. We first conclude this 
section by obtaining a further improvement of the bound for the values at (qn).
The power of the Denjoy-Koksma inequality has given us the bound of 2 for very little effort. 
However it uses the overall variation in any sub-interval as the primary estimating tool. By 
modifying the standard proof, we can substitute improved estimates based on the linearity of the 
value function f ( x )  = x  -  \ .  This results in an improved bound as follows:
Lemma 2.4.4. For any real a  let p /q (in  lowest terms) satisfy \qa -  p\ < l/q . Then for any real x
|S9(x ,o r ) | <  ^
Proof We can assume without loss of generality that a, x  e [0 , 1 ). The condition on p /q  gives us 
a  ~ P/q  = y /q2 f°r some |v| < 1.
Now x = k/q  + 0  for some 0 < k < q and 0 < 0  < l/q , and so x + ia = (k + ip)/q  + 0  + iv /q 2.
Suppose v > 0 , then for 1  < / < q we have (k + ip)/q  < x  + ia  < (k + ip + 2)/q  and 
so {(k + ip)/q) < {x + ia} with the one exception that when k + ip = - 1  mod q we may have 
0  + iv /q2 > l/q  and then we can only write {(k + ip )/q } -  (q -  l) /q  < {x + ia}.
Now (p, q) = 1, and so as i runs through 1 , . . . ,  q, k + ip runs through a complete set of residues 
0 , . . . ,  q -  1  mod# , and hence
Similarly for v < Owe have (k + ip -l) /q  < x+ ia < (k+ ip+ l)/q  andso {(k + ip -  1  )/#} < {x + ia} 
with the one exception that when k + ip -  1  = — 1  mod q we may have (p + iv /q 2 > 0  and then we 
can only write {(k + ip -  1 )/#} -  (q -  1 )/q  < {x + ia}. Now summing as before also gives (2.1), 
and so this holds for any |v| < 1 . We can immediately deduce
2  ( i x + /<*}- ~  (2.2)
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We now examine the upper bound of the sum. For v > 0 we have
% x +ia \<  2 ] - + E ( *  + ^ )
U  U q q ’
{q-\)+q<p+-(q+\)~ <
A 1 1 1 1 "1 1
2  2 q 2 2 q 2 2q
(2.3)
whilst for v < 0  we get
By adding Z?=1 ( - l /2 )  = - (1 /2 )q to the two upper bound inequalities, the result follows by
combining the three bounds obtained. □
Corollary 2.4.5. Since any convergent pn !qn ofa  satisfies the condition on p/q, we deduce \ Sqn (jc, a ) | <
Ostrowski (1922)[49] (and rediscovered by Zeckendorf(1972)[60] some years later in the special 
case of the golden ratio).
2.5.1 Ostrowski representation
result is that we can represent any TV > 0 as a sum £ ” = 0  in a canonical manner, as follows:
Definition 2.5.1. O strowski representation . Represent TV = 0 by the empty sum. Note from 
section 1.3.2 that (qn) is an increasing sequence (strictly increasing for n > 1). Hence for TV > 0 
we can always find the maximum n with qn < TV < qn+\. Put 1 < bn = [N /qnj and then 
N  = bnqn + (TV -  bnqn) with 0 < TV -  bnqn < qn. Repeat the algorithm with TV -  bnqn until the 
remainder is 0 .
3/2.
Remark. This result does not require a  to be irrational. However if a  is irrational the sequence 
(qn) provides an infinite set of k for which Sk(x, a) is bounded.
2.5 Pointwise bounds
We noted that Lang’s result gives bounds for the peaks of the sequence |S „ (a r ) |,  but that Sn(a) 
varies energetically with n. We would like to obtain rather better bounds for values of n at which 
Sn (a) is far from the preceding peak. To study these values we will use a technique introduced by
Let (qn) be the sequence of quasiperiods of an irrational a , and recall that qo = 1. Ostrowski’s
Note that the approach just described defines a recursive algorithm in TV which is computable 
in order log TV steps (given qn). The representation also allows us to define the following function 
which will play a central role in our study of pointwise bounds:
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Definition 2.5.2. Given an irrational a, the Ostrowski d ig it  sum of TV > 0 with respect to a  is 
the sum Oa (N) = Z/Lo bi of the coefficients of the Ostrowski representation TV = Z ”= 0  biqi.
2.5.2 Bounds
We will now use the results of the previous section to establish our main result. First we establish a 
simple general lemma (recalling that the empty sum Sq(x ) = 0):
Lemma 2.5.3. For n > 0, let Sn(x, a) be a quasiperiodic sum over a rotation a. Then for any 
0 < m < n we have Sn (x, or) = Sm (x, or) + Sn- m (x + ma, a)
Proof Sn(x, a) = Z£lJ f ( x  + k a ) = E jg ,1 / ( x  + ka) + Z ^  / ( *  + k a ) = ^k=o f ( x  + ^  + 
'Lk=o~m f ( x + ma + ka) -  sm(x»<*) + Sn-m(x + ma, a) □
Remark. We have proved this result in additive notation, but analogously we have Pn (x, a) = 
Pm (x, a)Pn~m(x + ma, a).
Theorem 2.5.4. For irrational a, and any real x, Ca = sup;i ||5gn(x,or)|| < 3/2, and\Sn(x,a)\ < 
CaOa (n) where Oa (n) is the Ostrowski digit sum o f n
Proof We know from corollary 2.4.5 that for irrational a , |S9n (x, n)| < 3/2 and hence Ca exists 
and is < 3/2. Now recall Sn +i (x, or) = Z£=o 0 *  + ka} ~ l ) ’ Determining p  from the Ostrowski 
representation TV + 1 = Zf=o biqi, we can put m = TV + 1 -  qp and use lemma 2.5.3 to obtain:
|5jv+i(x,or)| = \sN+i-qp (x ,a ) + Sqp(x + (N +  l - q p )a ,a)\
—  |^ iV+l-<7 p (•*•> <t)| ■*" Oa
We now adopt the inductive hypothesis |Sn (x, ur)| < CaOa {n) for n < TV, and note it is true for 
n = 0  (the empty sum). This gives us:
\SN+i(x ,a )| < CaOa (N + 1 - q p ) + Ca (2.5)
But 0 (N  + 1  - q p ) = 0  ((Z f= o h q i)  -  qP) = (Z f= 0  bi) ~ 1  = Oa (N  + 1 ) -  1 . We use this in (2.5) 
to obtain
\SN+i(x, a )| < Ca (0 (N  + 1) -  1 ) + Ca = Ca Oa (N + 1) 
which establishes the induction. □
Corollary 2.5.5. Since Ca < 3/2 we have proved |SV(<x)| = Zj^Jo1 ({(& + l)a}  -  | )  < |  Z  bi where 
Z  biqi is the Ostrowski representation o f N  > 0.
Corollary 2.5.6. For any irrational a  and real x there are infinite integers n satisfying |5n (x, a) | < §.
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Proof. This follows immediately from the previous corollary, since each integer qi has Ostrowski 
representation 1  .qi, so that £  b{ = 1  and (a r)| <  |  □
We now proceed to use the results of theorem 2.5.4 to derive results on the growth of peak 
values.
2.5.3 Peak growth derived from the pointwise results
We now relate our bounds to the number-theoretic bounds obtained by Lang.
First note that if TV = £ f = 0  biqi then, by definition, 0 < bi < qi+\/qi and so 0 (n ) = £ f = 0  bi < 
2 f _ 0  Now recall that if a  is of quasiperiodic type / ,  there is an M  > 0 so that qi+\/qi <
f(q i)  for i > M. Put B = Ytiio bi, then for p > M  and using f  > 1 and increasing (so
/(TV) > f ( q p ) we have:
p  p
0 ( N)  = Y Jbl < B +  £ f ( q t ) < B + ( p - M ) f ( . q P) < B  + ( p - M ) f ( N )
1=0 i -M  + 1
We need an estimate for p. Using equation 1.9 we have qn > 2 " / 2  for n > 2 . Since the definition 
of p  is qp < TV < qp+\ we get 2p/2 < TV or p < [2 log TV/ log2 j. Hence our peak growth estimate 
becomes
|S N ( a ) |< ! ( B  + ^ ^ / ( t f ) j = 0 ( lo g W /W ) (2 .6 )
Note that that we have not needed here the Lang requirement that f ( t ) / t  be decreasing. Also we 
have used a coarse bound for p  which could potentially be improved, but which suits our purposes 
at this point.
We now compare our estimate with the Lang’s estimate of O f i t )  It d t) for our two classes
of section 2.3.1. First, if a  is of constant type ( /  = const) we get:
Sn {&) = O(logTV) (2.7)
which coincides with Lang. If we take a  to be of the class (of almost all numbers) of supra-log 
type f ( t ) = (logT)1+e for e > 0  we get
SN ia) = 0(logTV)2+e
which again coincides with the Lang estimate.
Chapter 3
The Knill sum of cotangents
In this chapter we study the quasiperiodic sum defined by the value function f ( x ) = cot nx, namely 
Sn(x, a, f )  = Y/kZo co t 7r(x + ka). This value function is neither bounded nor integrable (though 
it does have a principal value). The main result of this chapter is:
Theorem. Let a  be irrational with quasiperiods qn and approximation errors a n = ||^ncr||, then for 
n >2:
q n
^  cot nr a
r =1
When a  is o f constant type c this becomes:
qn
^  cot nr a
r = 1
3.1 Existing results
There has been surprisingly little study of this sum for irrational a, although there are a few related 
results. Hardy & Littlewood famously studied S*(a) = £ ” = 1  esc nr a  in 1930 [23] using techniques 
of complex analysis, and establishing Sn(a) = 0(n)  for a  of constant type.
In 2007 Sinai & Ulcigrai studied S„*(x, a) = £ E ”=1(l -  exp 2ni(x  + m ) ) - 1  [52] and showed 
that this has a limiting distribution. Building on the techniques in 2009 [53] they were able to 
prove the Hardy & Littlewood result using elementary methods only. In addition (again using 
elementary methods) they showed for a  of constant type that -d- Yfrl x 2 ^ = 1  exP 2ni(rsa) = 0(1). 
Since we will use only elementary methods also, it would be interesting to compare these various 
methods in future work.
Knill seems to have been the first to study the sum Sn(a) = 2 ”=i cot nr a  directly. In 2012 he 
studied the particular base case Sn(a>) = Y f =\ cot nkco at the golden rotation co = (V5 + l)  j.
It was the object of study of a paper[31] (published to date only on the arxiv), and the third in
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< c^n + ^  
n 2qn+\
1  n a r
< ------+ —rn a n 2
(3.1)
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a series of papers, the first with Lesieutre [32] and then Tangerman [33]. These were originally
functions S2 n 0 0  = q2nx\ (a0 > and finding that the sequence converges pointwise to a bounded 
value function s(.r) continuous on the right and satisfying s(a>.r) = -cus(jc). (The sequence s2 ,1+1 
converges to -s ) .
This gives us immediately that, for k < qn, |Sjt(w)| ^  <ln IK  II (using the supremum norm 
I K  II = s u p ,^  K (*)|), and hence for qn-\ < k < qn we have |5 jtM | /k  < (qn/qn- i ) IKII- But a) 
is of constant type meaning that (qn/qn- 1 ) is bounded, and also K l  -» |s|, so that (qnlqn- 1 ) I K  II 
is bounded. It follows that Sjt(tu) = O(k).
O ur objective is to establish bounds for Sqn(a) = \ co tnka . Let pnlqn be the nth
convergent of a, so that qna -  pn = ( - 1  )no:n with 0  < a n < l/q n+i •
For n > 2, let rp = rpn mod qn so that, as r runs through the residues 1 . . .  qn -  1, so does rp . 
We consider n even so that a  = (pn + a n) /qn. It follows that the fractional part {ra} lies in the 
interval (rp /qn, (rp + l) /q n). Note that when x, x+6 e (0, n) and 6 > 0 we have cot x > cot (jc + 6), 
and hence cot nrp !qn > cot nr a. We now use the fact that 2 ^ = 1  co tnr/q  = 0 to obtain:
Similarly we have cot nr a  > cot n(rp + l) /q n), but now rp + 1 runs through the values 2 . . .  qn.
case separately. Let r* be the solution of the residue equation rpn = qn -  1  mod qn. We will 
establish a small lemma to help calculate r*.
motivated by a problem in critical KAM theory resulting in the quasiperiodic sum 5* (x, a) = 
(2 -  2 cos 2n{x + ka)) for general a. (Note that this sum is the logarithm of the Sudler 
product introduced in section 1 . 1 .2 .) This leads naturally to the Knill sum via the derivative 
-^S*n(x ,a ) = 2nSn(x ,a ).
The main result of the third paper is to show that the graphs of section 1 .1 .2 . 1  converge along 
odd and even values of m. This is achieved by the ingenious move of studying the sequence of value
3.2 New results
O ur work is somewhat complementary to that of Knill: we use a different approach and this 
gives us bounds on |Sjt(cr)| for almost all a  rather than just a = a>, but only for the cases k = qn. 
Possibly either method could be extended to give results for almost all a  and all positive integers k.
cot nr a  < (3.2)
The particular value rp = qn -  1  results in a singularity of cot n(rp + 1  )/qn so we must treat this
Lemma 3.2.1. For n > 1 the inverse o f the residue pn mod qn exists and lies in the residue class o f
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Proof. From equation 1.7 we use p n+iqn ~ Pn^n+i = (~ l)n together with equation (1.8) qn+\ = 
anqn + qn- 1 to give us - p nqn- 1 = ( - 1 )" mod qn and so p n(~L)n~l qn-\  = 1  mod qn. □
Hence, for n even, the residue inverse to pn is qn -  qn-\,  and so r* = (qn -  qn- i ) (qn ~ 
1 ) = qn-\  mod qn. This gives us, again using 2 ^ = 1  cot nr/q  = 0 , and then using from ( 1 .6 ) 
qn- \ a - p n-\ = ( - l ) n_1 tfn-i :
< 7 n -1
^  cot nr a  >
r = 1
q n -  2
cotn
rn + 1
r„ = 1
+ cot nr a
-  cot —  + cot nqn- \a  
qn
= -  c o t------ cot 7tan-\ for even n > 2
qn
> —  I H —  1 for even n > 2n \ o r„ _ i /
(3.3)
(3.4)
But also for n even, {qna} = a n > 0 so that we can use the expansion -  x2/2} /x  < cot x  < 1/x  
for 0  < x  < 1  to obtain:
1 / 1
(3.5)1  f  (n a n)2\ 1  1 ------  —  < co tnqna  < ----n a n \ 2 / n a r
Adding (3.5) to inequalities (3.2) and (3.4) to obtain for even n > 2 , that:
—  < 7
1 f  (nan) \  qn 1 . V 1 . . 1  1 ---- — ----------------------< > cot nr a  < -----
n a n \ 2 n n a n- 1 n a r
(3.6)
Denoting the sum on the LHS by Tn gives us:
^  _ 1  f  (nan)2 _ __ a
sn — I f ~ qnann a n \ 2 an - 1
From equation ( 1 .1 0 ) we get qna n < qn/qn+i < 1- Also a n/a n-i < land  so Tn > (-1  -  (n a n)2l21) ln a n 
This gives us in (3.6):
qn
^  cot nr a
r = 1
1  na„
<  +  - = -n a n 2
A completely analogous argument holds for n odd, giving us finally, for any n > 2 :
Theorem 3.2.2. Let a  be irrational with quasiperiods qn and approximation errors a n = ||^„n||, then 
fo rn  > 2:
qn
Z
r= l
cot nr a
1  n a r
< ------ + —x~n a n 2
(3.7)
We can now apply this result to the classes o f a  introduced in section 1.3.3, using from  (1.6) a n < l /q n+\:
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Corollary 3.2.3. I f  a real number a  is o f constant type so that a n > 1 / cqnfor some constant c, then:
'l n
I
r= l
cot nr a
n 2qn+1
Also, since for almost all real numbers a, a  is ofsupra-log type with a n > l/q n (log qn) 1+efor n > N  (a ), 
we also have for almost all real a  and n > N (a):
^  cot nra  < - q n (logqn)1+e + = O (^„(log^n)1+e)
In the special case of the golden rotation a  = co (which is of constant type), we have qn = Fn+1 , 
and a n = ajn+1, giving us:
Corollary 3.2.4. For the golden rotation oj = \  ( f5  -  l)  and n > 3  we have:
Fn
^  cot nr oo
r = 1
1  nojn 
—  +  —na>'
(3.8)
Chapter 4
The Sudler product of sines
In this chapter we study the quasiperiodic product defined by the value function f ( x ) = 2 sin nx  
(see section 1 .1 .2 ). This gives us, for the rotation number a:
n - 1
Pn 0 0  = J” [ 2  sin n{x + ka} = J J 2  sin tt(jc h- ka)
k=0
n—1
k=0
We are also interested in its additive form Sn (*, a, log/ )  = log Pn (x , a, f ) = £jt=o V- sin K(x  + ka)\. 
Our previous chapters have studied only sums, and so it may seem surprising that we are switching 
to study the product of this value function rather than its sum Sn(x, a, f ) = Zjtlo |2 sin 7r(jt + ka)\ 
(note that Sn(x, a, lo g /)  and Sn(x, a, f )  are very different functions). The reason is pragmatic: the 
product (and its additive form) occur in a remarkable variety of mathematical contexts whereas 
the sum does not; the product has therefore taken precedence in our research.
O ur main goal in this chapter is to establish a foundational result for the case of the golden 
ration a = a> (where qn is a quasiperiod for to and is in fact a Fibonacci number):
Q n  — Pq„  (p ))  —
Fn
~ sin nrco
r = 1
c > 0 (4.1)
ie for the golden rotation a  = to, the values of the product over a quasiperiod converge to a strictly 
positive value (computation indicates it is approximately 2.407). This innocuously simple result 
will require some work to establish, but is the foundation for developing our other new results.
The Sudler product seems intrinsically harder to analyse than the previous sums (chapters 
2,3) even though they are closely related. In fact the analysis of this product turns out to require 
the results we previously obtained for both the sums. As with the value function of the Knill 
sum (chapter 3), the additive form of the value function (namely lo g /(x ) = log |2 sin ttjc|) is not 
bounded, and so the Denjoy-Koksma inequality cannot be used directly. However the function is
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integrable, and Knill & Lesieutre[32] developed a modified approach in which a surgery technique 
is applied to the singularity. This seems a promising approach but unfortunately the results 
obtained are suboptimal (see below). As Lubinsky was led to comment[41], this is a problem area 
for which classical approaches “yield essentially weaker results”.
O ur study is here limited to the special case of the the golden rotation a  = to, and the initial 
condition of x  = a  = to. Even with these significant restrictions, this chapter is much longer than 
the previous ones, as the proof breaks down into a number of parts each requiring some detailed 
analysis.
4.1 Existing results
Practically all work to date on this function has studied the simplified case of x  = a, ie the case 
Pn(a ) = n i U  |2 sin 7r(fcar)|. In this form it arises in a surprising number of fields of pure and 
applied mathematics and physics, but disguised by a number of different representations and 
terminologies. We have already mentioned a number of these in our survey of application areas of 
quasiperiodic sums and products (section 1 .2 ), but in this section we give a consolidated summary 
of results connected specifically with the Sudler product.
In pure mathematics there are important applications in partition theory ([55, 59]), Pade 
approximation and q-series (see [41] for a list of 13 examples), whereas in applied mathematics the 
function has been studied in connection with strange non-chaotic attractors (SNAs) and critical 
KAM theory (see [20, 37, 33, 1, 31] for examples). In the context of SNAs (our own area of 
interest) the products arise in the renormalisation analysis of skew products.
The common problem in each of these areas is to understand some aspect of the growth of the 
sequence Pn (a ) with n.
This list of application areas is no doubt incomplete if only because of the remarkable range of 
representations and terminology under which the function appears. The representation Pn (or) = 
n ”=i 1 2  sin n r a I arises in dynamical systems as the absolute value |z| in the skew product (6, z) i— > 
(6 + a, 2zs'mn0) (with initial condition (a, 1)). However putting z = exp (Una) we obtain the 
representation Pn (a) = 11”=i U ~ £r I which is the modulus of the restricted Euler function, and 
links us to partition theory (amongst other things). Further if we take the g-Pochhammer symbol 
(a;q)n and put a = q = z = exp(2ina) we have Pn(a) = |(z;z)„| which links us to ^-series 
and string theory. Finally we have logPn(a) = Sn(a), which is a quasiperiodic sum with value 
function log/(a;) = \  log( 2  -  2  cos lu x ). The latter function is a constant multiple of the Hilbert 
transform of the remainder value function n f Rem(x) = jx ({*} -  ^  (see [32]), and its derivative is 
a constant multiple of the Knill value function f ^ l{x) = cot nx. The sum Sn(a) is also called the
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Birkhoff sum of /  and has been studied in ergodic theory and KAM theory.
4.1.1 Growth with n of the norm ||Pn(a)|| = supa \Pn(a)\
The first in-depth study of the function Pn(a) seems to have been made by Sudler in 1964[55], 
although Erdos and Szekeres previously stated a “very easy” result (without proof) in 1959[11]1. 
Sudler2  showed that in the limit the norm grows exponentially3  with n, with the growth rate E  
being given by the formula:
ret o
E =  lim ||P „ (a ) ||1/n = qtq1 /  log |2sin7ia\da = 1.2197...
n -> °o  J Q
where no is the (unique) solution in [1/2,1] of JQa° a  cot na  da = 0. Further he also showed that 
l|Fn(aO|| is achieved at a n where a n ~ ao/n as n grows.
Freiman and Halberstam (1988) [17] later provided an alternate proof which gives the same 
result in the even more elegant form E = 2 sin nao (where ao is as above). (Incidentally this seems 
to be the first paper to study the function Pn (a) as a first-class citizen, ie worthy of study in its 
own right rather than as as a stepping stone to the estimation of other functions).
In 1998 Bell et al [5] proved a number of stronger results, in particular that the norm  of the 
sub-product [|FI” 2 sin r feor|| grows exponentially for any k > 1. More recently Jordan Bell (2013) 
[7] adapted the method of Wright [59] to show ||Pn(ar)|| ~ C\^JnEn, and also generalised the 
result to the Lp-norm: ||Pn(aO||p = (Jq Pn(a)p daJ /P ~ C\ (C2 «-3/2) IP y[nEn for calculated 
constants C\, C2 . 4
4.1.2 Growth of peaks of the sequence P„(cr) at fixed a
We might guess that since the norm of the function Pn (o r)  grows exponentially, then the pointwise 
growth rate (the growth rate of the sequence Pn := Pn (or) at a fixed value of a) would also be 
exponential. However this turns out not to be the case. Using the theory of uniform distribution, 
Lubinsky [42] showed that for almost all a, limn_*oo {Pn{a))x^ n = 1, ie the growth is ae sub­
exponential, not exponential. This apparent conflict is explained by Figure 4.1.1 in which we see 
that the exponential growth of the norm is achieved at a peak which is uncharacteristic of the rest 
of the function. This peak narrows and converges on 0  as n grows, so that for any fixed value of a  
the peak will pass it for some value of n, after which the growth at that point will revert to being 
sub-exponential.
H heir claim was that lim„_»oo \\Pn (et) I I e x i s t s  and lies between 1 and 2. Sudler found the limit precisely.
2Freiman and Halberstam (1988) attribute this result to Wright[17] but from a careful reading of both papers [55, 59] it 
seems that Sudler has priority. Sudler does however acknowledge the help of Wright as a referee in improving the proofs, 
and Wright also improves Sudler’s result in his own subsequent paper.
3More precisely he showed ||P n (et) H1^ ” = E  + O ( l o g n / n )  where E  is the constant above.
4C 2 is actually 0 ( p ~ 1^ 2), but is independent o f n.
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Figure 4.1.1: Pn ( a ) p lo tted  over the  in terval a  e [0 ,0 .5] fo r various values of n. N o te  how  the 
n o rm  is achieved at a p o in t w hich  is converging on  the orig in , b u t th a t the  exponentia l grow th 
achieved there is uncharacteristic.
In  [32] K nill and Lesieutre adapted H erm a n ’s D enjoy-K oksm a inequality  [25] to  show  tha t, 
for som e constant C (a ) ,  Pn ( a )  < nC/!' 1/ll+sl log/? w hen  a  is o f type f i t )  = c ts w ith  5 > 0, c > 1.
L ub insky  [41] studied the  p rob lem  in the con tex t o f ^-series and show ed tha t, fo r alm ost 
all a ,  and all e > 0, there  are constan ts N, C\, Ci > 0 (dependent on ly  on  a, e) such th a t fo r all 
n > N  we have < Pn {a)  < /?C2(loSn)e, and fu rth e r  th a t the inequality  im proves to
n -Ci < < nc 2 fo r aq  a  Qf constant type. A m ongst o ther results he also showed that, for all
irrational a ,  lim su p n Pn ( a ) /n  > 1 (from  which we can deduce C2 > 1 above), and was strongly of 
the  o p in io n  tha t for all a ,  lim  inf Pn ( a )  = 0. H e established th a t the la tte r result certain ly  holds 
for a  o f increasing type.
4.1.3 Growth of peaks at the golden rotation
T he results o f the  previous section b o und  the  n o rm  grow th  of Pn (u)) w ith  n. H ow ever, as w ith  
the  prev ious cases we have studied, the  peaks o f th is function  are very  different from  its values 
elsew here (see section 1.1.2). In  certain  applications, and in  particu lar in  the study  o f strange 
non-chaotic  a ttrac to rs (SN A s), we require a sharper po in tw ise estim ate o f the size of Pn (a>) at 
every p o in t n.
W orking in the context o f K A M  theory , K nill and Tangerm an studied the  quasiperiodic sum  
S*(to) = D ”=i lo g (2 -2 c o s2 ^ r tu )  in their 2011 paper [33]. (In fact S* (a )  = 2 5 ',,(a )  = 2 lo g Pn (a)).  
N o te  th a t the  convergents p nlq n o f the golden ro ta tio n  case are in  fact Fn /F n+\ w here Fn is the 
n th  F ibonacci n u m b er (indexed fro m  Fq = 0). Taking the sequence (F„) as a renorm alisation  
(decim ation) scale, they  presented experim ental graphical and num erical evidence for the existence 
of an asym ptotic renorm alisation function. The renorm alisation approach was also earlier studied 
by K uznetsov  et al (1995) [37] in  a slightly m ore general setting, w here they  used polynom ial 
approxim ation to  obtain  strong num erical evidence also for asym ptotic renorm alisation functions.
A ssum ing the  existence o f th is asym ptotic function  as a hypothesis, K nill and Tangerm an
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deduced the following consequences:
Theorem 4.1.1 (Knill & Tangerman). Consequences o f  the (not proven) hypothesis (where co is the 
golden rotation):
1. Sn(oj) tends to a constant along the decimation subsequence n = Fm,ie  Spm (co) — » c for 
some constant c.
2. The sequence Sn(w )/ logn has accumulation points at (a) 0 and (b) 2.
3. The sequence Sn(co)/logn is bounded5.
In 2012 Knill [31] studied a related sum of cotangents Sn(oj) = YI)=\ cot nro , and demonstrated 
that this sum has marked self-similarity. From this he also sketched how one might derive the 
results above. We will give a detailed proof of the slightly stronger results which are set out below 
in terms of Pn(u)- Note that Sn(a>) = log(4sin2  nroS) = 2 logPn(^ >) and from this it is easily 
seen that theorem 4.1.2 below implies theorem 4.1.1 above. (Note that (2 ) above is the logarithmic 
equivalent of both (1),(2) below). In addition the approach is complementary to those of Knill 
and Lubinsky, and in the next chapter (5) we will show that it can be extended to obtain improved 
results.
Theorem 4.1 .2 . The following results hold for the golden rotation number a>:
1 . There is a constant c > 0  such that Pfh (co) — > c. This is equivalent to 1  & 2 a above.
2. For the same constant c, Ppn-i((i>)/Fn — >c/(2/rV5). This is a slightly stronger result than 
2 b.
3. There are real constants C\ < 0 < 1 < C2  and N  > 0 such that nCl < Pn(co) < nCl for n > N. 
This is equivalent to 3 above.
The proof of the first and foundational result, namely that Ppn (w ) — » c for some constant c, will 
occupy the bulk of this chapter. In subsection 4.7 we will deduce results (2) and (3).
4.2 Overview of the proof
At the end of the previous section we described how Knill and Tangerman recently presented 
experimental graphical and numerical evidence for the existence of an asymptotic renormalisation 
function when a> = (V5 -  l)  /2. From this they deduced three consequences. However we will 
show in section 4.7 that the second and third consequences flow directly from the first, and have no
5Lubinsky [41] proved this result for all irrational a  of constant type
34 Chapter 4. The Sudler product of sines
dependency on the experimental function. Our main goal now is to establish the first consequence, 
namely that the sequence Pp„ (co) converges to a constant.
This rather simple statement belies the surprising amount of work that seems necessary to 
prove it. However it is worth noting that both Knill and Lubinsky remark that this is one problem 
area where established procedures and powerful tools fall short. This has also been our own 
experience, and we have felt very much forced back to a proof from first principles.
Using renormalisation terminology, we “decimate” the sequence Pn(a>) = | n ”=i 2 sin 7rrw| by 
picking every Fnth element to yield a “renormalisation sub-sequence” Qn = |n f " i  2 sin nraj\. Our 
main result is now the following:
Theorem  4.2.1. The sequence Qn = |n f= i 2 sin 7rra>| converges to a strictly positive limit c > 0
(Computation indicates c «  2.407...).
The proof of this theorem will occupy the main body of this chapter (Sections 4.2 -  4.6).
In section 4.7 we deduce from the main result the two other results reported by Knill and 
Tangerman. In particular this includes the result that the Sudler product growth at a> is bounded 
by a power law. Knill and Tangerman suggested that this particular result would flow from a 
modification of the proof of the Denjoy-Koksma result in ergodic theory, but on closer examination 
further work appears necessary. We have again found the need to derive this corollary from first 
principles.
In section 4.4 we introduce a core strategy which is to exploit the continued fraction convergents 
to the inverse golden mean co. These convergents are the ratios of subsequent Fibonacci numbers 
Fn-i/Fn, and cj = (Fn_i -  (-co)n) /Fn (see (4.7)). This gives us:
Qn =
FTo • FTo • I nr (Fn-\ -  (~io)n) \
2  sm nrco = 2  sm-I -------------------------I
r= 1 r= 1 \  Fn J
This allows us to develop a representation of Qn as a product of three rather more tractable 
products, namely:
! F „ - 1 \  Fn- 1 /  s 2 \  1/2
Qn =  A n  B n  C„ = (2F „  s in ™ ”) |  f ]  2sin" ^ j  n  -  ^ r ]
where snt = 2 sin 7r (t/Fn -  con (tn -  1/2)) and tn is the fractional part of (Fn-it)/F n.
It is easy to show that An —» 2/r/V5. The products Bn, Cn also converge to strictly positive 
limits, but the latter demonstrations require significantly greater effort, and receive their own 
sections.
In section 4.5 we shall deal with the convergence of the simpler of the two products, namely 
Cn = nf-r1 ( l  -  p r )  • In section 4.6 we shall deal with the convergence of Bn = 2 sinn t / F  )•
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This requires the most work and is broken down into several significant sub-sections.
4.3 Preliminaries
4.3.1 Conventions for sums and products
As usual we will define the empty sum to have the value 0 , and the empty product to have the 
value 1 .
Given a summable sequence (ar ) we will find it useful to define a generalised summation 
notation ar to include real (rather than integer) upper and lower bounds x, y. We do this by 
defining the step function f ( t ) = ar for t e [ r ,r  + 1 ), and then
y  ny
/ ( ' )  *  (4.2)
r= x  J x
If log /  in integrable on [x, y] we define the multiplicative analogue as
y  ny
|~J ar = exp I lo g /(0 d t (4.3)
r - x  x
For example, for odd integers n = 2k + 1:
n / 2  k j
a r  — +  y  a k
1 1
n / 2  k
ti*  = n  x 4 2
i i
Note that for integer x, y  the definitions coincide with normal summation and product notation.
4.3.2 Results on Fibonacci numbers
We will make use of some standard results about Fibonacci numbers Fn = (0 ,1 , 1 ,2 ,3,5 , 8  . . . )  
defined for n > 0 by Fq = 0, F\ = 1 and Fn + 2 = Fn+\ + Fn:
f„ +IF„_,-F„2 = (-1)" (4.4)
Fn is even iff n = 3k for some k > 0 (4.5)
Fn = 4=  ("~" -  ( - " ) " )  = ^ r  + 0 (F - ')  (4.6)
v5 V5
Fn(x) = Fn- 1 -  (~0j)n <=> (D = + 0(oj2n) (4.7)
Fn r  n t  n
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4.3.3 Inequalities
We gather here various inequalities which we will need during the main proofs.
Lemma 4.3.1. For x in (0, n/2) we have 2x/n  < sin x  < x.
Proof. The derivative of f ( x )  = x  -  sin* is 1  -  cosjc which is positive. So / ( x) is increasing, 
and / (0 )  = 0, and the right side inequality follows. For the left side we use the fact that sin Jt is 
convex in this interval and hence lies above the line segment joining (0 , 0 ) and (n /2 , 1 ). But this is 
2x/n. □
Lemma 4.3.2. For n > 2, let (at ) t = 1 . . . «  be a sequence o f real numbers satisfying \at \ < 1  with 
A = 2 > , |< 1 .
n 1  
1  “  a  < n ^1+Qn) < eA < y ^ at=i
Proof n r= i( l  + at ) ^  n r= i( l  -  Iat\)' Then n ”=i(f “  Iat\) > 1  -  A is clearly true for n = 2 and 
the left hand side of the result follows by induction.
Also n ?= i(l + at) < n ?= i(l + M )  < Ut=i e'atl = eA-
The final part follows from comparing the Taylor series for the two expressions. □
4.3.4 Special sequences used in this chapter
In addition to the Fibonacci sequence (F,) = (0 , 1 ,1,2,3,5 , 8  . . . ) ,  we make extensive use of a 
number of derived sequences which we define here for convenience. Note we only define them for 
integers n > 1 , t > 0 .
= 2sin,r( ^ “""({!% r}"1/2)) (4-8)
{£% f } ~ i  (t £ 0 mod Fn)
(4.9)
(t = 0 mod Fn)
= I (4.10)
nt
hnt = cot —  sin(no)n^nt) (t $  0 mod Fn) (4.11)
Fn
Note that snt = 2 sinn (t/F n -  a>n^nt) when t £ 0 mod Fn, but not when t = 0 mod Fn due to the 
alternative definition of %nt. This reflects the fact that the two sequences play very different roles, 
and each definition makes sense in its own context. We have also chosen to leave hnt undefined for 
t £  0 mod Fn.
Lemma 4.3.3. For the sequences snt, £nt, gcot defined above:
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1. For fixed n > 1, the sequences l-s^ | , £nt, hnt are periodic sequences o f period Fn, and further 
snt» %nt are both odd sequences in t (ie o f the form at -  - a - t)  and hnt is an even sequence in t (ie 
oftheform at = a -t ).
2. Both \t;nt \ < 1/2 and \ ^ t  \ < 1/2 with the exception o f = -1/2.
3. In the range 0 < t < Fn - l ,  snt > sn o > 0 with equality only at t = 0. For any t, sn,Fn+t -  ~ snt 
dn,Fn-t = ~^nt whereas sn^ n- t = snt, and hnfpn—t = hnt
5. For 1 < t < Fn - 1  we have %nt -  £,ot = t(-c j)n/Fn = 0(ojn) and limn^oo Znt =
Proof □
1. Note that {tFn-i/F n} is of period Fn, and the periodicity results follow, noting also that 
|sin 7r.r| is of period 1 . Also we have {-x} = 1  -  {x}, from which the oddness of 
immediately follows. The oddness of snt then follows from the oddness of sin x. The 
evenness of hnt follows from the oddness of both cot and sin.
2. Both results follow from 0 < {x} < 1 unless x = 0. But {tFn-\/F n} = 0 only fort £ 0 mod Fn 
and then t;nt = 0 . And {tco} = 0  only for t = 0 .
3. For t = 0 we have snt = sno = 2 sin 7rtt»n / 2  > 0. For n = 1,2 the only possibility is t = 0, 
but for n > 3 and 1 < t < Fn -  1, then snt > sn\ = 2 sm n  [F~l -  o)n^\t) • But |£u | < 1/2, 
and F " 1 = V5wn/(1 -  ( - 1  )nco2n) > 2con so that sn\ > sno > 0 . The second part follows by 
noting that substituting Fn + 1 in snt simply adds n  to the argument of the sine function.
4. These now follow easily from the previous results.
5. Sincet + 0, wehave£„,-£x>f = {tFn_i/Fn}-{tw}. Now by (4.7) to) = tF„_ i/F „-t(-du)n/F n, 
but t < Fn so \toj -  tFn-\/F n \ < a>n < 1 /Fn which means {too} is always inside the interval 
{tFn-i/F n} ± 1/Fn, and we can deduce that ijnt -  £oot = tFn- \/F n -tco  = t(-a j)n/Fn. The 
other results follow immediately.
4.4 The Decomposition Qn = AnBnCn
As described in section 4.2, we develop a decomposition of Qn into a product of three other 
products, each of which converges to a positive constant. We shall prove the convergence of the 
first of these products within this section (as it is very straightforward), and the other two we shall 
deal with in subsequent sections.
Our central motivation here is to substitute the Fibonacci identity a> = (Fn_i/Fn) -  (-a j)n/Fn 
(see (4.7)) into the definition of Qn and hence express | n  2 sin nra>\ as a perturbation of the rational
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sine product \Y \2sm nr(F n-\/F n)\, the latter product being equal to Fn (see (4.23)). This reduces 
the problem to one of demonstrating that the perturbation function itself has suitable behaviour, 
and this proves equivalent to showing that the product BnCn converges as n grows. However rather 
than treating BnCn as a single product, it is simpler to prove separately that each of Bn and Cn 
converge.
The substitution above gives us Qn = III 2 sin 7rr ((Fn_i/Fn) -  (—a>)n/Fn)\ which is a perturba­
tion of the argument in each term of | n  2 sin 7rr(F„_i/Fn)| by a delta of -r (-o ))n/Fn. The sum of 
these deltas is non-zero, but some of the techniques we shall use to prove the convergence of Bn, Cn 
require that the sum of the deltas is 0. Fortunately, as we shall see, we can fix this by re-basing 
the arguments to result in a delta of con(r/Fn -  1/2) - which then provides a zero sum for the 
deltas. This is most economically achieved once and for all at the beginning of our proof, and will 
simplify later proofs at the cost introducing a non-intuitive first step below. However once done, 
we proceed to make the substitution for oj, and the decomposition then follows naturally.
Lem m a4.4.1. Forn > \a n d snt = 2 sm n  (t/Fn -a>n j -  2 ^  wehaveQn = | I ~ [ f = i ( 2 s i n =
An Bn Cn where:
An = 2Fn sin no /1 —» (4.12)
V 5
Fn ~ 1
-  ( n ^ j
( F „ - l ) / 2 /  2 \
c» = n  ( i - f )  <4-i4>
We first deal with the convergence of An by observing that since <o < 1, we have An = 
2Fn sin n o /1 ~ 2Fnno)n and the result follows by (4.6).
We start the main proof by carrying out the step discussed above to re-base our perturbation 
deltas. First we exploit the symmetry of the sine function around n/2, observing that a change 
of variables r h* Fn - r  gives us n f" i_1(2 sin;rr£u) = n f" i _ 1  (2 sin 7t(F„ -  r)w) and hence for any 
n > 1 , using the product of sines formula:
Fn- 1
Q2n = (2sm7rFnco)2 Y \(2 sm n ra j)  (2sin7t(Fn -  r)aj)
r = 1
Fn~ 1
= (2 sin 7rFn(o)2 J~| 2 (cos 7i(Fn -  2r)a) -  cos 7iFnco) (4.15)
r - \
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We can now use identity (4.7) and the cosine double angle formula to obtain:
f „ -  l
(2 sin 7Td6>” ) 2  J- 1 2 ( - l ) F n _ 1  (cos7r((-a>)n + 2raj) -  cos7r(-a))n)
r = 1
/ -j 1 \
( 2  sin 7m/ 1 ) 2  J~| 4  lsin2 7r(rto + -(-<u)n) -  sin2  2 ^ ” ) (4-16)
r= l ' '
Now if Fn is odd then Fn -  1 is even, and if Fn is even then by (4.5) Fn-\ + 1 is even, and so for 
any n we have ( - l ) ( F«_1 )(F«-i+1) = 1 . We have therefore shown that
Qi
This completes the re-basing step. We are now ready to develop the expression for Qn as a 
perturbation of the rational sine product | n  2  s in^r(F n_i/Fn)|.
F n ~ l  /  * 1 \
{ Is in n o /1)2 J""| 4 (sin2  n{ro) + -  sin2  -na>n I (4.17)
r= l ' '
The product in (4.17) is empty for n = 1 , 2 . For n > 3 we develop the second sine term  in 
(4.17) by substituting the Fibonacci identity and then using (4.7) to obtain
sinn(r(o + (~(o)n/2) = sin 7r Fy — -  -  i ) j  (4.18)
Substituting the residue t = [rFn- 1 ] in the right hand term and using lemma 3.2.1 we obtain
sin n(rco + (~oj)n/ 2) = ± sinn  -  (~tu)n( |  ^ -  ^ ) j  (4.19)
Now observe that x  i-» {x} -  1/2 is an odd function (for non-integer x ), and we use this fact to 
simplify the right side to obtain finally for every 1 < r < Fn -  1
|sin^(rw  + (-w )n/2)| = |sin 7r -  ^ " (  j -  ^ ) j | (4.20)
Now the right hand side is |snr|/2, and for 1 < r < Fn -  1 we also have 1 < t <  Fn-\. In this range
for t we have snt > 0 by lemma 4.3.3. This gives us for 1  < s, t < Fn -  1 :
|2 sin 7r(rtu + (-tu)"/2)| = snt (4.21)
If we further observe that for 1 < r < Fn -  1, t = [rFn-{\ runs through a complete set of non-zero
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residues, so we can rewrite (4.17) for n > 1 as:
Fn-1
Q2n = (2 sin™ n)2 Y \  (sl t  ~ slo)
t=l
= (2s in™ »)2 | f j 1s„,j (4.22)
We have almost proved lemma 4.4.1. To obtain the final result, we use the standard result that for 
any p  relatively prime to q > 1
q -1
] ^ 2 s in (— ) = q (4.23)
r = 1 ^
(For a particularly elegant proof see Knill (2012) [31]). From this result we obtain l l ^ i _ 1  2 sin 7T- -^ = 
Fn and the result follows (using snt = ^n(F„-o from lemma 4.3.3).
4.5 The Convergence of Cn = _ "ir j
In this step we show Cn converges to a strictly positive constant. This is not as straightforward as it 
appears at first sight as there are terms in snt which oscillate about 0  but which are not alternating. 
We therefore cannot assume that Cn is decreasing. Fortunately we are able to compare Cn with a 
closely related sequence which is decreasing and therefore converges.
Theorem  4.5.1. The sequence Cn = n ^ = " - 1 ^ 2  -  j converges to
l - ^  0.915
For n e {0,1,2} the product defining Cn is empty and Cn = 1. For the rest of this section we 
will assume n > 3, and so by lemma 4.3.3 we have for 1 < t < Fn -  1 that snt > sno > 0. Hence we 
have 0 < (1 -  s2nQls2nt) < 1 for every term in Cn, and so 0 < Cn < 1 for n > 3.
At this point we need to establish some estimates for the terms sno/snt. First we develop some 
general estimates valid for all 0 < t < Fn. For t = 0 we have:
5„o = 2sin^(tu"/2) = nojn( 1 + 0{o)2n)) (4.24)
For 1 < t < Fn/2, from (4.6) Fn 1 = V5<u” (l + 0(co2n)), and from (4.7) Fn-i/F n = co + 0(co2n)
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and so:
snt = 2sin7r |( /V 5 < jn ( l  +  0(co2n))Sj -  a>n |{ /w }  +  tO(a>2n) -
= 2smTccjnt |V5 -  j  |{to} -  + 0 ( w 2 n ) j  (4.25)
Now let q = |w -3”/5]6. For t > q we use (n/2) sin* > x  (from lemma 4.3.1) in (4.25) to give us 
for large enough n:
SnQ 7T0Jn(l + O(0)2n))
snt (2/7T)2n(ont (a/5 -  y ({tw} -  j j  + 0 (( j2n))
________ tt( 1  + 0(oj2n))________
4q (a/5 -  q -1 ({/to} -  | )  + 0((d2n)'j 
< 7t(l + Q (q-1))
Ayfbq
= 0{q~l ) (4.26)
Now choose q < q\ < qi < Fn/2. We can now use from lemma 4.3.2 [](1 -  an) > 1 -  £  \an \ to 
obtain:
R i  /  c2 \  (Fn- 1)/2 /  2
■ > „ n  \  T - T  I  * n Qn [ i - f \  * n  1 S2
t=q 1 \  \  “’ nt
( F „ - l ) / 2
> 1 -  ^  0(q~2) > 1 -  FnO((o6n/5)
t —q\
= 1 -  0 (w n/5) (4.27)
Now we consider the case of t < q. From (4.25) we have
snt =  2sin7T£t/V |V 5 -  ^ j  / t  + 0(oj2n)
and the largest term in the argument of the sine function is then 0(a>nq) = O(o)2nf5), so that for
large enough n we can make the argument as small as we like. So we can use sin x = x  + 0(jc3) to
give us:
snt = 2no)nt |a /5  -  i  | { ^ }  -  ^ j  +  0(oj2n) j  +  0 ( w 6n/5)
= 2V5ttco11 -  -?= |{to }  -  i  j  + O ( o j n l 5) J  (4.28)
6Here 3 /5  is chosen to optimise convergence, though other values are possible.
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We put ut = 2a/5 -  -^ = ({tw} -  j j j. Using (4.24) we get:
^ 0  = ( 1  + 0{ionl5))
Snt Ut
Hence we can write:
(4.29)
1  0(ajn/5)
OKIOf-T?)
Now £  l / ( « 2  -  1) converges (by comparison with £  1  / t2 = tt2/ 6 ) and so £  = 0(a>n 5^), so
by lemma 4.3.2:
n ( ‘ - ^ p r )
Similarly £  1/w2  also converges, but for this series we need more information about the limit 
which we obtain as follows:
0 0  1  1  °° 1
< ^  + § 20( ( - l )2
< 0.056+ tt2/120
< 0.138 (4.32)
We now put Uq = n?=i >  ^ > 0.862. Note that Uq is a descending sequence
and bounded below, and so converges to some constant Uoo > 0.862. (In fact we compute 
Uoo -  0.915). And
u °° _ P I  / 1  M  1  V  1
>u« = XI I
= 1  - 0 (<f‘)
Finally:
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Hence
lim Cn = Uoo = I- }n —400 1 1
f=l
( \ 
1    ;
4.6 The Convergence of Bn = Y\^ x1 snt/  (2 sm7Tt/Fn)
In this step we show that Bn converges to a strictly positive limit. In the last section we saw that the 
proof of convergence was complicated by the presence of non-alternating oscillations in sign. We 
were able to circumvent this problem by relating the product to one which converged absolutely, 
and involved a product of square terms f lU  -  1 /T2)* In this section we are unable to do this as the 
absolute product behaves like n ( l  + l / r ) and diverges. The convergence is therefore conditional 
and we are forced to estimate the compound effects of the signed differences.
Theorem 4.6.1. The sequence log Bn converges to a finite limit, and the sequence Bn to a strictly 
positive limit.
We start by examining each term for 1 < t < Fn -  1:
Snt _ 2 sin 7T(t/Fn - a ) nnt)
2  sin nt/Fn 2  sin n t/Fn
n ^  • yi= COS 7T(J) nt — cot —  Sin nil) nt
Fn
= 1 - 2  sin2  ~(i>ngnt -  cot sin no)ngnt (4.34)
^ Fn
Put a nt = 2  sin2 ^7Tcongnt) and hnt = cot sm(na>ngnt) so that Bn = Y [ ^ X0 . - a nt - h nt). 
We first need an estimate for hnt. Using cotv < 1  /x  in (0 , n/2) and \gn t\ < 1/2 gives us for any 
1 < t < Fn/2:
\K t\ = c o t | ^ j  | s i n ( ^ n^nf)|
< ^ W * | f „ , l < ^ ( l - ( - i y V " ) <  J- (4.35)
nt 2sjbt v ’ 4t
We also have, using gnt -  goot = t { -o )nIFn and putting hoot = gootl (V5r): 
h„, =  ^ ( l  + o ( ^ ) ) ™ % , ( l  + o ( w2»))
= hoot + 0(ta>2n) (4.36)
* 0.915 (4.33)
We are now in a position to begin our analysis of Bn. Since \gnt \ < 1/2, we have 0 < a nt < n2to2n j 8 .
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Consequently log(l -  a nt -  hnt) = log(l -  hnt) + 0(a) ) and we can sum over t to obtain:
Fn-1
logBn -  ^  log(l - h nt)
t =1
=  0{(Dn)
Writing B*n = f l f ^  ! (1 -  hnt), this gives us:
(4.37)
(4.38)
We proceed to investigate the product B*n. We start by observing:
Fn - 1 F n - 1 00
k
k " nt
A  * JL— 1
io g B*n = Y j 1o8(1 “  ^  =  ~ Y j Y j ~ k h
t =l *=1 jfc=i
Using (from lemma 4.3.3) the symmetry hnt = hn(Fn-t)> we obtain:
(4.39)
{Fn - D/2 oo ( F „ - l ) / 2  oov* n  1 /  v1 n  v *1 i / '  1
l o g ^  = - 2  £  f ) T * U , = - 2  X h"‘ + Z £**
fc=l t = 1 /= !  A: =2
k
k " nt
(4.40)
4.6.1 Convergence of 1)/2 2^=2 1^4
It is easy to show that the sum - 1 ) / 2  Z * ° = 2  I^n t ls bounded, but it requires rather more work 
to show that it converges. We start by showing that the contributions from larger values of t, k 
become negligible. First from (4.35) we have \hn t\ < 1/41 < 1/4, and so for q >2:
Z
k=q
- h k
k Hnt Zl*!k=q 1 -  l*»rl 3 \ 4 (
(4.41)
Now put q = |o> n/2J and consider values of n large enough that 2  < q + 1  < (Fn -  l ) / 2 . Then:
(Fn- l ) / 2  oo
t-q + l k -2
{Fn- 1)/2V ' v i i . j k  V 4 / i r  i  v i  i l
S  k nt < 3 \4 r ) < 12 t2 < i2q
q oo 1
Z Z i *
?=1k=q+ 1 JT " '
f=<7+l 
4 , ‘ )
t=q+\
< v  i  ( i f +1 < I  v  i  <  Z  { \
< Z 3 H  ( /  < 3 U /  Z  / 2  < 18 14t =1 ' ' ' ' t =1 '
(4.42)
(4.43)
Hence both of these sums tend to 0 as n —» oo, and so Z ^ fi _ 1 ) / 2  Z ~ = 2  ~ 2/Li ^ k =2 I^n t  •
Note that in the right hand sum kt < q2 < oj~n so that kta>2n < a>n —> 0 with n. We now use 
(4.36), noting hoot < 1/(2V5), and taking n large enough that kta>2n «: 1 , we obtain:
= (? !» ,+ 0 (to 2"))* - h
= 0(ktio2n)
k 
0 0 1
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It follows that
Z Z ■ A“') = Z Z 0 i“°2n) = OWOiqW") = 0(«n/2)
q q
t = 1 ifc=2 Jt=2 r=l
Hence 1 ) / 2  Z “ = 2  ~ H?=i 2 f t 2  ~ Z?=i Z f t 2  But now we can reuse the
arguments of (4.41)-(4.43) to obtain £ ? = 1  Z f t 2  i h™t ~ ££=i ^k=2 i h™t- Finally , using \hoot\ < 
1/(2V5/) we obtain the bound:
ZZ
t=\ k -2
- h k. • *rsr\
t = 1
I - ) ' -\2V 5 / 6
Hence the sum above is absolutely convergent, and hence convergent to a limit we denote L®, 
giving us finally:
( F „ - l ) / 2  oo
Hm T j Y j T hknt=L2 (4‘44^rt—>00 I I—I fc
t = 1 jt=2
4.6.2 Convergence of hnt
We are left in (4.40) with estimating the first sum 1 ) / 2  • O ur estimate of \hnt | < 1/41 is
not good enough to help us here as its sum is the (divergent) harmonic series.
Put Hn = Z ljfi_ 1 ) / 2  hnt = Z ^ _ 1 ) / 2  cot ( f t )  sin (™ n£nt) and H*n = 2 ^ " 1 ) / 2  cot (g - )  sin (n u n 
(where in H*we have simply replaced £nt with £oor). Note that for 1 < t < Fn -  1 we have 
Znt -  £»/ = t(-(i))n/Fn so that
(Fn- l ) / 2  / v  .
H n ~ H n =  C O t( ^ ~ ) 7ra>n F  ( 1 + 0 (6 > 2 W ) )  ( 4 -4 5 )
Again for x e (0, 7t / 2 ] we have cot x < 1 /x
( F n - D / 2 ,  \ - l  ,  , n ( F „ - l ) / 2
< J] I —I + 2  (l + 0(«2"))
t = l ' H t = 1
= -^ =  + 0(w 3n) (4.46)
2V5
so that ~ //*. We now focus on //*. For the next step we will need to revert to summation 
using integer limits. To do this note that if Fn is even then hpn/2 = co t^ /2  sin;r (ajn^F„/2 ) = 0 so 
we can ignore this term. So now we can put Mn = \_{Fn -  1)/2J and use summation by parts to
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obtain:
H n = Y j  COt j sin 71 W ^ o o t )
= ^  (cot ( f )  -  cot ( ^ ^ ) )  Z sin7r (""^oo,) + c o t | ^ LJ^ ]s in ^ (w " |4 ^ 7)
Recalling |£«>f I < 1/2, the trailing term is easily estimated as:
/  nMn \ y i  . / 7T \ Fn / W 1
+ 0((o3n) = 0(ton) (4.48)
We can now take limits on (4.47) to obtain, writing 0  = n/Fn, Cnt = co t / 0  -  cot(/ + 1)0 and 
s n t = E £ = i  sin n (a>n^ooS):
M n -1
H n~ H 'n ~ ^  Cms„, (4.49)
t = 1
4.6.2.1 The order of the cotangent difference
We estimate the cotangent difference as follows:
0  < Cnt ~ cot t<p -  cot(/ + 1)0 =
sin(/ + 1 ) 0  cos / 0  -  cos(/ + 1 ) 0  sin / 0
sin / 0 sin(/ + 1 ) 0
sin 0
sin /0 sin(/ + 1 ) 0
(4.50)
Substituting back 0  = n/Fn, and noting from lemma 4.3.1 (n/2 ) sin x > x  for x  e [0, j t / 2 ]  we get 
for 0 < (/ + 1)0 < 7t / 2 , or 1 < t < (Fn/2) -  1 = Mn, that (1 /sin/0) < Fn/2t and hence:
0 < Cnt <
4 /(/ + 1)
nFn
4/ 2
(4.51)
For / < Fnln  we can be more precise, using sin jc = x (l + 0 (x 2)) to obtain:
0(1 + 0 (02))
/0(1 + O(/202))(/ + 1)0(1 + O(/202)) 
F" ( 1  + 0 (;2 /F 2))
JTt(t +  1 )
(4.52)
Hence, for t  < Fn/n:
C n t Sri 2 -^ (1  + 0(12/F 2))) + 0 ( « 2"))
t
'Yj Zoos
JTt(t
1 +  0 ( t 20)2 n )  -
V 5 / ( /  +  1 )
(4.53)
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4.6.2.2 The order of the partial sums Snt = sm n (a>n^oos)
In this step we establish an estimate for Snt in terms of t and n. We will introduce a generalised 
Snt (6) in order to accommodate a dependency on a starting phase angle 6. Our basic approach will 
then be to find an estimate for SnFk (9) and then express Snt(0) = Snt as a sum of terms involving 
SnFk (9).
Recall from section 2.5.1 that we can represent t > 1  as an Ostrowski sum t = Y^=\ bsFs 
where m = m{t) is the largest integer such that Fm < t. (This is an approach which has been 
used by several researchers, eg Knill [31]). Define tm = 0, and for 0 < s < m -  1 define 
ts =  t s + 1 +  bs+1Fs+1 =  Z „ = s + i  buFu so that t0 =  t.
For 1 < r < Fn -  1 we now introduce a generalised or (9) = {9 + r t o ) -  1/2 so that our £oor of 
the previous section is now represented by goot (0). We can now use the Ostrowski representation 
of t to split the sum Snt into segments of length bsFs:
Snt — £ s i n j r w  £oor (0)
r = 1 
bmFm
=  sm nojn^oor (0 )
r=l
+  ^  s i n W £  oor (b m F m a>)
r = 1
bm-2Fm-2
+ Y j s i n ^ n^cor ( ( b m Fm  "f" b m —\F m —\)  to) +  .
r = 1
m bs F .y
= 'Y j  X  sin 7ttOn ^oor ( t s u )  
5=1 r = 1
(4.54)
We now introduce a generalised Sn t {6 )  =  E r = 1  sin^ (to11 ^ ^ { 9 ) )  which allows us to write for 
1  <  t  < Fn -  1 :
m
Snt = Snt(Q) = b s SnFs (tsto) (4.55)
5 = 1
We proceed to study the order of the terms Snf s (6). Now Fj-i/F,- is a convergent to to, so from 
(2.7) we have (Z^Li ({$ + P ^)  -  | ) |  < ^/2. We fix n, and use the result to estimate Snpi for 
1  < i < n.
Using sinx = x + 0 (x 3) and, from (4.6), Fito2n < Fntoln =  0(ton), we obtain:
|SnFl.( 0 )l =
=  JtiO
Y jS in n ton Ue + pto] -  i j
p = l  '  '
^  ( ( f ) + / > « )  -  i  +  0 ( < o 2 " ) j
<  7T(On ( -  +  0((On ) (4.56)
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Note that the calculation of the 0(ton) term is independent of the value of i for i < n. We are now 
in a position to estimate Snt for 1 < t < Fn -  1, using (4.55) for 1 < t < Fn -  1:
\sntm  =
< ncun [ 3-  + 0 ( w " ) \ ) ] b s (4.57)
nr  I tti /  ^  \
^  W n F x(^w ) < 'YjbsTtuS1 I -  + 0(0Jn)\ 
s= 1 I s=l ' '
n)t
'  S  =  1
We now need an estimate of m which we develop in the following lemma:
Lemma 4.6.2. Ifn  > 1 has the Ostrowski representation bsFs, then the representation does not
contain any consecutive Fibonacci numbers, and:
m < L(l°gw + 1 )/ l° g ( l  + W)J (4.58)
m
^ b s < [(log n + 1)/ log(2 + oj) \  (4.59)
S  =  1
Proof. By definition m is the index of the the Fibonacci number satisfying Fm < n < Fm+\. Using 
the identity (4.6) Fm = (a>~m -  (-a>)m)/y[5 we deduce (using log(l + j )  < x, and tu- 1  = 1 + co):
m = rnaxf^ : co~J < V5n + (-w ) 7  } (4.60)
= maxfj : j  < log (V5n + /  log(l + to)
< L0 ° g w + 1 ) / log(i + to)\
Now suppose the representation has bi = 1 . This means that at some step the Ostrowski algorithm
has processed some integer k lying in F,- < k < Fi+\. But then the next step would process k -  F{, 
and since F/_i + F{ = F,+i the constraint k < FI+\ gives k -  Ft < F,_\ so that bi-\ = 0. Hence the 
representation cannot include two consecutive Fibonacci numbers. But since F2 = F\ = 1 we also 
always have b\ = 0 . This gives us:
m
^ b s < Lm/2J (4.61)
S  =  1
The result follows using (I + to)2 = 2 + to. □
Substituting this result in (4.57) means we have established:
Lemma 4.6.3. For 1 < t < Fn -  the partial sums Snt = sinzr (wn^M,) satisfy:
l-S'/irl < L0°g? + 1 ) /l°g ( 2  + to)\ +0(nco2n) (4.62)
In particular we can find a K  independent o f n such that |iS7U| < Kton (log t + 1)
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4.6.2.3 Conclusion of proof of convergence of the first sum
From lemma 4.6.3 in section 4-6.2.2 we have \Snt | = |Zs=i sin7r ( ^ n£oos)| < Kion (log t + 1) for 
some^T independent of n. Combining this with (4.51) we get \CntSnt \ < K (\+(i)ln)(\o%st +1)/V 512. 
But S ^ jf lo g f  + 1 ) / t2 is absolutely convergent, so putting K ' = (1 + oj2)K  2 “ (log? + 1)/V512 we 
get:
M n-1Y ic„,s„,i<r
t=l
Now put q = [&T"/2J , so using (4.53) and for n large enough that q < Mn -  1 we have:
K f > 2 |C „ ,S nf| = I ]
t=l t=l
q
2, ,2n\
1  + 0 ( tZCOZn)
V 5 f ( f  +  1 ) 2 >5 = 1
= Zt=i
( 1  + 0(ojn)) (4.63)
This tells us that the series ^ = i  £°°s) *s absolutely convergent, and hence converges
to a limit L f ,  and hence so does the sequence whose n-th term is \CntSnt\- But noting that 
£ “ 9 +i(logt + l ) / t2 is of order 0(logq  /q), we can deduce that
Jim ^  CntSnt = Jim CntSnt j  + 0(\o%q /q) j  = L f
From (4.49) this gives us:
M n-1
H „ ~ H ' n ~  Y j  —» L
t = 1
(4.64)
4.6.3 Conclusion of proof of convergence of Bn
Combining (4.38), (4.40), (4.44) and (4.64) gives us finally
(4.65)
and noting that both limits are finite establishes theorem 4.6.1.
4.7 Two additional results
In this section we show how the other two results of theorem 4.1.2 flow from our main result 
Ppn (oj) c. The first result is really just a direct corollary of our main result.
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4.7.1 The convergence of Ppn-\(o))IFn
Corollary 4.7.1. The sequence Pf„ - i  (<*>)/Fn converges to c V 5 /2 tt  where c is the limit o f the sequence 
PFn (W)
Proof. Since Ppn-\((jo) = Ppn (w)/2 sinttoj'1 ~ c /2no)n, the result follows from Fn ~ tu_"/V 5 □
4.7.2 The power law growth of Pk{u>) for general k
We now turn  to the more important result that the growth and decay of Pk (co) are bounded by 
power laws, specifically:
Theorem 4.7.2. There are real constants E\ < 0 < 1  < E2 independent o f k such that for k > 2  we 
have kEl < Pk (oj) < kEl
The main part of the proof is to establish that these constants exist. If they do then our main 
result (P/rn(£j) — > c) shows we must have E\ < 0, and Proposition 4.7.1 (Ppn-i(co)/Fn — > 
cV5 /2 7 t) shows we must have £2 ^  1-
Knill and Tangerman provide an outline proof of existence in the logarithmic case, but appear 
to make an assumption which, although correct, seems to us to require its own proof. We will 
give the outline proof here, and then complete it rigorously. We begin by using the techniques of 
section 4.6.2.2 to split the product Pk (co) into sub-products whose lengths are Fibonacci numbers.
Recall from section (2.5.1) that we can express any integer k > 0  as a sum of Fibonacci numbers 
TjT=i bsFs . For 0 < s < m -  1 put ks = Zm=s+i huFu, km = 0 so that for m > 1 we can split the 
overall product into sub-products of length bsFs (regarding the empty product as 1) to get:
k
Pk(oj) = j~~[ \2smn(raj)\
r = 1 
bmFm
= P~| \2smn{ru))\
r = 1
bm-lFm-l
X J” |  |2 sin 7r(rtu +  bmFma>)\
r= 1 
bm-lFm-l
x [~] \2sm7r(ra) + (bmFm + bm.iF m-i)cj)\ x . . .
r = 1
nt F.v
= n n  |2 sin 7T (rco + ks(o) \ (4.66)
5=1 r = 1
Now since bm = 1, the term for s = m of this product is Y[^TX \2 sin^(rw )| = PFm (to) ~ c (by the
main result of this chapter), and it is also strictly positive, so that we can find constants 0 < C\ < C2
bounding Ppm (co) for all m. We will claim here and prove later that we can do the same for the 
other terms:
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Claim 4.7.3. Assume that we can choose real constants C\, Ci with 0 < C\ < C2 such that they 
bound all the terms in (4.66), ie so that for each 1 < s < m:
b s F s
C ,<  f ]  |2 sin 7r(rw + ksio)\ < Ci (4.67)
r = 1
(Note that in order to bound empty products this requires C\ < 1 < Cf).
Then we have from (4.66):
C f  < Pk (oj) < C2m (4.68)
Now for m > 1, using (4.6), we obtain logk > logFm = log [a)~m ( l  -  (-1  )ma>2m) /V I) > 
ralogw - 1  + log((l -  £U4 )/V5) which gives m < (log(fcV5/(l - w 4) ) ) /  logtu 1 . Substituting in 
(4.68), and using C\ < 1 < Cj gives us:
1  -a>4 J \ 1  -  w4
from which theorem 4.7.2 follows easily.
This is essentially an amplified version of the outline proof provided by Knill and Tangerman, 
although we have provided it in multiplicative form, rather than the additive (logarithmic) form 
used in the aforementioned paper. The assumption in claim 4.7.3 is in fact correct (and it is trivial 
if bs = 0 ), but a proof does not appear trivial for bs = 1 , and so we provide one here.
Since the case bs = 0 is trivial we need to deal only with bs = 1. By the rules of the Fibonacci 
representation (see lemma 4.6.2), br = 1 implies br+\ = 0. Hence ksio — Yj™=s +2 — N  +
J%=s+2 - b u(-co)u for some integer N. Now |Z ^ + 2  ~ K ( - oj)u\ < cos+2( 1 + a>2 + oj4 . . . )  < <u*+1. 
Hence the claim is proved if we can prove the slightly more general assertion:
Lemma 4.7.4. There are real constants C\, C2 satisfying 0 < C\ < 1 < C2 such that C\ < 
n f "  |2 sin 7r(r<u + y)| < C2  whenever n > 2  and |y| < ton+1.
Note the lemma does not hold for n = 1 as n f ” 12 sin 7r(ra> + y) | = 0  for y = a>2.
We begin by expanding the sine product as follows:
Fn F n
J”|  |2 sin 7r(rtu + y)| = J~11 2  sin 7r(rct>) | |cos^ry + cotnra). sin 7ry| (4.70)
For n > 2 and |y| < a>n+1 it is easy to calculate that cos ny + cot nra>. sin^y > 0. We can therefore
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take logs of the product above to obtain:
j* Fn
log |2 sin 7t(r£u + y)| = logPp“d(co) + ^ l o g  (1 -  2 sin2  ^  + cot nroj. sin Try j (4.71)
l l
Since Ppn (o j )  is already suitably bounded by the main result of this chapter, it remains to show 
that the log-sum is bounded above and below. We begin with establishing the upper bound as this 
is slightly more straightforward than the lower bound.
4.7.2.1 The upper bound on the growth rate
We use log(l + x) < x for x e ( - 1 , 1 ] to obtain:
J? p
^  log -  2  sin2  + cot nriii. sin jry) < ^  ( - 2  sin2  ^  + cot nroj. sin ny  j
r = 1 r=1
Fn
* 2  Fy .= - 2 Fn sin —  + sin ny  cot nro)
r=l
< n\y\
Fn
^  cot nra>
r = 1
(4.72)
Now from (3.8) |z f " i  cot 7rrw| < + 2 ^ - .From (4.72), we therefore obtain for n > 2:
^  log ( l  -  2  sin2  y  + cot nroj. sin ny  J < n\y\ < \y\ + ^ - y - j
This establishes the upper bound we needed, and also in (4.70) we now have for n > 2  and 
|y| < ojn+1 :
J~[ |2 sin7i(ra) + y)\ < PFn(oj)exp ||y | (4-73)
This now also establishes the upper bound in (4.68) and hence also in (4.69). We now turn to the 
lower bound.
4.7.2.2 The lower bound on the growth rate
For the upper bound we were able to use the standard result that log(l + x) < x for - 1  < x  < 1 . 
We now need a lower bound for the logarithm. The following lemma provides this:
Lemma 4.7.5. For real 1 > x  > -0.683 we have x  > log(l + x) > x -  x2
Proof. For x  > -1  put / ( x ) = log(l + x) -  (x -  x2). Note the function is continuous on (-1 , oo) 
and that / ( 0) = 0. It is easy to verify that this has critical points at x  = 0, -0 .5  and the derivative 
is positive on (0, oo) and negative on (-0 .5 ,0 ) so that the function itself is positive on these two 
intervals. On (-1 , -0 .5 ) the derivative is negative so the function descends with descending x  from
4.7. Two additional results 53
its maximum at x  = -0 .5  to a zero in ( - 1 , -0.5). A numerical calculation shows the root lies just 
below x = -0.683. □
We wish to apply the lemma to the expression log ( l  -  2 sin2  + cot ftrto. sin Try) from 
(4.72). To do this we must first establish that - 2  sin2  ^  + cot ftrto. sin ny > -0.683. Now for 
n > 4 and |y| < ton+1 we have:
2 2
2  • it y| -  2  sin —  + cot ftrto. sin fty\ < 2 — — I- fty cot ftto11
* 2 " 2 n + 2  „+i i+  fttO
2 fta)n ( 1  -  ft2io2n / 6 )
ft2 co10 to
2  ( 1  -  ft2w*/6)
< 0.681
We can now apply lemma 4.7.5 to obtain:
Fn , v Fn
^  log ^1 - 2  sin2  —  + cot ftrto. sin fty j  > ^  | - 2  sin2  —  + cot ftrto. sin 7 ry j
r =1 
Fn _ . 2  ny  • v-  2 ^  sin —  + cot ftrto. sin fty I
r =1 
 ,   . 2
r =1 
F„
Z  . 2 x  y A . 4 y -2  sin ——  4 sin —  
2 2r=l
Fn
1 + 4 sin2  j cot nrto. sin fty -  (cot ftrto. sin fty)“
r = 1
ft ton+1\ 2 lfttOn+1X*
> Fn \ - 2 \ — — j - 4 ,  2
- 1 I —2— ) )  cot nrco' sin
Fn
-  ^  (cot ftrto. sin fty)2 (4.74)
The first term is clearly bounded below (and converges to 0 ). From (3.8) and for n > 2, we have 
shown |Z ^”i cot ftrto. sin 7ry| < to + ft2to2n+1/ 2, and so the second term is also bounded below. It 
remains to show that the third term is bounded below. Using lemma 4.3.1 (and allowing for y = 0 ) 
we have for n > 1 :
Fn Fn
(cot ftrto. sin fty)2 < (fty)2 ^
r = 1 r - \
We now use the same argument as in section 3.2. We put rp = rFn-\  mod Fn,we obtain for 
n > 3, cot2  ftrto < cot2(ftrp /Fn) for 0 < rp < \ \F n -  l j  and for n > 4 it also gives cot2  ftrto <
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cot2(n(rp +1 )/Fn) for f jF n j < rp < Fn - 1. There is a special case: when n > 4 and Fn is odd there 
is an uncovered interval [\(F n -  1 )/Fn, \  {Fn + 1)/Fn], but here again cot2  nro) < cot2  nrp IFn for 
rp = I  (Fn ~ 1) = \ \F n J . We are now almost ready to sum over r, but we again need to take care 
of singularities, and these occur this time at rp =Q,Fn -  1, corresponding to r = Fn, [ ( - l ) nFn_i]. 
In the second case, either r = Fn-\ (n even) or Fn -  Fn-\ = Fn- 2  (n odd). The r  = Fn-\  case gives 
the larger result, and hence for n > 4, using |cotx| < | 1/jc|:
cot nru) <
Hence for n > 4:
V* (cot^rw .sin^-y ) 2  < n2a>2n+2 (oj~n + ojn)2 + |
\3  5 nl u)ln /r = 1 ' '
<  w 2 | ^ ( l + 2 < u 8 +  t J 16)  +  ( l + w 2 ) j
Hence the third term in (4.74) is also bounded below, and the lower bound we needed for this 
log-sum is also established for n > 4. Hence for n > 4, (4.70) is bounded below by a strictly 
positive constant, and in fact it is easily verified that this is also true for n = 2 ,3, finally establishing 
lemma 4.7.4.
This now also establishes the lower bound in (4.68) and hence also in (4.69).
Chapter 5
Improved bounds for Sudler’s 
product
5.1 Introduction
In the previous chapter we studied Sudler’s product of sines at the golden rotation, given by 
Pn(oj) = njfc=i |2sintt(/ccl))|. O ur central result was that Pf„(<'*>) —> c for Fibonacci numbers Fn. 
We used this to provide an alternative proof of the result that the product has power law growth, ie 
there are C\ < 0, C2  > 1 such that kCl < PkipF) < kCl for k >2.
In this chapter we will build and improve on these results. In particular:
1. We will sharpen these bounds by showing there is a constant lower bound lying above 1, 
and a linear upper bound.
2 . We will settle (negatively) an open question of Erdos-Szekeres-Lubinsky that for all a  we 
have lim inf^oo Pn («0 = 0
The latter question was introduced by Erdos and Szekeres in 1959 ([11]) in which they proved 
lim inf„ Pn (a) = 0 for ae a, and suggested it may hold for all a. Lubinsky improved the result by 
showing that there is a K > 0 such that lim inf„ Pn (a) = 0 for all a  except those of constant type 1 
< K  ([41]). He went on to profess he was “certain” that the result would hold for all a, but in fact 
we shall show that it does not.
!See section 2.3.1
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5.2 Power law exponents
5.2.1 The role of renormalisation
This far we have not formally introduced the concept of renormalisation into our analyses. 
However we have been using renormalisation ideas informally, and this is a good point at which 
to make our use of the tools explicit. Renormalisation has two particular tools: decimation and 
rescaling. In studying not the whole sequence Sn(x, a), but instead the sequence Sqn, we have 
been studying a decimation. In the earlier analyses there was no obvious use of rescaling, as we 
were effectively studying a sequence of constant functions in which rescaling has no effect. The net 
effect is that we were using a degenerate form of renormalisation, and this was all we required up 
to and including the proof of Ppn (oj) c . However in deducing the power law growth result, we 
were then forced to consider not just the constant function Ppn (a>), but the non-constant function 
P f „  (p> + y) (see lemma 4.7.4). From this point our results were only valid when |y | < a>n+1 for 
each n. In other words, our results were only valid when we rescaled the domain of y  for each n.
In this chapter we will make our use of rescaling explicit by rescaling the variable rather the 
domain: we will keep the domain of y constant, but use the rescaled value (~oj)ny as the argument 
in our functions2.
5.2.2 Definitions and notation
We will simplify notation by introducing the product Pk(y) -  Pk(oJ + y) = f l i  |2 sin7r(roj + y)|, 
so that Pk{0) = Pk(u). A key role will be played by the interval I  =
We will be working again with the Fibonacci decimation Ppn (y) of the general sequence 
Pk(y)- Given x  > 0 , x  is contained in a unique Fibonacci interval, ie there is an n > 0  such that 
x  e [Fn, Fn+1 ) (or equivalently Fn < x  < Fn+\). Then Fn is the largest Fibonacci number < x, and 
by analogy with the integer floor function LJ we call Fn the F ib o n a c c i f l o o r  of x  and denote it 
LjcJ/t. We call n the F ib o n a c c i in d e x of Jt and denote it i(x).
Assume now that x  is an integer k. There is an important technical detail in handling low 
values of k : for n > 4, there are multiple values of k in the Fibonacci interval ln = [Fn, Fn+1 ), but 
for k = 0,1,2,3,4 we have i(k) = 0,2,3,4,4 and so for n = 0,2,3 there is a single value of k m l n, 
and in the case of n = 1, there are no values. We will need to take great care with these special cases 
in the sequel.
2For technical reasons, it proves simpler to use ( - t o ) ny  rather than the more obvious a>n y.
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5.2.3 Amplified statement of main results
Recall in chapter 4 we established that the Sudler products contained in in the Fibonacci decimation 
satisfy PFn((D) —» c > 0 and PFn-\((o) ~ FncV5/27r. We have also established (theorem 4.7.2) that 
the growth of the general element Pk ((d ) is bounded by power laws.
In this chapter we improve this result to show that the upper growth bound is in fact linear, 
and the lower bound is a constant:
Theorem 5.2.1. For some constant C independent o fk >  1 we have:
1 < PFn {(d ) < Pk ((d ) < Ck
where Fn = L&Jf is the Fibonacci floor o fk, ie n = max{ra : Fm < k}. Equality occurs only for k = Fn.
This immediately gives us:
Corollary 5.2.2. liminfjk_»oo Pk(u) = liminfit-xx, PFn(oj) = c > 0
This settles (negatively) the open question of Erdos-Szekeres-Lubinsky referred to in the 
introduction (section 5.1).We prove the lower bound of theorem 5.2.1 first (which is the hard 
part), then use this lower bound to prove the upper bound.
5.3 Proof of the lower bound Pk(co) > Pfu(oj) > 1
5.3.1 Outline of the proof
The overall logic of the proof is simple but the proof itself is quite lengthy and so we provide an 
outline here. The proof breaks into three main steps, each of which has its own section below. 
Recall that we write Pk(x) := Pk(&> + x), and Pk = Pk(0). The three steps are then:
1. For y e I  = \-(d,(d2'\ and Fn the Fibonacci floor of k > 0 we have the lower bound 
Pk( {-(D)ny) > PFn ( (~oj)ny) if the Fibonacci Hypothesis 5.3.3 holds, namely for y  e /  and 
m > 2, PFm ( {-(D)my) > 1 (see section 5.3.2).
2. The Fibonacci Hypothesis holds if for m > 2, PFm > P for a certain constant P > 1 (see 
section 5.3.3).
3. For m >2, PFm > P (see section 5.3.4).
The last step requires the most work, and its proof will occupy a significant part of this chapter.
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5.3.2 A lower bound on Pk(( -aj )ny)
We start by establishing that Pk ( (~to)ny) > PFn ( (~to)ny) is equivalent to the inequality Pk-Fn ( (~w)n 
1)) > 1.
Lemma 5.3.1. Let Fn be the Fibonacci floor o fk  > 0. Then:
Pk ((- to )ny) = PFn{ { - u ) ny)Pk-Fn{{-a>)n{ y -  1))
Proof. Note that k > Fn and so using the remark following lemma 2.5.3, for n > 0, Pk(x) =
Pf„ (x)Pk-Fn(x+Fnto). Using [Fnto] = {-(-w )"} and putting y = (~to)~nx  gives us Pk( (~to)ny) = 
P fh ( ( ~oj)ny)Pk-Fn ( (~^>)ny ~ and the result follows immediately. □
Lemma 5.3.2. Let y e I  = [-to, to2]. Then (-to )n (y -  1 ) e /  for n>  2
Proof Write I - 1 to denote the translation of I  by -1 , so that / - 1  = [ - t o - 1 , to2- 1] = [~to~l, -to] 
and so for n > 2  and even, (-to )n(I -  1) = [~ton~l, -ton+1] c  [-to, -to3] c  /, and for n > 3 and 
odd (—to)n (I — 1) = [ton+1,ton~1] c  [to4, to2] c  /  □
Note that in the proof above the two endpoints are achieved (ie -to = (-to )2(-to -  1), and 
to2 = (-to )3(-to -  1)) so that I  is also the smallest interval with the property of the lemma3.
We are now almost in a position to prove the main result of this section, namely that 
Pk ((-to )ny) is bounded below by Ppn ( (—oj)ny). The missing piece is proved in the subsequent 
sections, and we will state it here as a hypothesis:
Definition 5.3.3. Fibonacci Hypothesis (F H ): For y e I  and n>  2, Ppn ( (~to)ny) > 1
Note that for n = 0 by definition Pp0(y) = 1, but for n = 1 we have PFl( (-to)y) = 
|2 sin 7r(£u- (-tu)y)| = 0 for y = -to, hence the restriction to n > 2 above. In addition, as 
described in section 5.2.2 , there is a small technical issue which we need to take care of, and this 
is the fact that the Fibonacci floor of k = 0 is given by n = 0, but the Fibonacci floor of k = 1  is 
n - 2  (due to the fact that F\ = F2 -  1). This is the reason for stating the inductive hypothesis in 
terms of k in our next lemma, rather than n which might at first sight seem more natural.
Lemma 5.3.4. Let i(k) be the Fibonacci index o f k (so that F^k) < k <  Ft(k)+\), and let y e l .  Then 
from the Fibonacci Hypothesis we can deduce:
For any k >0, Pk ( ( - to Y ^ y )  > PFak) ( (-w )f(fc)y) > 1 with first equality only for k = Ft(k) and 
second equality only for k = Fo = 0 .
3 Another way to see this is that mapping y  i-» ( - t o ) n (y -  1) for n > 2  is actually an iterated composition of the maps
y  to2(y -  1) and y  i-» - t o y .  Regarding these maps as an IFS we can compute its attractor as /  = [ - to ,  to2]. However 
we do not need this additional theory here.
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Proof. For y e / ,  let IH (m ) be the inductive hypothesis: For 0 < k < m, Pk ((-co)l^ y )  > 
PFl(h) ( ^  1 with first equality only for k = FL(k) and second equality only for k -  Fq -  
0 .
For k = 0, Pk(y) = 1 for all y and so IH (0) is satisfied trivially, and with equality.
We now suppose IH (m  -  1) holds for some m > 1. Note that for m > 1 we have i(m) > 2. For 
m > 1 , IH (m ) asserts:
> J V o ( ( - * 0 ‘<m)y) > 1
with equality only for m = Ft(m).
But by lemma 5.3.1, Pm{(-co)L{m)y) = PFl(m){{-oo)L{m)y)Pm-Fl(m)( (-co)l(m)(y -  1)). Now 
(-co)l(m\ y  -  1) = (-oj)J (y -  1) where j  = i{m) -  i(m -  F^m)). But since i(m) >
2  we also have m -  Ft(m) < Fi(m)-i, and so i(m -  Ft(m)) < t(m) -  2  whence 7  > 2 . This 
then gives us by lemma 5.3.2 that (-co)J (y -  1) = y ' e /, and by ///(m  -  Ft(m)) we have 
P m - F l{m)( (—w)t(m"F‘(m))y ') > 1 with equality only for m = Ft(m).
It follows that Fm((-dt»)‘(w)y) > FF4(m)((-<^)t(m)y) with equality only for m = Ft(m). But 
t(m) > 2  and so we can apply the Fibonacci Hypothesis to obtain
1  which establishes the induction. □
5.3.3 Conditions for the Fibonacci Hypothesis
In the previous section we showed that / \ ( ( - o j ) ny) is bounded below by Pf„ ((~oj)ny) (where 
n is the Fibonacci index of k), if the Fibonacci Hypothesis holds, ie if Pfh {{-co)ny) > 1 for 
y e I  = [-o>, a>2] and n > 2. In this section we show that the hypothesis holds if a certain other 
constraint holds at the single point y = 0 .
Definition 5.3.5. If a real function /  is defined on a compact interval [a , b ] and also achieves its 
infimum on the interval at either a or b , we say / is e n d p o in t  m inim al on [a , b ]
Note that if /  is concave on an interval, it is also endpoint minimal on that interval. However 
there are many more complex functions which also have the property.
Lemma 5.3.6. Let [a , b ] c  1] then on this interval, for n > 0, 0 < k < Fn+\ -  1, the function
Pk((~co)ny) has a concave logarithm and is endpoint minimal.
Proof. For k = 0 the result is trivial, and so is true if n = 0,1. We now assume k > 1 and 
n > 2. Put L(y) = logPk((-co)ny), then L "(y) = -(-co )2nn2 esc2  7t(rco + (-w )ny) < 0 but 
with singularities whenever {roo + (-w)"y} = 0. Hence L(y) is concave on any interval without 
singularities, and so is endpoint minimal on that interval. We now examine the singularities closest 
to  y = 0, knowing that L(y) is endpoint minimal on any interval between such singularities.
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This means we want to find the smallest values of \y\ satisfying [kco + (-w )ny) = 0  for some 
1 < k < Fn+l -  1.
For k > 1, n > 3, the smallest values of ||&<u|| in the range 1 < k < Fn+\ -  1 are | - ( - t u ) n |  and 
j —(—£u)n—11 occurring at k = Fn,Fn-\ respectively. Hence the smallest magnitudes of y  which 
give a singularity are given by {-(-co)p + (-a>)ny} = 0  for p  = n, n -  1 , and this gives y = 1 , - a T 1 
respectively. For n = 2 the only value of k in range is 1, giving a singularity at y = 1. O ther 
singularities then occur when j-(-£ u ) 2  + (-w )2yj = 0 = {co2(y -  1 )} giving y = 1  + rco~2. The 
next closest singularity is given by r  = - 1 , giving y  = 1  -  1 /tu2  = -tu -1.
Combining all the results, for n > 0 and [a, b] c  1), L(y) is endpoint minimal on [a, b].
Taking exponents gives us that Pk{{-w)ny) is also endpoint minimal on [a, b]. The result extends 
to include the interval endpoints (ie to [a, b] c  [-tu-1, 1]) by the continuity of P k((-w )ny). □
We use this result to reduce the Fibonacci Hypothesis to a constraint on the point y = a)2:
Lemma 5.3.7. Suppose for n > 2 that Pfk ((~oj)n+2) > 1, then the Fibonacci Hypothesis holds, iefor 
n > 2 w e  have Pf„ ((~to)ny) > 1 for y  e I
Proof Since I  c  1 ] the previous lemma gives us that Pfh ((~oj)ny) is endpoint minimal
on I  and so infP/7n((-tu)”y) is achieved at an endpoint of I  = [-<u,tu2]. If the endpoint is co2, 
the infimum is Ppn ((-a>)na>2) and for n > 2 the result follows immediately by hypothesis. If the 
endpoint is -o) the infimum is Ppn ((-tu )n+1), and then:
/ ,F „ ( ( - « ) " + I)  =  -  ( - W ) " - 1)
= Pf„-> ((-«)"■' w2)/>f„.2 ((-w)”-V)
For n > 4, the hypothesis gives us that both terms in the product are greater than 1, and 
hence also P p n ((-co)n+1) > 1 . The result is therefore established apart from the cases when the 
endpoint is -a> and n e {2,3}. For n = 2, P F n ((-<*>)n+1) = 2 sin 7r(o> -  o ? )  > 1. And for n = 3, 
P F n ( ( ~ o j ) n+1)  =  |2sin^(a> +  £U4 )2 sin 7r(2 tL> +  o>4)j >  1, and all cases are covered. □
Finally we express the condition at y = to2 as a condition at y = 0, ie a condition on Pf„ (0)
Lemma 5.3.8. For n > 1, FVn_i((-£u)"y) is symmetric about y = \ 12 and for y  e [0,1] we have 
P f„ -i(0) <  PFn-i((~o j)ny). Further for n > 2, PFn ((-co)n+2) > oj( 1 -  (n2/6)oj2n+1) PFn(0).
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Proof. For n > 1 and any, y, we have: 
Fn-1
r=l
F„-l
F„-l
n
r = 1
J- 1 2 sin 7r(ro> + (~o))ny) = J~|  2 sin^((Fn -  r)(o + (~(o)ny)
J- 1 2 sin 7r(ro> + (-co)n -  (-a>)ny)
r= 1
= PFn-i((-co)n( l - y ))
Hence PFn-\(( - io )ny) is symmetric about 1/2. But by lemma 5.3.6, it is also endpoint minimal 
on [0,1 ]. It follows that for y € [0 , 1 ],
PFn-i((-o>)ny) > PFn- 1 (0 ) = PFn- X({-co)n) (5.1)
Hence for y € [0,1], and using {Fna)} = {-(-<u)” }:
= P f „ - i ( ( - ^ ) ”j )  |2sin^((-<u)"y + Fnoj)\
= PFn-x{{-co)ny ) |2sin7r((-£t>)ny -  (-o>)n)|
> PF„ - i ( 0 ) 2 s i n W ( l - y )
= (PFra(0 ) / | 2 sin 7r ( 0  + Fna)\) 2 sin 7ru>n(l -  y)
= (PFn(0 ) /s in 7r<u” ) sin 7ro;” (l -  y)
Now using x > sin x > x -  x 3 / 6  for 0 < x  < n/2  gives for y e (0 ,1 ]:
> (PfA 0 ) / ( W ) )  ( W ( l  - y )  -  ( W ( l  -  y))3 / 6 )
= ( 1  - y )  ( l  -  ( W ( l  - y ) ) 2 / 6 ) PfA 0 )
The final result follows on setting y = a>2. □
In particular this means that lemma 5.3.7 is satisfied, and hence the Fibonacci Hypothesis 
(5.3.3) holds, if we can show for n > 2 that:
PFn (0) > 1/ (io(l -  (7r2/6)co2n+2)) > (1 + w )/( 1 -  (n2/ 6 )u>6) = P «  1.781 (5.2)
where we write P to denote the constant. We have therefore established the Hypothesis if we can 
show PF„ (0) > P for n > 2 .
5.3.4 Bounds on Ppn
At this point we have shown for y e /  and k > 1  (which means i(k) > 2 ), that P k((-w )l^ y )  > 
PFt(fc) ((-&>)* (fc)y) > 1  if for n > 2 we have Pfk( 0) > P  = (1 + £*>)/(! -  (7r2 / 6 )ct>6) «  1.781. In this
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2.5
PFn(O) for n=0 to 16
1.5
Figure 5.3.1: Ppn (0) for n = 0 . . .  16 show ing values th a t are “obviously” > P px (0) b u t a form al 
p ro o f takes effort.
section we show that this condition holds. A lthough the result seems evident from  inspection of a 
g raph such as Fig 5.3.1 (given th a t Ppx(0) = Pf2(0) ~  1-864), a form al p ro o f seems rem arkably  
arduous bu t we have no t been able to  find simpler.
O u r  strategy is to  develop an increasing sequence of lower bounds for Ppn := Ppn (0), but this 
proves difficult to  do  directly, despite the alternating  character of the sequence Ppn suggested by 
Figure 5.3.1. This is because d irect estim ates for Ppn involve irregular oscillations deriving from  
the  irregu lar natu re of the  sequence {rFn- \ / F n } (w hich in tu rn  derives from  the  irregu larity  of 
the  sequence of the  residues o f rFn- \  m od F„). F o rtuna te ly  it tu rn s  o u t th a t tru n ca tio n s of the 
sequences we developed in chapter 4 contain  very sim ilar irregularities, and by tak ing  ratios (and 
after som e tedious m an ipu la tion ) we can effectively cancel the  irregular behaviours and ob ta in  
m onotone behaviour, and this proves to  be the breakthrough step. There remains a slightly delicate 
question of recovering the necessary inform ation about Ppn from  the ratios, but the m onotonicity  
of b o th  upper and low er bounds of the ratios allows this to  be done (see 5.3.4.5) .
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5.3.4.1 Prelim inary results
We will exploit a number of results proved in chapter 4. In particular we will reuse the decomposi­
tion Ppn = AnBnCn —» c where, for n > 3:
. n 2.71
An = 2Fn sin 7t(o —» Aoo = —
V5
(Fn - l ) / 2  /  _ \ 2  oo ,  X2
Pfi =
' „ - l ) / 2 W OO / v
D te )-* -D (-S )
( F „ - l ) / 2 /  2 \  oo /
c" = n  ‘- x r ^ n p -
and where = 2 sin7i{t/Fn -  (on^nt), gnt = -  \-> and t = {t(o} -  See also (4.3) for
the definition of the notation I I ^ 2.
We will call a pair of real numbers i < y a  b rack e t for z if x < z < y. For our work in this 
section we need some simple brackets for the products Bn, Cn, which we now derive. Note that if 
Fn is odd, then l(Fn -  1)/2J = LFn/2J, whilst if Fn is even then |_(Fn -  1)/2J < |_Fn/2J. We now 
develop brackets for Bn,Cn.
For Fn even and t = Fn/2, we have 2  = § = 1, and so the existence of the term t = Fn/2
F n
makes no difference to the product Bn. This gives us the bracket:
L(F„-1)/2J /  \ 2  |F„/2J /  \ 2
n  )=*»= n  (5-3>U  \2sin*Trl U  \
S 2And for 1  < t < Fn -  1 we have snt > sno, and so 0 < 1  — f2  < 1 . This gives us the bracket (with
s n t
equality for Fn odd, and inequality for Fn even):
L (F„-1) /2J /  2  \  lFn n \  /  2 \
n  ‘t H 2 n  ‘f  <5-4)
t = 1 \  * n t 1  t = 1 \  an f /
Now Pf2 -  2  sin mo w 1.864 < c and so infn > 2  /V„ < Pf2 < c- Since Ppn —» c this infimum must
be achieved at some 2  < no < °°* In fact we will show no = 2 .
To find the infimum we will analyse each of the constituent terms of Ppn /c  = (An /Aoo) (Bn/Boo) (Cn /Coo) 
in turn. We will use the following results:
From (4.6), for n > 0
F„oj" = 4 = ( l - ( - l ) " w 2") (5.5)
V5
From lemma 4.3.3 part (5), we have, for 1 < t < Fn -  1:
€nt = toot + t(-co)n/Fn (5.6)
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Finally we also need a simple lemma derived from previous results:
Lemma 5.3.9. For any integers \  < p < q < o o  we have
E tt=p+i 2 log ( 2  + to)
2  + log/? 1  
P Q
Proof. We start by using partial summation to obtain:
t ff  - 2 .  +  jt=p+ 1 t=p+ 1 s=p+\ ^ s = p + 1 (5.7)
Now:
t - p - i
Y j t°°s = ~ \  = X i  {(F +  1 )^  +  s'aj) -  i
s = p + l  s - p + 1 s'=0
But now from theorem 2.5.4 we have 1{(P + 1)^ + s,(i)} ~ 3 ) -  “  P) where Oa (n)
is the Ostrowski digit sum of n > 0  (see 2.5.2). And from (4.59) we have, for t — p > 1, 
0 (f  -  p) < L0°g(t ~ P) + 1)/ l°g(2 + &>)J • Hence for t > p  + 1:
^  £oos 
s=p+ 1
3
< -  
“  2
(log(t -  p) + 1 )
log( 2  + d0)
3(log(t-/?) + 1) 
2  log ( 2  + du)
(5.8)
We now use this result in (5.7) to obtain (using the premise p > 1):
/  <7 - 1
x ^
f=p+l
£
v=p+i
2 log ( 2  + co) 
3
2  log( 2  + n?)
(log(t -  p) + 1 ) + log j q - p )  + 1  
t(t + 1 ) q
q 2 (log? + 1 ) 1  + log^
 t at H-------------
log p \o g (q -2 )  2 2 1 +log qH-------------  H-------------
2 log ( 2  + cj) \ p  q - 2  p  q -  2  q 
3 12 + log p  l
2  log ( 2  + du) \ p q
which completes the proof.
Product Inequalities We will need some product inequalities. First from lemma 4.3.2, if |jc, | < 1  
for t = 1 . . .  n, and also Z ” = 1  |xf | < 1  :
n n .
1 -  Y j \Xt \  <  n a  +  Xt )  < , y n
t =1 t =1 ^ t = \ \xt \
(5.9)
Secondly, from lemma 4.7.5, if 1  > x t > -0.683 for t = 1 . . .  n:
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( n n \  n n
z  x t ~ + x t) < e x p ^  x t (5.10)
t =i t = 1 /  ;= l  f= l
Finally writing S1 = |E ^ i  x t | an^ = we can relax (5.10) to obtain:
n
exp ( s 1 + s 2)) < n < i  + ^ ^ ) < e x p 5 1 (5.11)
t= l
In our cases, (5.10) generally produces the best results. However what is far more important from
our point of view is the ease with which the various sums can be calculated. In particular in many
of our cases the sign of £ ” = 1  x t is not easily determined, which forces us away from (5.10) to (5.11). 
However again £ ” = 1  |xr | is typically much easier to calculate than S 1, S2, and we will therefore use 
(5.9) when this produces results adequate for our purposes.
We now develop brackets for each of the terms in the product ( A n / A o o )  ( B n / B o o )  ( C n / C o o )
5.3.4.2 A bracket for A n / A o o
This term is the simplest term to analyse. From (5.5):
An/Aoo = (2Fn s in 7 r w ” )  /  ( 2 t t / V 5 )  =  (co~n/n )  ( l  -  ( - 1  ) " w 2 n j  s i n m on
and then using x > sin jc > x -  x 3 / 6  for x > 0 , we get, for n > 0 :
—  < —  ( l -  (-1  )n(Dln) 7T(i)n < 1 + o)2n (5.12)
Aoo n v ’
A / \~n 7r^/ |2n
> —  ( l  -  (~ l)noj2n) nojn{\ -  ^ — ) > l - a j 2n(l + ^~) (5.13)
A oo 7T V ' 6 6
Note that the bracket converges monotonically to 1 with n.
5.3.4.3 A bracket for 5„/5oo 
Recall that
We will need a more useful expression for the terms snt/(2 sinnt/F n) occurring in Bn. Equation
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which we write as 1 -  bnt. We also write boot -  and M = \_Fn/2\ then using (5.3) we can 
write:
M  oo
B J B C„  =  p j  ( 1  -  b n, f  /  ] ~ ]  ( 1  -
t = 1 t = 1
Obtaining a suitable estimate for this product proves quite a delicate operation. We will need the 
precision of the exponential form of the Product Inequality 5.11 to obtain a bracket, and using 
this requires some arduous manipulation. Even then, a straightforward application of the Product 
Inequality proves ineffective: it leads to a non-convergent bracket, and this does not meet our needs. 
Instead we divide the product into 3 sub-products, and use differing techniques appropriate to each 
one.
Overview of the estimating process We put N  =  | o T n / 2 J  and require 1  < N  <  M, which is 
satisfied for n > 4. We can then write:
-  ( n  -  -  ( '■ % ) ’ 15
and we now analyse each of the products Pa , P/3 , P y
In order to use the exponential form of the Product Inequality (5.11) with a product I I 0  +•*/), 
we need to estimate the sums S* = |£  x,- | and S2  = 2  x2r  The inequality then gives us:
exp ( - (S j  + S'2)) < J~~[(l + x t ) < exp SjJ.
We proceed to estimate the sums 5^, 52  for each of Pa, Pp, Py .
Bounds for Pa First note that since \^n t\ < 1/2 we have 1  -  boot = 1 ~ ^  > 1 -  To apply 
(5.11) we will need to estimate:
S l =
It turns out that obtaining a useful estimate for depends upon both exploiting the sign changes 
of gnt, £cot and the fact that these two values always have the same sign. To enable us to preserve 
the necessary information we develop an auxiliary representation of the cot and sin functions as 
follows:
For 0 < x  < 1 we have *(1 -  x 2/6) < sinx < ^ so that we can write sinx = x (l -  crx2) for
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some 0 < cr < 1/6 . Note that cr depends on x, but this is immaterial for our argument. Also for 
- 1  < x < 0  we have x (l -  x2/6) > sinx > x so that we can write sin x = x (l -  crx2) where again 
0 < cr < 1/6. Hence for |x| < 1 we have sinx = jc(1 -  crx2) for some 0 < cr < 1/6 which depends 
on x. Similarly (1 -  x2/2 )/x  < cot x < 1/x  for 0 < x < 1 and by the same reasoning we obtain 
cot x -  ( 1  -  k x 2) / x  for 0  ± |x| < 1  for some 0  < k  < 1 / 2  which depends on x.
We can now begin to analyse (5.15). First we note:
bnt -  boot = 2  sin2  \n u in^nt + cot sin nojn^nt -  (5.17)
2- bn V51
We now investigate the size of the cotangent term in (5.17). We use equations (5.6) £;nt = 
€ 0 0 1 + t ( -w )n/Fn and (5.5) Fna>n = ^ ( 1  -  ( - l ) ncj2n) to obtain for 0 < JitlFn < 1 (giving 
1 < t < Fn/n  which requires n > 5):
cot Y  sin 7I(Dni;nt = y [ ^ ~ K j  ™ n£nt ( l  “  O’ (xa)n Zntj2)
Hence:
X t  ■ n c  (1  -  ( - 1  Y u 2" ) ! ,  l * t Y \ ( < ,  , 2 \ / ,  .cot — sin no) $n t  —  ~ ■ ~
Fn yf5t V5t
_§oot_
V5t
1 -  « ( | r )  J  ( l  -  <r ( W f „ , ) 2 )  | f c o t  +
0  -  ( - 1  )noJn)l< l * t \ 2\ u  ,
M  ) —
*(^ )
1 -  K j  ( l  -  a  ( W 1^ , ) 2 )
( 1  -  ( - 1  )n0J2n) ■
V51
{ - 0 ) ) n ( 1  -  ( - l ) W n )  
Fn  V5
+ |(1  -  ( - 1)"«2") -  k  ( £ ) 2J (1 -0 -  ( W f „ , ) 2) -  1W 19)
We now examine the coefficient of %*- in (5.19) which we designate Z with component terms
V5f
U, V, W  giving us:
Z = ( 1  -  ( - 1  )"w2") ( 1  -  K j  J  ( l  -  a- ( W f „ , ) 2) -  1  = UVW  -  1
Now for n > 5, 1 < t < Fn/n  we have 0 < V, W < 1 and U = 1 ± (o2n > 0. Hence the lower bound
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of Z is achieved in the case £7 = 1 -  w , and we get (using 0 < VW  < 1):
n t
Z > - k \ ^ t \ — cr {nii)n £;nt)2 -  oj2'1 
> - k \ y \ - o -  (na j'^n t)2 - o j 2n
The upper bound is achieved in the case U = 1 + oj2n and then (again using 0 < VW < 1):
Z < (1 + o)2n) -  k j  |  ( l  -  a  (m o n^ n t ) 2)  -  1 (5.21)
< - M ^ J  -o-(ixojnt;nt) <r (na)nt;nt) + oj2
< ~ K  ( ^ )  (1_<T ” a  (™ n£;nt)2 + 0)
2 n
Comparing this with (5.20) gives (using 0  < cr {ixo)n^nt)2 < 1 and k < 1 / 2 , cr < 1 / 6 ):
|Z |<
- t e r
+ cr (no)n^nt)2 + oj2 n
<  k | j  + a>2n f  1  + c m 2a>2n ^
< \  ( I T ) + 0)111 11 +
2  \ F n J \ 24
n 2aj2n
(5.22)
We now estimate the first term  in (5.15), using sin2  x  < x 2, \^n t\ < 1 / 2  and \bootl < l/(2V5t) to 
give 2 sin2  \noon^nt < ix2o)2n/ 8 . We can now combine this result with (5.22) and (5.19) back in 
(5.17) to obtain (using k,ct > 0, 1 ^ 1  < 1/2, Fn < a>~n(l -  w2n)/V 5, t > 1,):
I bnt b<x>t\ — a  • 2 1 n j* • m j. ot2  sin -7X00 £nt + cot —  sin txojgn t  —
V5t
(5.23)
<
7x2u)2n a>n (l + to2n) 1  ( l i n t
+
F n  V5 2V5f \2  \F n
+ co2n 11 +
24
.2 n (n 2 l+ o )2n 1  / ^ 2 £L>2n\ \  yj5jx2a}2nt
\ S + 1 -c o 2" + 2 V f \  + ~ 2 4 ~ ) )  + 4(1 - oj2")2
<  OJ
= u)2n(K1(n) + K2(n)t)
where K\, K2 are both 0(1). We can now evaluate (5.15) by summing the expression above for 
1 < t < N  to obtain:
Si  < — O  oj2n L i V  + j K 2N (N  + 1) 
V 2 V 5 / '
(5.24)
=  O(oon)
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We now turn to consider S2. We can use (5.23) in (5.16) to obtain:
S i <
1 V N
— j -
1 2V5 I  t = 1
1 _ _ 1  
V 2 V 5 /
= 0(oj5n/2)
(D4n [k \N  + K \K iN {N  + 1) + -K \N (N  + 1)(2A + 1)
We can finally apply the Product Inequality to estimate Pa as:
exp (-(S^ + S i)) < Pa < exp
where S i = 0(a>n) and S i  = 0(<j5n/2).
Bounds for Py We now turn to the product Py(as it is simpler than Pp). Now
/>r = n  d- f c - ) =  n  f1- ^
t= N + 1 Vt= N +1
and we proceed to estimate Sy which is easily done using lemma 5.3.9:
c1 — r  “
at
t=N+\ ' ^ t
3 2 + log A
2V5log(2 + tu) W
= <9(mun/2)
And also
( OO „  \  2  . oo . . .
) ‘ h Z , T > ‘ h ht= N + 1 v ', t /  f= N + l
We can then apply (5.11) to estimate Pr in (5.14) as:
exp (~(Sy + 52)) < Py < exp Sy
where SJ, = 0(na>n/2) and S2  = O(ionl2).
Bounds for Pp Finally we turn to estimating:
(5.25)
(5.26)
(5.27)
(5.28)
M
PP = W  ( 1  -b n ,)
t= N + 1
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In this case:
ci _ 
-
M  1
Z . 2 A n m 7Tt . „2  sin -JIO) %nt + cot —  sin tzoj l^nt Fnt= N +1 
MM 1 M
Z . 2 A n >. C- ' 7u . „2  sin -ttc j 2 j  cot — sin £nr
i=7V+l
_ cl . cl 
-
f=W+l
(5.29)
The term is again easy to estimate: < (M  -  N )n2o)2n/8 = 0(a>n).
We now turn to the sum S^2 in (5.29). In fact we have already proved in chapter 4 that this 
sum converges. We can follow the structure of this previous proof although we now have rather 
more work as we will need to track the size of the error terms.
We start with summation by parts:
M
t= N +1
nt . „ ( ( nt \ ( 7r(f + 1 )
> cot — sin itta %nt = > cot —  -  cot
t n  t=N+
X  s'n ? rK ^ )
" ' ' s = N + l
+ cot
M
- jr - ) y  s in 7r (5.30)
We first estimate the trailing term. Recall M = \_Fn/2\ so if Fn is even the trailing term is 0. 
Otherwise M  = (Fn -  l)/2  and
ln M \  . f n£ \ n I  V  nt° n \
cot f ~  Z j  s in ,r l "  ^  < t a n 5 F  L  T
' n > s= N + 1 n \s= N + l J
n!2Fn lF n
^ 4 A l ~  X
1 -  \  (n/2Fn)2 \  2 2
7r2a jn // 1 / n
~ 2 \2 F „ (5.31)
We now estimate the first sine sum in (5.30), using sinx  = x (l -  crx2) for |jc| < 1 and 0  < cr < 1/6, 
and \%ns\ < 1 / 2 :
s= N + 1
I I
^  sinn(a jn€ns) = ^  na)n£ns ( l  -  cr (ncon^ns)2)
s=N+ 1
(5.32)
< nco 2 >
s=N+ 1
7T2OJ2n
Recall we write Oa (n) for the Ostrowski digit sum of n  with respect to oj, which by lemma 4.6.2 is
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bounded for n > 1 by (logn + 1)/ log(2 + a>). But now using theorem 2.5.4 (and 1 < N  < t < M):
s= N +1 s= N + 1 
t - N
Fn
E ( {(^ , - 5 ) + E f
s'=l V  '  s=N+l n
< ~ ^ (? “  Af) + - t( f  + 1 ) —2 2 Fn
< 3(log(f -  AQ +  1) M ( M  +  1 )(on
2  log( 2  + o j ) 2 Fn
We now use these results in (5.32) to obtain:
^  sinn{u)nf;ns)
s=N + 1
_ / 3(log(t -  N) + 1) M (M  + 1 )ton n W nM
<7t0) [ 2 log(2 + a>) + 2Fn H 24
(5.33)
Finally we use (4.51) together with (5.31) and (5.33) in (5.30) to get our desired bound (also using 
M  < Fnl2):
« ^  7tFn n / 3(log(t -  AO +1) M {M + \)c jn n2(o2nM \
132 < t^N+i 4t2 ^  '  2log(2 + w) + 2Fn + 24 /
y  7T2(l + a)2n) j 3(log(t -  1) + 1) (M  + 1 )con n2a>2nM \ 
t ^ j i  l 4 ^ 2  V 2 log(2 + o j )  + 4 + 24 /
n 2(l + co2n) rM~x 1 / 3(logf + 1) (M + 1 )u)n n2a)2nM  
4V5 7tv t2 \2log(2 + o j )  + 4 24
dt +
n2con
 ^ n2( 1 + oj2n) I 3(2 + log AO (M + l)ojn n2(o2nM  
< 4 ^  \2log(2 + a>)N + 4N + 24 N
n 2o)n
= O
logAO 
N  )
(5.34)
Finally we estimate S^:
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and we now estimate each term:
MZ
t=N+\
x2t < ( M - N ) — —  = 0 ( i o 3n)
v h  n2o)2n n2(D2n y p  Fn 7ia)n 7r2co2 n( l  + co2n) M 2n
Z  2lx, y , l  < —  J ]  l » l < —  Z  ---------b ------- l loS -  = 0 ( n ^ )
t=N+1 t= N + 1 t=N+ 1 o V->
V  2 ^  ( F n n o ) n \ 2 ( l  +  ^ 2 n ) 2 ^  1 ( l + w 2 n ) 2 1 I
Z /  < Z { i j — ) < K— ^ Z 7 2 < K— 2 0 ^ N  = OWt=N+1 f=A/+l ' ' t=N+1
We can then apply (5.11) to estimate Pp in (5.14) as:
exp (-(S£ + 5^)) < Pp < exp Slp
where S^ = 0(m on/2) and 5^ = 0(cjn/2).
Final results We have now upper bounds converging monotonically to 0  for all the sums required 
to apply the Product Inequality for Bn/Bco- We now collect the results together to obtain (noting 
that we require n > 5 for all parts to hold):
e x p  ( - 2  ( ( S i  +  S i )  +  ( 5 ^  +  5 ^ )  +  s ) ) ) )  <  J i  =  <  e x p  (2  ( s i  +  S> +  ( s )  +  S ? ) ) )
where:
Si < [713:j (K'N + \K2N(-N + l)j 
s l  <  I  ^  —  j  X +  K xK 2N ( N  +  1) +  ^ K j N ( N  +  1)(2A7 +  1) j
ITT2 1 + 0 J 2 n  1 /  JT2 ( 0 2 n \ \
Kl = b  + T ^  + i ^ ( 1 + — ))
4(1 -  co2n)2
oi *T\n2o)2n n2(l + a>2n) ( 3(2 + logiV) (M + l)a>n n2a>2nM \ n2(jn / /  1 / n
S i < (M -N ) — + — —  ( 2 1 o g ( 2  + w)jv + — g y —  + - 3 ^ )  + —  / [ l - 2 ^
Sj < (M -  A Q ^  + ^  l ° g ~  + ( l  + 1 " 2 " ) 2 1^ 64 8V5 W 20 iV
< 3  2 + log N
7  2V5log(2 + u>)
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By inspection, all of these terms decrease monotonically to 0 with the slowest term having order 
0(nij)nl2) = 0 (\o g N /N )  and so this bracket for Bn/Bco converges to 1 at least as fast as N k^N for 
some constant k.
5.3.4.4 A bracket for Cn/Co,
We now turn to Cn/Coo- Recall that we put M  = [Fn/2]. In this section we will also put 
M ' = L(Fn -  1)/2J. We write cnt = sno/snt and Coot = |2V 5t(l — so that (5.4) becomes:
f M ' 1 2 \  I 00 /  M  1 2 \  I 00
n  a-d,)^c„/c„> / n  o -
, f = l  1 uoot I t=M'+1 \ r = l  1 L'oo t)i t=M+\
c L )  (5.35)
Analysis of the denom inator Recall |^ oo/1 = \{tco} -  xji\ < for t > 1  and so:
1  1
1  > ----------  r  > > -j— F---\ > 0  (5’36)
(2V5( -  1)) (2V5( + 1))
Hence E “ +1 <4, < 2 £ +1 ( I '& t  -  l)" 2 < ^  / “ (( -  1/2V5)"2 < 1/20(N  -  1/2V5) which is less 
than 1 for any N  > 1. We can therefore use the additive version of the Product Inequality (5.9) in 
the denominator of (5.35) to obtain for any N  > 1:
1 1 1 
1 < -----------------------------------------------< ------------ :------  (5.37)
nr=N+i ( l - ^ r )  1 1 - w iT - T T
2T ~ iv i )
Note that the upper bound decreases monotonically to 1 with N.
Analysis of the num erator Note that for N  e {M, M'}, the numerators in (5.35) can be written 
as:
N  A 2 N  2 2
t =1 cot t = 1 °ot
We will use the exponential Product Inequality to provide an upper bound for this product, but 
this becomes extremely unwieldy to use for the lower bound. Instead we will use the additive 
Product Inequality (5.9) to give a lower bound for the RHS, but to do this we will first need to 
show that < 1 .1 C oot
We proceed to analyse the terms c2t -  Since both cnt, Coot are positive we can write 
\c nt  ~  clot \ =  ( c nt  + coot) \cnt -  Coo^ b and we proceed to analyse the terms on the RHS. First we
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examine cnt ± Coot '
sin nu)n / 2
Cnt  — Coot ~  •
sin;r(f/F„ -  u)n^nt) ~ 2V51 ( l  -  W V 5 t)
2V51 (sin na)n/2) ( l  -  W V 5 t)  ± sin n(t/F n -  tongnt) 
2y/5tsm n(t/Fn -co nt;nt) ( l
(5.39)
Note that t/Fn -  ojn^nt = (t/Fn)( 1 -  Fno)n^nt/t) and put ynt = 1 -  Fncun£;nt/t  = 1 -  (1 -  
( - l ) na)2n)^nt/V51. We proceed to analyse the numerators for each case, beginning with the 
numerator 9t+ of cnt + Coot:
9!+(r) = 2V5( (sin^w "/ 2 ) (l -  f„ ,/V 5f) + sinn(t/F n - o j n^nt)
<2V5( ( W / 2 )  ( l  -  f „ t/V5() +
Fn
(i + o)2ny
nt L t  2 n^l1  1  \  1 l+ 0 )2n<—  ( 1  + o rn) 1  +  — + 1  +
2V5t
Fn \  \  2V5/ /  2V5t
nt I 2 n ( 1  + a)‘—  \2 + (D2n + -— —
Fn \  V 5 1
We now examine the numerator 91“ of cnt -  Coot (using gnt = gcot + t(-a ))n/Fn):
9l“ (r) = 2^f5t (smnojn/2) (l-£ooi/V 5f) -  sinn(t/Fn -a>n^nt)
<2^5t {no)n/ 2) ( l  -  £cof/V5t) -  j r ynt ”  \  ( J ~7nt) )
=Tn ( ^ "  f1 - & ) - 11 - 1  - (- 1)n“2")) (' - 1 (g * “) 
=g  j(1 _ (- 1)n^ )  ( - « ^ ) )  (1 -  i  ( g
-  U  _  (_ j  r(i)2n ( j _  + 1  /  «  ' 2
Fn \ y[51 \ yfEt I 6  \F ,
a ( £ ) V . ,
f» \V 5 F „  \  V3F„/ 6 \F „
nt I(on(\ + to2n) 2n  ^ I nt
< —  I   ----------- + ( j  +
Fn \  V5Fn 6  \F,
This gives us an upper bound, but since cnt -  Coot may be negative we also need a lower bound.
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Again we use t;nt = £0ot + t(-a>)n/F n) in the numerator 91 to obtain:
91“ (0 = 2V5t (sin W / 2 )  ( l  -  £»,/V5f) -  s in n (t/F n - t o n^n t)
>2yfet ( W 7 2 )  | l  -  i  | - y - j  J  ( *  -  £ » f / V 5 r )  -  ^ 7 * ,
- )2)  ( l  -  f»</V5() -  ( l  -  ( l  -  ( - l)" w 2")J
l £nt ~ £oot
Fn \ y/5t
-  ( 1  -  < - i y v » )  i  ( 5 ^ j ! -
2n
Hence by forming the superset of terms from both upper and lower bounds:
4  (S)’(-
Finally using (5.39) we get |c^t -  | = (<cnt + Coot) Icnt -  Cootl = (9l+/T)) (|9t~| /£ )  where £) =
{sm jr^ynt) ( l  ~ W V 5 f ) )  and hence:
I 2 _ 2 I _ 9l+(0 |K-(0 |I Crt t  *^rv-i t  I
(2V5?(sin fj- 7 nr) ( l  -  £x,r/V5f))
________ 9t+ |9T|________________
2 0 f2  ( f ^ ) 2  7 ^  ( l  -  I  ( l  -  W V 5 /)
( f t ) ~ V |9 T |
(5.42)
20(2 (*- m  v + “ 2nr f  f1 -1  (ft {v+ m  d ■+'"2")))2) (r -  i 4 ) ‘
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Finally write 91(0 for the numerator of this fraction, so that (using (5.40), (5.41)) we obtain:
(5.43)
nt -2
* t o  = l ^ r |  SR+(0 |» - ( 0 l
< 2 + o j  +
a A l W )  2
 — r OJ +
V5Fn
Writing N  = |& r"/2j we now consider the instances of (5.42) in which M > t > N  > o)~n/2. We 
note that this requires M  > N  + 1, requiring |_Fn/2J > + 1 which in turn  requires n > 8 .
Now using Fnj2>  t > oS~n 2^ in (5.42) and (5.43) we obtain:
M
Z
t = N +1
I 2 2 I
y 'n t  ~  <'
2  + oj2n +
n/2 j
M
z,=W+1 20(2 ( j -  ^  ( 1 + w 2 „ ) ) ^ j  - 1  ( f  ( j  +  ^  ( 1 + w 2 n )  j  j y  ( i  _
^+^..,„.(1+w,)(^ )(1 + g) + 1(ir(1 + g(1+^
V5F„
+ OJ +
_ ^ K , ( n )  r  K x _ K t / 2
- & ~ < LN +1
Note that each term in the numerator of K\{n) decreases with n, whereas each term in the 
denominator increases, so that K\ (n) decreases monotonically with n and hence so does the sum 
Tjm+i \cnt ~ clot\'  By direct calculation we obtain:
tfi(8 ) < 0.170
We now consider the remaining instances of (5.42), namely those in which 1 < t < N. But in these 
instances t/F n < V5/<u~"(l -  co2n) < ( 1  + oj~n 2^) ^ o j n/( I  -  oj2n) giving us:
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N
2 > » < - c2 l <
N
E
2 «> ( 1  -  ^  ( i .  » - ) ) ■  ( 1  -  » g a r
\
V 5 Fn
5 n W n
+ O) * +
6(1
N
= E
K2 i.fl) n2
~ r <K2 t
Once again, inspection of the terms shows that ^ (w ) is monotonically decreasing with n for n > 0. 
By direct calculation we obtain:
£ 2 (8 ) < 0.280
Now note from (5.36) that 1 -  c^  > 1 -  and so for n > 8 :
|cnr — c°o?| 1 y i  I 2 2 I K \(r i)a )n l 2 + K z i r i ) ^
Z  V - ^ - 1 S J Z ^2 ~  Z  H r -< £*\<  --------- 7— 2----------L  (5-44>
t = 1 1 c 0 0 f 1 ‘'col ?=1 A Lool
Note that the term on the RHS is again monotonically decreasing with n, and again by direct 
calculation (using c<x>i > 1  -  1 ))) ~ it is easily verified to be less than unity for n > 8
so that we are now finally justified in using the additive version of the Product Inequality (5.9).
Final results For n > 8 , we can now use inequalities (5.11), (5.9) in (5.35) to obtain:
I M '  L 2 _  „2 \ \  , co „  /  m  \r 2 _  r 2 \ \  - 00
\* = l 1 c oot Jl  t —M '+ \ \  r= 1 1 c °°t ) l  t= M + 1
We can now use the estimate (5.37):
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Finally using (5.44) gives for n > 8 :
IK M o > " '2 + AT2 ( « ) £ \  1 C„ I  K d n ) ^ 2 + K2( n ) ^  ,
e x p  ^ 1  i - d ,  1 (5-47)
Once again this bracket converges monotonically to 1  with n.
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5.3.4.5 Final results on the bounds for Ppn
At this point we have established brackets for each of the ratios 
{An/Aoo), {Bn/Boo), (Cn/Coo), valid for n > 8  and monotonically conver­
ging to 1 with n. Now A n B n C n  = Ppnand by the main result of the chapter 
4, we have Ppn —> c = AooBooCoo- It follows that for each n we can multiply 
together the brackets for (A n / A o o ), ( B n / B o o ) , (Cn/Coo) to obtain a bracket 
xn < PFn/ c < yn, and further that the brackets [r„, yn] are also monoton­
ically converging to 1  with n.
We will use this information to establish the necessary lower bound for 
Ppn to establish the Fibonacci Hypothesis and hence the lower bound on 
Pk. To do this we will need to make some numerical calculations using 
our formulae, and the results are set out in the tables of this section. We 
computed the tables using Java and 64 bit floating point operations (15-17 
digits of precision) as this was sufficient for our purposes. The precision 
of each individual result is highly dependent of the size of the Fibonacci 
numbers involved: the largest one we have used is F3 2  = 2178309 (7 digits) 
which gives an estimated worst precision of 5 digits in the results; smaller 
Fibonacci numbers give much better precision, for example F2 0  = 6765 (4 
digits) gives an estimated 8-9 digits precision in the results. In the tables 
themselves, the computed values have been rounded up for upper bounds, 
down for lower bounds, and to the nearest decimal place for actuals.
We now turn to the calculations. First, since x n < P f h / c  < yn, we have 
Ppn > cxn. But we also have P fn /yN < c giving us Ppn > x nPpN /yN- If we 
fix N, then since xn is monotonically increasing, it follows that x nPpN/yN  
is a sequence of monotonically increasing lower bounds for Ppn. Similarly 
x n P f n  /yn is a sequence of monotonically decreasing upper bounds for Ppn. 
Finally since Ppn —» c, these upper and lower bounds are also a bracket for 
c.
We can now calculate the brackets for P f „ / c ,  and the results are shown in tables 5.3.2 and 5.3.3. 
Setting N  = 32, in table 5.3.4 we then show the brackets calculated for Ppn surrounding the actual 
(directly calculated) values of Ppn. From this latter table (and recalling that sequences of bounds 
are monotonic) we can read off Ppn > 1.792 > P for n > 20, where P « 1.781 is the crucial bound 
required to establish the Fibonacci Hypothesis calculated in (5.2).
It remains to examine the values of Pfh for n < 20. We tabulate the calculated actual values of 
Ppn in Table 5.3.1 which show Pf„ > 1.864 > P for 20 > n > 1. Hence Pf„ > 1.792 > P  for all
n PFn *
0 1 . 0 0 0 0 0
1 1.86406
2 1.86406
3 2.51832
4 2.22856
5 2.48203
6 2.34584
7 2.43962
8 2.38489
9 2.42005
1 0 2.39881
1 1 2.41213
1 2 2.40397
13 2.40904
14 2.40592
15 2.40785
16 2.40666
17 2.40740
18 2.40694
19 2.40722
2 0 2.40705
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n An/Aoo > Bn / Boo > Cn/Coo > PFn / c >  xn =
8 0.998 0.038 0.471 0.018
9 0.999 0.074 0.784 0.058
1 0 0.999 0.132 0.890 0.117
1 1 0.999 0.190 0.938 0.178
1 2 0.999 0.243 0.963 0.234
13 0.999 0.318 0.977 0.311
14 0.999 0.401 0.985 0.395
15 0.999 0.466 0.990 0.462
16 0.999 0.537 0.993 0.534
17 0.999 0.604 0.995 0.601
18 0.999 0.665 0.996 0.663
19 0.999 0.716 0.997 0.714
2 0 0.999 0.761 0.998 0.760
2 1 0.999 0.802 0.998 0.801
2 2 0.999 0.836 0.999 0.835
23 0.999 0.865 0.999 0.864
24 0.999 0 . 8 8 8 0.999 0 . 8 8 8
25 0.999 0.909 0.999 0.908
26 0.999 0.925 0.999 0.925
27 0.999 0.939 0.999 0.939
28 0.999 0.950 0.999 0.950
29 0.999 0.960 0.999 0.960
30 0.999 0.967 0.999 0.967
31 0.999 0.973 0.999 0.973
32 0.999 0.978 0.999 0.978
Table 5.3.2: Lower bounds xn for Pf„ / c
n > 1 which establishes the Fibonacci Hypothesis (5.3.3), namely that for y € I  = [ - o j ,  oj2] and 
n > 2, we have Ppn ( ( -o j)ny ) > 1.
In turn this establishes lemma 5.3.4, namely that or any k  > 0 with Fibonacci index t ( k )  (so 
that < k  < Ft (k)+1), we have:
P M -o> y(i)y) > PFtmO -o j)‘ik)y) > 1
with the first equality holding only for k  = F ^ k )  and second equality only for k  = Fq = 0.
5.4 Proof of the upper bound Pk < Ck
The hard work is now done, and we can now use the bounds we have obtained in section 5.3 to 
derive an upper bound on the growth rate of Pk.
We start by using the lower bound for Pk{(-o))ny) to establish an upper bound in terms of 
PFn- i« - a j ) ny).
Lemma 5.4.1. For n > 3, Fn-\ < k  < Fn and y e  J  = [ - o j ~ 1,o j~ 2] we have P k((-oj)ny) < 
PFn- i ( ( - u ) ny) ‘with equality only for k  = Fn -  1.
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n An/Aoo < PiI / Poo <' Cn/Coo < Pf„ /C<yn =
8 1 . 0 0 1 25.861 1.706 44.133
9 1 . 0 0 1 13.409 1.245 16.692
1 0 1 . 0 0 1 7.559 1.118 8.447
1 1 1 . 0 0 1 5.258 1.065 5.598
1 2 1 . 0 0 1 4.100 1.039 4.256
13 1 . 0 0 1 3.138 1.024 3.212
14 1 . 0 0 1 2.489 1.016 2.527
15 1 . 0 0 1 2.142 1 . 0 1 0 2.163
16 1 . 0 0 1 1.861 1.007 1.873
17 1 . 0 0 1 1.656 1.005 1.663
18 1 . 0 0 1 1.503 1.004 1.507
19 1 . 0 0 1 1.397 1.003 1.400
2 0 1 . 0 0 1 1.313 1 . 0 0 2 1.315
2 1 1 . 0 0 1 1.247 1 . 0 0 2 1.248
2 2 1 . 0 0 1 1.196 1 . 0 0 1 1.197
23 1 . 0 0 1 1.156 1 . 0 0 1 1.157
24 1 . 0 0 1 1.126 1 . 0 0 1 1.126
25 1 . 0 0 1 1 . 1 0 0 1 . 0 0 1 1 . 1 0 1
26 1 . 0 0 1 1.081 1 . 0 0 1 1.081
27 1 . 0 0 1 1.065 1 . 0 0 1 1.065
28 1 . 0 0 1 1.052 1 . 0 0 1 1.052
29 1 . 0 0 1 1.042 1 . 0 0 1 1.042
30 1 . 0 0 1 1.034 1 . 0 0 1 1.034
31 1 . 0 0 1 1.027 1 . 0 0 1 1.027
32 1 . 0 0 1 1 . 0 2 2 1 . 0 0 1 1 . 0 2 2
Table 5.3.3: Upper bounds yn for PFn/c
n PF >r  n PF ~r  n PF <r  rt
8 0.042 2.385 108.514
9 0.137 2.420 41.041
1 0 0.277 2.399 20.768
1 1 0.420 2.412 13.762
1 2 0.553 2.404 10.465
13 0.733 2.409 7.896
14 0.932 2.406 6 . 2 1 2
15 1.089 2.408 5.318
16 1.258 2.407 4.605
17 1.417 2.407 4.088
18 1.563 2.407 3.706
19 1.683 2.407 3.441
2 0 1.792 2.407 3.233
2 1 1.887 2.407 3.068
2 2 1.968 2.407 2.942
23 2.036 2.407 2.845
24 2.092 2.407 2.768
25 2.140 2.407 2.706
26 2.180 2.407 2.657
27 2 . 2 1 2 2.407 2.618
28 2.239 2.407 2.587
29 2.261 2.407 2.562
30 2.279 2.407 2.542
31 2.293 2.407 2.525
32 2.305 2.407 2.513
Table 5.3.4: Brackets (using N  = 32) and actuals for Ppn
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Proof. By definition we have
Fn-1
J~[ 2 sin 7r(r£o + (-co)ny)
r - k + l
Pk{{-co)ny) = PFn-x{{-(o)ny)
Putting s = Fn -  r in the right-hand product (and using sin(-jt) = -  sin x) gives:
(5.48)
Fn~  1
n
r =k+ 1
Fn-l-k
J- 1 2  sin n(rto + (-to)ny) = J~|  2  sin n((Fn -  s)to + (~to)ny)
5 =  1
t -l-k
J” ! 2smn(sco + (~to)n -  (~to)ny)
5 =  1
= PFn- i - k( ( -a j )n( l - y ) ) (5.49)
Now PFn-i-k((-co)n(l  -  y)) = Pk’((-a>)mx ) where x  = (~to)n~m( 1 -  y), = Fn -  1 -  k and m
is the Fibonacci index of k f so that Fm < k ' < Fm+\. Since k > Fn-\ we have k' < Fn - 2 -  1 so that 
m < n -  3 (which requires n >  3). We can now use the lower bound result from lemma 5.3.4 to 
give us for x e I  = [-u>, to2] and Fibonacci index m > 0:
PFn-i-k({-o>)mx) > PFm{{-co)mx) > 1 (5.50)
with the second equality holding only for m  -  0, which in turn requires Fn -  1 -  k = 0, ie 
k = Fn -  1 .
Now using w - 1  = 1 + = 2 + to, we obtain {-oo f J  = [(-w ) 3 (-<u-1) , (—<^>)3 o>-2] =
[to2, -to] = I  and 1 -  J  = [1 -  (-o>)-1 , 1 -  to~2] = [2 + to ,- l - to ]  = J. Hence if y 6  J  (and n >  3) 
we have x = (~to)n~m (1 -  y) € (-to )n~m~3 (-to )3(1 -  J) -  (~to)n~m~31 c  I, iex  g I. Hence (5.50) 
gives us PFn-i-k ((- to )n( 1 -  y)) > 1 for y G /  (with equality only for k = Fn -  1). Combining 
(5.48) and (5.49) now gives us for y e 7 and n > 3:
Pk((-oj)ny ) = PFn-i(( -o j)ny ) /P Fn-i-k((-co)n( l - y ) )  < PFn-x((-to )ny)
with final equality only for k -  Fn -  1. □
Corollary 5.4.2. Forn > \a n d F n-\ < k < Fn the Sudlerproduct Pk = Pk (0) satisfies Pk < PFn- 1 
with equality only for k = Fn -  1
Proof Noting 0 e 7, the lemma gives us the result putting y = 0 and n > 3. It remains to consider 
the cases n = 1,2. But then the conditions k < F\ = F2 = 1 require k -  0 and also Fn -  1 = 0, so 
that for n = 1,2, k = Fn -  1 = 0 and P* = 1 = □
We can now proceed to prove the main result of this section, namely that the Sudler product
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Pk has linear growth.
Lemma 5.4.3. Pk has at most linear growth (there isa C  such that for any k > 1 we have Pk < Ck) 
and the subsequence Ppn _i has at least linear growth.
Proof We start by noting that for n > 1:
PFn-i = PFn I \2 sin n ( - ( -w )n)\ (5.51)
and hence for n > 1 :
< PFn~ 1 < --------------   (5-52)27T0)n 2na>n(l -  \ n 2oj2n)
For n > 0 we use Fn = n -  ( - o j ) n )  to obtain o j  n = V5Fn/ ( l  -  (- l ) na>2n) which we use in 
the LHS to obtain:
V5Pf „
^ P f" (F„ -  1) (5.53)
2n{\ + oj2n)
From tables 5.3.1,5.3.4 we can see that Ppn > 1 for n > 0 , and so the subsequence Pf„-l has at 
least linear growth, which establishes the second part of the lemma.
Forn > 1  weuseFn_i = to o b t a i n = V 5 F „ _ i/( l- ( - l)n_1 6J2n-2)
for n > 2 (we must discard the case n = 1 as the denominator becomes 0). We use the result in the 
RHS of (5.52) to obtain for n > 2 :
/» _ V5PF„ _
F n  1 2FtL)(l -  | F2(P2'')
Now by corollary 5.4.2, for each n > 1 and any Fn_i < k < Fn, we have F^ < Ff „-i, and so for 
n > 2 :
V5 P f
P fc <  P F „ _ i <  — —  ,  ^  .  *  (5.54)
2noj(l -  oj2n~2)( 1  -  | ^ 2 6L»2n)
From table 5.3.1 we see that PF„ < 2.519 for n < 20, and from table 5.3.4 we see from the actuals 
column that Ppn < 2.421 for 8  < n < 32, and from the upper bound column that Ppn < 2.513 for 
n > 32 (using the fact that the sequences of bounds are monotonic). Hence we can deduce that 
Ppn < 2.519 for all n and the value Pfn = max„>o PF„ < 2.519 exists and is achieved for n = 3. 
Now for k > 1, k has a Fibonacci floor of Fm with m > 2, which means k  satisfies F„_\ < k < Fn 
for some n > 3, and so from (5.54) we have:
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which establishes the first part of the lemma with (using 1 -  to 2 =  o j) :
Chapter 6
Fixed points of composition sum 
operators
In previous chapters we have developed a series of results in which renormalisation played an 
increasingly important role. In this chapter we go a step further by developing a general renormal­
isation scheme. This proves a very complex scheme so we will focus on the simplest representative, 
which is the golden renormalisation operator M  defined on functions of the complex plane by:
(Mf ) ( z ) = / ( - ojz) + f(o )2z + (o) (6 . 1 )
where co is the golden rotation \  (VE -  l) . This operator arises in a number of contexts studied in 
the literature (see 6.2). We position this operator within what seems its natural context, that of 
composition sum operators (CSOs).
We will develop the theory of the fixed points of CSOs, and use it to determine constructively 
the complete set of fixed points of M  in a suitable function space (see 6.5.2). This includes 
previously unknown fixed points, and surprisingly a fixed point which is not the limit of an infinite 
series. The construction also provides the new identity (6.33) as a byproduct.
The exposition in this chapter follows [58].
6.1 The general renormalisation scheme
In this section we will develop formally a procedure we have used several times to date. However 
this time, in addition to rescaling the variables we will also rescale the functions.
Let Sn(x ,a ) = Z£~o f ( x  + k®) be a quasiperiodic sum for the irrational rotation a. (Note 
that the scheme we describe below is independent of the sum operator, and works just as well
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with the product operator). As usual we will let pnlqn be the convergents of a, and we will 
decimate the sequence by choosing every qnth element. We now use the relationships Sn (x, a) = 
Sm(x, a) + Sn- m(x + ma, a) from lemma 2.5.3, and qn+\ = anqn + qn-\ from (1.8), to derive the 
recurrence relation:
<^7 n+i (•*■’**) = Sa„qn{x, ex) + Sqn_l {x + cinqna, a)
= ^  Sqn (x + kqna, a ) ) + Sqn_x (x + anqna, a)
\  k =0 /
Now by ( 1 .6 ) {x + k q n a }  = {x + k ( p n  + ( - l ) n <Tn)} = {a: +  k ( - \ ) n a n ) (where a n is the absolute 
value of the error in the nth convergent), and so all the arguments in the expansion above are
within \ k a n | of x. Now fix x  = x q  and put en =  ( - 1  ) n a n . We now rescale the coordinate system
around xo by a factor of l / e n by putting y  = {x -  xo}/£n. This means the new co-ordinates of 
the circle are y e [0 , l /e n) with the origin at the point of the circle with coordinate xo in the old 
system. (Note that en is alternating.)
We now study the “renormalised” sum Sn(y) = Sqn (x, a). We note that x = {xo + eny}, so 
that:
Sn+i(y) = Sqn+l(xQ + en+iy ,a )  
an~ 1
= S<in(x o + en+\y ~ ken,a ) + 5 ,„ ,(xo  + en+1y -  anen,a )  
k=o 
a, , - 1
= g  (*° + -  ■*)•■“ ) + ( ' « + e-  f e y  ■- ■“» 7 ^ ) ■  « )
=  J ]  Sn i ^ - y  -  +  Sn - 1 ( ^ - y  -
t d  V I 6n-U
This functional recurrence relation is a representation of the renormalisation group operator. Its 
fixed points are the fixed points of the renormalisation (semi-) group. Unfortunately it is not a very 
simple recurrence relation. However in the special case of the golden ratio a  = oj = 5 — l) it
does simplify considerably. In this case, a n = 1 and en/en-\ = - oj so that:
Sn +1 (y) = S„ (-coy) + sn-1 (to2y  + oj)
This particular functional recurrence appears in the golden ratio analysis of several important 
physical situations as we will see below. The crucial question in these situations is whether the 
series of functions Sn converges to a function S. If it does then S is a fixed point of the operator M  
defined by:
( Mf ) ( y )  = f( -o jy )  + f(o j2y + oj)
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- o )  0  o )2 1
U  — o )2 I  +  a )
I  =  U U /.
Figure 6.1.1: T he a ttracto r o f the  IFS defined by M  is the  interval I  w hich is the self-affine un io n  
of the images of I  under the tw o affine contractions of M
The operator M  is clearly linear (A /( /i  + f { )  = M f \  + M / 2 ), and bounded w hen /  is bounded, so 
th a t at first sight o u r contex t seems to  be the well tro d d en  ground  of bounded  linear opera to rs 
on  a Banach space. U nfo rtuna te ly  it is n o t so sim ple. T he physical situations giving rise to  th is 
problem  lead us to  be particularly  interested in com plex analytic solutions. We w ill show  th a t M  
does indeed have a fixed po in t in Banach spaces of com plex analytic functions, and tha t th is fixed 
po in t is unique. U nfortunately  this fixed po in t is the 0 function!
This leads im m ediately to  the conclusion is tha t we w ill have to  hun t for any non-triv ial fixed 
po in ts  outside of Banach spaces. T his lands us in the  ra the r less well tro d  area o f u n b o u n d ed  
function  spaces. We will need to  develop a little of the th eo ry  of such spaces. H ow ever this tu rns 
ou t to  be a good th ing  - once we realise for exam ple th a t we can now  expect a linear o p e ra to r  
to  have m any fixed po in ts , we realise th a t these fixed po in ts can now  fo rm  a non-triv ial linear 
subspace, and there are some rich new  algebraic structures w hich emerge. O f particu lar interest is 
the fact that there is a m eta-operator ,A’ which maps a linear operator T  to a fixed point opera to r T  
the image of w hich is precisely the fixed po in ts of T.
First we review the relevant literature.
6.2 Review of existing results
A com position  sum  opera to r T  is a linear op era to r acting on  a vector space F  o f functions such 
that, for each function  /  e F,  the image vector T / ,  evaluated at x,  is given by:
{
T f i x )  = ^  a i ( x ) f ( a i ( x ) ) ,  (6.2)
i= 1
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where I  e N, a\,aci, are affine contractions, and ai, a2 , . . . ,  ae are a fixed sequence of
coefficients which may in general be functions, although in many cases they will be constants. A 
full definition is given in section 6.3.2.
Composition sum operators have been studied extensively by Kuczma and his co-workers. In 
particular, in the seminal monograph [36], CSOs are discussed in detail in chapter 6  “Higher order 
equations and linear systems”, principally in the real domain and in the “cyclic equation” case, in 
which the or,- are iterates of a single function. Kuczma et al give some important existence and 
uniqueness theorems in this context and we refer the reader to [36] and to the references contained 
therein. Functional equations associated with the operator (6.2) (and variations thereof) have 
been studied by several authors in the complex domain, following on from Koenigs’ classical work 
[34] on the Schroder equation. Analytic solutions of a class of functional equations encompassing 
fixed points of (6.2) have been studied in particular by W. Smajdor [54], and K. Baron, R. Ger, 
J. Matkowski [3]. Investigations of analytic and meromorphic solutions of several functional 
equations of this general type have been undertaken by W. Smajdor, J. Matkowski, R. Goldstein, W. 
Pranger and R. Raclis. We refer the reader to [36] for an overview of this work and, in particular, 
to the references contained therein.
CSOs arise in several contexts, including the application of renormalisation techniques to 
quasiperiodic non-linear dynamical systems and a toy-model of magnetic flux growth in kinematic 
dynamo theory [18, 19].
Quasiperiodic systems are an important class of non-linear dynamical systems which find ap­
plication in many areas of the physical sciences. In the simplest case, the dynamics are governed by 
an irrational number o j  g Q, often called the rotation number or winding number in the literature. 
It can often be identified as the ratio of two incommensurate frequencies in the underlying system. 
Studies of quasiperiodic systems often focus on the time-correlations between system variables. 
These correlations, and, indeed other properties of quasiperiodic systems, typically depend on the 
number-theoretic properties of o j ,  and, in particular, on the continued-fraction expansion of o j  and 
the associated rational convergents pnlqn ~> 0J- Examples of quasiperiodic systems include strange 
non-chaotic attractors, the Harper equation and its generalisations, and other quantum mechanical 
models depending on an underlying irrational rotation of the circle.
The correlation structure of quasiperiodic systems may be understood by renormalisation 
analysis, leading to dynamical functional equations which relate correlations at time t to those 
at time t + qn, the dynamical properties of which depend on the dynamical behaviour of the 
Gauss map (x x _ 1  -  [*_1 J) applied iteratively to o j  or, equivalently, on the action of the shift 
map on the entries in the continued-fraction expansion of o j .  In such studies the case of the 
golden-mean rotation number, for which o j  = (V5 - 1 ) / 2 , often plays a pivotal role. This is perhaps
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not surprising given the simplicity of its continued fraction [ 1 , 1 , 1 , . . .  ], with all entries equal to 1 . 
For the golden-mean, renormalisation analysis frequently leads to fixed-point functional equations.
For example, renormalisation of correlations for the golden-mean Harper equation leads (see 
[46]) to the so-called strong-coupling fixed point, satisfying the functional equation:
f ( z )  = f( -o jz )  f(co2z + o)) (6.3)
where /  is an analytic function with a pole of order 2  at z = 1 and a> = (V5 - 1 ) / 2 . The construction 
of the strong-coupling fixed point involves first studying fixed points of the composition sum 
operator M  in (6.1), namely:
Mf ( z )  = f(-co z)  + f(a>2z + o))
where /  becomes now a branch of log(z -  1) modulo an analytic function. (Here, of course, 1 — 2 
and fli = « 2  = 1  in (6 .2 ).)
Note that equation (6.3) is the fixed point case f n = f n- \  = / „ _ 2  = /  of the second-order 
multiplicative functional recurrence:
fn{z) = fn-l(-lO Z ) fn -l(l02Z + Co) . (6.4)
Similarly, the associated linear recurrence:
fn(z)  = /n -l(-w z ) + fn-2((D2Z + 0)) (6.5)
leads in turn to the operator M. The functional recurrences (6.4) and (6.5) arise in several contexts 
involving the golden-mean rotation number, in particular in connection with the Ketoja-Satija 
orchid flower for the generalised Harper equation [29, 45], and, with piecewise constant functions 
f n, in the analysis of quantum two-level systems [14], barrier billiards [8 ] and strange non-chaotic 
attractors [16, 43]. We refer to the comprehensive book by Feudel etal [15] for a full discussion 
of the applications of renormalisation theory in strange non-chaotic attractors and to [48] for an 
overview of applications of equations (6.4) and (6.5).
For other quadratic irrationals with constant continued-fraction expansion, say a> = [a, a, a, a , . . . ]  
where the integer a > 1 , we obtain the multiplicative and additive fixed-point equations
f ( z )  = (]~[ f ( - io z  -  k ) j  f{(D2z + aaj), f ( z )  = f( - (o z  -  k ) \  + f(o )2z + aco) (6 .6 ) 
u = o  /  \ k =o /
again with associated functional recurrences. See [44, 1 0 ] for applications in this case.
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We now return to the golden-mean case. In [46], a rigorous analysis established inter alia 
the existence and properties of a unique solution of (6.3) under the constraints of that physical 
situation, and provided an explicit expansion for the strong-coupling fixed point. Indeed, writing 
<p\{z) = -ixiZ and $i(z) = (o2z + to, this fixed point of M  has the form:
f ( z )  = A
i i=l
1 -  0 fl O . • ° 0 1 * U)
1 -  <t>h ° • • ° <Pik (to)
where ij e {1 ,2}, A e C, log is the principal branch of the logarithm, and o signifies functional 
composition.
The proof in [46] is non-trivial and also depends on properties of the golden mean so that its 
generalisation is not obvious. The theory presented in this chapter provides a general framework 
for the construction of fixed-points of composition sum operators, which not only illuminates the 
results of [46], but enables the construction of fixed-points of other renormalisation operators in a 
simplified and unified manner.
We note that the maps <p\, 0 2  form an Iterated Function System (see eg Falconer [13]) whose 
properties are well known. In particular this system possesses a (non-fractal attractor) in the 
complex plane which consists of the interval I  = [-o>, 1] of the real line. I  has the self-affine 
partition /  = (<p\I) (J( 0 2 ^) - see Figure 6 . 1 .1 .
The organisation of the rest of this chapter is as follows. We first describe in section 6.3.1 a 
general theory for the construction of fixed points of linear operators on vector spaces. In section 
6.3.2 we introduce formally the composition sum operators (CSOs), describe their properties, and 
define the function spaces of analytic functions on which we shall work. We introduce the idea of a 
seed function, which we will use extensively in the construction of fixed points of these operators. 
In 6.4, we apply the theory to construct fixed points of CSOs in the constant coefficient affine case 
(which we simply call affine CSOs). Finally, in 6.5, we show how the theory can be applied to 
construct fixed-points arising in the renormalisation theory of quasiperiodic systems. This final 
section uses a construction method derived from the methods in [46].
6.3 Preliminaries
6.3.1 Fixed point theory on vector spaces
In this section we describe the formal abstract setting for our construction of fixed-points of linear 
operators on vector spaces. O ur goal is to derive from a given linear operator T, a fixed point 
operator T  which maps its domain (called the seed space of T) to the fixed point space of T  (denoted
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FP(T)).
Although we have in mind applications to composition operators on spaces of complex analytic 
functions with various types of singularities, the theory is quite general and may used in cases 
in which linear operators act on a vector space that may be decomposed into a direct sum of 
subspaces, one with a well defined Banach space structure and no non-zero fixed points, and 
the other consisting of vectors lacking a finite norm, but which are prototype fixed points or 
“seeds”. Although, set in this general context, the theory is straightforward, its power lies in its 
application to construct fixed points of renormalisation operators and other operators, in which 
the fundamental structure of the fixed points are evident, but the precise detail is not.
Let F  be a vector space and let G c  F  be a proper non-zero subspace of F. In many cases G is 
equipped with norm || • || which endows G with a Banach space structure, but this is not necessary 
for the general theory. Let T  : F  —> F be a linear operator and let T denote the operator I  -  T  on 
F. We note that /  e F  is a fixed point of T  if, and only if, it is in the kernel of T.
We assume that T  satisfies the following two properties.
PI T{F)  c  G, so that T  maps the whole of F  into the subspace G.
P2 The restricted operator T \g  is invertible on G so that T+ = T\q exists and maps G to G.
We note three points. First, when G has a Banach space structure with norm  || • ||, then the 
second condition is satisfied when T \ g  is a contraction with \\T\\ < 1 (but this is not a necessary 
condition). Second, although these two conditions are very general, one can often think of G as 
the well-behaved non-singular part of F  and F\G  as being the singular or unbounded part of F, 
which provides seeds for the construction of non-zero fixed points of T. Third, writing F  explicitly 
as the direct sum F = G © S, we will see below that the vector space S is a subspace of the seed 
space which is mapped one to one to the fixed points of T  by the fixed point operator.
The following is the principal result for the construction of fixed points of the operator T.
Theorem 6.3.1. Let F be a vector space and T : F  —» F be a linear operator satisfying the conditions 
PI and P2 above. Then the linear operator T  : F  -> F given by
T = I  — T+T
maps F to the subspace FP(T) offixed points ofT, and T induces a vector space isomorphism from the 
factor space F /G  to FP(T). In the case when F  = G © S ,T  induces an isomorphism from S to FP(T).
The proof of this theorem is quite straightforward and belies the utility and power of the 
theorem itself.
Proof Let /  e F and consider T f .  Then T ( T f )) = T f  -  T(T+T) f  = T f  -  T f  = 0 so that T f  is a 
fixed point of T. Conversely, let /  e F  be a fixed point of T. Then T f  = 0 so that T f  = / ,  and so
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/  € TF. It is straightforward to show that FP(T ) is a linear subspace of F.
Now let us abuse notation slightly and also denote by T  the map T : F/G  —» FP(T ) given by 
T[ f ]  = T f , for [ / ]  an element of F/G. It is straightforward to show that T  is a linear map and 
we note that this map is well defined because G is in the kernel of T. It is immediate that Im T  
= F P(T ) .  Now let [ / ]  e F/G  be in ker T. Then T[f ]  = [0], so that [ / ]  = T+T [ f  ] whence /  e G 
and so [ / ]  = [0]. It follows that T  is a vector space isomorphism.
Finally, in the case F = G © S, S is isomorphic to F/G  via the natural inclusion, and so T  
induces a vector space isomorphism S to FP(T). □
Note that T is now our fixed point operator derived from T, and its seed space (domain) is 
lGl , i.e. /  is a seed if, and only if, /  € T  *G. This also means T f  = f  + g io x g  = - T +T f  e G. 
There is also a straightforward but important extension which allows us to extend the operator
T.
Corollary 6.3.2. Suppose that condition P2 holds, but not PI, so that we do not necessarily have 
T(F ) c  G. Suppose, instead, that for some f  e F ,T  f  £ G, bu tT (T kf ) € G for some integer k > 1. 
Writing fk  = T/i=o T (Tl f ) ,  th e n T (f -  fk )  e G a n d T ( f  -  fk )  is a fixed point ofT. Moreover, the 
fixed point is independent o f the choice o f k.
Proof Since fk  = Ef=o T(Tlf )  = f  -  Tkf ,  it is immediate that T ( f  -  f k)  = T(Tkf )  e G, and 
so /  -  fk  is a seed and we may now apply theorem 6.3.1. The final statement follows from 
the observation that, if k > k, then TTk f  = Tk~kTTkf  e G, since T(G) Q G. It follows that 
T ( f  -  f f )  -  T ( f  -  f k)= T( f k - f a )  = 0, since f k -  f% e G. □
We call a vector /  satisfying the hypotheses of corollary 6.3.2 a generalised seed.
As a simple application of theorem 6.3.1, we consider the operator T on real functions c(x) 
defined on [ - 1 , 1 ]
, 2  1 \ 2
This operator arises from the zero-shear base case of a the stretch-fold-shear toy model in kinematic 
dynamo theory, studied in detail by Gilbert [18, 19].
Now, for integer n > 1 , let F^n-t ^enote the real vector space of odd polynomials of degree at 
most 2n -  1. Then, evidently, TP%n = P°2n- p  and, indeed, T has an upper-triangular matrix with 
respect to the standard basis {x, x3, . . x2n~l }, from which the spectrum of T  restricted to is 
readily obtained. Let us now consider the operator T  from the viewpoint of theorem 6.3.1. Writing 
P%n_i = Pjn-i® < - * 2 ” - 1  > and Ti -  4n~lT, then it is straightforward to verify that the hypotheses 
of theorem 6.3.1 are satisfied with G = P jn ^  and ^ =< -X2 n - 1  >> from which the spectrum and
'Here T  G  = { f  6 F  : T f  € G }, as T  will generally not be invertible on the whole o f F.
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eigenfunctions of T on P^n-i may calculated- I*1  fact> this is also the spectrum of T  acting on a 
more general space of analytic functions on which T  is compact. See [18, 19] for details.
6.3.2 Composition sum operators
We can now apply the general theory of the previous section to help us identify fixed points of the 
particular class of operators we call composition sum operators. The operators M  and T introduced 
above are examples of this class.
In what follows we will adopt the convention of writing f a  to denote the composition of /  
with a  defined by ( fa ) ( x )  = f (a (x )) .  When we need to indicate a scalar multiplication that could 
be confused with a composition we will use the “dot” notation, a. f .
Definition 6.3.3. Composition Sum Operators
Let a : D — » D be a map of a complex domain into itself, and let F be a ring of complex-valued 
functions defined on D. In practical applications, D is frequently a disc and F a space of functions 
analytic on a dense subset of D (ie admitting various types of singularities on D).
We define the operator a* on F  by a* f  = f a .  We call or* a c o m p o s it io n  o perato r on F.
A  c o m p o s it io n  sum  o perato r  (CSO) on F is an operator T = £ f = 1  at a*, on F  where a,- e F, 
cii 4- 0, a*{ is a composition operator on F, and T f  -  (Z  flit*,-) /  = E  ai- f^i -  We call the positive 
integer t  the length of the CSO, and we assume that or, + a j,  for i + j .  When it is clear from the 
context, we suppress the explicit range i = 1, . . . , £ .  We call D a base d o m a in , noting that by an 
abuse of notation we may also regard T  as a formal sum operators on many base domains and 
function spaces.
We say that T -  %fi=1 ai&* is an affine c s o if each a, is a constant, and each a t- is an affine 
contraction, i.e. a t (z) = Si(z -  Zi) + Zi, where Zi € D and l^ l < 1, s,- e C.
Example 6.3.4. The operator M  of (6 .1 ) is an affine CSO. To see this, note that M  = (p\+ (f>*2 
where <p\{z) = -coz, <p\( z )  = oj2z  + a> = a>2(z -  1) + 1. So M  is a CSO of length 2, with constant 
coefficients a\ = 1 , ci2 = 1  and affine contractions with si = -a>, S2  = co2.
In the case when F is a  Banach space with norm || • ||, we have ||T /|| = HU fl/./o'/ll ^  Zlffiill ll/ll 
so ||T|| < 2  Iffiill < 0 0  so a CSO is also a bounded linear operator on these spaces. However, as we 
discussed in the introduction, the most interesting cases occur when T is an operator on a space 
which includes points without a finite norm (e.g. functions with singularities).
The fixed points of the constituent composition operators ai of a CSO play an important role 
in the theory. We introduce the important notion of fixed point independence which characterises 
a class of CSOs of interest.
Definition 6.3.5. Fixed Point Independence
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Let T = 2 f = 1  aia *i be a composition operator on a space of functions defined on a domain D. 
We say ai is fixed po int  independent  in T  if FP(ai)  P| a jD  = 0 for all j  ± i, ie every fixed point 
of at is separated from the image the base domain under each aj .  If at is fixed point independent 
in T  for each i, then we say T is itself fixed point independent.
Example 6.3.6. The CSO M  is fixed point independent on the base domain D = {-o)~x + e, o f 2 -  
a>~x6) + iR  for any 6 > e > 0 and 6 + ioe < oj~2. To see this, first note that (p\, (pi have fixed points 
0,1 respectively. The result follows by observing that 1 £ <pi(D) = (-co~x + 6,1 -  a>e) + iR  and 
0 £ <pi{D) = (o)2e, o~ x -  u6) + iR.
In the next section we develop the theory of seed functions to construct fixed points of CSOs 
with Poles, Essential Singularities and Simple Logarithmic singularities (PESL singularities - see 
definition 6.4.2). We concentrate on these as they currently seem the most significant; however the 
techniques presented are readily extended to other types of singularity such as algebraic singularities.
6.3.3 Unbounded seed functions over Banach spaces of complex functions
In this section we look at conditions under which an unbounded function /  can be a seed for 
a CSO T over a Banach function space G. Recall that a seed of T  over G is an element /  of the 
domain of T  for which T f  € G. This is a strong condition as we shall see. When T  operates on 
functions, we will call its seeds seed functions.
We will show later that apart from a small set of CSOs which admit polynomials as fixed points, 
there are no non*trivial analytic fixed points of an affine CSO in G. All other non-zero fixed points 
therefore have singularities of some sort. For some CSOs with real coefficients the singularities 
can be discontinuities (see [43] for an example), but in the context of CSOs defined on spaces of 
complex analytic functions (with singularities) we are most interested in PESL singularities (see 
6.4.2).
We start with a formal definition of unbounded points as these play an important role in the 
theory.
Definition 6.3.7. The u n b o u n d e d  s e t  of a function
Let / : £ / —» C for some open subset U of C. We say that zo £ U is an u n b o u n d ed  p o in t  of /  
if zo bas no neighbourhood N(zo) Q U  on which /  is bounded, i.e. for any neighbourhood N(zq) 
in U supz€7V(zo) |/ (z ) | = oo. The unbounded set of /  in U, denoted unb[ /( /)  is the set (possibly 
empty) of unbounded points of /  in U. When U is clear we will simply write u n b (/).
The significance of the unbounded set lies in the following:
Proposition 6.3.8. I f f  : U -» C is a seed function fora  CSO T over a Banach function space G, then 
unb{/(/) = u n b jy (r/),
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Proof. Recall that /  is a seed function if T f  e G. Hence T f  = f  -  T f  is bounded. It follows that 
f , T f  must share their unbounded points. □
In principle, unbj/ ( / )  may be large and composition operators may act and interact on the 
set in intricate ways which are beyond our current scope. We will restrict our attention to simple 
actions which we define as follows:
Definition 6.3.9. Functions which are simple under a CSO T = 1 atai
Let /  : U —> C for some open subset U of C. We say /  is simple under T  on U if for any 
z e unb[/( /) :
1 . For each i e {1 . . .  n}, either or,- ( z )  = z  or otj(z) £ unbu ( f )
2. If at ( z )  = z = aj  (z ) then i = j
Simple functions have an important independence property given by the following lemma:
Lemma 6.3.10. Let T = aia*{ be a CSO, and let f  be a seed over a Banach space G o f functions. 
I f f  is simple under T, then u n b (/)  c  (J,- FP(at),  and each unbounded point o f f  is a fixed point o f  
precisely one a{.
Proof. By proposition 6.3.8, if z e u n b (/) then z € unb (T f )  so T f  = at. f a t  is unbounded at
z. Hence for at least one i, f a i  is unbounded at z, ie aiz  e u n b (/). Since the unbounded set of /
is simple, by definition or/ ( z )  =  z  and the i is unique. □
Note that if T is fixed point independent (see definition 6.3.5) then item (2) in definition 6.3.9 
is satisfied for any / ,  and we need only check item ( 1 ) to determine if /  is simple.
Example 6.3.11. Consider the affine CSO M.  The fixed points of its composition operators are 
{0,1}. So any simple seed or fixed point of M  is unbounded on at most {0,1}.
6.4 Fixed points of affine CSOs with PESL singularities
In this section we will study fixed points of affine CSOs acting on certain complex function spaces 
which we call PESL spaces (for reasons to be clarified shortly). We wish to apply our results about 
fixed points of linear operators to complex functions with unbounded points, but this raises a 
technical issue which we address first.
6.4.1 Technical preliminaries
In our study we will use tools of linear algebra together with those of complex analysis. In the 
linear algebra world our primary objects of study are functions defined over a common domain; in
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the complex analysis world our primary objects are holomorphic functions. The techniques of 
both worlds work well together when we are dealing with holomorphic functions over a common 
domain, and elsewhere this is very often the case. Unfortunately in our case, our functions may 
be non-holomorphic at any point of the domain, and we need to take some care in bridging 
between the two worlds. Fortunately once recognised, this is not a difficult thing to do, and there 
are a number of possible approaches. The approach we take here has the benefit of preserving 
the prim ary objects of study in both worlds. We will be quite formal in our approach, as our 
experience is that not doing so can lead to subtle misunderstandings.
Definition 6.4.1 (Holomorphic Extensibility). Given a non-empty open subset JJ Q C:
Let F +(U) be the set of partial functions with complex values on U, ie for /  G F +(U) the 
domain of /  is a subset of U (possibly empty or full). Let H +{U) be the subset of holomorphic 
functions in F +(U)2.
F(U)  c  F +(U) be the vector space of total functions (ie defined on the whole of U), and H{U)  
the subspace of holomorphic functions on U.
For /  g F +(U)  the h o lo m o r p h ic  su p p o r t Uf  of /  is the set of points in U on which /  is 
holomorphic, and the h o lo m o r p h ic  p a r t of /  is f \ u f  e H +(U).  The d e r iv a t iv e  / '  of /  exists 
when Uf  =£ 0 and is defined to be ( f \ u f Y  e  H +(U).  The s i n g u la r i t y  s e t  X f  of /  in U is the set 
of points in U at which /  is not holomorphic.
We say f , g  € F +( U ) are h o lo m o r p h ic a l ly  e q u a l  and write f  =h 8  if their holomorphic 
parts are equal, ie Uf  = Ug and f \ u K = glc/K •
Also we say /  is a h o lo m o r p h ic  e x te n s io n  of g  if Uf  □ Ug ± 0 and f \ u K = g|c/s , and g  is 
h o lo m o r p h ic a lly  e x te n s ib le  at z  € U if there is a holomorphic extension /  of g  such that z  e Uf. 
If z  e  X g we call z  an E x te n s ib le  S in g u la r i t y  of g .  (Note that /  itself is not required to be 
holomorphic on the whole of its domain).
Note that F+(U), H +(U) are not vector spaces, because if the domain of /  is a strict subset of 
U then /  -  /  ^  0|t/. However observe that H +(U) n  F(U)  = H(U).  Note also that a holomorphic 
extension is a generalisation of analytic continuation, and a removable singularity is also an 
extensible singularity.
The definition provides a framework of terms for linking our vector spaces with sets of 
holomorphic function. Crucially =h is an equivalence relation and any holomorphic function 
h  G H +( U ) can be identified with an equivalence class of functions /  in the vector space F ( U )  
which have h  as their holomorphic part.
As an example, when we now talk of h ( z )  = 1/z being holomorphic on C apart from a 
singularity at 0, we will formally regard h  as being in H +(C) with domain C\{0}, and identify h
2For completeness we include the empty function in this set, though we will never use this fact.
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with the equivalence class of functions [ / ]  in F (C) defined by / ( z ) = 1 / z  for z + 0.
6.4.2 PESL spaces
We are now able to construct very general vector spaces of unbounded functions. We will proceed 
to construct examples of spaces which contain functions with singularities of PESL type (Poles, 
Essential singularities, and Simple Logarithmic singularities - the latter are defined below). Due 
to the possible presence of many overlapping branch cuts, these spaces also contains functions 
whose holomorphic support can have complicated topology, and in turn we find this also requires 
us to allow for the inclusion of functions with extensible singularities. The particular spaces we 
construct here are in fact slightly larger than minimal, but admit an elegant definition.
Definition 6.4.2 (PESL space). Given an open connected set U, let /  g F{U)  be a function 
whose holomorphic support Uf  is dense in U. We say /  is a PESL function if its derivative 
/ '  G H +(U) has a holomorphic extension /*  g F(U)  which has at most finitely many (hence 
isolated) singularities in U. We call the set P(U)  c  F(U)  of PESL functions on U the PESL space 
on U.
Proposition 6.4.3. The PESL functions P(U ) on U form a vector subspace ofF(U)
Proof Clearly 0 G P(t/)and if /  e  P{U)  then A f  G P(U).  It remains to show that if / ,  g g P{U) 
the /  + g G P(U).  First, the holomorphic support U/+g of f  + g contains Uf C\Ug which is 
dense-open in U, and so Uf+g is dense in U. But Uf+g is open by definition, and so is dense-open. 
Now let /*, g*be holomorphic extensions of / ' ,  g' with Xf ,  X g finite. Then Xf*+g* c  X f  U X g is 
also finite, and /*  + g* is holomorphic at any point that f r + g'is holomorphic so that /*  + g* is a 
holomorphic extension of f  + g'. Hence /  + g G P(U).  □
Note that we are here using complex analytic tools to define essential properties of /  g F{U)  
and then using tools of linear algebra to define the PESL space. The following result shows that 
the PESL space is in fact just the PESL functions. That the PESL space include all functions with 
singularities of PESL type becomes clear from the following:
Definition 6.4.4. Let /  g F{U) be a PESL function, zo a singularity of /* , and let P(z)  = 
Yfj=\ a- j ( z ~  z o ) ~ J be the principal part of the Laurent series of f *  around zo- Then we classify 
the type of /  at zo as follows:
1. If P = 0, and then zo is a removable singularity and /  is holomorphically extensible at zo to 
another PESL function. We say /  is of Extensible type at zo- Otherwise:
2. If f*  is a simple pole, ie a-\ + 0 and P -  a - \ ( z - z o ) _1 then we say /  is of Simple L ogarithm ic 
(SL) type at zo and that zo is a Simple L ogarithm ic  Sing ular ity .
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3. If /*  has a residue of 0 at zo, ie n_i = 0, then /*  still has a pole or essential singularity at zo 
and and we say /  at zq is of Pole (P) or Essential S in g u la rity  (E) type respectively.
4. Otherwise we say /  is of superimposed type at zo,  since f *  = / j  + / |  where f \  is of SL type 
and f i  of P or E type at zo-
We are now ready to apply the theory developed in previous sections. We will first establish the 
result previously claimed, namely that the only non-trivial analytic fixed points of an affine CSO 
are polynomials. We then proceed to consider fixed points in PESL space.
Recall that an affine CSO T  = Xf=i a i a * Is a CSO for which a \ ,  a 2 , . . . ,  d (  are non-zero 
constants and the maps a i, » 2> • • • 5 01 e arc affine contractions a , - ( z )  = Zi + s/(z -  z/) on the 
complex plane, where the fixed points z,- and contraction rates Si are all complex constants, and 
with 0  < |sj| < 1 . In many applications the Zj and the s(- are real, but the theory may be just as 
easily developed for complex z/ and S(. With affine CSOs we are able to obtain a good theory for 
the construction of simple fixed points, drawing on the work of the previous sections.
We shall work in a fixed disc in the complex plane. Let D = Dr, the open disc of radius r 
about 0 in C, and let G{Dr ) be the complex Banach space of functions g analytic on Dr with 
finite supremum norm | | g | U , r  = sup{|g(z)| : z e Dr }. Let R  > 0 be chosen so that for some 
6 > 0 , cti(DR+s) Q D r s  for all i = \, Because the or,- are contractions, this condition holds 
provided we take R  sufficiently large. We write D = D r , and G = G ( D r ) and ||g||oo = IlglU,/?, for 
g e G .
6.4.3 Bounded analytic fixed points
Let us consider the affine composition sum operator T  = Y f i = \ a i a *i- It is straightforward to
verify that T  is a linear operator on the complex Banach Space G. Moreover, for m  > 0, we may
differentiate m times the function T g :
€
(Tg) (m)(z)  =  E  • ( 6 . 7 )
i= l
We now define an induced operator on G, which we denote by T^ m \  given by
e
T (m)g ( z )  = ^  a i s 7 S ( a i ( z ) ) . (6.8)
1=1
for g e G .  We have that
e
l i r (m ) | l U < E l « . H ' ' . ' l m I I I I U .  ( 6 . 9 )
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so that the operator norm ||7^m)|| < Yfi=\ An immediate consequence is that there
exists m > 0  such that ||7^w)|| < 1, a contraction. Finally, using Cauchy estimates, we see that if 
g e G, then g ^ a t  is also in G and, moreover, ||g (m^£t;||oo < #||g||oo, where K  = Rm\ £~(m+1), for 
i = 1 , . . . ,  i.
From these results, we may readily show that all non-trivial fixed points of T  in G are polyno­
mials. The proof is rather elegant. Indeed, suppose g e G is a fixed point of T, with g + 0. Then, 
for some m > 0, 0 < ||g (m)||oo = l|T(m)g(m)||oo < ||T(m)|| ||g (m)||oo < ||g(m)l|oo, a contradiction. It 
follows that g is zero or a polynomial of degree at most m — 1 .
Whether or not T has a polynomial fixed point depends on the precise values of the a,- and or,*.
Indeed, for a polynomial p(x) = po+ p \x  H 1- pmx m, pm + 0, it is clear that Tp is a polynomial
of degree at most m. Inspecting the coefficient of xm in Tp(x) = p(x),  we have
a \s™  + ci2 S™ +  h aes™ = 1 (6.10)
which is clearly a necessary condition for a polynomial fixed point of degree m. Conversely, 
suppose that (6.10) holds. Then if p(x)  is of degree m,Tp  is of degree at most m — 1, and so T  is 
degenerate and has non-trivial kernel. If q is in the kernel, then Tq = q. Hence T  has a non-trivial 
space of polynomial fixed points if, and only if, (6.10) holds for one or more m > 0. N ote that 
there is some N  > 0 such that the condition does not hold for any m > N,  and so the space of 
polynomial fixed points of T  is of bounded maximum degree.
6.4.4 Fixed points with PESL singularities
We now assume that there are no polynomial fixed points, ie that
a\s*x + d2 ^  + ---- * ^  L  for all j  > 0 . (6 .1 1 )
It is now evident that the only non-zero fixed points are necessarily singular on D. In what follows 
we restrict ourselves to considering functions with PESl singularities.
Let us consider first simple seeds /  with unbounded isolated singularities. Since /  is simple, 
every point of unb/) /  is a fixed point of a unique or,-. Without loss of generality, we let i -  1 and we 
suppose that /  has an isolated singularity at z\, so that f\D-{Zl] is analytic on some neighbourhood 
of z\. Let Ce be the oriented circle z\ + eel9 of radius e > 0  about z\. Then if or,- is fixed point
independent on D, and for e sufficiently small, /  is analytic inside and on a; (Ce) for i = 2,
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Using the fact that /  -  T f  is analytic and integrating along Ce, we have, for integer k > 0,
0= f  (z - z i ) t (.f(.z)-Tf(z))dz = [  (z-zi)*(/(z)-ai/(<*i(z)))<fe (6-12)
J c e J c e
= J^ (z -  z i )kf ( z ) d z  -  (z -  zi)*ai/(ari(z))</zj (6.13)
= |y* ( z -  z\)kf ( z ) d z -  J ^  s~(k+1)(w -  zi)ka1f (w )d w^  (6.14)
= 2wi/-(ik+1 ) ( l - ^ (k+1 )fl1) . (6.15)
In this calculation we have used Cauchy’s integral theorem, together with a change of variable 
w = a\{z).  We have denoted by f-(k+\) the (k + l ) - th  coefficient in the Laurent expansion of /  
about zi-
We conclude for k > 0 that either f-(k+i) = 0 or a\ = If the latter condition holds, then
we may have f~(k+1 ) ^  0 and / ( z )  = (z -  Z i ) -(A:+1) is a seed function, from which a fixed point of 
T  may be constructed, provided (6 . 1 1 ) holds. The construction is omitted here as it is similar to 
that given below for the logarithmic case.
The result also shows that essential singularities do not lead to fixed points of affine CSOs. For 
( l  -  s~^k+^a \ j = 0  cannot hold for more than one k > 0 , ruling out a non-finite principal part of 
/ a t z i .
We now give the construction of a fixed point of T  in the case when the seed function /  is of 
simple logarithmic type at zi (see definition 6.4.2) where z; € D, and where i is one of 1, 2, . . . ,  
Again, without loss of generality, we take i = 1.
Our first observation is that we may take / ( z )  = log(z -  Zi), since if / ( z )  = log(z -  Zi) + g(z), 
where g e G, then T f  = T f .  (Any convenient branch of the logarithm may be taken, although, 
to be specific, we choose the principal branch.) Again we let a\ be fixed point independent on D
so that, for j  t  1, zi g aj(D) .  Therefore / ( z )  -  T f ( z ) = log(z -  zi) -  fli logfa^z) -  zi) + g{z), 
where g 6  G, and, since log(z -  zi) -  «i logfaAz) -  zi) = log (z-Z i) -flilo g (z i + 5 i ( z - z i )  -  Zi) 
=  (1  -  a \ )  log(z -  Zi) -  a \  logxi, it follows that f  - T f  e G if, and only if, a \  = 1.
Let us now assume that a \  = 1 and / ( z )  = log(z -  Zi). For convenience we consider separately 
the cases when T  is a contraction on G and when T  is not a contraction on G.
The first case is easily handled directly by appealing to theorem 6.3.1. Let F = (log(z-Zi)>©G. 
Then T : F  —> F satisfies the hypothesis of theorem 6.3.1, from which we conclude immediately 
that TF is the space of fixed-points of T  in F  .
The second case may be handled by differentiating the operator T, say m times, until it is a 
contraction, appealing to theorem 6.3.1 for the induced operator T^m\  and then integrating up 
to obtain a fixed point of T. Specifically, let m > 1 be such that £ f=i |flj||Silm < K < 1 and let
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/rn(z) = (m -  l)!(-ir-'(z -  Z i ) - m . Then
e e
= - / m(z) = 2 ] a is” / m(a i (z)). (6.16)
1=1 1=2
as may readily be ascertained by direct calculation. The right-hand side is in G (since z\ £ &i(D) 
for i = 2, so that f m is a seed function for T(w). Moreover, I  -  T(m) is invertible in G
because ||T(m)|| < K < 1. We may therefore apply theorem 6.3.1 with F = < f m > © G to obtain 
a one-dimensional subspace of fixed points < f m > of in F.
To obtain a fixed point of T, we integrate m times, although we must then handle a polynomial 
of degree at most m -  1  that arises from the constants of integration. Specifically, let us define the 
integration operator I : G —» G by the integral on the line segment [0, z] for z e D:
I(g)(z)= [  g (w )d w . (6.17)
Jo
Denoting the ra -th  iterate of I  by I m, and noting that / m -  / m e G, we may define the function 
f  + I m (fm ~ fm )  which we denote / .  The function /  is not necessarily a fixed point of T. However, 
differentiating T f  -  f  m times, we obtain
(6.18)
(6.19)
(6.20)
since T(/n) f m -  f m. It follows that T f  -  f  = qm, where qm is a polynomial of degree at most m -  1. 
Now let pm = (I ~ T)~lqm, a polynomial of degree at most m — 1, the inverse existing because 
of (6.11). Then we have immediately that T ( f  + pm) -  ( f  + pm) = 0, so that f  +pm is a fixed point 
ofT.
6.4.5 Summary
We have proved the following result:
Theorem 6.4.5. Let T be an affine composition sum operator given by
e
T = Y , a ia ],
1 =  1
where I  >2is  an integer; andfor i -  1, at e  C, and a,- (z) = Sj (z -Zi )+Zi  are affine contractions. 
Let R >  Obe such that there exists 6 > 0 with ai(DR+s) Q Dr s  for i = ! , . . . , £
( T f -  / ) (m) = ( T f - f  + T Im( U  -  f m) - I m( u -  /™ ))(m> 
=  -  f m) + -  f m) - ( u -  f m)
= 0,
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Then
1. T has a fixed point which is a non-zero polynomial i f  and only ifa\s™ + a.2 S™ + -1- aes f  = 1
for some integer m >  0. I f  there are polynomial fixed points, there is also a maximum integer m 
satisfying the constraint, and all the fixed points are then o f degree at most m.
2. I f  there are no polynomial fixed points7*, but for some 1 < i < I, at is fixed point independent on 
Dr (ie zi i  Uj& aj (D R)), then:
(a) I f  at = sk, for some k > 1, then T has a fixed point f  o f the form
f ( z )  = ( z -  Zi)~ k + g(z)
where g e G is analytic and bounded in Dr , and also uniquely determined.
(b) I f  at = 1, then T has a fixed point f  o f the form
f ( z )  = lo g (z -z i)  +g(z)
where g e G is analytic and bounded in Dr , and also uniquely determined.
Moreover i fT  is fixed point independent on Dr , then every simple fixed point o f T whose singularities 
are o f PESL type is necessarily a linear combination offixed points satisfying the conditions above.
Example 6.4.6. We consider the affine CSO M. The requirement of the theorem on R  is satisfied 
by putting R  = to~x -  6 for some small 6, and then by 6.3.6 it is also the case that M  is fixed point 
independent on D r (ie both its composition operators are fixed point independent on D r ) . Also 
from 6.3.6, the CSO M  has length 2  with a\ = aj = 1 and si = -to, S2 = to2. By the theorem, it 
has no polynomial fixed points, and its simple fixed points with PESL singularities have the form 
A logz + /tlog(z -  1) + g(z) with g analytic and bounded in D r and uniquely determined. In the 
next section we will determine g.
6.5 An alternative (elementary) approach
In the previous section we developed some general theory on the existence and nature of fixed 
points of affine CSOs. The approach also provides a method for constructing these fixed points 
concretely. However it requires the use of complex calculus. We will present here an alternative 
approach to construction which uses only elementary methods. We will use the operator M  from 
(6 .1 ) as a concrete example for the construction.
3 This condition guarantees the invertibility o f /  -  T,  and hence the existence o f PESL fixed points. However if 
polynomial fixed points do exist, the possibility of PESL fixed points is not ruled out, and if they do exist they will satisfy 
the conditions given above for a,-.
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In the previous approach we derived a contraction operator from the initial CSO by differenti­
ating a number of times. In this approach we also derive a contraction, but this time we obtain 
it by a simple algebraic operation. This is more in the spirit of the work in [46, 1 0 ], We start 
by developing a general theory of CSOs acting on £\ spaces of holomorphic functions. (This is 
complementary to the theory of the previous section).
6.5.1 CSOs acting on i \  spaces of holomorphic functions
For R > 0, let G r  denote the complex Banach space of holomorphic functions on the open disc 
D r  = {z  : \z\ < R } with finite ^i-norm ||Z “=o CnZ” IL = \cn \ R n• For n  > 0, we denote by Z n 
the basis function Z n : z  '—» z n , which has norm Rn. The set { Z n : n  = 0 ,1 ,2 ,...}  forms a basis 
for G r . We note the following standard lemma, which we include for completeness.
Lemma 6.5.1. Let T be a bounded linear operator on the Banach space G r  o f holomorphic functions 
and let K  > 0. Then the induced operator norm ||7"|| ^  < K i f  and only if\\TZk\\R < K\\Zk\\R for all 
k > 0 . The result also holds when the inequality is replaced with a strict inequality.
It follows that T  is a contraction on G r with contraction rate K < 1 if, and only if, it contracts 
each basis function Z& with contraction rate K.
Proof First suppose \\T\\R < K. Since e G r , HTZ^H  ^ < llTH^ HZfcH^  < K R k, as required. We 
now prove the converse. Let /  = Z^ o arZr G G r . Since T is bounded, hence continuous, 
Tf = Tlimn_>oo Z”=0 arzr = lim ,,-^  TZ”=0 arZr = limn^oo Z”=o arTZr and so it follows that 
II-^/IIk = limn-*oo||Zr=o arTZr\\R < lim^oo Z^=0 \ar \KRr = K \\f\\R whence HT’H^  < K, as claimed. 
This completes the proof. □
One particular feature of affine CSOs is that they are contractions on the basis functions Z^ 
for k sufficiently large, as is shown by the following result.
Lemma 6.5.2. Let T  = Zf=i aia *i he a CSO with at constant (and non-zero), a ,(z ) = siz + ti where 
|Si | < 1. Let s = max,- {\si \}, and let p  e R satisfy s < p  < 1.
Then there exists Rq > 0, and integer N  > 1 such that
1. \\TZn\\R < p nRn for all R > Rq and all n > N.
2. For 0 < n < N, \\TZn\\R < pRn for all R > Rq, whenever |zf=i ais?i \ < P-
Proof. We have (TZn)(z) = Z i di(siZ + ti)n = Z ” = 0  Zr Z i ai hence follows that
n^n z^Z“'(;Wr *r=*"z(;)z^ (!)
r =0 i ' ' r=0 ' '  i
(6.21)
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Therefore
\\TZ„\\r < fi" £  lad ( |* | + | | | ) "  (6-22)
i
from which we see that if 15 / |+  ^  < fi < 1 for all z, then we can find TV > Osothat \\TZn\\ < jinRn
J i z JI-
We now consider n < N  for TV > 1. From the above:
for n >  TV. The condition on R equates to R q = maxt-{ _ |J.|}.
\\TZn \\R < R n ! > « ( £ )
r=0 ' '
(6.23)
Since n is now bounded, for any e > 0, we can choose R large enough to give \\TZn \\R < 
* " ( |Z / a . - s ? |  +  e ) .
Hence if l ,^- n( .v''| < jj < 1 for 0 < n < N, we will have ||7'Z„ ||R < [iRn for large enough
R. □
The following corollaries are immediate.
Corollary 6.5.3. I fT  is an affine CSO with each |5 /| < 1 and, for each n > 0, | a / 5 ?| < 1, then T is 
a contraction on G r  for large enough R.
Corollary 6.5.4. I fT  is an affine CSO with each |5 ,| < 1  and, for each n > 1, |Zh ais"\ < 1 , then 
Tc is a contraction on G r  for large enough R, where c is a constant and Tcf  = T f  -  c*(Tf) =
Zf=i f a t  -  Zf=i a i f a i i c ) .
Proof Note that for any constants c and a, ac* is a degenerate affine CSO with s = 0, so that for 
n > 1 each sum |Z)/ fl/5 ” | is unchanged between T  and Tc . But the sum for Tc is precisely 0 for 
n -  0, and so the previous corollary can be applied to Tc. □
For a seed function / ,  it may happen that the function g = T f  -  f  e G r only for R in a 
restricted range. In these circumstances it may not be possible to apply Corollaries 6.5.3 and 6.5.4 
directly. Instead we may have to iterate T several times so that the domain on which g is defined is 
extended to include D r for R sufficiently large for Corollaries 6.5.3 and 6.5.4 to apply. That it is 
possible to do this follows from the fact that the or/ contract the whole of C uniformly.
Let us first note that there exists R q > 0 such that or/( D r ) c  ( D r ) for each / = and
each R >  Ro. The following domain expansion lemma is straightforward to prove.
Lemma 6.5.5. Let g e G r x for some R\ > Rq. Then for each R > R\ there exists an integer K > 0 
such that Tkg e G r  for all k > K.
Proof The proof is a straightforward consequence of the fact that the or/ contract uniformly. If 
g € G r , then the result holds with k  = 0. Otherwise, let k  > 1 and consider a composition of k
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contractions chosen from the or,-, possibly with repetition. The resulting composition is
an affine map so we may write ar^ . . .  (*ik(z) = for i\, e {1,.. Now
U\...ik = O'/I • • • e 7)t?0. Moreover, since the ay contract uniformly on C, the sequence
si\...ik 0 uniformly in k as k —» oo. It follows immediately, that there must exist k > 1 such that 
QTij. . .  or,-fc (7)/?) c  Dt?! for all i \ , . . . , i k  e {1 ,..., t).  It follows that for all k large enough, we have 
Tkg e Gr , as claimed. □
In the application we shall consider in the next subsection, the operator T  fails to be a 
contraction, because it is not a contraction on constant functions. To solve this problem, for 
any affine CSO T, we introduce a new derived operator which is a contraction, and which shares 
certain fixed points with T. We give the construction for general I  > 2, although in our application 
we shall specialise to the binary case I  = 2 .
For 1 < j  < £, we define the operator 7) by
.  € {
T j f  = T f - -  ^  a,Tf(a , (Zj ) ) ,  L =  £  a‘ <6-24)
i=l,i±j i=l,ii=j
provided L £ 0. We note that, if aj = 1, a fixed point of 7) is also a fixed point of T. For, suppose 
T j f  = f .  Then
1  e
f ( z )  = T f U )  -  J  £  aiTf(<Xj(zj)). (6.25)
i = \ , i * j
Taking a weighted sum of this equation evaluated at ay(zy)> gives
£ £ (  £ \
^  a//(«i(zy))= X  “i X  “t T f i a k U j ) )  = 0 . (6.26)
i = l , i £ /  i = \ , i$ j  \  k =l ,k ± j  f
Hence, using c t j { Z j )  =  Zj  we obtain
(6.27)
1
f (Zj )  = Tf ( z j )  -  -  ai T f ( a i ( z j ) )  
i=hi±j
€ 1 €
= aj f ( Z j ) +  J ]  ai f ( a i(zjW ~ Y  aiTf ( a i (Zj ^ ’
i=\,i±j i=\,i±j
whence, since aj = 1 ,
.  € (
-  X  «iT f ( a i ( z j ) ) =  X  <‘if(c'rtzj ) )  = 0 , (6.28)
from (6.26). It follows that T f  = / ,  as claimed.
If T is a binary CSO, then we can write the operator 7) as Tc where the modified operator Tc is
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given by Tcf  = T f - T f ( c ) with c = ar,-(z_/) and where now {i,j} is precisely {1,2}. It is immediate 
that, for a binary CSO, any fixed point /  of Tc is a fixed point of T  and / ( c )  = 0 by (6.26).
6.5.2 Fixed points of the operator M
We now apply the theory we have developed to find fixed points of the operator M  introduced in 
section 6.2. Recall that M  = 0 [ + (f>*2 with 0i(z) = - o j z ,  02 (z) = o j 2 z  + o j ,  where o j  = \ ( \ f 5  -  1). 
For consistency with [46, 10], we use the notation 0 t- = or,- for i = 1,2.
Now, in the notation used above, s = max ( o j ,  o j 2 )  = o j .  Let o j  < yi < 1. It follows that, 
for N  sufficiently large, M( Zn) < finRn, for n > N  and R > Rq. In fact it is readily seen 
that N  = 2 suffices when R > 1.9009. For 0 < n < 1, we calculate as follows. If n = 1, 
o j 2 1 — o? < 1 and we have a contraction for R sufficiently large. It is 
straightforward to verify that is sufficient to take R > 1.619. We therefore need to choose 
R > 1.9009. However, for n -  0, |e,- = 2 > 1 and we do not have a contraction.
Let us consider the operator Mc introduced at the end of the last section and given by Mc f  -  
M f  -  M f (c ) .  Since 0 1  = ^ 2  = L in this case, we can take in turn  j  = 1,2 and choose, in turn, 
c =  ci, C2 , where ci =  0 i( l)  =  - o j  and C2 =  0 2 (0 )  =  We note that, for any c, Mc is itself a 
(degenerate) CSO. Indeed, Mc = 0 ] + 0 |  -  (0 ic)* -  (0 2 c)* = flj-n/. The last two terms (i = 3,4) 
are constants, so are degenerate affine contractions.
Let us now construct fixed points of Mc and hence of M.  First we note that McZq = 0, and, 
from the above calculations, we see that Mc contracts the functions Zn : z 1—> zn for n > 1. We 
deduce from Corollary 6.5.4 that Mc is a contraction on G r  for large enough R.  Hence Mc has no 
non-trivial holomorphic fixed points in G r ,  for R large enough.
Our first task is to consider a space of seed functions for M. Since a\ = aj = 1, we can look for 
seeds which are simple logarithmic at 0  or 1  (the fixed points of 0 i and 0 2  respectively). Indeed for 
simple unbounded singularities, the space of seed functions for Mc is the span < log z, log(z -  1) >. 
Hence, to find the fixed points of Mc we apply the previous theory to obtain a fixed point for each 
of the two basis seed functions logz and log(z -  1 ).
We calculate M  acting on the two basis (generalised) seed functions. We have M  logz = 
log(-cuz) + log(a>2z + o j )  = log z + log(l + o j z )  + b\, where b\ is a constant. Similarly M  log(z -1 )  = 
log(-<uz -  1 ) + log(w2z + o j  -  1 )) = log(z -  1 ) + log(l + o j z )  + bi, £ 2  constant (where we have 
used 1 -  o j  = o j 2 ) .  It follows readily that in both cases we have (using the notation of lemma 6.5.5) 
Mc logz, Mc log(z -  1) €  G r x , provided 1 =  R o  <  R \  <  o j ~ 1 . Because of the restriction on R \ ,  we 
cannot necessarily use theorem 6.3.1 directly, but if not we can use Corollary 6.3.2 instead. For 
convenience, in what follows, we write / ( z )  to represent one of the generalised seed functions 
logz and log(z -  1 ) and we write / ( z )  = log(l + o j z ) .
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Using Corollary 6.5.4 we choose R  sufficiently large so that M c is a contraction on G r . If 
we can choose 1 < R  < oj~1, we can use theorem 6.3.1 directly to obtain a fixed point of M c . 
Otherwise using lemma 6.5.5, we set k  > 0 such that M ^ M c f  e  G r . We note that in fact k  > 1 
since /  g G r , because R  > oj~ 1. It also follows that ( / )  is a seed function since M c M ^ f  e G r . 
A fixed point of M c is now obtained from this seed function by applying Corollary 6.3.2.
We can obtain some explicit expansions for the fixed points. From the above calculations, 
we have M f  = f  + f  + b,  where b  is a constant, whence M c f  = I c f  + I c f .  Hence we readily 
obtain for k  > 1 that = I c f  + I c f  + A/”/ ,  and so M c M j f f  = - M * f .  We conclude that
M i f e G R .
Let
00
/ .  = I c f  + I c f  +  L  M " f .  (6.29)
n - 1
The series converges because M c is a contraction on G r  and M ^ f  e  G r . Now,
00 00
M c f .  = M c f  + M c f  + £  M " f  = I c f  + I c f  + 2  M ^  f  = / .  . (6.30)
n=2 n = 1
s i nc e  M c f  = I c ( f  + f )  = I c f  + I c f -
As remarked above, we choose in tu rn /(z )  = logz and c = ci = 0 i( l)  = - oj, f ( z )  = lo g (z - l) ,  
c i  = 02(0) = <w. From (6.29) and noting that M f g  = M n ( g ) -  (M n g ) ( c ),  this gives a fixed point 
space for M  of < f \ ,  f i  >,  where
7 T—\ \ —l 1 "I" (-0(1) i Z
f i  ( z ) = log— + y y log -  —~ (6 .3 1)
~ ( °  n 1 + \ ~ oj)n = 0 i e l n r - v '
and
Z — 1 v —i v—, 1 +  (0(f) i Z
02 (z) = log  7 + y y log , (6.32)
( 0 - 1  Z-J ° 1 + (0 ( p i( (0 )
n=0 i_eln r - v '
where i  = . . . , i n \  I n = {1, 2 }", <pi = o" , 0 ,- = 0 ,- . . .  <£,• for n  > 0,  and the identity map
— — J  I  J
when n  = 0. We note that 02 is the fixed point already reported by Mestel et  a l  in [46].
A particularly elegant example of a fixed point of M  is obtained by putting 03 = f \  -  02 to give 
the fixed point / 3 (z) = [log + w ]  where W  = 1 !/e/» log i+ ^ f (C )  • Since this is a
fixed point we also have
/ ,  = M f ,  = M  log :—  + 2W
Z “  1 -£tl
2 , / 1X2 
- W Z  OJ Z +  0J OJ -  1 '
= log  -------- - . ---------  +2W
- O J Z  -  1 (Ol Z +  0 J -  1 \ -dt» 1
= log —-—.oj2 + 2W 
z -  1
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exp(«1)exp(f2)
Figure 6.5.1: T he real parts o f the tw o m ultiplicative fixed points
H ence W = - l o g o j  = lo g (l + tu), by the  p ropertie s of a>, and / 3 U ) = d lo g -^ y , w here A is 
constant. This gives us the subspace of fixed points < log > and also the iden tity
w
OO /■nn 1n=0ie / "  ' 1 +  OJ(piOJ + CO(pi{-Oj) =  1 +  Cl) . (6.33)
C learly  we can take exponentials o f th e  fixed po in ts  f \ ,  f 2 to  ob ta in  instead fixed p o in ts  o f the 
multiplicative  functional equation  f ( z ) = f ( -u > z)- f (c o 2z + u>). T he singularities are rem ovable 
and can be replaced w ith  zeroes to  ob ta in  en tire  functions. T he real parts  o f exp f \ ,  exp f j  are 
show n in Figure 6.5.1, and it can be seen that this is consistent w ith  the iden tity  ■
Chapter 7
Further research
Quasiperiodic phenomena are intrinsically interesting, but also have a broad range of applications 
as we have seen. We have studied the Hecke sum, Knill sum, and Sudler product which originated 
in very different disciplines, and hope we have also shown that unifying their study, and the 
tools of their study, provides genuine benefits. We used renormalisation techniques to study 
these quasiperiodic sums and products, and we also studied the renormalisation operators directly, 
finding the fixed points of the golden renormalisation operator with PESL singularities. However 
we feel we have done no more than scratch the surface of a fascinating and challenging area of 
research. In this chapter we will lay out what seem promising directions for further development.
7.1 Quasiperiodic sums and products
Recalling the definition of the quasiperiodic sum Sn(x, a, f ) = ZjjCo f ( x  + there are clearly 
three distinct directions in which to develop, namely widening the classes of / ,  x, a  respectively. 
Somewhat surprisingly, from the early work we have done in these directions, it appears that the 
order of difficulty is the reverse of what might be expected. We list them in the order of that 
increasing apparent difficulty.
7.1.1 Generalising /
We have focused our studies in this work on important special cases, namely the remainder function, 
sine, and cotangent. Although these are important in their own right, in applied disciplines we 
will wish to explore the kinds of perturbations which can be applied to these specific cases without 
destroying key aspects of the behaviour, and in particular the growth rate characteristics. In the 
language of renormalisation, we wish to determine their universality class.
Our initial analysis suggests that that these particular functions are generic in the sense that they
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can be substantially distorted without affecting the asymptotic behaviour. The most important 
constraints seem to be the conservation of the function’s average, concavity, and either a symmetry 
or anti-symmetry about some point of the circle.
7.1.2 Generalising a
It is common practice when working with properties of irrationals to start with the golden ratio 
as it is the simplest to work with. One hopes to develop understanding and techniques from 
this simplest example which can be applied to arithmetically more complex examples. There is 
a simple generalisation to be made immediately, from the golden rotation to the other numbers 
which have continued fractions of period 1 , but this is a very sparse set. The next logical step is to 
continued fractions of longer periods: this brings a step change in complexity, but looks feasible. 
This provides us with a class which is at least dense in the continuum, but unfortunately is still of 
measure 0 . The next step would be to study eventually recurring continued fractions (representing 
all quadratic irrationals). We have not yet had opportunity to investigate this, but we suspect that 
this might not be too difficult. However this is still a class of measure 0: the untimate goal would 
be to break through to a class of positive measure. This looks more difficult and will probably 
need some additional techniques.
A generalisation away from rigid rotations is probably also possible. We expect that the various 
classical results of Denjoy, Herman and Yoccoz on the conjugacy of rigid rotations with circle 
diffeomorphisms will provide a route for broadening results on quasiperiodic sums and products 
into more general classes of sums and products (eg of the form Sn( x , a , f ) = £jJ=o f ( T kx) for 
some diffeomorphic map T). The perturbation of rigid rotations could also be worth exploring 
using KAM techniques.
7.1.3 Generalising x
In the case of the Hecke sum, we were able to generalise existing results for x -  a to hold for any x. 
However in the case of the Knill sum and Sudler product, we studied only the special case x  = a. 
It is simple to generalise this to the set of values x  = {na} for n e Z which is dense in the circle, but 
more general values of x  are more problematic. This may seem slightly surprising given that we are 
working with value functions which are piecewise smooth, and where one might expect to be able 
to construct the full set of values from a known dense set. The problem is that the quasiperiodic 
sums and products develop increasing sensitivity to initial conditions with n, and for any fixed 
€ > 0 the variation of the sum or product between x  and x  + e may be unbounded as n grows. In 
this respect the Knill sum is more promising than the Sudler product as the variation is much more 
controlled, and it seems likely that we could obtain results which would apply for almost all x.
7.2. Renormalisation and associated operators 111
Even in the case of the Sudler product, we do have a dense set of points which we understand, and 
there seems some promise in applying shadowing techniques to approximate the orbit of a general 
point via a sequence of orbit segments of close known points. What we do not yet know is the size 
of the class of general points for which this might provide useful results.
7.2 Renormalisation and associated operators
In chapter 6  we introduced a new theory of non-zero fixed points of linear operators T, showing 
the existence of a fixed point operator T  derived from T whose image is all the fixed points of T. In 
order to have a non-trivial theory, we found the need to work with spaces of unbounded functions. 
This is a rich and interesting theory in its own right and deserving of further development.
In chapter 6  we introduced and focused on PESL spaces (containing complex analytic functions 
with poles, essential singularities, and simple logarithmic singularities - see (??) for the full defini­
tion). We chose these as important initial examples of unbounded functions. However it would be 
interesting to see how far our methods would extend to spaces of functions with other types of 
unbounded singularities such as algebraic or more complex logarithmic singularities.
We developed an initial theory for affine CSOs (composition sum operators), a class of 
operators whose fixed points are important in the study of the renormalisation of a variety of 
physical problems. In particular this has enabled us, under a simple set of constraints, to develop 
tests for the existence of fixed points in PESL spaces, and to exhibit their necessary form. There 
are several directions for further research in this area as discussed in our paper[58].
First, we may extend our study to cover the full spectrum of affine CSOs. Considered as linear 
operators on function spaces of analytic functions, CSOs are compact operators and thus have 
discrete non-zero spectrum. It is likely that the techniques developed in chapter 6  may be adapted 
to construct more general eigenfunctions of affine CSOs, with a view to obtaining a full description 
of their spectra.
Second, it is likely that the approach of, for example, [45] may be applied to understand 
fixed points of an affine CSO with non-simple unbounded singularity set and, more generally, 
all periodic points of an affine CSO. A full understanding of the latter is indeed necessary for a 
complete description of all the fixed points of a CSO. For let f \ ,  f 2 be a periodic orbit of period-2 
of a CSO T. Then T f \  = f 2 and T f 2 = f \  so that /  = f \  + f i  is generally a non-simple fixed point 
of T, a construction that clearly generalises to other periods.
Third, an important future direction is to consider more general CSOs than affine CSOs. O f 
course, explicit construction of fixed points (and more general eigenfunctions) may not be in 
general possible for non-affine CSOs. However a general theory may well be possible and it may
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be possible to make extensive progress for special important cases. An analogy may be drawn 
here with the theory of linear differential equations. The theory of constant coefficient linear 
differential equations is complete, while that for general linear equations is less well developed 
except in special cases of particular interest. Nevertheless, non-constant coefficient CSOs are of 
considerable interest. For example, the full stretch-fold-shear toy model studied by Gilbert [18, 19] 
involves a study of the spectrum of the CSO T  on complex-valued functions c of a real variable jc 
given by
Tc{x) = eiaix- 1)/2 c -  eia{-l' x)l2 c j  , (7.1)
where a  > 0  is a real parameter, corresponding to the level of shear in the map.
Recall that a CSO given by (6 .2 ) is affine if each of the coefficients a* is constant and each 
of the maps a* is an affine contraction. While it would certainly be interesting to relax each 
of these conditions, a theory for non-constant a,- would be of immediate application is several 
areas including the kinematic dynamo theory discussed in [18, 19] and in the study of strange 
non-chaotic attractors [15].
Finally, as alluded to above, CSOs may have more complex attractors than fixed points, and 
in particular the study of periodic cycles is an obvious generalisation. These do not necessarily 
require unbounded functions spaces, and indeed the operator M  of chapter 6  has already been 
studied in spaces of piecewise constant real functions, and has found fruitful application in several 
fields (again see chapter 6  for details). It would be very interesting to develop a general theory of 
CSOs for spaces of functions with discontinuities either of the function or its derivatives.
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