Introduction
In this paper, we investigate the use of transform-domain techniques to solve Poisson's equations associated with various classes of Markov chains. Poisson's equation (PE) has in recent years been acknowledged to be one of the central concepts of Markov chains, almost equal in importance to the steady-state equation. In order to advance the exposition, we introduce some notation. Let (Ω, F, P) be a probability space and let {X n }, n ∈ Z, be a time-homogeneous Markov chain, taking values in a countable state space X (this is not a strict necessity, but as our example Markov chains will all have a countable state space, we have opted to avoid the technicalities of dealing with more general state spaces). The transition probabilities p ij = P[X n+1 = j|X n = i], i, j ∈ X are recorded in a (possibly countably infinite) transition matrix P .
Two linear systems of equations are commonly associated with such a Markov chain. The first is the invariance equation that says that the stationary distribution recorded in row vector π = [π i ] i∈X , provided it exists, satisfies: π j = i∈X π i p ij , or in matrix notation: π = πP.
(
The importance of this equation is such, that the expression 'solving a Markov chain' is colloquially taken to mean almost unambiguously solving equation 1. The second equation, Poisson's equation (PE) -perhaps somewhat surprisingly -has only quite recently been put on a comparable level of importance. Its formulation requires a function on the state space f : X → R, which is depending on the application referred to as the driving function, cost function or reward function. Given this function f , we aim to assign a value h i to each state i of the chain, which records the relative long-term cost of starting from state i as compared to others. Indeed, Poisson's equation is equal to:
In words, the relative value of state i is equal to the cost of state i, minus the average cost in stationarity, plus the expected relative value of the Markov chain one step in the future. Readers may notice the similarity with Bellman's equation [3] or with dynamic programming equations in general. Note that the term Poisson's equation is not native to probability theory, but hails from the theory of partial differential equations and was chosen due to certain similarities between the two. A slight rearrangement of terms results in the following perhaps more familiar form:
where I denotes the identity matrix of appropriate dimension, 1 is a column vector with element 1 on each row and f and h are the value and cost column vectors respectively. Solutions for the PE typically proceed from the fundamental kernel or deviation matrix which will be introduced in the Sec. 2.
A variant equation that has shown to be relevant for applications is the discounted Poisson's equation:
or in matrix notation:
where γ is referred to as the discount factor. The idea behind this equation is that costs further in the future should have a smaller impact on the value than short-term costs. In this paper, we will concentrate on the original Poisson equation. Neveu [9] seems to have been the first to coin the term Poisson's equation in a Markov context. Over the years, many new results were discovered, both from a practitioner's point of view, as more applications were discovered, such as perturbation [5] , limit theorems [10] , constructing approximative models [7] , as well as from a theoretical point of view, which has resulted in a better, and perhaps almost complete understanding as to when solutions of PE exist. A key concept in this regard is V -uniform ergodicity [6] , which provides sufficient conditions that seem close to necessary. Its importance was first noticed by Hordijk and Spieksma [14] , and taken to full generality by Meyn and Tweedie [6] .
It is to be expected that the importance of Poisson's equation will further increase, as control of queueing systems gets a more pronounced place next to mere performance analysis. In this paper, we tackle the Poisson's equation with transform-domain tools, which are since long popular in applied probability and in queueing theory in particular [1, 2] . Related work includes the results of Koole [13] , who derived closed-form expressions for the deviation matrix of birth-and-death-processes. Related work also includes [17, 18] , which uses the matrix-analytic paradigm but, in contrast to this paper, is restricted to finite state spaces.
The outline of the rest of this paper is as follows. In Sec. 2 we outline the general recipe and work out in detail a solution for the PE for some often encountered types of Markov chains, and in Sec. 3, we show an application to the computation of the asymptotic variance. Finally, we shed a light on further applications and offer some concluding remarks in Sec. 4.
Main Results
In this section, we outline a general recipe for solving Poisson's equation with transform-domain techniques. We will in the current paper generally take the stance that 'the spirit is more important than the letter', and will only briefly address such technical issues as the convergence, existence and uniqueness of solutions for the occurring expressions. As tools for proving such existence exist [6] , a rigourous application of the results of this paper thus consists of proving the existence of a PE solution with such means, calculating the solution with the computational method of this paper, and verifying that it indeed satisfies PE afterwards.
Let us assume for a moment that X = N and introduce some notation. For a function on the state space recorded in a (either row or column) vector v = [v i ], i∈N , let G v denote the corresponding generating function, i.e.
This kind of generating function is common enough in probability theory, as it forms the basis of a quite successful probabilistic method [1, 2] . A bit more unusual however is the generating function of a matrix P , which is defined as
where we use the convention, here and in the rest of the paper, that sums run over the state space X , unless specified otherwise. Note: Although all countably infinite sets are isomorphic to N, and hence the above definitions should be sufficient, it is sometimes unnatural to invoke such isomorphism. For example, when considering a random walk on the quarter plane, it is unnatural to consider anything else than bivariate generating functions, of the type G v (z 1 , z 2 ) := i∈X j∈X z i 1 z j 2 v ij . For the transform of the corresponding transition matrix, the same line of reasoning results in a fourdimensional generating function.
We shall now be concerned with finding the fundamental kernel Z, which has the property that if a solution to Poisson's equation exists, then h = Zf is the solution for which πh = πf .
1 The matrix Z satisfies (see e.g. [6] ):
whenever the inverse exists as a bounded linear operator.
The main starting point is the equation
which in the transform domain translates to
Note that G Z (x, 1) = 1/(1 − x), as Z1 = 1, hence we have:
which is altogether not too different from the transform version of the invariance equation:
Indeed, in both cases, success of the transform-domain recipe largely depends on whether the expression for G πP (z) (resp. G ZP (x, y)) can be conveniently rewritten in terms of G π (z) (resp. G Z (x, y)). The examples below seem to indicate that if the transform-domain solution can be found for the invariance equation, the corresponding PE derivation is a bit more tedious, but not by much. In the following subsections, we shall explicitly derive expressions for G Z (x, y) for a variety of models.
Reflected random walks, skip-free to the left
Let us consider Markov chains with the following often-encountered transition matrix:
This Markov chain, which is a random walk on N, reflected at 0, has found important applications in queueing theory. Firstly, it appears in the study of the continuous-time M/G/1 queue at embedded points, but also in discrete-time queues, it plays an important role. The qualification skip-free to the left refers to the fact that while jumps to the right may be arbitrarily large, jumps to the left are at most of size 1.
The invariance equation for this Markov chain has been derived many times. We rederive it in the notation of the paper in order to be able to show the similarities and differences with the PE. Let (12) , simplifies in this case to:
The only unknown in this equation is G π (0), which we can find by differentiating the above equation with respect to z and substituting z = 1, which gives after some manipulations:
This leads to the following final expression for G π (z):
For Poisson's equation, we need an expression for G ZP (x, y):
which leads to
Still unknown in this equation is the function G Z (x, 0), which we can recover with almost exactly the same trick as before: we differentiate to y and then substitute y = 1.
Reflected random walks, limited displacement
We now consider a generalization of the previous section that allows jumps of maximally size c to the left (the standard term limited displacement refers to exactly this restriction in leftward jumps):
This type of Markov chain finds applications in queues with multiple servers, or in queues with batch servers. Let G a (z) = i z i a i and G bi (z) = j z j b i,j . We rederive the stationary distribution π which leads to
After some elementary manipulations, this gives rise to
where π i is the ith component of the stationary vector π. We can determine the first c components of this vector by computing the zeros inside the unit circle of the equation G a (z) = z c . Rouché's theorem ensures the existence of exactly c − 1 zeros ζ j , |ζ j | < 1, 0 < j < c, in addition to the zero ζ 0 = 1. We thus find a system of linear equations
For the PE, we likewise get:
where Z j (x) = i x i Z ij . Substituting this into (11), we obtain:
As with the invariance equation we equally get a system of linear equations by substituting y by ζ k , k = 0, ..., c − 1. The equation for k = 0 is replaced by the equation obtained by deriving (25) w.r.t. y and substituting y by 1, since the former does not provide any additional information.
Hence we see that all Z j (x) are linear combinations of the following form:
so that Z j (x) can have no other poles than ζ −1 k , and the problem is reduced to finding the different d kj . Introduce matrices A and B where A is c × c and B is (c + 1) × c, and there elements are given as follows:
Then the (i, j)'th element of BA −1 is exactly d i,j . Note that apart from the first row, A can also be used for the invariance equation above (for obtaining π j , j = 0, ..., c − 1). Therefore in essence solving Poisson's equation is numerically not harder than solving the invariance equation.
Extracting information from G Z (x, y)
In this section, we explore how to get information on the infinite matrix Z by means of generating function G Z (x, y). Specifically, we focus on results of the form φZf for a given row vector φ and a column vector f . First, note that Z(x, y) is in itself a result of this form, with 'geometric' vectors φ = [x i ] i∈N and f = [y i ] i∈N . We first consider the special case for which φ is geometric but f has a more general form, so that φZf = G h (x), the generating function of the value function corresponding with cost function f . We assume that all but finitely many f i have the same sign, so that we can indeed swap sum and integral in the following derivation:
where the integrals are taken along a suitable contour. Evaluation can proceed numerically by approximating the integral by a sum, which in fact amounts to the application of fast Fourier transform techniques (FFT). Such approximation techniques are not required if f has one of the two fundamental forms:
We have that
while G h (2) (x) = G Zf (2) (x) can be written as:
Note that we have closed-form expressions for the generating function of the value function if f is a (finite) linear combination of such forms as well. We denote the set of such functions as C, which is closed under both addition and multiplication. It contains all constant, polynomial, exponential, functions and all linear combinations and products of such functions. As such, it is a dense set on the set of functions f : X → R, meaning that any function can be arbitrarily closely approximated.
We now derive integral expressions for φZf :
In case φ is also of a fundamental form:
we obtain for each of the four options a different expression for φZf :
3 Application to asymptotic variance
The asymptotic variance (see e.g. [6] ) of a functional f on a Markov chain {X n } is defined as follows:
wheref = πf , i.e. the expectation of f under stationarity. This concept plays a key role in establishing a central limit theorem (CLT) for Markov chains, indeed, under some fairly broad conditions [6] , we have that the sequence
converges to a normal distribution with zero mean and unit variance as N → ∞.
This property has many important applications, for example in planning simulations, but also in heavy-traffic theory, which we will illustrate in Sec. 3.2.
Calculation of γ 2 f
Calculating γ 2 f directly from the formula (40) often leads to long-winded derivations, which can be alleviated if we carry it out in the following way: for h = Zf , we have (see [6] ):
where we made use of the fact that πh = πf . Note that only the first term involves h. We show how to compute this term by using the techniques of Sec. 2.3. Note that
If both π i and f i belong to the set C as defined in Sec. 2.3, then we obtain a closed-form expression for the asymptotic variance. This implies that G π (z) must be a rational function.
An application to heavy traffic
Since Kingman [16] , heavy-traffic theory is an important topic in queueing theory. In the following, we give a very short account of the results for a single queue (i.e. the G/G/1 model). In keeping with the conventions of rest of the paper, we stick to a discrete-time scenario, although extensions to continuous time are fairly straight-forward. Consider a queue with a stationary but not necessarily independent input process {A n } and a capacity c. The virtual work W n at time instant n is given by the recursive equation
Heavy-traffic theory is concerned with the limit as E : [A 0 ] ↑ c and more specifically states that if the process {A n } admits a CLT with mean ρ and asymptotic variance γ 2 , then the mean virtual work in stationarity is equal to
Moreover the stationary distribution converges to an exponential distribution with a mean given by the above display. In order to apply the results of this paper to a concrete queueing scenario. We consider a two-queue model where the content of the first queue serves as the input for the second queue:
n + U
(1)
