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PRESENTACIÓN
A materia na que se enmarca esta unidade didáctica corresponde ao 3º curso do 
grao de Administración e Dirección de Empresas. Impártese no segundo semestre e 
necesita dos coñecementos previos adquiridos na materia introdutoria do primeiro 
semestre Econometría I.
A materia de Econometría II é a continuidade da materia de Econometría I, 
de conceptos introdutorios, e proporciona ao estudante técnicas econométricas 
de dificultade media que permiten a análise cuantitativa da realidade económica 
e empresarial. Tamén, esboza algúns temas de gran relevancia na modelización 
econométrica proporcionando as ideas básicas e os conceptos necesarios para 
poder abordalos nun futuro con profundidade. Así, a materia comeza cunha primeira 
unidade de incumprimento das hipóteses do MRLNC, sinalando as consecuencias do 
incumprimento sobre a estimación MCO e as posibles solucións.
A unidade II engloba o modelo xeneralizado, a súa estimación, contrastación 
de hipótese e predición. Este modelo xorde cando se incumpren as hipóteses de 
incorrelación e/ou de homocedasticidade do MRLNC. 
Nas unidades III e IV preséntanse por separado a autocorrelación e a 
heterocedaticidade, destacando as causas, as consecuencias sobre a estimación MCO 
e os métodos para detectar estas situacións así como os métodos de estimación, os 
contrastes de hipóteses e a predición.
A unidade V aborda modelos econométricos uniecuacionais que inclúen 
relacións non contemporáneas entre as variables que interveñen nos mesmos. A 
seguinte unidade incorpora a análise de series temporais univariantes, estudando as 
súas características evolutivas e a dependencia entre as súas observacións. Ademais, 
introduce o concepto de proceso estocástico, a definición de estacionariedade, e 
desenvolve a tipoloxía de modelos univariantes, e as distintas fases de elaboración 
dun modelo ARIMA. Por último, trátase de modo introdutorio o fenómeno da 
regresión espuria e a interpretación da cointegración entre dúas series temporais 
coa mesma orde de integración, así como algúns contrastes para detectala.
A unidade VII introduce sucintamente algúns modelos de variable dependente 
cualitativa. 
Na unidade VIII, que trataremos a continuación, desenvólvese o tratamento 
da combinación de series temporais e datos de corte transversais. Nalgúns casos 
específicos, a escaseza de datos temporais invalida os procedementos clásicos de 
contrastación estatística polo que a incorporación da variabilidade transversal 
permite incorporar robustez os resultados. Esta metodoloxía é importante para 
o futuro profesional dos estudantes, xa que tanto no ámbito empresarial como 
económico é frecuente encontrarse ante este tipo de mostras. Nestes casos, esta 
metodoloxía permite incrementar a potencia dos contrastes e obter estatísticos con 
mellores propiedades asintóticas. Esta unidade tamén é susceptible de tratamento 
nunha materia denominada Econometría que se imparte no Máster de Economía: 
Organización Industrial e Mercados Financeiros.
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A unidade didáctica ten asignada dúas sesións expositivas, nas que se desenvolverán 
os contidos teóricos, e dúas sesións interactivas onde se levarán a cabo prácticas 
de ordenador para a resolucións de aplicacións de datos de panel a realidade 
empresarial. A totalidade de horas empregadas é de 7, dúas corresponden ás sesións 
expositivas e 5 ás interactivas. 
OS OBXECTIVOS
Os obxectivos que a presente unidade didáctica pretende que desenvolva o alumnado 
son:
— obxectivo 1. Reflexionar de forma critica sobre as vantaxes e limitacións 
da aplicación de modelos econométricos a datos de panel;
— obxectivo 2. Comparar o modelo de efectos fixos e o modelo de efectos 
aleatorios, e explicar que nos conduce a considerar que as diferenzas 
individuais sexan aleatorias;
— obxectivo 3. Contrastar a existencia de efectos fixos ou efectos aleatorios 
e utilizar o test de Hausman para valorar se o estimador de efectos 
aleatorios é inconsistente;
— obxectivo 4. Adquirir destreza na aplicación dos métodos econométricos 
ao estudo científico da realidade empresarial mediante o manexo de 
paquetes informáticos específicos;
— obxectivo 5. Interpretar traballos econométricos de dificultade media;
— obxectivo 6. Adquirir os coñecementos necesarios para afrontar temas 
econométricos máis avanzados que o axuden na toma de decisións de 
carácter económico.
OS PRINCIPIOS METODOLÓXICOS
A metodoloxía utilizada está relacionada co carácter aplicado da materia á 
problemática económica e empresarial.
A presentación dos contidos farase nas sesións expositivas mediante 
presentacións visuais, ademais proporcionárase ao estudante os recursos adicionais 
no curso virtual para o correcto proceso de aprendizaxe autónoma. O curso virtual 
emprégase non só como repositorio de materiais senón coma unha ferramenta de 
interacción entre alumnado e profesorado a través de foros, mensaxería.
As clases interactivas desenvolveranse na aula de informática en grupos de 
alumnos máis reducidos para que o alumnado consiga unha maior comprensión dos 
Unidade
didáctica 8 Introdución aos modelos de datos de panel 8
contidos básicos, se familiarice coas novas ferramentas informáticas e coa resolución 
de problemas concretos no ámbito da empresa.
Estas sesións teórico-prácticas poderán complementarse con actividades 
concretas que o alumnado deberá realizar de forma autónoma, nas que se 
desenvolveran habilidades para elaborar e presentar estudios referentes á realidade 
empresarial.
OS CONTIDOS BÁSICOS
1. Exposición xeral
Os paneis de datos son mostras formadas por observacións recollidas a n axentes 
ou unidades económicas ao longo de t instantes de tempo. Os axentes económicos 
dos que proveñen os datos nun panel poden ser persoas, fogares, estados, países 
ou empresas, segundo cada enquisa particular. Tamén nos referiremos a eles como 
unidades de sección cruzada ou individuos.
Podemos distinguir diferentes tipos de datos de panel dependendo da súa 
amplitude transversal e profundidade temporal. Así, os paneis nos que o número de 
axentes é moito maior có número de períodos denomínanse Paneis Micro, mentres 
que os paneis centrados nunha ampla dimensión temporal denomínanse Paneis 
Macro. No caso de contar cun panel cunha ampla dimensión tanto temporal como 
transversal falariamos dun Campo Aleatorio.
É importante subliñar que, nun sentido estrito, non son datos de panel os 
paneis rotatorios ou a mera agregación de cortes transversais independentes ―este 
conxunto de datos denomínanselle pseudo paneis―. Para construír un elemento 
verdadeiramente útil para a inferencia é necesario que a variabilidade temporal 
e transversal corresponda a unha mesma mostra de individuos para todas as 
observacións. Neste senso, no caso da análise empresarial, a gran heteroxeneidade 
dificulta a construción de verdadeiros paneis.
Os tamaños relativos das dúas dimensións inflúen sobre a natureza das 
preguntas que o/a investigador/ra pretende analizar e tamén sobre o tratamento 
dado o panel de datos. De tal forma que cando a dimensión de sección cruzada é 
superior á temporal a análise céntrase fundamentalmente na heteroxeneidade entre 
as unidades de sección cruzada.
Exemplos de paneis en España son: 
— Central de Balances do Banco de España que recolle os balances anuais 
dun gran número de empresas.
— Encuesta Permanente de Consumo e Encuesta de Presupuestos 
Familiares, ambas elaboradas polo Instituto Nacional de Estadística (INE), 
que recollen información sobre a evolución dos gastos de consumo dun 
elevado número de familias.
— Encuesta Industrial de Empresas, tamén elaborada polo INE, proporciona 
unha análise da estrutura da actividade industrial en España.
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1.1. Vantaxes e limitacións derivadas do uso de paneis de datos
Baseándose en Hsiao (2003) e Baltagi (2005) enumeraremos algunhas vantaxes e 
limitacións da utilización de datos de panel. As vantaxes dos datos de panel pódense 
resumir en: 
1. Control da heteroxeneidade individual: os datos transversais e temporais 
non son capaces, por si mesmos, de controlar a heteroxeneidade 
inherente no comportamento dos individuos, empresas, rexións ou países, 
corréndose o risco de obter estimacións innesgadas cando se utilizan datos 
dun tipo ou doutro. Referímonos á omisión de variables que conduce a 
nesgo nas estimacións. Porén, a través do uso dos datos de panel poden 
controlarse estes efectos específicos, transversais ou temporais, sexan 
observables ou non -xeralmente non o serán-.
2. Proporcionan datos con maior cantidade de información, con maior grao 
de variabilidade e con menor nivel de colinealidade entre os regresores. 
Tamén aumenta o número de graos de liberdade e, polo tanto, dá lugar a 
unha maior eficiencia nas estimacións.
3. Son un medio adecuado para estudar procesos dinámicos de axuste xa 
que a partir deles, se son o suficientemente longos, pódese entrever a 
velocidade dos axustes promovidos por cambios nas políticas económicas.
4. Axudan a identificar e medir efectos que non son detectables con datos 
puros de corte transversal ou de series temporais. Supoñamos que temos 
datos de corte transversal correspondentes a un determinado número de 
mulleres nos que unha variable é a participación media anual no mercado 
de traballo. Se unha muller participou unha media do 50%, esta cifra 
puido ser xerada por dúas situacións diferentes. Ou ben traballou o 50% 
dos anos considerados, ou ben traballou a tempo parcial durante todos os 
años. As implicacións de ambas situacións son distintas e só a utilización 
de datos de panel permitiría discriminar ambas situacións.
5. Permiten construír e contrastar modelos máis complicados que en 
contextos exclusivamente de sección cruzada ou temporais. Ademais, 
é necesario introducir menos restricións a hora de estimar modelos de 
retardos distribuídos en relación cos que son necesarios cando se traballa 
con series temporais.
6. Evítase o nesgo que resulta cando se traballa coas variables agregadas 
posto que as unidades transversais dun panel de datos normalmente 
refírense a individuos, familias ou empresas.
Por outro lado, entre as limitacións cabe destacar as seguintes:
1. Problemas de deseño da mostra e de recollida de datos relacionados con 
inadecuadas taxas de cobertura, falta de resposta, frecuencia e lapso 
temporal, período de referencia, etc.
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2. Distorsións provocadas por erros de medida que poden aparecer por 
respostas ambiguas, erros de memoria, respostas incorrectas deliberadas, 
ou por nesgo que pode introducir o propio encuestador.
3. Problemas de selección da mostra tales como non aleatoriedade, auto-
selección, falta de resposta inicial ou abandono.
4. En xeral a escasa dimensión temporal que invalida algúns argumentos 
asintóticos, fai que a maior parte dos mesmos teña que recaer no tamaño 
de corte transversal.
1.2. Tipos de variables explicativas
O conxunto de variables explicativas que se poden incluír nun modelo de datos de 
panel son:
— Variables que varían entre as unidades transversais e no tempo (xit).
— Variables que non varían no tempo senón só no corte transversal (zi).
— Variables que só varían na dimensión temporal pero non na transversal 
(ωt).
1.3. Datos de panel e efectos inobservables (individuais e temporais)
Un modelo de regresión básico para datos de corte transversal vén dado pola 
expresión 
2. Distorsións provocadas por erros de medida que poden aparecer por 
respostas ambiguas, erros de memoria, respostas incorrectas deliberadas, 
ou por nesgo que pode introducir o propio encuestador. 
3. Problemas de selección da mostra tales como non aleatoriedade, auto-
selección, falta de resposta inicial ou abandono. 
4. En xeral a escasa dimensión temporal que invalida algúns argumentos 
asintóticos, fai que a maior parte dos mesmos teña que recaer no tamaño 
de corte transversal. 
 
 
1.2. Tipos de variables explicativas 
 
O conxunto de variables explicativas que se poden incluír nun modelo de 
datos de panel son: 
 
— Variables que varían entre as unidades transversais e no tempo (xit). 
— Variables que non varían no tempo senón só no corte transversal (zi). 
— Variables que só varían na dimensión temporal pero non na transversal 
(ωt). 
 
 
1.3. Datos de panel e efectos inobservables (individuais e temporais) 
 
Un modelo de regresión básico para datos de corte transversal vén dado 
pola expresión  
iii xy εβ +′=  (1) 
onde i=1,2,...,N e N é o número de unidades de sección cruzada. 
Cando cada unidade transversal se observa durante Ti períodos de tempo, 
o modelo resultante será  
ititit xy εβ +′= (2) 
onde i=1,….,N, e t=1,.....,Ti. Este é o prototipo dun modelo estático con datos de 
panel. 
Un modelo de regresión dinámico simple para unha unidade económica 
podería expresarse como: 
tttt xyy εβλ +′+= −1 (3) 
se se observan repetidamente varias unidades, teríase un modelo 
itittiit xyy εβλ +′+= −1,  (4) 
que é o prototipo dun modelo de datos de panel dinámico. 
Se Ti = T, é dicir, se se observa o mesmo número de períodos a todas as 
unidades transversais dirase que o panel de datos está completo, e falarase de 
paneis de datos equilibrados (balanced) cando o número de observacións 
transversais é o mesmo para cada período de tempo(Nj=N); noutro caso dirase que 
o panel é incompleto ou non equilibrado (unbalanced). 
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onde i=1,2,...,N e N é o número de unidades de sección cruzada.
Cando cada unidade transversal se observa durante Ti períodos de tempo, o 
modelo resultante será 
2. Distorsións provocadas por erros de medida que poden aparecer por 
respostas ambiguas, erros de memoria, respostas incorrectas deliberadas, 
ou por nesgo que pode introducir o propio encuestador. 
3. Problemas de selección da mostra tales como non aleatoriedade, auto-
selección, falta de resposta inicial ou abandono. 
4. En xeral a escas  dimensión emporal que i valida algúns argumentos 
asintóticos, f i qu  a maior parte dos esmos teña que rec er o tamaño 
de corte transversal. 
 
 
1.2. Tipos de variables explicativas 
 
O conxunto de variables explicativas que se poden incluír nun modelo de 
datos de panel son: 
 
— Variables que varían entre as unidades transversais e no tempo (xit). 
— Variables que non varían no tempo senón só no corte transversal (zi). 
— Variables que só varían na dimensión temporal pero non na transversal 
(ωt). 
 
 
1.3. Datos de panel e efectos inobservables (individuais e temporais) 
 
Un modelo de regresión básico para datos de corte transversal vén dado 
pola expresión  
iii xy εβ +′=  (1) 
onde i=1,2,...,N e N é o número de unidades de sección cruzada. 
Cando cada unidade transversal se observa durante Ti períodos de tempo, 
o modelo resultante será  
ititit xy εβ +′= (2) 
onde i=1,….,N, e t=1,.....,Ti. Este é o prototipo dun modelo estático con datos de 
panel. 
Un modelo de regresión dinámico simple para unha unidade económica 
podería expresarse como: 
tttt xyy εβλ +′+= −1 (3) 
se se observan repetidamente varias unidades, teríase un modelo 
itittiit xyy εβλ +′+= −1,  (4) 
que é o prototipo dun modelo de datos de panel dinámico. 
Se Ti = T, é dicir, se se observa o mesmo número de períodos a todas as 
unidades transversais dirase que o panel de datos está completo, e falarase de 
paneis de datos equilibrados (balanced) cando o número de observacións 
transversais é o mesmo para cada período de tempo(Nj=N); noutro caso dirase que 
o panel é incompleto ou non equilibrado (unbalanced). 
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onde i=1,….,N, e t=1,.....,Ti. Este é o prototipo dun modelo estático con datos de 
panel.
Un modelo de regresión dinámico simple para unha unidade económica 
podería expresarse como:
2. Di torsións provocadas por erros de medida que poden aparecer por 
res stas a biguas, erros de me oria, resposta  inc rectas deliberadas, 
ou por ne go qu  pode introducir o propio encuestador. 
3. Problemas de selección da mostra tales c mo non aleatoriedade, auto-
selección, falta de resposta inicial ou abandono. 
4. En xeral a sc sa di ensión t mporal que invalida algúns argumentos 
asintó icos, fai que a maior p rte dos mesmos teña que recaer no tamaño 
de cort  transversal. 
 
 
1.2. Tipos de variables explicativas 
 
O conxu to de variables explicativas que se poden incluír nun modelo de 
datos de panel son: 
 
i l   varían entre as unidad s transversais e no tempo (xit). 
i l   non varían o te po se ón só no corte transversal (zi). 
— Variables que só varían na dimensión temporal pero non na transversal 
(ωt). 
 
 
1.3. Datos de panel e efectos inobservables (individuais e temporais) 
 
Un modelo de regresión básico para datos de corte transversal vén dado 
pola expresión  
iii xy εβ +′=  (1) 
onde i=1,2,...,N e N é o núm ro de unid des de sección cruzada. 
Cando cada unidade transversal se observa durante Ti períodos de tempo, 
o modelo resultante será  
ititit xy εβ +′= (2) 
ond  i=1,….,N, e t=1,.....,Ti. Este é o prototipo dun modelo estático con datos de 
panel. 
Un modelo de regresión dinámico simple para unha unidade económica 
podería expresarse como: 
tttt xyy εβλ +′+= −1 (3) 
se se observan repetidamente varias unidades, teríase un modelo 
itittiit xyy εβλ +′+= −1,  (4) 
que é o prototipo dun mod lo de datos de panel diná ico. 
Se Ti = T, é dicir, se se observa o m smo número de rí dos  todas as 
unidades transversais dirase que o pan l de dat s está completo, e falarase de 
pa eis de datos equilibrados (balanced) cando o número de observacións 
transversais é o mesmo para cada período de tempo(Nj=N); noutro caso dirase que 
o panel é incompleto ou non equilibrado (unbalanced). 
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se se observan repetidamente varias unidades, teríase un modelo
2. Distorsións pr vocadas por erros de medid  que poden aparecer por 
r spostas ambiguas, erros de memoria, respostas incor ect s deliberadas, 
ou por n sgo que po e introducir o propi  e cuestador. 
3. P oblemas de sel cción da ostra tal s como non aleatoriedade, auto-
selección, f lta e resposta inicial ou ab ndono. 
4. En xeral a esc sa dimensión te p ral que invalida lgú s argumentos
asintóticos, fai que  maior parte dos mesmos teña que recaer no tamaño 
de corte transversal. 
 
 
1.2. Tip s de variables explicativas 
 
O conxunto de variables explicativas que se poden incluír nun modelo de 
datos de panel son: 
 
— Variables que entr  as unidad  transversais e o tempo (xit). 
— Variables que non varí n no tempo s nón só no c rte transversal (zi). 
— Variables que só varían na dimensión temporal pero non na transversal 
(ωt). 
 
 
1.3. Datos de panel e efectos inobservables (individuai  e temporais) 
 
Un modelo de regresión básico para datos de corte transversal vén dado 
pola expresión 
iii xy εβ +′=  (1) 
onde i=1,2,...,N e N é o número de unidades de sección cruzada. 
Cando cada unidade transversal se observa durante Ti períodos de tempo, 
o modelo resultante será  
ititi xy εβ +′= (2) 
on e i=1,….,N, e t=1,.....,Ti. Este é o prototipo dun modelo estático con datos de 
pan l. 
Un modelo de regresión dinámico simple para unha unidade económica 
podería expresarse como: 
tttt xyy εβλ +′+= −1 (3) 
se se observan repetidamente varias unidades, teríase un modelo 
itittiit xyy εβλ +′+= −1,  (4) 
qu  é o prototipo un modelo de datos de p nel din mico. 
Se Ti = T, é dicir, e se observa o mesm  número de períodos  todas as 
unid des ransversais dir se que o panel de datos está completo, e f lara e de 
paneis de datos equilibrados (bala ced) cando o número de observacións 
transversais é o mesmo para cada período de tempo(Nj=N); noutro caso dirase que 
o panel é incompleto ou non equilibrado (unbalanced). 
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Se Ti = T, é dicir, se se observa o mesmo número de períodos a todas as unidades 
transversais dirase que o panel de datos está completo, e falarase de paneis de datos 
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equilibrados (balanced) cando o número de observacións transversais é o mesmo 
para cada período de tempo(Nj=N); noutro caso dirase que o panel é incompleto ou 
non equilibrado (unbalanced).
Para controlar a presenza de efectos inobservables individuais suponse que Para controlar a presenza de efectos inobservables i i i is  
que itiit ν+α=ε , onde αi recolle a heteroxeneidade transversal persistente non 
observada e vit representa o termo da perturbación. Segundo se asuma que o 
efecto αi é un parámetro fixo ou unha variable aleatoria terase o modelo de efectos 
fixos ou o modelo de efectos aleatorios. 
Cando tamén existen efectos temporais persistentes e non observados, 
considérase a descomposición ittiit ν+δ+α=ε , onde agora δt representa os 
efectos temporais inobservables, específicos de cada período, e non incluídos 
explicitamente entre os regresores. 
Un concepto importante no contexto de datos de panel é o que se 
denomina heteroxeneidade e, asociada a ela, nesgo de heteroxeneidade. O 
principal obxectivo perseguido coa utilización de datos de panel é analizar como 
varía o comportamento dos axentes ou unidades económicas individuais en 
función de determinadas características socioeconómicas incluídas no modelo 
especificado como variables causais. Porén, non todos os axentes ou unidades 
comparten a mesma forma de actuación fronte a unhas mesmas variables causais. 
É dicir, o ignorar efectos específicos de individuos e de tempo que existen entre as 
unidades de tempo ou de corte transversal, e que non se capturan coas variables 
incluídas no modelo, pode conducirnos á presenza de heteroxeneidade dos 
parámetros do modelo. 
Por esta razón, faise necesario considerar a existencia de efectos latentes 
non observables específicos de cada axente ou unidade, que son xeralmente 
constantes no tempo, e que inciden na súa toma de decisións. Se estes efectos 
latentes existen e non se recollen explicitamente no modelo producirase un 
problema de variables omitidas. 
 
 
2. Modelos estáticos: estimadores alternativos e contraste de especificación 
 
Un modelo de datos de panel podería formularse en termos plenamente xenéricos 
como:  
itkitkititititititititit xxxxy νββββµ ++++++= ......332211 (5) 
onde i = 1, 2,..., N e t = 1, 2,..., T; permitindo a presenza de múltiples parámetros 
individuais e temporais e unha definición sen restricións sobre a composición e 
propiedades do vector de perturbacións aleatorias. 
Porén, tal representación non resulta viable polo que, xeralmente 
recórrese a formulacións máis restritivas tanto en termos paramétricos como con 
relación a os supostos sobre o vector de perturbacións. Seguindo a Johnston (1989) 
podemos ordenar 7 tipos de especificacións nunha taxonomía sobre os modelos de 
datos de panel: 
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latentes existen e non se recollen explicitamente no modelo producirase un 
problema de variables omitidas. 
 
 
2. Modelos estáticos: estimadores alternativos e contraste de especificación 
 
Un modelo de datos de panel podería formularse en termos plenamente xenéricos 
como:  
itkitkititititititititit xxxxy νββββµ ++++++= ......332211 (5) 
onde i = 1, 2,..., N e t = 1, 2,..., T; permitindo a presenza de múltiples parámetros 
individuais e temporais e unha definición sen restricións sobre a composición e 
propiedades do vector de perturbacións aleatorias. 
Porén, tal representación non resulta viable polo que, xeralmente 
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os efectos temporais inobservables, específicos de cada período, e non incluídos 
explicitamente ntre os regresores.
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observables específicos de cada axente ou unidade, que son xeralmente constantes 
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omitidas.
2. Modelos estáticos: estimadores alternativos e contraste de especificación
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Un modelo de datos de panel podería formularse en termos plenamente xenéricos 
como:  
itkitkititititititititit xxxxy νββββµ ++++++= ......332211 (5) 
onde i = 1, 2,..., N e t = 1, 2,..., T; permitindo a presenza de múltiples parámetros 
individuais e temporais e unha definición sen restricións sobre a composición e 
propiedades do vector de perturbacións aleatorias. 
Porén, tal representación non resulta viable polo que, xeralmente 
recórrese a formulacións máis restritivas tanto en termos paramétricos como con 
relación a os supostos sobre o vector de perturbacións. Seguindo a Johnston (1989) 
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 (5)
onde i = 1, 2,.. , N e t = 1, 2,.. , T; permitindo a presenza de múltiples parámetros 
indiv duais e temporais e unha definic ón sen restric óns sobre a composic ón e 
propieda es do vector de perturbacións ale torias.
Porén, tal representación no  resulta viable polo que, xeralm nte recórrese 
a formulacións máis restritivas tanto en ermos paramét icos como n relación a 
os supostos sobre  vect r de perturbacións. Seguindo a Johnst n (1989) podemos 
ordenar 7 tipos de esp cifica ións nu ha taxonomía sobre s m delos de datos de 
panel:
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Táboa 1: Taxonomía de modelos de datos de panel
Modelo Ordenada na orixe Coeficientes da 
pendente 
Vector de perturbacións
I Común para todo «i» e «t» Común para 
todo «i» e «t» 
Matriz de varianzas-covarianzas escalar
II Común para todo «i» e «t» Común para 
todo «i» e «t» 
Matriz de varianzas-covarianzas non escalar
III Variando sobre «i» Común para 
todo «i» e «t»
Efectos Fixos
IV Variando sobre «i» Común para 
todo «i» e «t»
Efectos Aleatorios
V Variando sobre «i» e «t» Común para 
todo «i» e «t» 
Efectos Fixos
VI Variando sobre «i» e «t» Común para 
todo «i» e «t» 
Efectos Aleatorios
VII Variando sobre «i» Variando sobre 
«t» 
Matriz de varianzas-covarianzas escalar 
ou non
De todos os modelos presentados na táboa 1, dous deles son os máis 
utilizados: III Modelo de Efectos Fixos e IV Modelo de Efectos Aleatorios.
A especificación xeral dun modelo estático de datos de panel é:
Táboa 1: Taxonomía de modelos de datos de panel 
Modelo Ordenada na orixe  Coeficientes da 
pende te  
Vector de perturbacións 
I Común para todo 
«i» e «t» 
Común para todo 
«i» e «t»  
Matriz de varianzas-
covarianzas escalar 
II Común para todo 
«i» e «t» 
Común para todo 
«i» e «t»  
Matriz de varianzas-
covarianzas non escalar 
III Variando sobre «i» Común para todo 
«i» e «t» 
Efectos Fixos 
IV Variando sobre «i» Común para todo 
«i» e «t» 
Efectos Aleatorios 
V Variando sobre «i» 
e «t» 
Común para todo 
«i» e «t»  
Efectos Fixos 
VI Variando sobre «i» 
e «t» 
Común para todo 
«i» e «t»  
Efectos Aleatorios 
VII Variando sobre «i»  Variand  sobre « » M triz de vari nzas-
covarianzas escalar ou non 
 
De todos os modelos presentados na táboa 1, dous deles son os máis 
utilizados: III odelo de Efectos Fixos e IV odelo de Efectos Aleatorios. 
A especificación xeral dun modelo estático de datos de panel é: 
ittiitit xy νλαβ +++′= (6) 
onde i = 1, 2,..., N e t = 1, 2,..., T 
Nestes modelos, o comportamento do axente i no momento t (y
it
) é 
explicado por unha serie de variables explicativas (x
it
). Ademais, existen efectos non 
observables específicos de cada axente e invariantes o longo do tempo (α
i
) que 
pódense considerar sempre aleatorios sen perda de xeneralidade, e efectos 
temporais non observables invariantes entre individuos que non están incluídos na 
regresión como variables explicativas (λt). A estes efectos denomínanse variables 
latentes, e a eles non se lles asocia ningún parámetro, dado que ao non ser 
observables non permiten que sexan identificados por separado parámetro e 
variable. 
Aínda que non aparecen na ecuación anterior por simplicidade, tamén 
poden incluírse como regresores: variables esóxenas que afectan de maneira 
específica a cada axente e que permanecen invariables ao longo do tempo (z
i
), e 
variables que evolucionando no tempo afectan de igual maneira a todos os 
individuos do panel (ωt). 
A distinción crucial entre os enfoques utilizados para datos de panel reside 
nos supostos que se asumen acerca deses factores específicos de cada axente ou 
individuo. Eses supostos fan referencia a se os efectos específicos están 
correlacionados ou non coas variables explicativas (x
it
). De tal forma, que se α
i ou λt 
está correlacionado coas variables explicativas pode ser conveniente facer 
inferencia condicional sobre as realizacións dos α
i  ou λt na mostra ―efectos 
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onde i = 1, 2,..., N e t = 1, 2,..., T
Nestes modelos, o comportamento do axente i no momento t (yit) é explicado 
por unha serie de variables explicativas (xit). Ademais, existen efectos non observables 
esp cíficos d  cada axente  invariantes o longo do tempo (αi) que pódense considerar 
sempre aleatorios sen perda de xeneralidade, e efectos temporais non observables 
invariantes entre individuos que non están incluídos na regresión como variables 
explicativas (λt). A estes efectos denomínanse variables latentes, e a eles non se lles 
asocia ningún parámetro, dado que ao non ser observables non permiten que sexan 
identificados por separado parámetro e variable.
Aínda que non aparecen na ecuación anterior por simplicidade, tamén 
poden incluírse como regresores: variables esóxenas que afectan de maneira 
específica a cada axente e que permanecen invariables ao longo do tempo (zi), 
e variables que evolucionando no tempo afectan de igual maneira a todos os 
individuos do panel (ωt).
A distinción crucial entre os enfoques utilizados para datos de panel reside nos 
supostos que se asumen acerca deses factores específicos de cada axente ou individuo. 
Eses supostos fan referencia a se os efectos específicos están correlacionados ou 
non coas variables explicativas (xit). De tal forma, que se αi ou λt está correlacionado 
coas variables explicativas pode ser conveniente facer inferencia condicional sobre 
as realizacións dos αi  ou λt na mostra ―efectos fixos― (a distribución da variable 
endóxena condiciónase ao valor de ditos parámetros), mentres que se os αi  ou 
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λt non están correlacionados coas variables explicativas é natural facer inferencia 
incondicional ―efectos aleatorios―.
O enfoque de efectos fixos é razoable cando se confía en que as diferenzas 
entre unidades poden ser recollidas a través de diferentes ordenadas no orixe. 
Ademais, é a especificación adecuada cando nos centramos nun conxunto específico 
de unidades económicas e a nosa inferencia está restrinxida ó comportamento desas 
unidades económicas. Polo tanto, pode ser aplicado no caso de que as conclusións 
se refiran unicamente ás unidades incluídas na mostra e non se queira xeneralizar 
esas conclusións a unidades fora da mostra, é dicir cando a mostra inclúe a todas as 
unidades de decisión do problema analizado.
Noutros casos pode ser más apropiado considerar os termos específicos 
como aleatoriamente distribuídos entre as unidades económicas. Isto sería o máis 
adecuado se consideramos que as unidades económicas da mostra foron tomadas 
dunha poboación grande, en cuxo caso sería aplicable o enfoque de efectos 
aleatorios.
No modelo de efectos aleatorios as variables latentes αi  ou λt, ao non 
ser observables, pasan a formar parte dun termo de perturbación composto do 
modelo (εit), e esta é a razón pola que se denominan tamén modelos de erros 
compostos. É dicir: 
fixos― (a distribución da variable endóxena condiciónase ao valor de ditos 
parámetros), mentres que se os α
i  ou λt  non están correlacionados coas variables 
explicativas é natural facer inferencia incondicional ―efectos aleatorios―. 
O enfoque de efectos fixos é razoable cando se confía en que as diferenzas 
entre unidades poden ser recollidas a través de diferentes ordenadas no orixe. 
Ademais, é a especificación adecuada cando nos centramos nun conxunto 
específico de unidades económicas e a nosa inferencia está restrinxida ó 
comportamento desas unidades económicas. Polo tanto, pode ser aplicado no caso 
de que as conclusións se refiran unicamente ás unidades incluídas na mostra e non 
se queira xeneralizar esas conclusións a unidades fora da mostra, é dicir cando a 
mostra inclúe a todas as unidades de decisión do problema analizado. 
Noutros casos pode ser más apropiado considerar os termos específicos 
como aleatoriamente distribuídos entre as unidades económicas. Isto sería o máis 
adecuado se consideramos que as unidades económicas da mostra foron tomadas 
dunha poboación grande, en cuxo caso sería aplicable o enfoque de efectos 
aleatorios. 
No modelo de efectos aleatorios as variables latentes α
i  ou λt, ao non ser 
observables, pasan a formar parte dun termo de perturbación composto do 
modelo (εit), e esta é a razón pola que se denominan tamén modelos de erros 
compostos. É dicir:  
ititittiitit xxy εβνλαβ +′=+++′= )( (7) 
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onde cada submatriz ou subvector contén T observacións temporais e representa á 
correspondente unidade económica das N que forman parte da mostra. 
 
 
2.1. Efectos fixos 
 
 
2.1.1. Modelo de efectos individuais fixos. 
 
Imos examinar, en primeiro lugar, o caso máis verosímil no que existen 
correlacións entre as variables latentes α
i
, aleatorias e non observables, e as 
demais variables explicativas. Posto que o problema da inconsistencia está xerado 
pola presenza dos efectos individuais, cabe preguntarse se existe algunha 
transformación do modelo que elimine tales efectos. En realidade, existen dúas 
transformacións diferentes con esta propiedade mediante as cales podemos obter 
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onde cada submatriz ou subvector contén T observacións temporais e representa á 
correspondente unidade económica das N que forman parte da mostra. 
 
 
2.1. Efectos fixos 
 
 
2.1.1. Modelo de efectos individuais fixos. 
 
Imos examinar, en primeiro lugar, o caso máis verosímil no que existen 
correlacións entre as variables latentes α
i
, aleatorias e non observables, e as 
demais variables explicativas. Posto que o problema da inconsistencia está xerado 
pola presenza dos efectos individuais, cabe preguntarse se existe algunha 
transformación do modelo que elimine tales efectos. En realidade, existen dúas 
transformacións diferentes con esta propiedade mediante as cales podemos obter 
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onde cada submatriz ou subvector contén T observacións temporais e representa á 
correspondente unidade económica das N que forman parte da mostra.
2.1. Efectos fixos
2.1.1. Modelo de efectos individuais fixos.
Imos examinar, en primeiro lugar, o caso máis verosímil no que existen correlacións 
entre as variables latentes αi, aleatorias e non observables, e as demais variables 
explicativas. Posto que o proble a da inconsistencia está xerado pola presenza dos 
efectos individuais, cabe preguntarse se existe algunha transformación do modelo 
que elimine tales efe tos. En realidad , existen dúas transformacións difer ntes 
c n esta propiedade m diante as cales podemos obter estimadores consistentes,
este  son os estimad r s intragrupos (within)  en primeir s dif renzas que se
expoñen a ontinuació .
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O estimador intragrupos(within) baséase en que se se promedia a ecuación
estimadores consistentes, estes son os estimadores intragrupos (within) e en 
primeiras diferenzas que se expoñen a continuación. 
O estimador intragrupos(within) baséase en que se se promedia a 
ecuación 
itiitit xy ναβ ++′= (8) 
para cada individuo, obtense a ecuación 
iiii xy ναβ ++′= (9) 
e restando á ecuación (8) a (9) prodúcese a expresión 
)()( iitiitiit xxyy ννβ −+′−′=− (10) 
Aplicando MCO (Mínimos cadrados ordinarios) a esta ecuación obtéñense 
estimacións do vector β, denominándose estimadores de efectos fixos ( EFβˆ ) ou 
intragrupos ( IGβˆ ). 
Se as variables xit son estritamente esóxenas ―modelo estático―, o 
estimador MCO será un estimador consistente de β. O requisito de que as variables 
xit sexan esóxenas, e non só predeterminadas, para garantir a consistencia do 
estimador débese á presenza da media mostral das perturbacións do modelo 
orixinal (ν
i
 ) no termo de perturbación do modelo transformado (ecuación 10). 
Como se desprende das anteriores expresións, o estimador intragrupos 
utiliza unicamente a variación que se produce entre as observacións procedentes 
de cada individuo, pero non a través de todo o panel de datos. Por non utilizar toda 
a información mostral, o estimador intragrupos non é, en xeral, eficiente; con todo 
si é eficiente cando eses efectos específicos son deterministas. 
Un procedemento alternativo para obter os estimadores intragrupos é 
considerar os α
i
 constantes e aplicar o método mínimo cuadrático con variables 
ficticias á ecuación 8. Isto consiste en estimar por MCO introducindo N variables 
ficticias, resultando a seguinte ecuación  
ititiit xiy νβα +′+= (11) 
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sendo i un vector duns de orden T*1. 
O estimador en primeiras diferenzas baséase no feito de que aplicando o 
operador de primeiras diferenzas na expresión (8) obtense a ecuación 
ititit xy νβ ∆+′∆=∆ )( (12) 
onde se eliminou a variable latente. Esta transformación non se pode aplicar se as 
variables xit son constantes ao longo do tempo, xa que ditas variables 
desaparecerían da formulación en primeiras diferenzas, non podendo estimarse os 
seus coeficientes. Neste caso, a nova perturbación aleatoria do modelo 
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para cada individuo, obtense a ecuación
estimadores consistentes, estes son os estimadores intragrupos (within) e en 
primeiras diferenzas que se expoñen a continuación. 
 estimador intragrupos(within) baséase en que se se promedia a 
ecuación 
itiitit xy ναβ ++′= (8) 
para cada individuo, obtense a ecuación 
iiii xy ναβ ++′= (9) 
e restando á ecuación (8) a (9) prodúcese a expresión 
)()( iitiitiit xxyy ννβ −+′−′=− (10) 
Aplicando MCO (Mínimos cadrados ordinarios) a esta ecuación obtéñense 
estimacións do vector β, denominándose estimadores de efectos fixos ( EFβˆ ) ou 
intragrupos ( IGβˆ ). 
Se as variables xit son estritamente esóxenas ―modelo estático―, o 
estimador MCO será un estimador consistente de β. O requisito de que as variables 
xit sexan esóxenas, e non só predeterminadas, para garantir a consistencia do 
estimador débese á presenza da media mostral das perturbacións do modelo 
orixinal (ν
i
 ) no termo de perturbación do modelo transformado (ecuación 10). 
Como se desprende das anteriores expresións, o estimador intragrupos 
utiliza unicamente a variación que se produce entre as observacións procedentes 
de cada individuo, pero non a través de todo o panel de datos. Por non utilizar toda 
a información mostral, o estimador intragrupos non é, en xeral, eficiente; con todo 
si é eficiente cando eses efectos específicos son deterministas. 
Un procedemento alternativo para obter os estimadores intragrupos é 
considerar os α
i
 constantes e aplicar o método mínimo cuadrático con variables 
ficticias á ecuación 8. Isto consiste en estimar por MCO introducindo N variables 
ficticias, resultando a seguinte ecuación  
ititiit xiy νβα +′+= (11) 
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sendo i un vector duns de orden T*1. 
O estimador en primeiras diferenzas baséase no feito de que aplicando o 
operador de primeiras diferenzas na expresión (8) obtense a ecuación 
ititit xy νβ ∆+′∆=∆ )( (12) 
onde se eliminou a variable latente. Esta transformación non se pode aplicar se as 
variables xit son constantes ao longo do tempo, xa que ditas variables 
desaparecerían da formulación en primeiras diferenzas, non podendo estimarse os 
seus coeficientes. Neste caso, a nova perturbación aleatoria do modelo 
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e restando á ecuación (8) a (9) prodúcese a expresión
estimadores co sistent , stes son os estimadores intragrupos (within) e en 
primeiras diferenzas que se expoñen a co tinuación. 
O estimador intragrupos(within) baséase en que se se promedia a 
ecuación 
itiitit xy ναβ ++′= (8) 
para cada individuo, obtense a ecuación 
iiii xy ναβ ++′= (9) 
e restando á ecuación (8) a (9) prodúcese a expresión 
)()( iitiitiit xxyy ννβ −+′−′=− (10) 
Aplicando MCO (Mínimos cadrados ordinarios) a esta ecuación obtéñense 
estimacións do vector β, denominándose estimadores de efectos fixos ( EFβˆ ) ou 
intragrupos ( IGβˆ ). 
Se as variables xit son estritamente sóxenas ―mo lo stático―, o
estimador MCO será un estimador consiste te de β. O requisito de que as vari bles 
xit sexan esóxenas, e non só predet rminadas, par  garantir a consistencia d  
estim dor débes  á presenza da media stral das perturbacións do modelo 
orixinal (ν
i
 ) no termo de perturbación do modelo transformado (ecuación 10). 
Como se desp ende das anteri res xpresións, o stimador intragrupo  
utiliza unicamente a variación que se pr uce entre as observacións procedentes 
de cada individu , pero non a través de todo  panel de datos. Por no  utilizar t a 
a información mostral, o estimador intragrupos non é, en xeral, eficiente; con todo 
si é eficiente cando ses efectos específicos son d terministas. 
Un procedeme o alternativo para obter os estimadores intragrupos é
considerar os α
i
 constantes e aplicar o método mínimo cuadrático con variables 
fi ti i s á ecuación 8. Isto consiste en estimar por MCO introducindo N variables 
ficticias, resultando a seguinte ecuación  
ititiit xiy νβα +′+= (11) 
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sendo i un vector uns de ord n T*1. 
O stimador en primeiras diferenzas baséase o feito de que aplicando o 
operador de primeiras diferenzas na expresión (8) obtense a ecuación 
ititit xy νβ ∆+′∆=∆ )( (12) 
onde s  eliminou a variable latente. Esta transformación non se po e aplic  se a  
vari bles xit son constantes ao longo do t mpo, xa qu  itas variable  
d saparecería  da formulación en primeir s diferenz s, non podendo estimarse os 
seus coeficientes. Neste caso, a nova perturbación aleatoria do modelo 
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Aplicando MCO (Mí i os cadrados ordinarios) a sta ecuación obtéñense 
estimacións do vector β, denominándos  estimadores d  fectos fixos (
estim dores con istentes, este  son os estimadores intragrupos (within) e en 
primeiras dif renzas que s  expoñen a continuación. 
O estimador intragrupos(within) baséase en que se se promedia a 
ecuación 
itiitit xy ναβ ++′= (8) 
p ra cada individuo, obtense a ecuación 
iiii xy ναβ ++′= (9) 
e restando á ecuación (8) a (9) prodúc se a expresión 
)()( iitiitiit xxyy ννβ −+′−′=− (10) 
Aplicando MCO (Mínimos cadrados ordinarios) a esta ecuación obtéñense 
ti i    , i  ti    fi  EFβˆ ) ou 
intragrupos ( IGβˆ ). 
Se as variabl  xit s n estritamente esóxenas ―modelo e ático―, o 
e timador MCO erá un estimador consistente de β. O requisito de que as variables 
xit sexan esóxenas, e no  só pred terminadas, p ra g rantir a consistencia do 
estimador débese á pr senza da media mostral das perturba ións do modelo 
orixinal (ν
i
 ) no termo de perturbación do modelo transformado (ecuación 10). 
Como se desprende das anteriores xpr sións, o estimador intragrupos 
utiliz  unicamente a variación que se produc  entre as observació s procedentes 
de cad  individuo, pero non a través de tod o panel de datos. Por non utilizar toda 
a información mostral, o estimador intragrupos non é, en xeral, eficiente; con todo 
si é eficiente can o es fectos específicos son d term nist s. 
Un procedemento altern tivo p ra bter os estimadores i tragrupos é 
conside ar os α
i
 constantes e aplicar o étodo mínimo cuadrático con variables 
ficticias á ecuación 8. Isto consist  en estimar por MCO introducindo N variables 
ficticias, resultando a seguint  ecuación  
ititiit xiy νβα +′+= (11) 
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sendo i un vector duns de orden T*1. 
O estimador en primeiras dif renzas baséase no f ito de que aplicand o 
operador de primeiras dif renzas na expresión (8) obtense a ecuación 
ititit xy νβ ∆+′∆=∆ )( (12) 
onde  eliminou a vari bl  latente. Esta transformació  non se pode aplicar s  as 
vari bles xit son constantes ao longo do tempo, xa que ditas variables 
desapar erían da formula ión en primeiras dif renzas, non podendo esti arse os 
seus coeficientes. Neste caso, a nova perturbación aleatoria do modelo 
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intragrupos (
estimadores con istentes, estes son os estimadores intragrupos (within) e en 
primeiras diferenzas que s  expoñen a continuación. 
O estimador intragrupos(within) baséase n que se se promed a a 
ecuación 
itiitit xy ναβ ++′= (8) 
para cada individuo, obtense a ecuación 
iiii xy ναβ ++′= (9) 
e restando á ecuación (8) a (9) prodúcese a expresión 
)()( iitiitiit xxyy ννβ −+′−′=− (10) 
Aplicando MCO (Mínimos cadrados ordinarios) a esta ecuación obtéñense 
estimacións do vector β, denominándose estimadores d  fectos fixos ( EFβˆ ) ou 
i IGβˆ ). 
Se as variables xit son estritamente esóxenas ―modelo estático―, o 
estimador MCO será un estimador con istente de β. O requisito de que as variables 
xit sexan esóxenas, e non só predeterminadas, para g rantir a con istencia do 
estimador débese á presenza da media mostral das perturbacións do modelo 
orixinal (ν
i
 ) no termo de perturbación do modelo transformado (ecuación 10). 
Como se desprende das anteriores expresións, o estimador intragrupos 
utiliza unicamente a variación que se produce entre as observacións procedentes 
de cada individuo, pero non a través de tod  o panel de datos. Por non utilizar toda 
a información mostral, o estimador intragrupos non é, en xeral, eficiente; con todo 
si é eficiente cando eses fectos específico  son d terministas. 
Un procedemento alternativo para obter os estimadores intragrupos é 
considerar os α
i
 constantes e aplicar o método mínimo cuadrático con variables 
ficticias á ecuación 8. Isto con iste en estimar por MCO introducindo N variables 
ficticias, resultando a seguint  ecuación  
ititiit xiy νβα +′+= ( 1) 
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sendo i un vector duns de orden T*1. 
O estimador en primeiras dif renzas baséase no feito de que aplicando o 
operador de primeiras diferenzas na expresión (8) obtense a ecuación 
ititit xy νβ ∆+′∆=∆ )( (12) 
onde s  eliminou a variable latente. Esta transformació  non se pode aplicar se as 
variables xit son constantes ao longo do tempo, xa que ditas variables 
desaparecerían da formulación en primeiras diferenzas, non podendo estimarse os 
seus coeficientes. Neste caso, a nova perturbación aleatoria do modelo 
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).
 as variables xit son estritamente sóxenas ―modelo estático―, o estimador 
MCO será un estimador consistente de b. O requisito de que as variables xit sexan 
e ó e as, e non só predeterminadas, para garantir a co sisten ia do estimador 
débese á presenza da m dia mostral s perturbacións do modelo orixinal (
estimadores consistentes, estes son os estimadores intragrupos (within) e en 
primeiras diferenzas que se expoñen a continuación. 
O estimador intragrupos(within) baséase en que se se promedia a 
ecuación 
itiitit xy ναβ ++′= (8) 
para cada individuo, obtense a ecuación 
iiii xy ναβ ++′= (9) 
e restando á ecuación (8) a (9) prodúcese a expresión 
)()( iitiitiit xxyy ννβ −+′−′=− (10) 
Aplicando MCO (Mínimos cadrados ordinarios) a esta ecuación obtéñense 
estimacións do vector β, denominándose estimadores de efectos fixos ( EFβˆ ) ou 
intragrupos ( IGβˆ ). 
Se as variables xit son estritamente esóxenas ―modelo estático―, o 
imador MCO será un estimador consistente de β. O requisito de que as variables 
xit s xan esóxenas, e non só predeterminadas, para garantir a consistencia do 
estimador ébese á presenza da media mostral das perturbacións do modelo 
ν
i
 ) no termo de perturbación do modelo transformado (ecuación 10). 
Como se desprende das anteriores expresións, o estimador intragrupos 
utiliza unicamente a variación que se produce entre as observacións procedentes 
de cada individuo, pero non a través de todo o panel de datos. Por non utilizar toda 
a información mostral, o estimador intragrupos non é, en xeral, eficiente; con todo 
si é eficiente cando eses efectos específicos son deterministas. 
Un procedemento alternativo para obter os estimadores intragrupos é 
considerar os α
i
 constantes e aplicar o método mínimo cuadrático con variables 
ficticias á ecuación 8. Isto consiste en estimar por MCO introducindo N variables 
ficticias, resultando a seguinte ecuación  
ititiit xiy νβα +′+= (11) 
En notación matricial 
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sendo i un vector duns de orden T*1. 
O estimador en primeiras diferenzas baséase no feito de que aplicando o 
operador de primeiras diferenzas na expresión (8) obtense a ecuación 
ititit xy νβ ∆+′∆=∆ )( (12) 
onde se eliminou a variable latente. Esta transformación non se pode aplicar se as 
variables xit son constantes ao longo do tempo, xa que ditas variables 
desaparecerían da formulación en primeiras diferenzas, non podendo estimarse os 
s us coeficientes. Neste caso, a nova perturbación aleatoria do modelo 
UNIDADE DIDÁCTICA VIII. Introdución aos modelos de datos  
de panel 15
i) n  
termo de perturbación do modelo transfor ado (ecuación 10).
Como se desprende das anteriores expresións, o estimador intragrupos 
utiliza unicamente a variación que se produce entre as observacións proce entes de 
cada individuo, pero non a través de todo o panel de datos. Por non utilizar toda a 
infor ación ostral, o esti ador intragrupos non é, en xeral, eficiente; con todo si é 
eficiente cando eses efectos específicos son deterministas.
 r ce e e t  alternativ  para obter os estimadores i tragrupos é 
considerar os αi constantes e aplicar o método mínimo cuadrático con variables 
ficticias á ecuac ón 8. Isto consiste en estimar por MCO introducindo N variables 
ficticias, resultando a seguinte ecuación 
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esti adores co sistente , stes so os estim dores intragrupos (within) e en 
primeiras diferenzas que se expoñen a continuación.
O estimador intragrupos(within) baséase en que se se promedia a 
ecuación 
itiitit xy ναβ ++′= (8) 
para cada individuo, obtense a ecuación 
iiii xy ναβ ++′= (9) 
e restando á ecuación (8) a (9) prodúcese a expresión 
)()( iitiitiit xxyy ννβ −+′−′=− (10) 
Aplicando CO ( ínimos cadrados ordinarios) a esta ecuación obtéñense 
estimacións do vector β, denominándose estimadores de efectos fixos ( EFβˆ ) ou 
intragrupos ( IGβˆ ). 
Se as variables xit son estritamente sóxenas ―mo lo stático―, o
estimador MCO será un estimador consiste te e β. O requisi o de que as var bles
xit exan esóxena , e non só predeterminadas, para garan ir a o istencia 
estim dor débes  á pres nza da media stral das perturbacións do modelo 
orixinal (ν
i
 ) no termo d  perturbación d  modelo transformado (ecuació  10). 
Como se desp ende das ant ri res xpresións,  stimador intragrupo
utiliza unicamente a variación que se pr uce e tr  as observacións proceden es
de cada individu , pe o n n a través de todo  pa el de datos. Por no  u ilizar a
a información mostral, o estimador intragrupos non é, en xeral, eficiente; con todo 
si é eficiente cando ses fectos specíficos son d ministas. 
Un procedeme o alt rnativo para obter os estimadores intragrupos é
considerar os α
i
 constantes e aplicar o método mínimo cuadrático con variables 
 á ecu ción 8. I to consiste en estimar por MCO introducindo N variables 
ficticias, resultando a seguinte ecuación  
ititiit xiy νβα +′+= (11) 
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sendo i un vector uns de ord n T*1. 
O stimador en p imeir  dif renzas baséase o feito de que aplicando o 
operador de primeiras diferenzas na expresión (8) obtense a ecuación 
ititit xy νβ ∆+′∆=∆ )( (12) 
onde s  eliminou a variable latente. Esta transf rmación non se po e aplic  se a
variables xit son c nst ntes ao longo o t mpo, xa qu  ita  vari bl
desaparec ría  da formulación en primeir s diferenz s, no  podendo estimarse os
seus coeficientes. Neste caso, a nova perturbación aleatoria do modelo 
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sendo i un vector duns de orden T*1.
O estimador en primeiras diferenzas baséase no feito de que aplicando o 
operador de primeiras dif renzas na expresión (8) obtense a ecuación
stimadores consistentes, estes son os estimadores intragrupos (within) e en 
primeiras diferenzas que se expoñen a continuación. 
O estimador intragrupos(within) baséase en que se se p omedia a 
ecu ción 
itiitit xy ′ (8) 
para c da individuo, obtense a ecuación 
iiii xy αβ +′= (9) 
e restando á ecuación (8) a (9) prodúcese a expresión 
)()( iitiitiit xxyy ννβ −+′−′=− (10) 
Aplicando MCO (Mí imos ca rados ordinarios) a esta ecuación obtéñense 
estimacións do vector β, denominándose estimadores de efectos fixos ( EFβˆ ) ou 
intragrupos ( IGβˆ ). 
Se as variables xit son estrita ente esóxenas ―modelo estático―,  
esti dor MCO s rá un estimador consistente  β. O requisito de q e as variables 
xit sexan esóxenas, e non só predeterminadas, para garantir a consistencia do 
estimador débese á s za  m d a mostral das perturbacións do modelo
orix nal (ν  ) no rmo d  perturbación d  mod lo tran f rmado (ecuac ón 10). 
Como se despre de das anterio es expresións, o estimador intragrupos 
utiliza unic me te a v riación que se pr duce en re as observ cións procede tes 
de cada individuo, p ro on  través de todo o panel de da os. P  non utilizar toda 
a i form ción mostral, o estimador intragrup s non é, en xeral, efi iente; con todo 
si é eficiente cando eses efectos específicos son deterministas. 
Un procedemento alternativo para obte os estimadores intragrupos é
considerar o  α
i
 c nstantes  aplic r o método mínimo cuadrático con i l  
ficticias á ecuación 8. Isto consiste en estimar por MCO introducindo N variables 
ficticias, resultando a seguinte ecuación  
ititiit xiy νβα +′+= (11) 
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sendo i un vector duns de orden T*1. 
O estimador en primeiras diferenzas baséase no feito de que aplicando o 
perador de primeiras diferenzas na expresió  (8) obtense a ecuación 
ititit xy νβ ∆+′∆=∆ )( (12)
onde se liminou a variable latente. Esta transformación on se pode aplicar se as 
variables xit son constantes ao longo do tempo, xa que ditas variables 
desaparecerían da formulación en primeiras diferenzas, non podendo estimarse os 
seus coeficientes. Neste caso, a nova perturbación aleatoria o modelo 
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onde s  eliminou a variable latente. Esta transform i  non s  pod  aplicar se as 
variabl s xit son constantes ao l ngo do tempo, xa que ditas variables desaparec rían 
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da formulación en primeiras diferenzas, non podendo estimarse os seus coeficientes. 
Neste caso, a nova perturbación aleatoria do modelo transformado non estará 
incorrelacionada, salvo cando a perturbación orixinal fose un paseo aleatorio. A pesar 
diso, o estimador MCO continúa sendo un estimador consistente dos elementos 
do vector b. Cando a perturbación no modelo transformado xa non é un ruído 
branco, entón é recomendable a utilización do estimador MCX (Mínimo cuadrático 
Xeneralizado), que coincide numericamente co estimador intragrupos.
2.1.2. Modelo con efectos individuais e temporais fixos
O modelo anterior pódese estender a un modelo de efectos fixos de «dobre-vía» 
(two-way) no que aparecen tamén efectos inobservables temporais.
transform do no  estará incorrelacionada, s lvo cando a pe turbación rixinal fose 
un paseo aleatorio. A pes r diso, o estimador MCO c ntinúa sendo un estimador 
con istente dos elementos do vector β. Cando a perturbación no modelo 
transformado xa on é un r ído branc , entón é ecomendable a utilización do 
estimador MCX (Mínimo cuadrático Xeneralizado), que coincide numericamente co 
estimador intragr pos. 
 
 
2.1.2. M delo con efectos individuais e temporais fixos 
 
O modelo anterior pódese estender a un modelo de efectos fixos de 
«dobre-vía» (two-way) no que aparecen tamén efectos inobservables temporais. 
ittiitit xy νλαβ +++′= (13) 
Isto equivalería a introducir dos conxuntos de variables ficticias, unhas 
individuais e outras temporais, e en principio o estimador MCO tería as mesmas 
propiedades que no modelo anterior. Para obter o estimador de β habería que 
realizar unha transformación intragrupos (within) similar ó caso anterior, 
efectuando a regresión de y
it
 - y i. - y .t + y .. sobre xit - x i. - x .t + x .. . Sendo i. a 
media temporal, .t a media por individuos e .. a media total. 
 
 
2.2. Efectos aleatorios  
 
2.2.1. Modelo de efectos individuais aleatorios 
 
Cando non existe correlación entre as variables latentes e as demais 
variables explicativas a estimación por MCO en niveis proporciona estimadores 
consistentes. Con todo, mesmo no caso máis restritivo de que ν
it
 sexa 
homocedástica e non presente autocorrelación, a perturbación aleatoria do 
modelo de erros compostos εit si presenta autocorrelación. Isto suxire que se pode 
obter un estimador máis eficiente que o MCO utilizando MCX(Mínimos cadrados 
Xeneralizados), e a ese estimador MCX coñécese co nome de estimador de 
Balestra-Nervole βˆ
BN
. 
Sexa o modelo: 
ititit xy εβ +′= (14) 
onde itiit ναε +=  con i = 1, 2, ..., N e t = 1, 2, ..., T, no que se verifican as 
seguintes hipóteses: 
1. E v
it
 = E α
i
 = E(v
it
, α
i
)= 0 para todo i, t. 
2. E(x´
it vit) = E(x´it αi) = 0k para todo i, t. 
3. E α
i
 α
j
 = σα
2
 si i = j, e igual a cero en caso contrario. 
4. E v
it vjt = σν
2
 si i = j, e igual a cero en caso contrario. 
y
y y
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Isto equivalería a introducir dos conxuntos de variables ficticias, unhas 
individuais e outras temporais, e en principio o estimador MCO tería as mesmas 
propiedades que no modelo anterior. Para obter o estimador de b habería que 
realizar unha transformación intragrupos (within) similar ó caso anterior, efectuando
a regresión de 
transformado non estará incorrelacionada, salvo cando a perturbación orixinal fose 
un paseo aleatorio. A pesar diso, o estimador MCO continúa sendo un estimador 
consistente dos elementos do vector β. Cando a perturbación no modelo 
transformado xa non é un ruído branco, entón é recomendable a utilización do 
estimador MCX (Mínimo cuadrático Xeneralizado), que coincide numericamente co 
estimador intragrupos. 
 
 
2.1.2. Modelo con efectos individuais e temporais fixos 
 
O modelo anterior pódese estender a un modelo de efectos fixos de 
«dobre-vía» (two-way) no que aparecen tamén efectos inobservables temporais. 
ittiitit xy νλαβ +++′= (13) 
Isto equivalería a introducir dos conxuntos de variables ficticias, unhas 
individuais e outr s t mporais, e en principio o estimad r MCO tería as m smas 
propiedades que no mod lo anterior. Para obter o estimad r de β habería que 
realizar unha tra sformación intragrupos (within) similar ó  anterior, 
efectuando a regresión de y
it
 - y i. - y .t + y .. sobre xit - x i. - x .t + x .. . Sendo i. a 
media temporal, .t a media por individuos e .. a media total. 
 
 
2.2. Efectos aleatorios  
 
2.2.1. Modelo de efectos individuais aleatorios 
 
Cando non existe correlación entre as variables latentes e as demais 
variables explicativas a estimación por MCO en niveis proporciona estimadores 
consistentes. Con todo, mesmo no caso máis restritivo de que ν
it
 sexa 
homocedástica e non presente autocorrelación, a perturbación aleatoria do 
modelo de erros compostos εit si presenta autocorrelación. Isto suxire que se pode 
obter un estimador máis eficiente que o MCO utilizando MCX(Míni os cadrados 
Xeneralizados), e a ese estimador MCX coñécese co nome de estimador de 
Balestra-Nervole βˆ
BN
. 
Sexa o modelo: 
ititit xy εβ +′= (14) 
onde itiit ναε +=  con i = 1, 2, ..., N e t = 1, 2, ..., T, no que se verifican as 
seguintes hipóteses: 
1. E v
it
 = E α
i
 = E(v
it
, α
i
)= 0 para todo i, t. 
2. E(x´
it vit) = E(x´it αi) = 0k para todo i, t. 
3. E α
i
 α
j
 = σα
2
 si i = j, e igual a cero en caso contrario. 
4. E v
it vjt = σν
2
 si i = j, e igual a cero en caso contrario. 
y
y y
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transformado non estará incorrelacionada, salvo cando a perturbación or xinal fose 
un paseo aleatorio. A pesar diso, o estimador MCO continúa sendo un estimador 
con istente dos lementos do vector β. Cando a perturbación no modelo 
transformado xa non é un ruído branco, entón é recomendable a utilización do 
estimador MCX (Mínimo cuadrático Xeneralizado), que coincide numericamente co 
estimador intragrupos. 
 
 
2.1.2. Modelo con efectos ind viduais e temporais fixos 
 
O modelo anterior pódese estender a un modelo de efectos fixos de 
«dobre-vía» (two-way) no que aparecen tamén efectos inobservables temporais. 
ittiitit xy νλαβ +++′= (13) 
Isto equivalería a introducir dos conxuntos de variables fict cias, unhas 
ind viduais e o tras temporais, e en principio o estimador MCO tería as mesmas 
propiedades que no model anterior. Para obter o es imador de β hab ría que 
realizar unha transformación intragrupos (within) similar  caso anterior, 
efectuando a r gresión de y
it
- y i. - y .t + y .. sobre xit - x i. - x .t + x .. . Sendo i. a 
media temporal, .t a media por ind viduos e .. a media total. 
 
 
.2. Efectos aleatorios  
 
.2.1. Modelo d  efectos ind viduais aleatorios 
 
Cando non existe correlación entre as variables latentes e as demais 
variables explicativas a estimación por MCO en niveis proporciona estimadores 
con istentes. Con todo, mesmo no caso máis restr tivo de que ν
it
 sexa 
homocedástica e non presente autocorrelación, a perturbación aleatoria do 
modelo d  erros compostos εit si present  autocorrelación. Isto suxire que se pode 
obter un estimador máis ef ciente que o MCO utilizando MCX(Mínimos cadrados 
Xeneralizados), e a ese estimador MCX coñécese co nome de estimador de 
Balestra-Nervole βˆ
BN
. 
Sexa o modelo: 
ititit xy εβ +′= (14) 
onde itiit ναε +=  con i = 1, 2, ..., N e t = 1, 2, ..., T, no que se ver fican as 
seguintes hipóteses: 
1. E v
it
 = E α
i
 = E(v
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, α
i
)= 0 para todo i, t. 
2. E(x´
it vit) = E(x´it αi) = 0k para todo i, t. 
3. E α
i
 α
j
 = σα
2
 si i = j, e igual a cero en caso contrario. 
4. E v
it vjt = σν
2
 si i = j, e igual a cero en caso contrario. 
y
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transfor ado non estará incorrelacionada, salvo cando a perturbación orixinal fose 
un paseo aleatorio.  pesar diso, o esti ador C  continúa sendo un esti ador 
consistente dos le entos do vector . Cando a perturbación no odelo 
transfor ado xa non é un ruído branco, entón é reco endable a utilización do 
esti ador CX ( íni o cuadrático Xeneralizado), que coincide nu erica ente co 
esti ador intragrupos. 
 
 
2 1 2. odelo con fectos individuais e te porais fixos 
 
 odelo anterior pód se estender a un odelo de fectos fixos de 
«dobre-vía» (t o- ay) no que apar cen ta én fectos inobservables te porais. 
ittiitit xy ′ (13) 
Isto equivalerí  a introducir dos conxuntos de variables ficticias, unhas 
individuais e o tras te porais,  en princ pi  o esti ador C  terí  as es as 
propiedades que no odelo anteri r. P ra obter o esti ador de  hab ría que 
realizar unha transfor ación intragrupos ( ithin) si ilar ó caso anterior, 
fectuando a gresión de y
it
 - i. - .t + . sobre xit - i. - .t + . . Sendo i. a 
edia te poral, .t a edia por individuos e .. a edia otal. 
 
 
2. Efect s aleat ri s  
 
2 1. odelo d  fectos individuais aleatorios 
 
Cando non existe correlación entre as variables latentes e as de ais 
variables explicativas a esti ación por C  e  niveis proporciona esti adores 
consistentes. Con todo, es o no caso áis res ritivo de que ν
it
 sexa 
ho ocedástica e non pr sente aut correlación, a perturbación aleatoria do 
odelo d  erros co postos εit si pr sent  aut correlación. Isto suxire que se pode 
obter un esti ador áis eficiente que o C  utilizando CX( íni os cadrados 
Xeneralizados), e a se esti ador CX coñéc se co no e de esti ador de 
alestra- ervole ˆ
BN
. 
Sexa o odelo: 
ititit xy ε′ (14) 
onde itiitε  con i = 1, 2, . .,  e t = 1, 2, . ., T, no que se verifican as 
seguintes hipót es: 
1. E v
it
= E 
i
= E(v
it
, 
i
)= 0 p ra todo i, t. 
2. E(x´
it vit) = E(x´it i) = 0k p ra todo i, t. 
3. E 
i
 
j
= σα
2
si i = j, e igu l a cero en caso cont ario. 
4. E v
it vjt = σν
2
si i = j, e igu l a cero en caso cont ario. 
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temporal, 
transformado non estará incorrelacionada, salvo cando a perturbación orixinal fose 
un paseo aleatorio. A pesar diso, o estimador MCO continúa sendo un estimador 
consistente dos elementos do vector β. Cando a perturbación no modelo 
transformado xa non é un ruído branco, entón é recomendable a utilización do 
estimador MCX (Mínimo cuadrático Xeneralizado), que coincide numericamente co 
estimador intragrupos. 
 
 
2.1.2. Modelo con efectos individuais e temporais fixos 
 
O modelo ant rior pódese estender a un modelo de efectos fixos de 
«dobre-vía» (two-way) no que aparecen tamén efectos inobservables temporais. 
ittiitit xy νλαβ +++′= (13) 
Isto equivalería a introducir os conxuntos de variables ficticias, unhas 
individuais e outras temporais, e en principio o estimador MCO tería as mesmas 
propiedades que no modelo anterior. Para obter  estimador de β habería que 
realizar unha transformación intragrupos (within) similar ó caso anterior, 
efectuando a regresión de y
it
 - y i. - y .t + y .. sobre xit - x i. - x .t + x  . Sendo i. a 
media l  .t a media por individuos e .. a media total. 
 
 
2.2. Efectos aleatorios  
 
2.2.1. Modelo de efectos individuais aleatorios 
 
Cando non existe correlación entre as variables latentes e as demais 
variables explicativas a estimación por MCO en niveis proporciona estimadores 
consistentes. Con todo, mesmo no caso máis restritivo de que ν
it
 sexa 
homocedástica e non presente autocorrelación, a perturbación aleatoria do 
modelo de erros compostos εit si presenta autocorrelación. Isto suxire que se pode 
obter un estimador máis eficiente que o MCO utilizando MCX(Mínimos cadrados 
Xeneralizados), e a ese estimador MCX coñécese co nome de estimador de 
Balestra-Nervole βˆ
BN
. 
Sexa o modelo: 
ititit xy εβ +′= (14) 
onde itiit ναε +=  con i = 1, 2, ..., N e t = 1, 2, ..., T, no que se verifican as 
seguintes hipóteses: 
1. E v
it
 = E α
i
 = E(v
it
, α
i
)= 0 para todo i, t. 
2. E(x´
it vit) = E(x´it αi) = 0k para todo i, t. 
3. E α
i
 α
j
 = σα
2
 si i = j, e igual a cero en caso contrario. 
4. E v
it vjt = σν
2
 si i = j, e igual a cero en caso contrario. 
y
y y
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t ansformado non estará incor elacionada, salvo cando a perturbación orixinal fose 
un pas o aleat io. A pesar diso, o estimador MCO continúa sendo un estimador 
c nsistente dos elementos do vector β. Cand  a perturbación no modelo 
transformado xa on é un ruí o branco, ent  é recomendable a utilización do 
estimador MCX (Mínimo cuadrático Xeneralizado), que coincide numericamente co 
estimador intragrupos. 
 
 
2.1.2. Mod lo c n efectos individuais e temporais fixos 
 
O modelo anteri r pó ese estender a un modelo de efectos fixos de 
«dob -vía» (two-way) no que aparec n ta én efectos inobservables temporais. 
ittiitit xy νλαβ +++′= (13) 
Isto equivalería a introducir dos conx to de variables ficticias, unhas 
ndividuais e outras temporais, e en p incipio o e ti ador MCO tería as mesmas 
propiedades que no mod lo nterior. Para obter o estimador de β habería que 
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2.2.1. Modelo de efectos individuais aleatorios 
 
Ca do non existe correlación ntre as variables latentes e as demais 
v r ables explicativas a timación por MCO en niveis proporciona estimadores 
consistentes. Con todo, mesmo no caso máis restritivo de que ν
it
 sexa 
homocedástica e on resente autocorrelac ón, a perturbación aleatoria do 
modelo de erros c mpostos εit si presenta autoc rrelación. Isto suxire que se pode 
obter n estimador máis eficiente que  MCO utilizando MCX(Mínimos cadrados 
Xeneralizados), e a ese esti ador MCX coñécese co nome de estimador de 
Balestra-Nervole βˆ
BN
. 
Sexa o modelo: 
ititit xy εβ +′= (14) 
onde itiit ναε +=  con i = 1, 2, ..., N e t = 1, 2, ..., T, no que se verifican as 
seguintes hipóteses: 
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)= 0 para todo i, t. 
2. E(x´
it vit) = E(x´it αi) = 0k para todo i, t. 
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 = σα
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 si i = j, e igual a cero en caso contrario. 
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it vjt = σν
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 si i = j, e igual a cero en caso contrario. 
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2.2. Efectos aleatorios 
2.2.1. Modelo de efectos individuais aleatorios
Cando non existe correlación entre as variables latentes e as demais variables 
explicativas a estimación por MCO en niveis proporciona estimadores consistentes. 
Con todo, mesmo no caso máis restritivo de que νit sexa homocedástica e non 
presente autocorrelación, a perturbación aleatoria do modelo de erros compostos 
εit si pre enta autocorrelación. Isto suxire que se pod  obter u  estimador máis 
eficiente que o MCO utilizando MCX(Mínimos cadrados Xeneralizados), e a ese 
estimador MCX coñéce e co nome de estimador de Balestra-Nervole 
transformado non estará incorrelacionada, salvo cando a perturbación orixinal fose 
un paseo aleatorio. A pesar diso, o estimador MCO continúa sendo un estimador 
consistente dos elementos do vector β. Cando a perturbación no modelo 
t ansformado  non é un ruído branco, entón é recomendable a utilización do 
estima r MCX (Mínimo cuadrático Xeneralizado), que coincide numericamente co 
estimador i tragrupos. 
 
 
2.1.2. Modelo con efectos individuais e temporais fixos 
 
O modelo anterior pódese estender a un modelo de efectos fixos de 
«dobre-vía» (two-way) no que aparecen tamén efectos inobservables temporais. 
ittiitit xy νλαβ +++′= (13) 
Isto equivalería a introducir dos conxuntos de variables ficticias, unhas 
individuais e outras temporais, e en principio o estimador MCO tería as mesmas 
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Cando non existe correlación entre as variables latentes e as demais 
variables explicativas a estimación por MCO en niveis proporciona estimadores 
consistentes. Con todo, mesmo no caso máis restritivo de que ν
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homocedástica e non presente autocorrelación, a perturbación aleatoria do 
modelo de erros compostos εit si presenta autocorrelación. Isto suxire que se pode 
obter un estimador máis eficiente que o MCO utilizando MCX(Mínimos cadrados 
Xeneraliz dos), e a ese estimador MCX coñécese co nome de estimador de 
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onde itiit ναε +=  con i = 1, 2, ..., N e t = 1, 2, ..., T, no que se verifican as 
seguintes hipóteses: 
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 si i = j, e igual a cero en caso contrario. 
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Sexa o modelo:
transformado non estará incorrelacionada, salvo cando a perturbación orixinal fose 
un paseo aleatorio. A pesar diso, o estimador MCO continúa sendo un estimador 
consistente dos elementos do vector β. Cando a perturbación no modelo 
transformado xa non é un ruído branco, entón é recomendable a utilización do 
estimador MCX (Mínimo cuadrático Xeneralizado), que coincide numericamente co 
estimador intragrupos. 
 
 
2.1.2. Modelo con efectos individuais e temporais fixos 
 
O modelo anterior pódese estender a un modelo de efectos fixos de 
«dobre-vía» (two-way) no que aparecen tamén efectos inobservables temporais. 
ittiitit xy νλαβ +++′= (13) 
Ist  equivalería a introducir dos co xuntos  variable  ficticias, unhas 
individuais e outras temporais, e en principio o estimador MCO te ía as mesmas 
propiedades que no modelo anterior. Para obter o estimador de β habería que 
realizar unha transform ción intragrupos (within) simil r ó caso anterior, 
efectuando  regresión de y
it
- y i. - y .t + y .. sobre xit - x i. - x .t + x .. . Sendo i. a 
media temporal, .t a media por individuos e .. a media total. 
 
 
2.2. Efectos aleat ios  
 
2.2.1. Modelo de efectos individuais aleatorios 
 
Cando non existe correlación entre as variables latentes e as demais 
variables explicativas a estimación por MCO en niveis proporciona estimadores 
consistentes. Con todo, mesmo no caso máis restritivo de que ν
it
 sexa 
homocedástica  non prese te aut correl ción, a p rturbación al atoria do 
modelo de erro compostos εit si presenta autocorrelación. Ist  suxire que s  pode 
obter un estima r ái  eficie te que  MCO utilizand  MCX(Mínimo  c drados 
Xeneralizados), e a ese estimador MCX coñécese co nome de estimador de 
Balestra-Nerv le βˆ
BN
. 
Sexa o od lo: 
ititit xy εβ +′= (14) 
onde itiit ναε +=  c n i = 1, 2, ..., N e t = 1, 2, ..., T, no que se verifican as 
seguintes hipóteses: 
1. E v
it
 = E α
i
 = E(v
it
, α
i
)= 0 para todo i, t. 
2. E(x´
it vit) = E(x´it αi) = 0k para todo i, t. 
3. E α
i
 α
j
 = σα
2
 si i = j, e igual a cero en caso contrario. 
4. E v
it vjt = σν
2
 si i = j, e igual a cero en caso contrario. 
y
y y
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onde 
transformado non estará incorrelacionada, salvo cando a perturbació  orixinal fose 
un paseo aleatorio. A pesar diso, o estimador MCO continúa sendo un estimador 
consistente dos elementos do vector β. Cando a perturbación no modelo 
t ansf rmado x  n é u  ruído br nco, entón é ecome dable  utilizació  do 
estim d r MCX (Mínimo cu drático Xeneralizad ), que coi cide u eric ente co 
estima r intragrup . 
 
 
2.1.2. Modelo con efectos individuais e temporais fixos 
 
O modelo anterior pódese estender a un modelo de efectos fixos de 
«dobre-vía» (tw -way) n  que aparecen ta én efectos inobservable  temporais. 
ittiitit xy νλαβ +++′= (13) 
Isto equiv lería a introdu ir dos conxun  de variables ficticias, unhas 
individuais e outras temporais, e en principio o estimador MCO tería as esmas 
propiedades que no modelo anterior. Para ob er o estima or de β habería que 
realizar nha tr sf rma ión intragr pos (within) similar ó caso nterior, 
efectu ndo a r gresión  y
it
 - y i. - y .t + y .. sob e xit - x i. - x .t + x .. . Se do i. a 
media temporal, .t a media por individuos e .. a media total. 
 
 
2.2  Efectos leatorios  
 
2.2.1. Modelo de efectos individuais aleatorios 
 
Cando non exi te correlación entre as variables latentes e as demais 
variables explicativas a e t mac ón por MCO n nivei proporcion  estimadores 
consistentes. Con todo, mesmo no caso máis restritivo de que ν
it
 sexa 
hom cedástica  non prese te autocorrel ció , a perturb ción ale toria do 
modelo d  erros co p stos εit si pres t  autocorrelación. Isto suxire qu  se pode 
obter un estimador máis eficiente que o MCO utilizan o MCX(Mínimos cadrados 
Xeneralizados), e a se stimad  MCX coñéc  co nome d  estimador de 
Balestra-Nerv le βˆ
BN
. 
Sexa o mod lo: 
ititit xy εβ +′= (14) 
onde itiit ναε +=  con i = 1, 2, ..., N e t = 1, 2, ..., T, no que se verifican as 
seguintes hipóteses: 
1. E v
it
 = E α
i
 = E(v
it
, α
i
)= 0 para todo i, t. 
2. E(x´
it vit) = E(x´it αi) = 0k para todo i, t. 
3. E α
i
 α
j
 = σα
2
 si  = j, e igual a cero en caso contrario. 
4. E v
it vjt = σν
2
 si i = j, e igual a cero en caso contrario. 
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 con i = 1, 2, ..., N e t = 1, 2, ..., T, no que se verifican as seguintes
hipót es:
1. E vit = E αi = E(vit, αi)= 0 para tod  i, t.
2. E(x´it vit) = E(x´it αi) = 0k para tod  i, t.
3. E αi j = σα
2 si i = j, e igual  cero en caso c ntrario.
. E vit vjt = σν
2 si i = j, e igual a cero en caso contrario.
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É útil neste caso ver a formulación do modelo en bloques de T observacións 
para cada unha das unidades atemporais i. Para esas T observacións teremos que Vi 
será: Vi = E (εi´εi) = σν
2 IT + σα
2 iTiT´ sendo i´ un vector fila duns de orde 1*T.
En notación matricial
É útil neste caso ver a formulación do modelo en bloques de T 
observacións para cada unha das unidades atemporais i. Para esas T observacións 
teremos que Vi será: Vi = E (εi´εi) = σν
2
 I
T
 + σα
2
 i
T
i
T
´ sendo i´ un vector fila duns de 
orde 1*T. 
En notación matricial 

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
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


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iV  
Pódese observar como se detecta a presenza de autocorrelación entre as 
perturbacións aleatorias de cada individuo (ε
i
) debida á correlación entre as 
variables non observables que son incorporadas na perturbación aleatoria. 
A matriz Vi é a mesma para cada individuo da mostra, polo que a matriz de 
varianzas covarianzas V pódese expresar como V = I
N
 ⊗ V
i
., xa que as perturbacións 
entre unidades transversais non están correlacionadas. 
En notación matricial 












=
NV
V
V
V

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

00
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Os estimadores MCX son lineais, innesgados e óptimos (ELIO) dos 
parámetros do modelo, e calcúlanse como: 
βˆ  = [∑
=
N
i 1
x
i
´V
i
-1
x
i
] 
-1
∑
=
N
i 1
x
i
´V
i
-1
y
i 
sendo a matriz de covarianzas do estimador igual a: 
[∑
=
N
i 1
x
i
´V
i
-1
x
i
]
-1
 
Estimar por MCX este modelo é equivalente a efectuar a estimación das 
variables transformadas da forma seguinte: 
.iit yy θ−  e igual coas variables explicativas, sendo 22
2
1
αν
ν
σσ
σθ
T+
−=  
Un procedemento alternativo para obter os estimadores MCX é a través 
dos estimadores intragrupos e entregrupos, xa que os estimadores MCX son unha 
media ponderada matricial deses dous estimadores. 
 
 
Por iso imos definir os estimadores entregrupos (between), que se 
obteñen a partir da aplicación de MCO ao modelo que relaciona a media aritmética 
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Pódese observar como se detecta a presenza de autocorrelación entre as 
perturbacións aleatorias de cada individuo (εi) debida á correlación entre as variables 
non observables que son incorporadas na perturbación aleatoria.
A matriz Vi é a mesma para cada individuo da mostra, polo que a matriz de 
varianzas covarianzas V pód s  expresar como V = IN Ä Vi., xa que as perturbacións 
entre unidades transversais non están correlacionadas.
É útil neste caso ver a formulación do modelo en bloques de T 
observacións para cada unha das unidades atemporais i. Para esas T observacións 
teremos que Vi será: Vi = E (εi´εi) = σν
2
 I
T
 + σα
2
 i
T
i
T
´ sendo i´ un vector fila duns de 
orde 1*T. 
En notación matricial 
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
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V  
Pódese observar co o se detecta a presenza de autocorrelación entre as 
perturbacións aleatorias de cada individuo (ε
i
) debida á correlación entre as 
variables non observables que son incorporadas na perturbación leatoria. 
 i  i  a mes a para cada individuo da mostra, polo que a matriz de 
varianzas covarianzas V pódese expresar como V = I
N
 ⊗ V
i
., xa que as perturbacións 
entre unidades transversais non están correlacionadas. 
En notación matricial 




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

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V
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Os estimadores MCX son lineais, innesgados e óptimos (ELIO) dos 
parámetros do modelo, e calcúlanse como: 
βˆ  = [
=
N
i 1
x
i
´V
i
-1
x
i
] 
-1
=
N
i 1
x
i
´V
i
-1
y
i 
sendo a matriz de covarianzas do estimador igual a: 
[
=
N
i 1
x
i
´V
i
-1
x
i
]
-1
 
Estimar por MCX este modelo é equivalente a efectuar a estimación das 
variables transformadas da forma seguinte: 
.iit yy θ−  e igual coas variables explicativas, sendo 22
2
1
αν
ν
σσ
σθ
T+
−=  
Un procedemento alternativo para obter os estimadores MCX é a través 
dos estimadores intragrupos e entregrupos, xa que os estimadores MCX son unha 
media ponderada matricial deses dous estimadores. 
 
 
Por iso imos definir os estimadores entregrupos (between), que se 
obteñen a partir da aplicación de MCO ao modelo que relaciona a media aritmética 
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Os estimadores MCX son lineais, innesgados e óptimos (ELIO) dos parámetros 
do modelo, e calcúlanse como:
É útil neste caso ver a formulación do modelo en bl qu s de T 
obs rvacións para cada unha das unidades atemporais i. Para esas T observacións 
teremos que Vi será: Vi = E (εi´εi) = σν
2
 I
T
 + σα
2
 i
T
i
T
´ sendo i´ un vector fila duns de 
orde 1*T. 
En notación matricial 

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Pódese observ r como se detecta a presenza de autocorrelación tr   
perturbacións aleatorias de cada individuo (ε
i
) debida á correl ción entre as 
variables non observables que son in orporadas na perturbación aleatori . 
A matriz Vi é a mesma para cada individuo da mostra, polo que a matriz de 
varianzas covarianz s V pódese expresar como V = I
N
 ⊗ V
i
., xa que as perturbacións 
entre unidades transversais non están correlacionadas. 
En notación matricial 






=
NV
V
V
V




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Os estimadores MCX son lineais, innesgados e óptimos (ELIO) dos 
parámetros do modelo, e calcúlanse como: 
βˆ  = [∑
=
N
i 1
x
i
´V
i
-1
x
i
] 
-1
∑
=
N
i 1
x
i
´V
i
-1
y
i 
sendo a matriz de covarianzas do estimador igual a: 
[∑
=
N
i 1
x
i
´V
i
-1
x
i
]
-1
 
Estimar por MCX este modelo é equivalente a efectuar a estimación das 
variables transformadas da forma seguinte: 
.iit yy θ−  e igual coas variables explicativas, sendo 22
2
1
αν
ν
σσ
σθ
T+
−=  
Un procedemento alter ativo para obter os estimadores MCX é a través 
dos estima ores intragrupos e ntregrupos, xa que os estimadores MCX son unha 
media ponderada matricial deses dous estimadores. 
 
 
Por iso imos definir os estimadores entregrupos (between), que se 
obteñen a partir da aplicación de MCO ao modelo que relaciona a media aritmética 
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sendo a matriz de covarianzas do estimador igual a:
É útil neste caso ver a formul ción do m delo en bl ques de T 
observacións para cada unha das unidades atemporais i. Para esas T observacións 
teremos que Vi será: Vi = E (εi´εi) = σν
2
 I
T
 + σα
2
 i
T
i
T
´ sendo i´ un vector fila duns de 
orde 1*T. 
En notación matricial 

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

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P dese observar como se detecta a presenza e utocorrelación entre s 
perturbacións aleatorias de cada individuo (ε
i
) ebida á correlación en e as 
ri ble  n n observables que son incorporadas na perturbación aleatoria. 
A matriz Vi é a mesma para cada individuo da mostra, polo que a matriz de 
varianzas covarianzas V pódese expresar como V = I
N
 ⊗ V
i
., xa que as perturbacións 
entre unidades tra sversais non están correlacionadas. 
En notación matricial 



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

=
NV
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



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O estimad res MCX son lineais, innesgados e óptimos (ELIO) dos 
parámetros do modelo, e calcúlanse como: 
βˆ  = [∑
=
N
i 1
x
i
´V
i
-1
x
i
] 
-1
∑
=
N
i
x
i
´V
i
-1
y
i 
sendo a matriz de covarianzas do estimador igual a: 
[∑
=
N
i 1
x
i
´V
i
-1
x
i
]
-1
 
Estimar por MCX este modelo é equivalente a efectuar a estimación das 
variables transformadas da forma eguinte: 
.iit yy θ−  e igual coas variables explicativas, sendo 22
2
1
αν
ν
σσ
σθ
T+
−=  
Un procedement  alt r ativo ara obter os estimadores CX é a través 
dos estimadores intragrupos e entregrupos, xa que os estimadores MCX son unha 
media ponderada matricial deses dous estimadores. 
 
 
Por iso imos defi ir os estimad res entregrup s (between), que se
obteñen a partir da aplicación de MCO ao modelo que relaciona a media aritmética 
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Estimar por MCX este modelo é equivalente a efectuar a estimación das 
variables transformadas da forma seguinte:
É útil neste caso ver a formulación do modelo en bloques de T 
observacións para cada unha das unidades atemporais i. Para esas T observacións 
teremos que Vi será: Vi = E (εi´εi) = σν
2
 I
T
 + σα
2
 i
T
i
T
´ sendo i´ un vector fila duns de 
orde 1*T. 
En notación matricial 
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Pódese observar como se detecta a presenza de autocorrelación entre as 
perturbacións aleatorias de cada individuo (ε
i
) debida á correlación entre as 
variables non observables que son incorporadas na perturbación aleatoria. 
A matriz Vi é a mesma para cada individuo da mostra, polo que a matriz de 
varianzas covarianzas V pódese expresar como V = I
N
 ⊗ V
i
., xa que as perturbacións 
entre unidades transversais non están correlacionadas. 
En notación matricial 
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Os estimadores MCX son lineais, innesgados e óptimos (ELIO) dos 
parámetros do modelo, e calcúlanse como: 
βˆ  = [∑
=
N
i 1
x
i
´V
i
-1
x
i
] 
-1
∑
=
N
i 1
x
i
´V
i
-1
y
i 
sendo a m triz de covarianzas do estimador ig al : 
[∑
=
N
i 1
x
i
´V
i
-1
x
i
]
-1
 
Estimar por MCX este modelo é quivalente a efectuar a estimación das 
variables transformadas da for a seguinte: 
.iit yy θ−  e igual coas variables explicativas, sendo 22
2
1
αν
ν
σσ
σθ
T+
−=  
Un procedemento alternativo para obter os estimadores MCX é a través 
dos estim ores intragrupos  entr pos, xa qu  os e timadores MCX son unha 
media ponderada matricial deses do  stimadores. 
 
 
Por iso imos definir os estimadores entregrupos (between), que se 
obteñen a partir da aplicación de MCO ao modelo que relaciona a media aritmética 
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 al coas variabl s explicativas, sendo 
É útil neste caso ver a formulación do modelo en bloques de T 
observacións para cada unha das unidades atemporais i. Para esas T observacións 
teremo  que Vi será: Vi = E (εi´εi) = σν
2
 I
T
 + σα
2
 i
T
i
T
´ sendo i´ un vector f la duns de 
orde 1*T. 
En notación matricial 
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Pódese ob ervar como se detecta a presenza de autocorrelación entre as 
pertu bacións leatorias de cada individuo (ε
i
) debida á correlación entre as 
variables non observ bles que son incorporadas na perturbación aleatoria. 
A matriz Vi é a mesma para cada individuo da mostra, polo que a matriz de 
varianzas covarianzas V pódese expresar como V = I
N
 ⊗ V
i
., xa que as perturbacións 
entre unidades transversais non están correlacionadas. 
En notación matricial 
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Os estimadores MCX son lineais, innesgados e óptimos (ELIO) dos 
parámetros do modelo, e calcúlanse como: 
βˆ  = [∑
=
N
i 1
x
i
´V
i
-1
x
i
] 
-1
∑
=
N
i 1
x
i
´V
i
-1
y
i 
sendo a matriz de covarianzas do estimador igual a: 
[∑
=
N
i 1
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x
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]
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Estim r por MCX t  mod lo é equivalente a efectuar a estim ción das 
variables transformadas da forma seguinte: 
.iit yy θ−  e igual co s variables explicativas, se  22
2
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Un proc demento lternativo para bter os estimadores MCX é a través 
dos estimadores intragrupos e entregrupos, xa que os estimadores MCX son unha 
medi  ponderada matricial eses dous estimadores. 
 
 
Por iso imos definir os estimadores entregrupos (between), que se 
obteñen a partir da aplicación de MCO ao modelo que relaciona a media aritmética 
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Un procedemento alternativo para obter os esti adores MCX é a través dos 
sti a or s int grupos e entr grupos, xa que os estimadores MCX son unha media 
ponderada matricial des s dous estimadores.
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Por iso imos definir os estimadores entregrupos (between), que se obteñen 
a partir da aplicación de MCO ao modelo que relaciona a media aritmética das 
observacións de cada grupo da mostra. É dicir, consiste en estimar por MCO a 
seguinte relación:
das observacións de cada grupo da mostra.  icir, consiste en estimar por MCO a 
seguinte r l  
)( iiii xy ναβ ++′= (15) 
Esta estimación só será consistente cando os efectos individuais non 
observables estean incorrelacionados coas variables explicativas. 
O estimador MCX obtense como 
EEII bFbF ˆˆˆ +=β  
onde  
IE FIF ˆˆ −=
[ ] 222
2
1 )1(ˆ θ
σσ
σλλ
αν
ν −=
+
=+=
−
T
SSSF IXX
E
XX
I
XX
I  
sendo EFˆ a matriz do estimador entregrupos, IFˆ a matriz do estimador 
intragrupos, bE o estimador entregrupos, bI o estimador intragrupos, IXXS e 
E
XXS  as 
matrices de momentos das sumas de cadrados dentro de cada grupo e entre 
grupos respectivamente. 
( ) ( ) Exy1ExxEIxy1IxxI
i
ii
i
E
XYii
E
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i t
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iit
I
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Na práctica, tense que traballar co estimador MCXF (Mínimos cuadrático 
Xeneralizado Factible). Xeralmente utilízase como estimación da varianza σν
2 a 
varianza residual obtida do estimador within multiplicada polo factor (NT-k)/(NT-N-
k), e como estimación da varianza σα
2 o valor 
T
b
2
2 ˆˆ σσν − onde 2ˆbσ é a varianza 
residual estimada do estimador between. O estimador MCXF resultante será 
asintoticamente o mellor estimador lineal e consistente, e distribuirase 
normalmente. 
As estimacións en niveis (MCO ou MCX) e as estimacións en desviacións 
adoitan proporcionar resultados moi distintos nas aplicacións prácticas. Isto é, en 
xeral, unha indicación de que hai diferenzas inobservables entre individuos que 
nesgan as estimacións en niveis. Por outra banda, en paneis nos que a dimensión 
de corte transversal é grande e a dimensión temporal é pequena as estimacións 
intragrupos son moito máis imprecisas que as estimacións en niveis. 
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Esta estimación só será consistente cando os efectos individuais non 
observables estean incorrelacionados coas variables explicativas.
O estimador MCX obtense como
das observacións de cada grupo da mostra. É dicir, consiste en estimar por MCO a 
seguinte relación: 
)( iiii xy ναβ ++′= (15) 
Esta estimación só será c nsistente cando os efecto  individuais non 
observables estean incorrelacionados c as variables explicativas. 
O estimador MCX obtense como 
EEII bFbF ˆˆˆ +=β  
onde  
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sendo EFˆ a matriz do estimador entregrupos, IFˆ a matriz do estimador 
intragrupos, bE o estimador entregrupos, bI o estimador intragrupos, IXXS e 
E
XXS  as 
matrices de momentos das sumas de cadrados dentro de cada grupo e entre 
grupos respectivamente. 
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Na práctica, tense que traballar co estimador MCXF (Mínimos cuadrático 
Xeneralizado Factible). Xeralmente utilízase como estimación da varianza σν
2 a 
varianza residual obtida do estimador within multiplicada polo factor (NT-k)/(NT-N-
k), e como estimación da varianza σα
2 o valor 
T
b
2
2 ˆˆ σσν − onde 2ˆbσ é a varianza 
residual estimada do estimador between. O estimador MCXF resultante será 
asintoticamente o mellor estimador lineal e consistente, e distribuirase 
normalmente. 
As estimacións en niveis (MCO ou MCX) e as estimacións en desviacións 
adoitan proporcionar resultados moi distintos nas aplicacións prácticas. Isto é, en 
xeral, unha indicación de que hai diferenzas inobservables entre individuos que 
nesgan as estimacións en niveis. Por outra banda, en paneis nos que a dimensión 
de corte transversal é grande e a dimensión temporal é pequena as estimacións 
intragrupos son moito máis imprecisas que as estimacións en niveis. 
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onde 
das observacións de cada grupo da mostra. É dicir, consiste en estimar por MCO a 
seguinte relación: 
)( iiii xy ναβ ++′= (15) 
Esta estimación só será c nsistente cando os efectos individuais non 
observables estean incorrelacionados coas variables explicativas. 
O estimador MCX obtense como 
EEII bFbF ˆˆˆ +=β  
onde  
IE FIF ˆˆ −=
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sendo EFˆ a matriz do estimador entregrupos, IFˆ a matriz do estimador 
intragrupos, bE o estimador entregrupos, bI o estimador intragrupos, IXXS e 
E
XXS  as 
matrices de momentos das sumas de cadrados dentro de cada grupo e entre 
grupos respectivamente. 
( ) ( ) Exy1ExxEIxy1IxxI
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Na práctica, tense que traballar co estimador MCXF (Mínimos cuadrático 
Xeneralizado Factible). Xeralmente utilízase como estimación da varianza σν
2 a 
varianza residual obtida o estimador within multiplicada polo factor (NT-k)/(NT-N-
k), e como estimación da varianza σα
2 o valor 
T
b
2
2 ˆˆ σσν − onde 2ˆbσ é a varianza 
residual stimada do estimador between. O estimador MCXF resultante será 
asintoticam nte o mellor estimador lineal e consistente, e distribuirase 
norm lmente. 
As estim ci s n niveis (MCO ou MCX) e as estimacións en desviacións 
adoitan proporcionar resultados moi distintos nas aplicacións prácticas. Isto é, e  
xeral, unha indicación de que hai diferenzas inobservables entre individuos que 
nesgan as estimacións en niveis. Por outra banda, en pan is nos que a dimensión 
de corte transversal é grande e a dimensión temporal é pequena as estimacións 
intragrupos son moito máis imprecisas que as estimacións en niveis. 
 
 
 
 
 
 
18 - UNIDADE DIDÁCTICA VIII. Introdución aos modelos de datos  
de panel 
sendo 
das observacións de cada grupo da mostra. É dicir, consiste en estimar por MCO a 
seguinte relación: 
)( iiii xy ναβ ++′= (15) 
Esta estimación só será consistente cando os efectos individuais non 
observables estean incorrelacionados coas variables explicativas. 
O estimador MCX obtense como 
EEII bFbF ˆˆˆ +=β  
onde  
IE FIF ˆˆ −=
[ ] 222
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I  
 EFˆ a matriz do estimador entregrupos, IFˆ a matriz do estimador 
intragrupos, bE o estimador entregrupos, bI o estimador intragrupos, IXXS e 
E
XXS  as 
matrices de momentos das sumas de cadrados dentro de cada grupo e entre 
grupos respectivamente. 
( ) ( ) Exy1ExxEIxy1IxxI
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Na práctica, tense que traballar co estimador MCXF (Mínimos cuadrático 
Xeneralizado Factible). Xeralmente utilízase c mo estimació  da varianza σν
2 a 
varianza residual obtida do estimador within multiplicada polo factor (NT-k)/(NT-N-
k), e como estimación da varianza σα
2 o valor 
T
b
2
2 ˆˆ σσν − onde 2ˆbσ é a varianza 
residual estimada do estimador between. O estimador MCXF resultante será 
asintoticamente o m llor esti ador lineal e consiste te, e distribuirase 
normalmente. 
A  i i s en niveis (MCO ou MCX) e as estimacións en desviacións 
a oitan proporcion r resulta os moi distintos nas aplicacións prácticas. Isto é, e  
xeral, unha indicación de que hai diferenz  inobservables entre individuos que 
nesgan as estimacións en niveis. Por outra banda, en paneis nos que a dimensión 
de corte transversal é grande e a dimensión temporal é pequena as estimacións 
intragrupos son moito máis imprecisas que as estimacións en niveis. 
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 a matriz do estimador entregrupos, 
das observacións de cada grupo da mostra. É dicir, consiste n estimar por MCO a 
seguint  relación: 
)( iiii xy ναβ ++′= (15) 
Esta estimación só será consistente cand  os efectos individuais on 
observabl  stean incorrelacionados coas v riabl s explicativas. 
O estimador MCX obtense c mo 
EII bFbF ˆˆˆ +=β  
onde  
IE FIF ˆˆ −=
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sendo EFˆ a matriz do estimador entre r IFˆ a matriz do estimador 
intragrupos, bE o estimador entregrupos, bI o estimador intragrupos, IXXS e 
E
XXS as 
matrices de omentos das sumas de cadrados dentro de cada grupo e entre 
grupos respectivamente. 
( ) ( ) Exy1ExxEIxy1IxxI
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Na práctica, tense que traballar co estimador MCXF (Mínimos cuadrático 
X neraliza o Fact ble). Xeral ente utilízase c mo estimación da v rianza σν
2 a 
v rianza residual obti a do estimador w thin multiplicada polo factor (NT-k)/(NT-N-
k), e c o estimación da v rianza σα
2 o valor 
T
b
2
2 ˆˆ σσν − onde 2ˆbσ é a v rianza 
residual esti ada do estimador between. O stimador MCXF resultante será 
asintoticamente o mellor estimador lineal e onsistente, e distribuirase 
normalmente. 
A  estimacións en n veis (MCO ou MCX) e a  estimacións en desv acións 
ad i an pr porcionar resultados moi di i tos n s aplicacións práctica . Isto é, en 
xeral, unha indicación de que ha  diferenza  inobservabl s entre individuos que 
nesg n a  estimacións en n veis. P r outr  banda, en paneis nos que a dimensión 
de cor e transversal é grande e a dimensión temporal é pequena a  estimacións 
intragrupos son m ito máis imprecisas que a  estimacións en n veis. 
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 a matriz do estimador 
r pos, bE o estimador entre r , I  estimado  intragrupos, 
das observacións e c da grupo da mostra. É dicir, consist  en estimar por MCO a 
seguinte relación: 
( iii xy ναβ ++′= (15) 
Esta estimaci n só será consistente cando os fectos ndividuais non 
observables estea  incorrel ci nado coas variables explicativas. 
O estimador MCX obtense como 
EEII bFbF ˆˆ +=β  
onde  
IE FIF ˆˆ −=
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sendo EFˆ  matriz do estimador entregrupos, IFˆ  atriz  ti r 
intragrupos, bE o estimador entregrupos, bI o estimador intr r IXXS e 
E
XXS  as 
matrices de momentos da  sumas de cadra os dentro de c da grupo  entre 
grupos respectivamente. 
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Na prá ica, tense que tr b llar co estimador MCXF (Mínimos cuadrático 
X neralizado Factibl ). Xer lmente utilízase como estimación da varianza σν
2 a 
varianza residual obtida do estimador within multiplic da p lo factor (NT-k)/(NT N-
k), e como estimación da varianza σα
2  valor 
T
b
2
2 ˆˆ σσν − onde 2ˆbσ é a varianza 
residual estim da do estimador b tween. O estimador MCXF result nte será 
as n oticamente o mell r estimador i al e co sistente, e distribuirase 
normalmente. 
As est macións e  niveis (MCO ou MCX)  as estimacións n desviacións 
doitan p oporcionar resultad s o  disti tos nas pli acións prá ticas. Isto é, en 
xeral, u ha indi ación d  que hai dif renzas inobservables entre individuos que 
nesgan as estimacións e  niveis. Po  outra banda, en pa eis nos que a dimensión 
de corte transversal é grand  e a dimensión temporal é pequen  as estimacións 
intragrupos s n moito máis impreci as que as estimacións e  niveis. 
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das observacións e c da grupo da mostra. É dicir, consiste n estimar por MCO a 
seguint  relación: 
)( iiii xy ναβ ++′= (15) 
E a estimación só será co sistente cand  os efectos individuais on 
observabl  stean inco rel cionados coas v riabl s explicativas. 
O estimador MCX obtense c mo 
EI bFbF ˆˆˆ +=β  
onde  
IE FIF ˆˆ −=
[ ] 222
2
1 )1(ˆ θ
σσ
σλλ
αν
ν −=
+
=+=
−
T
SSSF I X
EI
X
I  
sendo EFˆ a matriz do estimado  ent egrupos, IFˆ a matriz do estimador 
intragrup s, bE o estimador ent egrup s, bI o estimador intragrupos, IS e EXS as 
matrices de omentos das umas e cadrados dentro e c da grupo e entre 
grupos respectivamente. 
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Na práctica, tense que tr ballar co estimador MCXF (Mínimos cuadrático 
X neraliz do Factible). X ralmente utilízase c mo estimación d  v rianza σν
2 a 
v rianza residual obti a do estimador w thin multiplic da pol  factor (NT-k)/(NT-N-
k), e como estimación d  v rianza σα
2 o valor 
T
b
2
2 ˆˆ σσν − onde 2ˆbσ é  v rianza 
residual estimada do estimador between. O estimador MCXF r ultante será 
sintoticame te o me lor estimador lineal e co sistente, e distribuirase 
norm lmente. 
A  estimació s n n veis (MCO ou MCX) e a  estimacións en de v acións 
adoitan pr porcionar resultados moi di intos n s aplicació s práctica . Isto é, en 
xeral, unha indicación de que ha  difere zas inobservabl s e tre individ os que 
esg n a  estimacións en n veis. P r outr  banda, en paneis nos que a dimensión 
d  cor e transversal é grande e a dimensión temporal é pequena a  estimacións 
intragrupos son m ito áis imprecisas que a  estimació s n n veis. 
 
 
 
 
 
 
18 - UNIDA E DIDÁ TICA V I. Introdución aos mo los e datos  
d  panel 
 
i s    u  de ca rados dentro de cada grupo e entre grupos 
res ectivam nt .
das observacións de cada grupo da mostra. É dicir, c nsist  n estimar por MCO a 
seguinte r lación: 
)( iiii xy ναβ ++′= (15) 
Esta estimación só será nsistente cando os efectos individuais non 
bs rvables estean incorrelacionados coas variables explicativas. 
O estimador MCX obtense como 
EEII bFbF ˆˆˆ +=β  
onde  
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send  EFˆ a matriz do estimador entregrupos, IFˆ a matriz do estimador 
intragrupos, bE o estimador entregrupos, bI o estimador intragrupos, IXXS e 
E
XXS  as 
matrices de momentos das sumas de cadrados dentro de cada grupo e entre 
grupos respectivamente. 
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Na práctica, tense que traballar co estimador MCXF (Mínimos cuadrático 
Xeneralizado Factible). Xeralmente utilízase como estimación da varianza σν
2 a 
varianza residual obtida o estimador within multiplicada polo factor (NT-k)/(NT-N-
k), e como estimación da varianza σα
2 o valor 
T
b
2
2 ˆˆ σσν − onde 2ˆbσ é a varianza 
residual s imada do estimador between. O estimador MCXF resultante será 
asintoticam n e o mellor estimador lineal e con istente, e distribuirase
norm lmente. 
As estim s n niveis (MCO ou MCX) e as estimacións en desviacións
adoitan proporcionar r sultado  moi distintos n s aplic cións prácticas. Isto é, e  
x ral, unha indicación de que h i diferenzas inobservables entre individuos que 
nesgan as e timacións en n veis. Por outra banda, en pan is nos que a dimensión 
de corte transversal é grande e a dimensión temporal é pequena as estimacións 
intragrupos son moito máis imprecisas que as estimacións en niveis. 
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Na práctica, tense que traballar co estimador MCXF (Mínimos cuadrático 
Xeneralizado F cti le). Xeralmente utilízase como estimación da vari nza σ
ν
2 a 
v rianza residual obtida d  estimador withi  multiplicada polo factor (NT-k)/(NT-N-k),
e como esti ación  varia za σ
α
2  
das observacións de cada grupo da mostra. É dicir, consiste en estimar por MCO a 
seguinte relación: 
)( iiii xy ναβ ++′= (15) 
Esta estimación só será consistent  cando s efectos individuais non 
observables estean incorrelacionados coas variables explicativas. 
O estimador MCX obtense como 
EEII bbF ˆˆˆ +=β  
onde  
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sendo EFˆ a matriz do estimador IFˆ a triz do estimador 
intragrupos, bE o estimador entregrupo , bI o e timador intragrupos, IXXS e 
E
XXS  as 
matrices de momentos das sumas de cadrados dentro de cada grupo e entre 
grupos respectivamente. 
( ) ( ) Exy1ExxEIxy1IxxI
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Na práctic , tens  q e tra all r co estimador MCXF (Míni s cuadrático 
Xeneralizado Factibl ). Xeralment  utilízase como stimación da varianza σν
2 a 
varianza residual obtida d  esti ador within ultiplicada polo fa tor (NT-k)/(NT-N-
k), e como estima ión d  v r a za σα
2 o v lor 
T
b
2
2 ˆˆ σσν − ond  2ˆbσ é  varianza 
residual estimada do estimador between. O estimador MCXF resultante será 
asintoticamente o mellor estimador li eal e consistente, e distribuirase 
normalmente. 
As estimacións en niveis (MCO ou MCX) e as stimacións n desviacións 
adoitan proporcionar re ultados moi disti tos nas aplicacións prácticas. Isto é, en 
xeral, unha indicación de que hai difere zas inobservables entre individuos qu  
nesgan as estimacións en niveis. Por outra banda, en paneis nos que a dime sión 
de corte transversal é grande e a dimensión temporal é pequena as estimacións 
intragrupos son moito máis imprecisas que as estimacións en niveis. 
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 valor nde
das observacións de cada grupo da mostra. É dicir, consiste en estimar por MCO a 
s guinte relación: 
)( iiii xy ναβ +′= (15) 
Esta estimación só será c nsistente cando os efectos individuais non 
o s rvables estean incorrelacionados co s variables explicativas. 
O estimador MCX obtense como 
EEII bFbF ˆˆˆ +=β  
onde  
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sendo EFˆ a matriz do estimador entregrupos, IFˆ a matriz d  estimador 
intragrup s, bE o estimador entregrupos, bI o estim r intragrupos, IXX e 
E
XXS  as 
matrices de m mento  das sumas de cadrados dentro de cada grupo entre 
g upos respectivamente. 
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N  práctica, tense que traballar co estimador MCXF (Mínimos cuadrático 
Xene aliz do Factible). Xeralmente utilízase como estimación d  v rianz  σν
2 a 
v ianza res dual obtida do estimador within multiplicada p lo factor (NT-k)/(NT-N-
k), e c  timación da ria za α
2 val r
T
b
2
2 ˆˆ σσν − o  2ˆbσ é  v ianz  
residual esti ada do esti ador between. O estimador MCXF resultante será 
asintoticamente o m llor estimador lineal e consistente, e d stribuirase 
normalmente. 
As estimació s n niveis (MCO ou MCX) e as estimacións en desviacións 
adoitan pr po cionar resultados moi distint s nas plicacións prácticas. Isto é, en 
xeral, unha indicació  d  que hai difer nza  ino s rvables entre individuos que 
ne gan as estimació s n niveis. Por outra ba da, en paneis nos que a dimensión 
d  corte t ansvers l é grande e a dimensión temporal é pequena as estimacións 
intragrupos son o to áis imprecisas que as estimacións n niveis. 
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 é a za r sidual
esti d  do sti ador t n.  stimador MCXF resultante será asintoticamente 
o mellor estimad r lineal e co ist nte, e distribuiras  ormal e te.
As estimacións en niveis (MCO ou MCX)  as estimacións n desviacións 
adoita  proporcionar resultados moi distintos nas a licacións prácticas. Isto é, en 
xeral, unha indicación de que hai diferenza  inobservables ntre individuos que 
nesgan as estimacións en niveis. Por outra banda, en paneis os que a dimensión 
de corte transversal é grande  a dimensión temporal é pequena s estimacións 
intragrupos s n moito áis imprecisas que as estimacións en niveis.
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didáctica 8 Introdución aos modelos de datos de panel 18
2.2.2. Modelo de dobre-vía aleatorio
Nun modelo de dobre vía 
2.2.2. Modelo de dobre-vía aleatorio 
 
Nun modelo de dobre vía  
ititittiitit xxy εβνλαβ +′=+++′= )( (16) 
pódese considerar os efectos λt como aleatorios e estimar o devandito modelo 
aplicando MCXF. Porén, é moi usual, sobre todo en modelos para datos de panel 
non lineais, considerar os efectos individuais como aleatorios e os temporais como 
efectos fixos, estimándose estes últimos mediante a introdución das 
correspondentes variables ficticias. 
 
En resumo, podemos distinguir dous enfoques: 
• Enfoque de efectos fixos: o efecto individual está correlacionado 
coas variables explicativas (xit), neste caso os estimadores MCO son 
inconsistentes; 
• Enfoque de efectos aleatorios: como non existe tal correlación non 
se produce o problema de inconsistencia o estimar por MCO, pero 
pódese tratar de gañar eficiencia na estimación dos parámetros a 
través da consideración da estrutura da matriz de varianzas-
covarianzas da nova perturbación aleatoria (εit), é dicir aplicando 
MCX no caso de que exista heterocedasticidade ou autocorrelación. 
 
 
2.3. Contraste de especificación 
 
Unha vez abordados os diferentes tipos de modelos resulta pertinente 
preguntarse que modelo debe utilizarse. A elección debe basearse sempre na 
xustificación dos enfoques previamente mencionada. Só cando o/a investigador/ra 
non ten clara a relación entre αi e xit pódese utilizar o contraste de Hausman para 
decidir entre o modelo de efectos fixos ou o de efectos aleatorios. 
No contraste de especificación de Hausman a hipótese nula supón a 
incorrelación entre as variables latentes e as demais variables incluídas no modelo 
(H0: E(αi/ xi1,..., xiT) = 0). Este test compara directamente os dous estimadores, o de 
efectos fixos ( βˆ
IG
 ) e o de efectos aleatorios ( βˆ BN ), e o estatístico proposto 
presenta a seguinte forma, 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
onde, qˆ  = βˆ
IG
 - βˆ
BN
 e Var( qˆ ) = Var( βˆ
IG
) - Var( βˆ
BN
). 
O estatístico m distribúese como unha χ2 con k-1 graos de liberdade no 
caso de que a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
aleatorios), que é consistente e ten varianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efectos fixos), o cal é consistente con independencia de que 
se verifique ou non a H0. 
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pódese considerar os efectos λt como aleatorios e estimar o devandito modelo 
aplicando MCXF. Porén, é moi usual, sobre todo en modelos para datos de panel 
non lineais, considerar os efectos individuais como aleatorios e os temporais como 
efectos fixos, estimándose estes últimos mediante a introdución das correspondentes 
variables ficticias.
En resumo, podemos distinguir dous enfoques:
• Enfoque de efectos fixos: o efecto individual está correlacionado 
coas variables explicativas (xit), neste caso os estimadores MCO son 
inco sistentes;
• Enfoque de efectos aleatorios: como non xiste tal correlación non se 
produc  o problema de inconsistencia o estimar p r MCO, pe  pódese 
trat r de gañar eficiencia n estimación dos parámetros a tr vés da 
consideración da estrutura da matriz de v rianzas-covari nzas da nova 
perturbación al atoria (εit), é dicir aplican o MCX no caso de que exista 
heterocedasticidade ou autocorrelación.
2.3. Contraste de especificación
Unha vez abordados os diferentes tipo  de modelos resulta pertin nt  pregu tarse 
q e modelo eb  utilizarse. A elección debe b searse sempre na xustificación dos 
enfoques p eviamente mencionada. Só cando o/a investigador/ra non ten cl ra a 
relación entre αi e xit pódese utilizar o contraste de Hausman para decidir entre o 
modelo de efectos fixos ou o de efectos aleatorios.
No contraste de especificación de Hau m n a hipótese ula supón a 
incorrelación entre as variabl s latentes e as de ais variables incluí as no modelo 
(H
0
: E(αi/ xi1,..., xiT) = 0). Este test compara directamente os dous estimadores, o de 
efectos fixos (
2.2.2. Modelo de dobre-vía aleatorio 
 
Nun modelo de dobre vía  
ititittiitit xxy εβνλαβ +′=+++′= )( (16) 
pódese considerar os ef ctos λt com  ale torios e estimar o devandito modelo 
aplicando MCXF. Porén, é moi us al, sobre todo en model s para datos de pan l 
non lineais, considera  os efectos individuais com  aleatorios e temporais como 
efectos fixos, estimándose estes últimos med ante a introdución das 
correspondentes variables ficticias. 
 
 , demos distinguir dous enfoques: 
 Enfoque de ef ctos fixos: o efecto individual está correlacionado 
coas variables explicativas (xit), neste caso os estimadores MCO son 
inconsistentes; 
• Enfoque de efectos aleatorios: como non existe tal correlación non 
se produce o problema de inconsistencia o estimar por MCO, pero 
pódese tratar de gañar eficiencia na estimación dos parámetros a 
través da consideración da estrutura da matriz de varianzas-
covarianzas da nova perturbación aleatoria (εit), é dicir aplicando 
MCX no caso de que exista heterocedasticidade ou autocorrelación. 
 
 
2.3. Contraste de especificación 
 
Unha vez abordados os diferentes tipos de modelos resulta pertinente 
preguntarse que modelo debe utilizarse. A elección debe basearse sempre na 
xustificación dos enfoques previamente mencionada. Só cando o/a investigador/ra 
non ten clara a relación entre αi e xit pódese utilizar o contraste de Hausman para 
deci ir entre o modelo de efectos fixos ou o de efectos aleatorios. 
No contraste de especificación de Hausman a hipótese nula supón a 
incorrelación entre as variables latentes e as demais variables incluídas no modelo 
(H0: E(αi/ xi1,..., xiT) = 0). Este test compara directamente os dous estimadores, o de 
efectos fixos ( βˆ
IG
 ) e o de efectos aleatorios ( βˆ BN ), e o estatístico proposto 
presenta a seguinte forma, 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
onde, qˆ  = βˆ
IG
 - βˆ
BN
 e Var( qˆ ) = Var( βˆ
IG
) - Var( βˆ
BN
). 
O estatístico m distribúese como unha χ2 con k-1 graos de liberdade no 
caso de que a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
aleatorios), que é consistente e ten varianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efectos fixos), o cal é consistente con independencia de que 
se verifique ou non a H0. 
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IG) e o de fectos aleatorios (
2.2.2. Modelo de dobre-vía aleatorio 
 
Nun modelo de dobre vía  
ititittiitit xxy εβνλαβ +′=+++′= )( (16) 
pódese considerar os ef ctos λt como lea rios e estimar o devandito modelo 
aplic ndo MCXF. P ré , é moi usual, sobr to o en modelos para datos de panel 
non lineais, nsiderar s efectos individuais como aleatorios e os temporais como 
fectos fix s, estimándose es e  últimos mediante a introdución das 
correspondentes variables ficticias. 
 
En r sum , podemos distinguir dous enfoques: 
• Enfoque e ef c os fixos:  efect  in ividual está correlacionado 
coas v riables explicativas (xit), neste caso os estimadores MCO son 
inconsistentes; 
• Enfoque de ef ctos aleatorios: c mo non existe tal correlación non 
se produce o problema de inconsistencia o estimar por MCO, pero 
pódes  rat r de gañar efici ncia na estimación dos parámetros a 
través da consideración da estrutura da matriz de varianzas-
cov rianzas da nova perturbación aleatoria (εit), é dicir aplicando 
MCX no caso de que exista heterocedasticidade ou autocorrelación. 
 
 
2.3. Contraste de especificación 
 
Unha vez abordados os diferentes tipos de modelos resulta pertinente 
preguntarse que modelo debe utilizarse. A elección debe basearse sempre na 
xustificación dos enfoques previamente mencion da. Só cando o/a investigador/ra 
non ten clara a relación entre αi  xit pódese utilizar o contraste de Hausman para 
decidir entr  o modelo de efectos fixos ou o de efectos aleatorios. 
No contraste de especificación de Hausman a hipótese nula supón a 
incorrelación ntre as v riables latentes e as mais variables incluídas no modelo 
(H0: E(αi/ xi1,..., xiT) = 0). E te test co para directamente os dous estimadores, o de 
efectos fix  βˆ
IG
 ) e o de fec os aleat ri  ( βˆ BN ), e o estatístico proposto 
presenta a seguinte forma, 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
onde, qˆ  = βˆ
IG
 - βˆ
BN
 e Var( qˆ ) = Var( βˆ
IG
) - Var( βˆ
BN
). 
O est tísti  m dist ibúes  como unha χ2 con k-1 graos de liberdade no 
caso de qu  a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
al atorios), que é consistente e ten v rianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efectos fixos), o al é consistente con independencia de que 
se verifique ou non a H0. 
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BN), e o statí tic  pr posto presenta 
a seguinte forma,
2.2.2. Modelo de dobre-vía aleatorio 
 
Nun modelo de dobre vía  
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pódese considerar os efectos λt como aleatorios e estimar o devandito modelo 
aplicando MCXF. Porén, é moi usual, sobre todo en modelos para datos de panel 
non lineais, considerar os efectos individuais como aleatorios e os temporais como 
efectos fixos, estimándose estes últimos mediante a introdución das 
correspondentes variables ficticias. 
 
En resumo, podemos distinguir dous enfoques: 
• Enfoque de efectos fixos: o efecto individual está correlacionado 
coas variables explicativas (xit), neste caso os estimadores MCO son 
inconsistentes; 
• Enfoque de efectos aleatorios: como non existe tal correlación non 
se produce o problema de inconsistencia o estimar por MCO, pero 
pódese tratar de gañar eficiencia na estimación dos parámetros a 
través da consideración da estrutura da matriz de varianzas-
covarianzas da nova perturbación aleatoria (εit), é dicir aplicando 
MCX no caso de que exis a heterocedasticidade ou autocorrelación. 
 
 
2.3. Contraste de especificación 
 
Unha vez abordados os diferentes tipos de modelos resulta pertinente 
preguntarse que modelo debe utilizarse. A elección debe basearse sempre na 
xustificación dos enfoques previamente mencionada. Só cando o/a investigador/ra 
non ten clara a relación entre αi e xit pódese utilizar o contraste de Hausman para 
decidir entre o modelo de efectos fixos ou o de efectos aleatorios. 
No contraste de especificación de Hausman a hipótese nula supón a 
incorrelación entre as variables latentes e as demais variables incluídas no modelo 
(H0: E(αi/ xi1,..., xiT) = 0). Este test compara directamente os dous estimadores, o de 
efectos fixos ( βˆ
IG
 ) e o de efectos aleatorios ( βˆ BN ), e o estatístico proposto 
prese ta a seguinte forma, 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
onde, qˆ  = βˆ
IG
 - βˆ
BN
 e Var( qˆ ) = Var( βˆ
IG
) - Var( βˆ
BN
). 
O estatístico m distribúese como unha χ2 con k-1 graos de liberdade no 
caso de que a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
aleatorios), que é consistente e ten varianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efectos fixos), o cal é consistente con independencia de que 
se verifique ou non a H0. 
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2.2.2. Modelo de dobre-vía aleatorio 
 
Nun modelo de dobre vía  
ititittiitit xxy εβνλαβ +′=+++′= )( (16) 
pódese considerar s efectos λt como aleat ri s e estimar o devandito modelo 
aplica do MCXF. Porén, é moi usual, sobre todo en model s para datos de panel 
non lineais, considerar os efectos individuais como aleatorios e os temporais como 
efectos fixos, estimándose estes últimos mediante a introdución das 
correspondentes variables ficticias. 
 
En resumo, podemos distinguir dous enfoques: 
• Enfoque d  efectos fixos: o efecto individual está c rrelacionado 
coas variables explicativas (xit), neste caso os estimadores MCO son 
inconsistentes; 
• Enfoque de efectos aleatorios: como non existe t l correlación non 
se produce  problem  de i consistencia o estimar por MCO, pero 
pódese tr tar de gañar eficiencia na estim ción dos pa ámetros a 
través da consideración da estrutura da matriz e varianzas-
cova ianzas da nova perturbación aleatori  (εit), é di ir apli ando 
MCX no c o de qu exista heterocedasticidade ou autocorrelación. 
 
 
2.3. Contraste de especificación 
 
Unha v z abordados os diferentes tipos de modelos r sulta pertin nte 
pr gunt rse que modelo debe utilizarse. A lección deb  bas rse sempre na 
xustificación dos nfoques pr viamente m ncionada. Só cando o/a investigador/ra 
non te  clara a relación entr  αi e xit pódese utilizar o contraste de H usman para 
decidir entre o modelo de efectos fixos ou o de efectos aleatorios. 
No co traste de especificación de Hausman a hipótese nula supón a 
i rr l i  entre as variables latentes e as demais variables incluídas n  m del  
( 0  i/ i1,..., xiT) = 0). Este test compar  directamente os dous estimadores, o de 
efectos fixos ( βˆ
IG
 ) e o de efectos aleatorios ( βˆ BN ), e o estatístico proposto 
presenta a seguinte forma, 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
, qˆ  = βˆ
IG
 - βˆ
BN
 e Var( qˆ ) = Var( βˆ
IG
) - Var( βˆ
BN
). 
O statístico m distribúese como unha χ2 con k-1 graos de liberdad  no 
caso de que a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
aleatorios), que é c nsist nte e ten varianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efectos fixos), o cal é consistente con independencia de que 
se verifique ou non a H0. 
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2.2.2. Modelo de dobre-vía aleatorio 
 
Nun modelo de dobre vía  
ititittiitit xxy εβνλαβ +′=+++′= )( (16) 
pódese considerar os efectos λt como aleatorios e estimar o devandito modelo 
aplicando MCXF. Porén, é moi usual, sobre todo en modelos para datos de panel 
non lineais, considerar os efectos individuais como aleatorios e os temporais como 
efectos fixos, estimándose estes últimos mediante a introdución das 
co respondentes variables ficticias. 
 
En resumo, podemos distinguir dous enfoques: 
• Enfoque de efectos fixos: o efecto individual está co relacionado 
coas variables explicativas (xit), neste caso os estimadores MCO son 
inconsistentes; 
• Enfoque de efectos aleatorios: co o non existe tal co relación non 
se produce o problema de inconsistencia o estimar por MCO, pero 
pódes  tr tar d  gañar eficiencia n  estimación dos parámetros a 
través da consideración  estrutura da matriz de vari nzas-
covari nzas a n v  perturba ión ale toria (εit), é dicir aplica do 
MCX no caso de que exista hete ocedasticidade ou autoco relación. 
 
 
2.3. Contraste de especificación 
 
Unha vez abordados os diferentes tipos de modelos resulta pertinente 
preguntarse que modelo debe utilizarse. A ele ción debe basearse sempre na 
xustificación dos enfoqu s previamente mencionad . Só cando o/a investigador/ra 
non ten clara a relación ntr  αi e it pódese utilizar o contraste de Hausman para 
decidir entre o modelo de efectos fixos ou o de efectos aleatorios. 
No contraste de especificación de Hausman a hipótese nula supón a 
inco relació  e tre as variabl s latentes e as demais variables incluídas no m delo 
(H0: E(αi/ xi1,. ., iT)  ). Este test compara directamente os dous e timadores, o de 
ef ctos fixos ( βˆ
IG
 ) e o de efectos aleatorios ( βˆ BN ), e o estatístico proposto 
presenta a seguinte forma, 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
onde, qˆ  = βˆ
IG
 - βˆ
BN
 e Var( qˆ ) = Var( βˆ
IG
) - V r( βˆ
BN
). 
O estatístico m distribúese com  unha χ2 con k-1 graos d  lib rdade no 
caso de que a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
aleatori s), que é consistente e ten varianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efectos fixos), o cal é consistente con independencia de que 
se verifique ou non a H0. 
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2.2.2. M delo de d br -vía aleat rio 
 
Nu  mo elo de obre ví   
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pódese considerar os efectos λt como aleatorios e estimar o devandito modelo 
aplicando MCXF. Porén, é moi usual, sobre todo en modelos para datos de panel 
n n lineais, considerar s fectos individuais como aleatorios e os temporais como 
fectos fi s, estimánd e es últim s mediante a introdución das 
correspondentes variables ficticias. 
 
En resum , p demos distinguir dous enfoques: 
• Enfoque d  efect s fixos: o efecto individual está correlacionado 
coas vari bles xplic tivas (xit), neste caso os estimadores MCO son 
i consistentes; 
• Enfoque de fectos aleatorios: c mo non existe tal correlación non 
e pr du  o problema de inconsistencia o estimar por MCO, pero 
pódese tratar de gañar eficiencia na estimación dos parámetros a 
través da consideración da estrutura da matriz de varianzas-
ov rianzas da nova perturbación aleatoria (εit), é dicir aplicando 
MCX no caso de que exista h teroc dasticidade ou autocorrelación. 
 
 
2.3. Contraste de especificación 
Unha vez abordados os diferent s tipos de modelos resulta pertinente 
preguntars  que mo lo debe utilizarse. A elección debe basearse sempre na 
xustificación dos enfoques previament  mencion da. Só cand  o/a investigador/ra 
non ten clara a relación entre αi e xit pódese utilizar o contraste de Hausman para 
decidir ntre o modelo de efect s fixos ou  de fec s al atorios. 
No contraste de especificación de Hausman a hipótese nula supón a 
incorrelación entre as variables latentes e as demais variables incluídas no modelo 
(H0: E(αi/ xi1,..., xiT) = 0). Este test compara directamente os dous estimadores, o de 
efectos fixos ˆ
IG
 ) e o de efectos leatorios ( βˆ BN ), e o estatístico proposto 
p esenta a seguinte for , 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
onde, qˆ  = βˆ
IG
 - βˆ
BN
 e Var( qˆ ) = Var( βˆ
IG
) - Var( βˆ
BN
). 
O estatístico m distribúese como unha χ2 con k-1 graos de liberdade no 
caso de que a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
aleatorios), que é consistente e ten varianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efectos fixos), o cal é consistente con independencia de que 
se verifique ou non a H0. 
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2.2.2. Mod lo de dobre-vía aleat rio 
 
Nun mod l  de dobre vía 
ititittiitit xxy εβνλαβ +′=+++′= )( (16) 
pó se considerar os efectos λt como al a orios e estimar devandito modelo 
aplicando MCXF. Porén, é moi usual, sobre tod  en mo elos para datos de panel 
non lin ais, considerar os efecto individuais como alea orios e os te porais como 
efecto  fixos, stimán se estes últimos med ante a introdución das 
correspondente  var bles ficticias. 
 
En resumo, podem s distinguir dous enfoques: 
• E foque de efect s fix s: o efecto individual está correlacionado 
coas variables explic tivas (xit), neste caso s estimadores MCO son 
inconsistentes; 
• Enfoque d  efectos ale tori s: como non existe tal correlación non 
se uc   problema d  inconsi encia o estimar or MCO, pero 
pódese tratar de gañ r eficienci  na estimación dos p rámetros a 
través d  consideración d  estrutura da m triz de varianzas-
covarianzas da nova perturbac ón aleatoria (εit), é dicir aplicando 
MCX no caso de qu  exista heteroc dasticidade ou autocorrelación. 
 
 
2.3. Contraste de especificación 
 
Unha vez abordados o diferentes tipos de modelos resulta pertinente 
preguntarse q e modelo debe utilizarse. A el cción debe basearse sempre na 
xus ificación dos enfoqu s previa e te menci ada. Só cando o/a investigador/ra 
non t n lara a relación entre αi e xit pódese utilizar o contraste de Hausman para 
d cid r entre o modelo de t fixos u  d  fectos aleatorios. 
No contraste de especificación de Hausman a hipótese nula supón a 
i correlación entr  as variabl s latentes e as demais variables incluídas no modelo 
(H0: E(αi/ xi1,..., xiT) = 0). Este test compara directamente os dous estimadores, o de 
efectos fixos ˆ
IG
 ) e  de efect  aleatorios ( βˆ BN ), e estatístico proposto 
presenta a seguinte forma, 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
o de, qˆ = βˆ
IG
 - βˆ
BN
 e Var( qˆ ) =
IG
) - Var( βˆ
BN
). 
O e tatíst co m distribúes  omo unha χ2 con k-1 graos de liberdade no 
caso de que a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
aleatorios), qu  é consistente e ten varianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efectos fixos), o cal é consistent  con indep nd ncia de que 
se verifique ou non a H0. 
UNIDADE DIDÁCTICA VIII. Introdución aos modelos de datos  
de panel 19
).
O estatístico m distribúese como unha χ2 con k-1 g os de lib rdade no 
caso de que a H
0
 sexa certa. Sendo 
2.2.2. Modelo de dobre-vía ale torio 
 
Nun modelo de dobre vía  
ititittiitit xxy εβνλαβ +′=+++′= )( (16) 
pódese considerar s efectos λt c mo aleatorios e estimar o devandito modelo 
aplicando MCXF. Porén, é moi usual, sobre todo en modelos para datos de panel 
non lineais, considerar os efectos individuais como aleatorios e os temporais como 
efectos fixos, estimá os  estes últimos ediante a introdución das 
correspondente  variables ficticias. 
 
En resumo, podemos distinguir dous enfoques: 
• Enfoque de efectos f xos: o efecto individual está correlacionado 
coas variables explicativas (xit), nest  caso os estimadores MCO son 
inconsistentes; 
• Enfoque de efectos aleatorios: como non existe tal correlación non 
se produce o problema  inconsistencia o estimar por MCO, pero 
pódese tratar de gañar eficiencia na estimación dos parámetros a 
través da consider ción a estr tura da matriz de varianzas-
covari zas da nova p rturbación al toria (εit), é dicir aplic ndo 
MCX no caso de que exista het rocedasticid e u autocorrelación. 
 
 
2.3. Contraste de especificación 
 
Unha vez abordados os diferent  tipos d  modelos resulta pertinente 
preguntarse que m delo debe utilizarse. A elección debe basearse sempre na 
xustificación dos enfoques previamente mencionada. Só cando o/a investigador/ra 
non ten clara a relación entre αi e xit pódese utilizar o contraste de Hausman para 
decidir entre o modelo de efectos fixos ou o de efectos aleatorios. 
No contraste de especificación de Hausman a hipótese nula supón a 
incorrelación n re as v riables latentes  as dem is variables incluídas no modelo 
(H0: E(αi/ xi1,..., xiT) = 0). Este test comp  irectament  os dous estimadores, o de 
efectos fixos ( βˆ
IG
 ) e o de efectos aleatorios ( βˆ BN ), e o estatístico proposto 
pr s nta a s guinte for a, 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
onde, qˆ  = βˆ
IG
 - βˆ
BN
  Var( qˆ ) = Va ( βˆ
IG
) - Var( βˆ
BN
). 
O estatístico m dis ibúese como unha χ2 con k-1 graos de liberdade no 
caso de que a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
aleatorios), que é consistente e ten varianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efectos fixos), o cal é consistente con independencia de que 
se verifique ou non a H0. 
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BN o estimador de Balestra-Nerlove (ef ctos 
aleatorios), que é consistente e ten varianza mínima cando H
0
 é certa, e 
2.2.2. Modelo de dobre-vía aleatorio 
 
Nun modelo de dobre vía  
ititittiitit xxy εβνλαβ +′=+++′= )( (16) 
pódese consi rar os efec λt com  aleatorios e estimar o devandito modelo 
aplicando MCXF. Porén, é m i u ual, sobre todo en modelos para datos de panel 
n  lineais, considerar os efectos individuais como aleatorios e os temporais como 
efectos fixos, ti ánd se estes últimos mediante a introdución das 
correspondentes variable ficticias. 
 
En resumo, podemos distinguir dous enfoques: 
• Enfoque de efectos fixos: o efecto individual está correlacionado 
coas variables explicativas (xit), neste caso os estimadores MCO son 
inconsistentes; 
• Enfoque de efectos aleatorios: como non existe tal correlación non 
se produce o problema de inconsistencia o estimar por MCO, pero 
pód se tratar de g ñar eficiencia a estimación dos parámetros a 
través da consideración da estrutur da matriz de varianzas-
covarianz s da nova perturbación aleatoria (εit), é dicir aplicando 
MCX no cas  de que exista heterocedasticidade ou autocorrelación. 
 
 
2.3. Contraste de especificación 
 
U ha v z abordado  os diferentes tipos de modelos resulta pertinente 
preguntarse que m delo debe utilizarse. A elección debe basearse sempre na 
xustific ción dos enfoques previ mente mencionada. Só cando o/a investigador/ra 
non ten clara a relación entre αi e xit pódese utilizar o contraste de Hausman para 
decidir entre o modelo de efectos fixos ou o de efectos aleatorios. 
No contraste de specificación de Hausman a hipótese nula supón a 
incorr lación entre as variables latentes e as demais variables incluídas no modelo 
(H0: E(αi/ xi1,..., xiT) = 0). Este test compara directamente os dous estimadores, o de 
efectos fixos ( βˆ
IG
 ) e o de efectos aleatorios ( βˆ BN ), e o estatístico proposto 
presenta a seguinte forma, 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
onde, qˆ  = βˆ
IG
 - βˆ
BN
 e Var( qˆ ) = Var( βˆ
IG
) - Var( βˆ
BN
). 
O estatístico m distribúese como unha χ2 con k-1 graos de liberdade no 
caso de que a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
aleatorios), que é consistente e ten varianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efectos fixos), o cal é consistente con independencia de que 
se verifique ou non a H0. 
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G o
estimador intragrupos ( fectos fixos),  cal é consistente con independencia de qu
se verifique ou non a H
0
.
Por tanto, a regra de decisión derívase do feito de que ambos os dous 
estimadores tenderán a coincidir cand  se verifique a H
0
 e  d ferir se se i cump e. 
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Xa que se a hipótese nula é certa o estimador de Balestra e Nerlove 
2.2.2. Modelo de dobre-vía aleatorio 
 
Nun modelo de dobre vía  
ititittiitit xxy εβνλαβ +′=+++′= )( (16) 
pódese considerar os efectos λt como aleatorios e estimar o devandito modelo 
aplicando MCXF. Porén, é moi usual, sobre todo en modelos para datos de panel 
non lineais, considerar os efectos individuais como aleatorios e os temporais como 
efectos fixos, estimándose estes últimos mediante a introdución das 
correspondentes variables ficticias. 
 
En resumo, podemos distinguir dous enfoques: 
• Enfoque de efectos fixos: o efecto individual está correlacionado 
coas variables explicativas (xit), neste caso os estimadores MCO son 
inconsistentes; 
• Enfoque de efectos aleatorios: como non existe tal correlación non 
se produce o problema de inconsistencia o estimar por MCO, pero 
pódese tratar de gañar eficiencia na estimación dos parámetros a 
través da consideración da estrutura da matriz de varianzas-
covarianzas da nova perturbación aleatoria (εit), é dicir aplicando 
MCX no caso de que exista heterocedasticidade ou autocorrelación. 
 
 
2.3. Contraste de especificación 
 
Unha vez abordados os diferentes tipos de modelos resulta pertinente 
preguntarse que modelo debe utilizarse. A elección debe basearse sempre na 
xustificación dos enfoques previamente mencionada. Só cando o/a investigador/ra 
non ten clara a relación entre αi e xit pódese utilizar o contraste de Hausman para 
decidir entre o modelo de efectos fixos ou o de efectos aleatorios. 
No contraste de especificación de Hausman a hipótese nula supón a 
incorrelación entre as variables latentes e as demais variables incluídas no modelo 
(H0: E(αi/ xi1,..., xiT) = 0). Este test compara directamente os dous estimadores, o de 
ef ctos fixos ( βˆ
IG
 ) e o de efectos aleatorios ( βˆ BN ), e o estatístico proposto 
presenta a seguinte forma, 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
onde, qˆ  = βˆ
IG
 - βˆ
BN
 e Var( qˆ ) = Var( βˆ
IG
) - Var( βˆ
BN
). 
O estatístico m distribúese como unha χ2 con k-1 graos de liberdade no 
caso de que a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
aleatorios), que é consistente e ten varianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efectos fixos), o cal é consistente con independencia de que 
se verifique ou non a H0. 
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é asintoticamente máis eficiente que o estimador intragrupos 
2.2.2. Modelo de dobre-vía aleatorio 
 
Nun modelo de dobre vía  
ititittiitit xxy εβνλαβ +′=+++′= )( (16) 
pódese considerar os efectos λt como aleatorios e estimar  devan it  modelo 
aplicando MCXF. Porén, é moi usual, sobre do en modelos para datos de pan l 
non lineais, considerar os efecto  indivi uais como aleatori s e os temporais como 
efectos fixos, estimándos  estes últimos mediante a introdución das 
correspondentes variables ficticias. 
 
En resumo, podem s distinguir dous enfoques: 
• Enfoque de efectos fixos: o efecto individual está c rrelacionado 
coas variables explica ivas (xit), neste caso os estimadores MCO son 
inconsistentes; 
• Enfoque de efect s aleatorios: co o non existe al orrelación non 
se produce o robl ma de inconsistencia o estim r por MCO, pero 
pódese tratar de gañar eficiencia na estimación dos parámetros a 
través da consideración da estrutura d  matriz de var anzas-
covarianzas da nova perturbación ale toria (εit), é dicir aplicand  
MCX no caso de que exista heterocedasticidade ou autocorrelación. 
 
 
2.3. Contraste de especificación 
 
Unha v z abo dados os dif rent s tipos de modelos resulta p rtinente 
preguntarse que modelo ebe utilizarse. A elección debe b searse sempre na 
xustificación dos enfoques previ me t  m ncionada. Só cando o/a inves igador/ra 
non ten clara a relación entre αi e xit pódese utilizar o contraste de Hausman para 
decidir entre o modelo de efec os fixos ou o de efectos aleatorio . 
No contraste de especificación de Hausman  hipóte e nula supón a 
incorrelación entre as variables latentes e as demais variabl s incluídas no modelo 
(H0: E(αi/ xi1,..., xiT) = 0). Este test compara directamente os dous estimadores, o de 
efectos fixos ( βˆ
IG
 ) e o de efectos aleatorios ( βˆ BN ), e o estatístico proposto 
presenta a seguinte forma, 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
onde, qˆ  = βˆ
IG
 - βˆ
BN
 e Var( qˆ ) = Var( βˆ
IG
) - Var( βˆ
BN
). 
O estatístico m distribúese como unha χ2 con k-1 graos de liberdade no 
caso de que a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
aleatorios), que é consistente e ten varianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efectos fixos), o cal é consistente con independencia de que 
se verifique ou non a H0. 
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IG. Porén, s  a 
hipótese nula non é certa o estimador intragrupos 
2.2.2. Modelo de dobre-vía aleatorio 
 
Nun modelo de dobre vía  
ititittiitit xxy εβνλαβ +′=+++′= )( (16) 
pódese consider r os efectos λt c mo aleat rio  e estimar o devandito modelo 
aplicando MCXF. Poré , é moi usual, sobr  tod  e  modelos para datos de panel 
non lineais, consid rar os efectos individuais como aleatorios e os temporais como 
efectos fixos, estimándose estes últimos mediante a introdución das 
correspondentes variables ficticias. 
 
En resumo, podemos distinguir dous enfoques: 
• Enfoque de efectos fixos: o fecto individual está correlacionado 
coas variables explicativas (xit), neste caso os estimadores MCO son 
inconsistentes; 
• Enfoque de efectos aleatorios: como non existe tal correlación non 
se produce o problema de inconsistencia o stimar por MCO, pero 
pódese tratar de gañar eficie cia n  estimación dos parámetros a 
través da consideración da estrutura da matriz de v rianzas-
covarianzas da nova perturbación aleatoria (εit), é dicir aplicando 
MCX no caso de que exista heterocedasticidade ou autocorrelación. 
 
 
2.3. Contraste de especificación 
 
Unha vez abordados os difer ntes tipos de modelos resulta p rtinent  
preguntarse que modelo debe utilizars . A elección debe basearse sempre na 
xustificación dos enfoques previamente mencionada. Só cand  o/a investigador/ra 
non ten clara a relación entre αi e xit pódese utilizar o contraste de Hausman para 
decidir entre o modelo de efe tos fixos ou o de fectos aleatorios. 
No contraste de especific ción de Hausman a hipótese nula supón a 
incorrelación entre as variables latentes e as demais variables incluídas n  m delo 
(H0: E(αi/ xi1,..., xiT) = 0). Este test compara directamente os dous estimadores, o de 
efectos fixos ( βˆ
IG
 ) e o de efectos aleatorios ( βˆ BN ), e o estatístico proposto 
presenta a seguinte forma, 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
onde, qˆ  = βˆ
IG
 - βˆ
BN
 e Var( qˆ ) = Var( βˆ
IG
) - Var( βˆ
BN
). 
O estatístico m distribúese como unha χ2 con k-1 graos de liberdade no 
caso de que a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
aleatorios), que é consistente  ten varianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efect s fixos), o cal é consistente con independencia de que 
se verifique ou non a H0. 
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o estimador de Balestra e Nerlove 
2.2.2. Modelo de dobre-vía aleatorio 
 
Nun modelo de dobre vía  
ititittiitit xxy εβνλαβ +′=+++′= )( (16) 
pódese consider r os efectos λt como aleatorios e estimar  devandito modelo 
aplicando MCXF. Porén, é moi u ual, sobre tod  e  mo elo  para datos de panel 
non lineais, considerar os efectos individuais como aleatorios e os temporais como 
efectos fixos, estimándose estes últimos mediant  a introdución das 
correspondentes variables ficticias. 
 
En resumo, podemos distinguir dous enfoques: 
• Enfoque de efecto  fixos: o efecto individual está correlacionado 
coas variables explicativas (xit), neste caso os estimadores MCO son 
inconsistentes; 
• Enfoque de efectos aleatori s: como non existe tal correlación non 
se produce o problema de inconsistencia o estimar por MCO, pero 
pódese tratar de gañar eficiencia na estimación dos p rámetros a 
través da consider ció  da estrutura da matriz de varianzas-
covarianzas da nova perturbación aleatoria (εit), é dicir aplicando 
MCX no caso de que exista heterocedasticidade ou autocorrelación. 
 
 
2.3. Contraste de especificación 
 
Unha vez abord dos os diferentes tipos de modelos r sulta p rtinente 
preguntarse que modelo debe utilizarse. A lecció  deb  basearse sempre na 
xustificación dos enfoques p eviamente menci nada. Só cando o/a investigador/ra 
non ten clara a relación entre αi e xit pódese utiliza  o contra te de Hausman p ra 
decidir entre o modelo de efe tos fixos ou o de fectos aleatorios. 
No contraste de esp cificación de Hausman a hipótese nula supón a 
incorrelación entre as variables latentes e as d mais variables incluídas no modelo 
(H0: E(αi/ xi1,..., xiT) = 0). Este test compara directamente os dous estimadores, o de 
efectos fix s ( βˆ
IG
 ) e o de efectos aleatorios ( βˆ BN ), e o estatístico proposto 
presenta a seguinte forma, 
m = qˆ ´ [Var( qˆ )]-1 qˆ  
onde, qˆ  = βˆ
IG
 - βˆ
BN
 e Var( qˆ ) = Var( βˆ
IG
) - Var( βˆ
BN
). 
O estatístico m distribúese como unha χ2 con k-1 graos de liberdade no 
caso de que a H0 sexa certa. Sendo βˆ BN o estimador de Balestra-Nerlove (efectos 
aleatorios), que é consistente e t n varianza mínima cando H0 é certa, e βˆ IG o 
estimador intragrupos (efectos fix s), o cal é consistente con independencia de que 
se verifique ou non a H0. 
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BN será nesgado e inconsistente.
3. Modelos dinámicos 
O modelo de datos de panel dinámico básico pódese expresar 
Por tanto, a regra de decisión derívase do feito de que ambos os dous 
estimadores tenderán a coincidir cando se verifique a H0 e a diferir se se incumpre. 
Xa que se a hipótese nula é certa o estimador de Balestra e Nerlove βˆ
BN é 
asintoticamente máis eficiente que o stimador intr grupos βˆ
IG
. Porén, e a 
hipótese nula non é certa o estimador intragrup s βˆ
IG
 manterá a co siste cia, 
pero o estimador de Balestra e Nerlove βˆ
BN será nesgado e inconsistente. 
 
 
3. Modelos dinámicos  
 
O modelo de datos de panel di á ic  ásico pódese expresar  
itit1t,iit xyy ε+β′+λ= − (17) 
onde itiit ναε +=  
Todos os estimadores vistos ata agora para o caso de modelos estáticos 
son inconsistentes e polo tanto tense que recorrer á obtención de novos 
estimadores aplicando métodos de variables instrumentais. 
 
 
ACTIVIDADES PROPOSTAS 
 
Actividades do alumnado fóra da aula 
 Localización dun artigo ou traballo de investigación que utilice esta 
metodoloxía, para proceder a lectura comprensiva do mesmo. Entrega 
posterior nunha cara dun folio das seguintes cuestións: título do artigo, 
especificación do modelo, variable dependente do modelo, tipo de mostra 
utilizada (unidades atemporais e período temporal), tipos de variables 
explicativas, método de estimación e principais conclusións obtidas. 
 
Actividades do alumnado na aula  
 Realización dunha práctica sobre datos de panel efectuando tanto a 
estimación como os contrastes de especificación mediante o manexo do 
programa econométrico Eviews. Os datos utilizados pódense obter a partir 
de manuais recomendados na bibliografía. 
 
AVALIACIÓN DA UNIDADE DIDÁCTICA 
 
A avaliación desta unidade didáctica constará: 
 Participación activa nas clases e resolución da actividade proposta. 
Constitúe o 5% da nota da materia na que se valorará por unha parte as 
intervencións realizadas na aula e por outra a contribución na resolución 
da actividade levaba a cabo na presente unidade. Para valorar esta 
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onde 
Por tanto, a regra de decisión derívase do feito de que ambos os dous 
estimadores tenderán a coincidir cand  se verifique a H0 e a diferir se se incumpre. 
Xa que se a hipótese nula é certa o estimador de Balestra e Nerlove βˆ
BN
é 
asintoticamente máis eficiente que o estimador intragrupos βˆ
IG
. Porén, se a 
hipótese nula non é certa o estimador intragrupos βˆ
IG
 manterá a consistencia, 
pero o estim dor de Balestra e Nerlove βˆ
BN será nesgado e inconsisten . 
 
 
3. Modelos dinámicos  
 
 l   t   l i i  i   r r  
itit1t,iit xyy ε′= − (17) 
 itiit ναε +=  
Todos os estimadores vist ra para o caso de modelos estáticos 
son inconsi tentes e polo tant   reco rer á obtención de n vos 
estimadores aplicando métodos d  ri l s i stru entais. 
 
 
ACTIVIDADES PROPOSTAS 
 
Actividades do alumnado fóra da aula 
 Localización dun artigo ou traballo de investigación que utilice esta 
metodoloxía, para proceder a lectura comprensiva do mesmo. Entrega 
posterior nunha cara dun folio das seguintes cuestións: título do artigo, 
especificación do modelo, variable dependente do modelo, tipo de mostra 
utilizada (unidades atemporais e período temporal), tipos de variables 
explicativas, método de estimación e principais conclusións obtidas. 
 
Actividades do alum a o n  aula  
 Realización dunha práctic  sobr  datos de panel efectuando tant  a 
estimación com  os contraste  de especificación mediante o m nexo do 
programa econométrico Eviews. Os datos utilizados pódense obter a partir 
de manuais recomendados na bibliografía. 
 
AVALIACIÓN DA UNIDADE DIDÁCTICA 
 
A avaliación desta unidade didáctica constará: 
 Participación activa nas clases e resolución da actividade proposta. 
Constitúe o 5% da nota da materia na que se valorará por unha parte as 
intervencións realizadas na aula e por outra a contribución na resolución 
da actividade levaba a cabo na presente unidade. Para valorar esta 
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Todos os estimadores vistos ata agora para o caso de modelos estáticos son 
inconsistentes e polo tanto tense que recorrer á obtención de novos estimadores 
aplicando métodos de variables instrumentais.
CTIVIDADES PROPOSTAS
ctivi a es  al a  f ra a a la
— Localización dun artigo ou traballo de investigación que utilice esta 
metodoloxía, para proceder a lectura comprensiva do es o. Entrega 
posterior nunha cara dun folio das seguintes cuestións: título do artigo, 
especificación do modelo, variable dependente do modelo, tipo de mostra 
utilizada (unidades atemporais e período temporal), tipos de variables 
explicativas, método de estimación e principais conclusións obtidas.
Actividades do alumnado na a l  
— li ción dunha práctica sobre datos de panel fectuando tanto a 
sti ción como os contrastes de specificación m diante o manexo 
do programa ec nomé ico Eviews. Os datos utiliza os pódense obter a 
pa tir de ma uais re mendados na bibliografía.
AVALIACIÓN DA UNIDADE DIDÁCTICA
A avaliación desta unidade didáctica constará:
— Participación activa nas clases e resolución da actividade proposta. 
Constitúe o 5% d nota da materia na q e se valor rá por unha parte s 
i tervencións realizadas na ula e por outra a contribución a resolución 
da actividade lev b  a c bo na presente unidade. Para valorar esta 
contribución, será fundamental a calidade da presentación, a idoneidade 
das argumentacións e da resolución.
— Resolución dunha proba final da materia na que a parte correspondente 
o bloque temático IV, que inclúe esta unidade didáctica, supoña o 5% da 
nota total. 
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