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Introduction. Let U ⊆ R n be open and ω = a 1 dx 1 + · · · + a n dx n a nonsingular, integrable 1-form on U of class C 1 , and let Ᏺ be the foliation on U associated to ω. A leaf L ⊆ U of Ᏺ is a Rolle leaf if any C 1 curve γ : [0, 1] → U with γ (0), γ (1) ∈ L is tangent to Ᏺ at some point, that is, ω(γ (t))(γ (t)) = 0 for some t ∈ [0, 1]. Note that while a leaf of Ᏺ is in general only an immersed manifold, any Rolle leaf of Ᏺ is an embedded and closed submanifold of U .
Throughout this paper, we fix an arbitrary o-minimal expansion R of the field of real numbers. Whenever U and a 1 , . . . , a n are definable in R , then a leaf of Ᏺ is called a leaf over R . We use R 1 to denote the expansion of R by all Rolle leaves over R .
For example, the expansion R an of the real field generated by all globally semianalytic sets is o-minimal; in fact the sets definable in R an are exactly the globally subanalytic sets (see [7] , [4] ). Building on Khovanskiȋ's theory of fewnomials [10] and subsequent work by Moussu and Roche [14] , Lion and Rolin [12] showed that (R an ) 1 is also o-minimal. Adapting the various ideas involved to the general o-minimal setting, Speissegger [15] proved the following statement.
Fact. The structure R 1 is o-minimal.
The o-minimal structure R is said to admit analytic cell decomposition if, for any finite collection A 1 , . . . , A k ⊆ R n of sets definable in R , there is a decomposition of R n into finitely many analytic cells definable in R , such that each A i is a union of cells in . In this paper we establish the following statement.
Theorem. If R admits analytic cell decomposition, then so does R 1 .
We assume that the reader is familiar with the terminology introduced in [6] (for instance, "C k cell," "cell decomposition," "Whitney stratification," etc.). By the general results on o-minimal expansions of the real field described there, the theorem can be restated as follows, thereby generalizing the results obtained by Cano, Lion and Moussu in [3] .
Corollary. If R admits analytic Whitney stratification, then so does R 1 .
The paper is organized in the following manner. In Section 1 we introduce the notions of distribution and Pfaffian system, and we show how integrability can be combined with definability. These ideas are then used in Section 2 to study the lifting of definable distributions to jet space. Section 3 contains a fiber cutting lemma for sets definable in R 1 . In Section 4, we relate Hausdorff convergence to C k convergence in a sufficiently stratified situation. The proof of the main theorem is given in Section 5.
The proof of the main theorem relies on a certain model completeness result for R 1 , given by Theorem 5.1. This result may be of independent interest, and we extend it in Corollary 5.2 to the Pfaffian closure ᏼ( R ) of R , which is obtained as follows. By induction on i > 1 we let R i be the expansion of R i−1 generated by all Rolle leaves over R i−1 , and we define ᏼ( R ) to be the smallest expansion of R that expands each R i . (Note that each R i , and hence ᏼ( R ), is o-minimal, and the theorem above clearly implies the corresponding statement with ᏼ( R ) in place of R 1 ; however, the generalization of Theorem 5.1 to ᏼ( R ) is less immediate.)
We thank the referee for many helpful suggestions on the writing of this paper. In particular, we were advised to include an informal description of the proof of the main theorem, which we give at the end of Section 3.
Conventions. Throughout this paper "definable" means "definable with parameters from R." To simplify terminology, we also simply say "definable" in place of "definable in R ."
The spaces R n are equipped with the standard Euclidean metric. All manifolds in this paper occur as subsets of some ambient space R n , and are assumed throughout to be embedded submanifolds of class (at least) C 1 in this ambient space. The only exception is in Definition 1.3, where we allow immersed submanifolds. The C 1 assumption is also in force for the use of the terms "map," "diffeomorphism," "cell," and "1-form." For a manifold M ⊆ R n and any x ∈ M, we identify each tangent space T x M with a subspace of R n in the obvious way.
For any X ⊆ R n we write X for the closure of X and put ∂X := X \ X. For our purposes, a stratification is a finite collection of disjoint manifolds in R n for some fixed (but arbitrary) n, such that if A, B ∈ satisfy A ∩ B = ∅, then A ⊆ B. A stratification (or partition, or cell decomposition) is compatible with a set S ⊆ R n if S is a union of members of .
Let k, n ∈ N with k ≤ n. We denote by n k : R n → R k the projection on the first k coordinates. More generally, if ι : {1, . . . , k} → {1, . . . , n} is strictly increasing, we let n ι : R n → R k be the projection defined by n ι (x 1 , . . . , x n ) := (x ι (1) , . . . , x ι(k) ). Whenever n is clear from context, we simply write k and ι instead of n k and n ι .
Distributions and Pfaffian systems.
Let p ≤ n. We denote by G p n the Grassmannian of all p-dimensional vector subspaces of R n . This G p n is an analytic, real algebraic variety with a natural analytic embedding into the vector space M n of all real valued (n × n)-matrices. Each p-dimensional vector space E is identified with the unique matrix A (with respect to the standard basis of R n ) corresponding to the orthogonal projection on the orthogonal complement of E (see [2, Section 3.4 .2]); in particular, E = ker(A). We identify M n with R n 2 and G p n with its image in M n under this natural embedding; note that
The sets G 0 n , . . . , G n n are the connected components of G n := n p=0 G p n . We denote by Ᏻ : M n → G n the map that assigns to every A ∈ M n the unique matrix Ᏻ(A) ∈ G n satisfying ker(Ᏻ(A)) = ker(A). Note that Ᏻ is a semialgebraic map; moreover, the restriction of Ᏻ to M p n is analytic, where
We fix k ≥ 1 and let M ⊆ R n be a C k manifold; in particular, the tangent bundle
Note that if Ᏸ is a continuous distribution on M, and M is connected, then Ᏸ is a p-distribution for some p. Following the identification above, we do not explicitly distinguish between the matrix Ᏸ(x) and its kernel, where x ∈ M.
. . , ω q ) be a Pfaffian system of class C k on U , with q ≤ n and ω i = a i1 dx 1 + · · · + a in dx n . We associate to a distribution Ᏸ on U by putting
where A(x) ∈ M n is the matrix whose ith row is (a i1 (x) 
Assume now that Ᏸ is of class C l with 1 Ᏸ) be the collection of all vector fields on M of class C 1 and tangent to Ᏸ, and put 
If is integrable, then defines a foliation on U whose leaves are exactly the leaves of in the above sense. In particular, the leaves of the foliation Ᏺ in the introduction are exactly the leaves of the Pfaffian system (ω), and henceforth we simply call them the leaves of ω.
Let W ⊆ U be a submanifold. A subsystem of is a basis of along W if is transverse to W and
The following lemma is crucial to this paper; its proof can be found in [8 2. Retrieving equations. The ideas of this section are based on the use of "jet space" (introduced as J j below) in combination with the notion of definable sets in an o-minimal structure; they considerably extend corresponding applications outlined in [11] . A traditional development of the notion of jet space can be found in [1] or [9] .
Throughout this section we fix p ≤ n and k > 0. We define analytic submanifolds J j = J j (n, p) ⊆ R n j by induction on j in the following manner. We let n 0 := n and J 0 := R n , and for j > 0 we put n j := n j −1 + n 2 j −1 , and let
For i ≤ j we denote by σ j i : J j → J i the canonical projection on the first n i coordinates.
We define the p-dimensional submanifolds T j (W ) of J j for j = 0, . . . , k as follows: We let T 0 (W ) := W , and for j > 0 we put
Note that each T j (W ) is of class C k−j , and if W is bounded, then each T j (W ) is bounded. Let M ⊆ R n be a submanifold of class C k+1 and dimension m ≥ p, and let Ᏸ be a p-distribution on M of class C k . 
Remark. Let A and Ꮿ be as in Proposition 2.3, and let W ⊆ R n be a C k manifold of dimension p such that T k (W ) ⊆ A. It then follows from Proposition 2.3 that, for every i, any manifold contained in T k (W ) ∩ C i has dimension less than p.
Proof of Proposition 2.3.
We proceed by induction on d ≤ k + p (simultaneously for all k, l, and p). The case d = 0 is trivial, so we assume that d > 0 and that the proposition holds for lower values of d. By C l cell decomposition, we may assume that A is a definable C l cell. Let A := σ k k−1 (A) and d := dim(A ). We distinguish the following two cases.
By cell decomposition, there is a partition Ꮿ of A into definable C l cells, such that for each C ∈ Ꮿ one of the following holds:
(iii) Ᏸ is a distribution on C and C ⊆ I (Ᏸ). Let Ꮿ := {graph(Ᏸ| C ) : C ∈ Ꮿ }; then Ꮿ is a partition of A into definable C l cells, and we claim that Ꮿ works.
Let W ⊆ R n be a C k manifold of dimension p such that T k (W ) ⊆ C for some C ∈ Ꮿ, and put C := σ k k−1 (C) . We need to show that C satisfies (iii) above. Note that (W ) , so that Ᏸ is a distribution on C by our choice of Ꮿ . By Lemma 1.6 we also have 
is an integral manifold of Ᏸ i . After choosing Ꮿ , we let Ꮿ be a partition of A into definable C l cells obtained as follows:
Since dim(A∩B i ) < d, we use the inductive hypothesis to partition A∩B i as desired, and we add each cell of this partition to Ꮿ. Finally, using C l cell decomposition we partition the set
and add each cell of this partition to Ꮿ. Note that Ꮿ is a partition of A into definable C l cells, and that
is contained in one of the cells of Ꮿ contained in B i . This finishes the proof of case 2 and hence the proof of Proposition 2.3.
A fiber cutting lemma for Pfaffian limits.
In this section we develop the notion of a Pfaffian limit (Definition 3.2) and prove a related fiber cutting lemma (Lemma 3.6). The notion of Pfaffian limit was first introduced in [12] in the subanalytic context; here we adapt and extend some of the results there to the o-minimal setting of [15] .
Throughout this section, R 1 denotes the o-minimal expansion of R generated by all Rolle leaves over R (as defined in the introduction). 
Remark. The notion of basic R-Pfaffian set defined above is more restrictive than in [15, Section 2], because we assume here that the 1-forms involved are all integrable. However, one easily verifies using Lemma 1.6 and cell decomposition that the collection of all finite unions of basic R-Pfaffian sets as defined here is the same as the collection of R-Pfaffian sets defined there.
where we put W z := {x ∈ R n : (z, x) ∈ W } for all z ∈ R m . (Here the limit is taken in the topological space of all compact subsets of R n equipped with the usual Hausdorff distance. In this space the empty set is an isolated point.) Without loss of generality, we always assume that i → ∈ R m ; in particular,
Take X ⊆ R n to be an R-Pfaffian limit obtained from W ; this is equivalent to X being a point in the closure of {W z : z ∈ R m } in the space of compact subsets of R n .
We show in Lemma 3.3 that any R-Pfaffian limit is definable in R 1 . Conversely, it follows from Corollary 3.7 and the o-minimality of R 1 that every bounded set definable in R 1 is a finite union of sets of the form X \ X , where both X and X are projections of R-Pfaffian limits.
For the remainder of this section, we fix a bounded nonempty R-Pfaffian set W ⊆ R m+n . We let X = lim i W i be an R-Pfaffian limit obtained from W and put
Passing to a subsequence if necessary, we may assume that the sequence (∂W i ) i converges to a compact set X ⊆ R n . Lemma 3.3. Both X and X are definable in R 1 , and dim(X) ≤ p, while dim(X ) < p.
Proof. We use the Marker-Steinhorn theorem [13] , as in [5] . We just consider X, since the case of X is similar.
Since X = lim i W i , there is for every finite set F ⊆ R n an > 0 and a z ∈ R m such that for every x ∈ F , x ∈ X if and only if d(x, W z ) < . It follows from modeltheoretic compactness that there is an elementary extension of R 1 with underlying set R, and there is an ( , z) ∈ R 1+m , such that for all x ∈ R n we have x ∈ X if and only if d(x, W * z ) < , where W * is the subset of R m+n defined by the same formula of the language of R 1 that defines W . It follows that is infinitesimal and X = st(W * z ). Corollary 1.3 and Proposition 1.10 of [5] now imply that X is definable in R 1 and dim(X) ≤ p. 
Lemma 3.6 (Fiber cutting). Let r ≤ n. Then there are proper R-Pfaffian limits 
By 
Claim. Let y ∈ λ (X), and let x ∈ r (X) ∩ ( r λ ) −1 (y) be isolated. Then x ∈ r (X λ ).
To prove the claim, note that r (X) = lim i r W i , since W is bounded. Let , we may assume, after passing to a subsequence if necessary, that x i → x ∈ r (X λ ). We show that x = x, which then proves the claim. Assume for a contradiction that x = x, and let δ > 0 be such that δ ≤ d(x, x ) and
where B(x, δ) is the open ball with center x and radius δ. Then for all sufficiently large i, there is an x i ∈ C i such that δ/3 ≤ d(x i , x i ) ≤ 2δ/3, because x i , x i ∈ C i and C i is connected. Passing to a subsequence if necessary, we may assume that x i → x ∈ r (X). Then x ∈ B(x, δ) with x = x, and since x i ∈ C i implies that λ (x i ) = y i , we get λ (x ) = y, contradicting (3.1). This establishes the claim, and hence the lemma is proved.
Proof. Since S is a ∞ -set and hence a finite union of basic ∞ -sets (see [15] ), we may assume that there is a basic ∞ -set S ⊆ R N such that S = S . Let W ⊆ R m+N+l be an R-Pfaffian set such that S is a ∞ -set obtained from W , say, S = i j N W i,j with each W i,j compact. Using a semialgebraic diffeomorphism τ : R → (−1, 1) , we may assume that W is bounded. Since W is a finite union of basic R-Pfaffian sets, we may further reduce to the case that W is a basic R-Pfaffian set and that S = i j N (W i,j ). Thus S = S = N (lim i lim j W i,j ). The corollary now follows from Lemma 3.6, in view of a remark in Definition 3.2.
We have now gathered enough information to give a description of the proof of the main theorem. Suppose that R admits analytic cell decomposition, and let X ⊆ R n be definable in R 1 . Since R 1 is o-minimal, we know that X can be partitioned into finitely many C 1 manifolds W 1 , . . . , W K , definable in R 1 . In order to conclude that we can choose each W l to be analytic, we then try to find an integrable, analytic distribution definable in R of which W l is an integral manifold. However, we do not know if this is possible in general; instead, we show that W l is the diffeomorphic projection of such an integral manifold. Since by the theorem of Frobenius integral manifolds of integrable, analytic distributions are analytic manifolds, we can then conclude the theorem.
The analytic stratification properties of R imply that we only need to find distributions of class at least C 1 ; to do so, we proceed by induction on p := dim(X). Given any integer k > 0, we can reduce by Corollary 3.7 to the case where X is the Hausdorff limit of a sequence of the closures of leaves
The problem is that, while for any given point x ∈ M there is at most one leaf of Ᏸ passing through x, a point x in the boundary of M may belong to many different Hausdorff limits all associated to this Ᏸ.
To 
Finally, we show in the next section that there is a set Z ⊆ X definable in R 1 and of dimension at most p − 1, such that X \ Z can be partitioned into finitely many C m+1 submanifolds W definable in R 1 with the property that T m+1 (W ) ⊆ M m+1 . Since dim(M m+1 ) = n, the previous paragraph, combined with routine stratification arguments in o-minimal structures, as well as the inductive hypothesis applied to Z, allow us to conclude that X is of the desired form (see Theorem 5.1).
Hausdorff convergence vs. C k convergence.
We relate here the notion of convergence in the space of all compact subsets of R n with that of C k convergence, in stratified situations, as encountered in the context of o-minimal structures. We begin with a general lemma. 
Then N = 1 and 1 = T 1 (X).
Proof. The following quick proof was suggested to us by the referee. Let x ∈ X. We take K = {x} and then note that
∈ V i and equals the singleton {(x, T x V i )} if x ∈ V i . It follows from the convergence assumption that x ∈ V i for all but finitely many i, and hence N = 1. Next, take for K a compact ball in R n centered at x such that K ⊆ U . By the previous argument,
Hence, by the convergence assumption, T y X = g 1 (y) for y ∈ V . As K shrinks, the points y ∈ V approach x, so T x X = g 1 (x). The lemma follows since x was arbitrary. 
, definable in R and satisfying dim(Z) < p, and there are disjoint
Example 4.4. Let W ⊆ R m+n be a bounded R-Pfaffian set and X ⊆ R n a proper R-Pfaffian limit of dimension p obtained from W (say, X = lim i W i with i ∈ R m ).
Next, we let = (ω 1 , . . . , ω q ) be an R-Pfaffian system on a definable open set U ; let L i be a Rolle leaf of ω i for each i; and let A ⊆ U be bounded definable such that
In addition, we assume that A is a C k+1 manifold M and  (ω 1 , . . . , ω q , dz 1 , . . . , dz m ) has a basis along M, and we denote by Ᏸ the pullback on M, via the inclusion map ι : M → U , of the p-distribution Ᏸ associated to . By [15, Lemma 1.6], each V i := { i }×W i is an integral manifold of Ᏸ. We suppose furthermore that both sequences (T k (V i )) i and (∂T k (V i 
To see this, note that each 
Proof. We proceed by induction on k. 
. To see this, we fix an x ∈ Y j and let U be an open neighbourhood of x, such that cl(U ) ∩ σ 1 0 (Y ) = ∅. Passing to a subsequence and shrinking U if necessary, we may therefore assume that Y j ∩U and each V i ∩U is closed in U and that, for every compact
, by Lemma 4.1 applied to X = Y j ∩ U . Since x ∈ Y j was arbitrary, this finishes case 1. 
(b) There is a set Z ⊆ J 1 , definable in R with dim(Z ) < p, and there are
, and for each j ,
We let := {S 
The last assertion follows from the fact that Y ⊆ M k , which finishes the proof of the proposition.
Analytic cell decomposition.
We now formulate a description of the sets definable in R 1 . Remark. In model-theoretic terminology, this proposition implies that R 1 is model complete in the language of all sets of the form of V above. We do not know if each V in the theorem can be taken to be an R-Pfaffian set.
Proof of Theorem 5.1. Using a semialgebraic, analytic diffeomorphism from R onto (−1, 1) , we may assume that S is bounded. We proceed by induction on p := dim(S); if p = 0, the proposition is trivial, so we assume that p > 0. By o-minimality and the inductive hypothesis, it suffices to prove the proposition with S in place of S; that is, we may assume that S is compact. By Corollary 3.7, we further reduce to the case where S = n (X) for some proper R-Pfaffian limit X ⊆ R n , with n ≥ n and dim(X) = dim(S).
To streamline notation, we now rename n to n. We show the following:
There is a set Z ⊆ R n , definable in R i , Y, Y ) be the R 1 -limit system of class C k in R m+n associated to X as in Example 4.4. To streamline notation again, we now rename m + n to n and { } × X to X; in particular,
Note that X = σ k 0 (Y ), and let Z, Y 1 , . . . , Y K be the subsets of X obtained from Proposition 4.5. Since dim(Z) < p, it suffices to prove ( * ) with each Y i in place of X. Thus, we may assume that X is a C k cell definable in
into C k cells definable in R 1 and compatible with each element of Ꮿ, and put Proof. Let K ∈ N be such that S is definable in R K . We proceed by induction on K and p := dim(S). If p = 0, the statement is trivial; if K = 1, the corollary follows from the previous proposition. So we assume that K > 1 and p > 0, and that the corollary holds for lower values of K or p.
By the inductive hypothesis, with R K−1 in place of R , we may assume that there is an m ≥ n and a manifold M ⊆ R m definable in R K−1 ; there is an integrable p-distribution Ᏹ on M that is definable in R K−1 ; and there is a cell W ⊆ M , definable in R K , such that W is an integral manifold of Ᏹ and S = m n (W ). In particular, S is a cell of dimension p.
Let d := dim(M ). By using the inductive hypothesis again, we may assume that there is an N ≥ m + m 2 
(Ᏹ(x)) contains H (x).
Therefore, we obtain a definable p-distribution Ᏸ on M by putting Since m n | W and N m | W are diffeomorphisms, it follows that V is a submanifold of W of dimension p, definable in R K , such that N n (V ) = S. On the other hand, for every x ∈ W we have H (x) = Ᏹ ( N m (x)); hence T x V = Ᏸ(x), for all x ∈ V . We assume for the remainder of this section that R has analytic cell decomposition. (Alternatively, we might assume that R has C ∞ cell decomposition; then Lemma 5.3 and Corollary 5.4 go through with "C ∞ " in place of "analytic.") Lemma 5.3. Let S ⊆ R n be definable in R 1 . Then S is a finite union of analytic manifolds that are definable in R 1 .
Proof. The proof is by induction on p := dim(S). The case p = 0 is trivial, so we assume that p > 0 and the lemma holds for lower values of p. By Theorem 5.1, we may assume that S = N n (V ), where N, M, Ᏸ, and V are as stated in that theorem. By the inductive hypothesis, we may assume that dim(V ) = p = dim(S). Using analytic cell decomposition and the inductive hypothesis, an easy argument (by induction on the dimension of M) shows that M and Ᏸ can be chosen to be analytic. The Frobenius integrability theorem in the analytic setting then implies that V is an analytic manifold. Since V is a C 1 cell and dim( N n (V )) = dim(V ), N n | V is a diffeomorphism. Hence, N n | V is an analytic diffeomorphism and S an analytic manifold. Corollary 5.4. R 1 has analytic cell decomposition.
Proof. We show by induction on n that if is a finite collection of subsets of R n definable in R 1 , then there is a decomposition of R n into analytic cells definable in R 1 that is compatible with each member of . The cases n = 0, 1 are trivial, so we assume that n > 1. Let f : S → R be a function definable in R 1 , with S ⊆ R n−1 a cell. By cell decomposition, it now suffices to show that S can be partitioned into analytic cells S 1 , . . . , S K definable in R 1 , such that f | S j is analytic for each j .
To see this, we apply Lemma 5.3 to graph(f ). The resulting analytic manifolds S 1 , . . . , S L ⊆ R n are the graphs of analytic functions g j : n−1 (S j ) → R. Now we use the inductive hypothesis to obtain a partition of n−1 (S) into analytic cells S 1 , . . . , S K definable in R 1 compatible with each n−1 (S j ).
