An extensive survey of the D 2 absorption spectrum has been performed with the high-resolution VUV Fourier-transform spectrometer employing synchrotron radiation. The frequency range of 90 000-119 000 cm −1 covers the full depth of the potential wells of the B 1 + u , B 1 + u , and C 1 u electronic states up to the D(1s) + D(2 ) dissociation limit. Improved level energies of rovibrational levels have been determined up to respectively v = 51, v = 13, and v = 20. Highest resolution is achieved by probing absorption in a molecular gas jet with slit geometry, as well as in a liquid helium cooled static gas cell, resulting in line widths of ≈0.35 cm −1 . Extended calibration methods are employed to extract line positions of D 2 lines at absolute accuracies of 0.03 cm −1 . The D 1 u and B 1 + u electronic states correlate with the D(1s) + D(3 ) dissociation limit, but support a few vibrational levels below the second dissociation limit, respectively, v = 0-3 and v = 0-1, and are also included in the presented study. The complete set of resulting level energies is the most comprehensive and accurate data set for D 2 . The observations are compared with previous studies, both experimental and theoretical.
I. INTRODUCTION
Molecular hydrogen is the smallest neutral molecule and is as such a benchmark system for testing quantum mechanical calculations in molecules, starting from Born-Oppenheimer potentials, adiabatic and non-adiabatic corrections, leading to accurate predictions of level energies for all three natural isotopologues of hydrogen. 1 Recently, also high-order relativistic and quantum-electrodynamic effects, i.e., molecular Lamb shifts were included in the calculations, although limited to the X 1 + g ground state. 2 For D 2 these calculations were subjected to test and confirmed in a measurement of the dissociation energy of the ground state 3 at an accuracy level of <0.001 cm −1 . For the electronically excited states of 1 + u symmetry 4 and 1 u symmetry 5 ab initio calculations have been performed, although at lower accuracy than for the ground state.
Due to the low nuclear masses in hydrogenic systems the validity of the Born-Oppenheimer approximation is only limited, less than in heavier molecules. Hence, isotopic effects are strong and the pronounced phenomena of mass-dependent adiabatic and non-adiabatic corrections can be well studied by comparing H 2 , HD, and D 2 , where HD exhibits additional effects of breaking of the inversion symmetry. 6 For these reasons there is a continued interest in the investigation of the spectroscopy of hydrogen and its isotopomers, having started over a century ago by Lyman. 7 In particular, the B 1 + u -X 1 + g Lyman and C 1 u -X tracted much attention, since these are the strongest, dipoleallowed, absorption systems originating from the X 1 + g electronic ground state. Spectroscopic studies on D 2 specifically bear relevance for the detailed investigation of thermonuclear fusion plasma reactors. For example, Hollmann et al. have detected extremely hot D 2 molecules in the DIII-D reactor from their spectroscopic signatures. 8 Similarly Pospieszczyk et al. investigated various hydrogen molecular isotopomers in the JET fusion reactor. 9 The first vacuum ultraviolet absorption spectrum of D 2 was studied by Beutler et al. 10 in 1935 at relatively low resolution. From the 1960s, Herzberg and Monfils have studied its absorption spectrum over a wider range with a much higher accuracy, which led to the discovery of new electronic states (B 1 + u , D 1 u , and D 1 u ). [11] [12] [13] In subsequent years Wilkinson, 14 Bredohl and Herzberg, 15 Dabrowski and Herzberg, 16 Takezawa and Tanaka, 17 and Larzillière et al. 18 have further extended the spectral investigations using classical spectrometers.
Later, after the development of nonlinear optical techniques, tunable extreme ultraviolet (XUV) radiation from a laser-based source was used to yield improved accuracy in the spectroscopy of the D 2 Lyman and Werner bands. 19 Over the years the accuracy has been further improved resulting in a highly accurate laser study by Roudjane et al., 20 focusing on a low number of bands, which may be used for calibration purposes of subsequent studies, including the present one. The most accurate comprehensive investigations of the D 2 spectrum were conducted by Abgrall et al. 21 and Roudjane et al., 22, 23 both in emission and with spectrographs of 3 m and 10 m, respectively. Another extensive study is based on the emission data by Dieke's laboratory group, collected over 30 years starting in the early 1930s. This dataset was analyzed and published by Freund et al. 24 Recently, Gabriel et al. 25 have investigated the Lyman bands of high rovibriationally excited D 2 molecules, extending the available data of level energies to high rotational states.
Here, we present a comprehensive absorption study of the D 2 spectrum, employing the high-resolution VUV Fouriertransform spectrometer at the SOLEIL synchrotron. All three electronic singlet states of ungerade symmetry correlating with the D(1s) + D(2 ) dissociation limit are investigated; the B 1 + u , B 1 + u , and C 1 u states. Rovibrational levels have been observed over the full potential well depths for vibrational levels up to, respectively, v = 51, v = 13, and v = 20, with an absolute accuracy of 0.03 cm −1 . Some electronic states converging to the D(1s) + D(3 ) dissociation limit, D 1 u and B 1 + u , also exhibit rovibrational levels below the second dissociation limit, which are also listed for completeness. Predissociation resonances above the n = 2 dissociation limit of D 2 have been published separately. 26
II. EXPERIMENTAL SETUP
The D 2 absorption spectra have been recorded in the gas phase at the synchrotron facility SOLEIL, where a vacuum ultraviolet (VUV) Fourier-Transform Spectrometer (FTS) (Refs. 27 and 28) has been installed as a permanent instrument on the VUV undulator-based Dichroisme Et Spectroscopie par Interaction avec le Rayonnement Synchrotron (DESIRS) beamline. 29 This FTS provides a high resolving power of ≈10 6 over the entire instrumental wavelength range of 40-180 nm covering the windowless regime of relevance for the present study. The undulator of the DESIRS beamline delivers broadband radiation with a bell-shaped spectrum, spanning ≈12 000 cm −1 , used as a continuum background feeding the FTS which central frequency is tuneable by changing the magnetic field of the undulator. The total frequency range investigated in the present study is 90 000-119 000 cm −1 and overlapping spectra are recorded for covering this wide frequency range.
Upstream of the FTS, the sample environment chamber is located, containing different types of gas-sample setups, upstream and downstream of which two similarly-sized holes ensure an efficient differential pumping with respect to the FTS chamber and the rest of the beamline. The FTS sample environment chamber is equipped with a free flow T-shaped gas cell containing the gas sample under quasi-static conditions. The cell is either cooled down with liquid nitrogen (L-N 2 ) or with liquid helium (L-He) to reduce Doppler broadening. This absorption facility was also used in a previous investigation on the Lyman and Werner bands of the HD molecule. 30 In the present study, a third type of measurement is performed in addition to the gas cell setup with two different coolants. The FTS is used to record absorption spectra from a D 2 molecular gas jet for the first time.
The free molecular jet is located downstream of the windowless gas cell (see Fig. 1 for experimental setup). The supersonic free expansion takes place in a separate chamber pumped continuously by a 500 L/s turbo-molecular pump. The synchrotron beam passes through two holes in the expansion chamber that approximately fit the dimensions of the beam to limit the vacuum conductance. A nozzle slit shape (1 000 × 5 μm 2 ) is used, oriented so that the photon beam propagates along the slit length. The backing pressure has been set such that saturation on lines of interest is avoided; due to pumping limitations it is not possible to exceed backing pressures beyond 6 bar. It appears that the highest cold column density is observed when the photon beam crosses the molecular jet as close as possible to the nozzle position. Nevertheless, despite the two stages of differential pumping, background gas at room temperature can be seen on the absorption spectrum as a broad pedestal on which the narrow line is superimposed. Figure 2 provides a view on the typical FT-spectral recordings, with two slightly shifted bell-shaped undulator profiles shown in the top panel, and two stages of zooming to show details of the individual absorption lines of D 2 . The black curves illustrate recordings with the molecular jet and the red curves illustrate measurements employing the L-N 2cooled quasi-static gas cell. The figure shows that in the L-N 2 -cooled cell configuration many more lines are discernable than in the jet configuration. However, the lines exhibit narrower profiles with the jet.
Under the three different experimental conditions, i.e., the L-N 2 and L-He cooled cell and the jet, different line widths are observed. These widths relate mainly to the resulting Doppler width, but also depend on the optical density at which the experiments are carried out. The data set covers, respectively, 326 lines for L-He cooled, 472 lines for L-N 2 cooled, and 284 lines for the jet configurations. These data pertain to the frequency range up to the second dissociation limit (119 030 cm −1 ), to exclude lines possibly broadened by predissocation. For all three cases the line width distribution FIG. 2. D 2 absorption spectra recorded in a jet (black) and a cell cooled by liquid nitrogen (red). From the static gas cell setup many more lines are discernible. The lower panels zoom into two bands:
Note that a series of lines exciting Rydberg states of the Kr atom are included in some of the spectra; these lines originate from the gas filter used for eliminating harmonic radiation produced by the undulator. For further details see text.
is not normal and exhibits a shoulder towards higher widths; this is most pronounced for the L-N 2 case due to saturation effects. Discarding the saturated lines, the average means of the line widths, when fitting with a single Gaussian, are 0.35 cm −1 for the jet, 0.37 cm −1 for the L-He cooled cell, and 0.48 cm −1 for the L-N 2 cooled cell. The widths are a convolution of contributions of the instrument profile (a sinc-function of 0.16 cm −1 width related to the settings and travel arm of the FT-instrument), the effective Doppler width resulting from the inhomogeneously distributed outward diffusing gas in the cooled T-shaped cell, and a small additional broadening due to possible beam pointing instability during the FT-recordings. In the line width analysis above, the contribution of the background gas at room temperature is disregarded. Its effect is a broad pedestal on which the narrow(er) absorption line is superimposed and when not accounted for it effectively broadens the line. This effect is observed in particular in case of the jet.
In the recorded spectra, some H 2 lines are observed as well. The widths of these lines are 0.87 cm −1 , which is twice as broad as the unsaturated D 2 lines. This is due to a larger Doppler width, which stems mainly from the fact that the H 2 resides in the background gas at room temperature, but also from the lower mass of H 2 .
III. FREQUENCY CALIBRATION
The Fourier-transform spectra exhibit an internal frequency calibration derived directly from the interferogram sampling intervals and determined for each spectrum by an interferometric measurement using a stabilized helium-neon laser. 27, 28, 30 Due to small alignment offsets of the heliumneon laser and the VUV beam relative directions, that may vary from run to run, the absolute calibration also varies for different runs, and can be improved upon by anchoring the spectra to several accurately known D 2 lines in addition to a few Xe and Kr lines that occur in the spectra, finding their origin in the gas filter used for attenuating the harmonics at short wavelengths produced in the undulator. Some 39 lines belonging to the
systems, previously measured using an extreme ultraviolet laser instrument by Roudjane et al. 20 at an accuracy of 0.006 cm −1 , are used for this purpose. The Kr and Xe lines are taken from Refs. 31 and 32. The calibration procedure is repeated for each scan in order to remove any possible variation. In practice, the correction may vary slightly over long periods of time. After correction, the spread in the differences between the presently observed FT-line frequencies and the laser-based frequencies of Ref. 20 is 0.02 cm −1 , and this is taken as the statistical error for the present data set.
However, these calibration lines fall within 96 000-100 000 cm −1 , a range that is only covered by the scans at low frequencies. Therefore, an extrapolation towards higher frequencies is required for the absolute calibration of the remaining scans. The absolute frequency scale of subsequent overlapping scans is adapted by overlaying a large number of lines (>30), yielding sufficient statistics to achieve a relative uncertainty in the frequency scale of ≈0.003 cm −1 between two adjacent scans. Towards higher frequencies, this procedure is applied multiple times, increasing the uncertainty with every step. The largest uncertainty pertains thus to the scan with the highest frequencies and amounts to 0.009 cm −1 . Based on this value, the systematic error is conservatively estimated to be 0.01 cm −1 for all scans. The uncertainty in the absolute frequencies for all lines is thus estimated at 0.03 cm −1 ; 0.02 cm −1 statistical plus 0.01 cm −1 systematic error.
In Fig. 3 electronic ground state combination differences are plotted for the line combinations P(2) − R(0), P(3) − R(1), and P(4) − R(2), as measured in transitions to all vibrational levels in the B 1 + u , C 1 u , and B 1 + u states. Note that blended lines are excluded from this plot. The solid lines in these plots refer to the most accurate theoretical combination differences from Ref. 2, yielding 20 = 179.067 cm −1 , 31 = 297.534 cm −1 , and 42 = 414.649 cm −1 . The observed combination differences agree very well with these theoretical values and the standard deviation for all differences is 0.025 cm −1 . This is in good agreement with the estimated statistical uncertainty of 0.02 cm −1 for a single line. In fact, it is even slightly lower than expected as the TABLE I. Observed level energies for the B 1 + u state in cm −1 , relative to the X 1 + g (v = 0, J = 0) level. The uncertainties in the last digit are indicated in superscript and level energies that have been derived from blended lines, are listed with b . The highly accurate laser data by Roudjane et al. 20 are included in this table and marked with l .
v uncertainty in the combination differences from two transitions is √ 2 × 0.02 = 0.03 cm −1 . Note that only the statistical error is taken into account since the corresponding P and R transitions are sufficiently close in frequency to cancel any systematic errors in the combination differences.
In addition, the scatter in line frequencies of strong D 2 lines, i.e., lines with a S/N > 6, that are observed in multiple runs is also 0.02 cm −1 , validating the statistical uncertainty estimate. However, for weaker lines (with S/N < 6) this scatter increases to 0.05 cm −1 , and hence the total uncertainty for these lines is estimated at 0.06 cm −1 .
To test the validity of the systematic error estimate of 0.01 cm −1 , the observed H 2 lines are compared with the highly accurate data by Bailly et al. 33 The standard deviation of these differences is 0.05 cm −1 , and is therefore more than twice as large as the observed scattering of 0.02 cm −1 in the D 2 lines. This can be explained by the fact that the observed H 2 lines are also more than twice as broad as the unsaturated D 2 lines. Because of this the H 2 lines are not used for the absolute calibration. The average of the 47 differences between the H 2 lines in the present study and the data by Bailly et al. is 0.005(7) cm −1 . Thus, the two datasets agree within this uncertainty and also the estimated systematic uncertainty of 0.01 cm −1 is consistent with this comparison.
IV. RESULTS
The dipole-allowed absorption spectrum of D 2 , in the range up to the n = 2 dissociation limit, where narrow unpredissociated resonances are found, is recorded in absorption. Observed transition frequencies over the full depth of the potential wells of the B 1 + u , B 1 + u , and C 1 u electronic states, converging to the n = 2 limit of D 2 are presented. The vibrational levels v = 0-51 have been observed in the B 1 + u state, v = 0-13 in the B 1 + u state and v = 0-20 in the C 1 u state. In addition, the vibrational levels of the unpredissociated D 1 u and B 1 + u states that lie below the second dissociation limit are presented as well; v = 0-3 for D 1 u and v = 0-1 for B 1 + u , respectively. Extensive lists of all observed transition frequencies are given in the supplementary material data depository of the American Institute of Physics. 34 Many of the measured lines have been observed before, albeit at lower accuracy. There are, however, a few levels probed for the first time. In case of the B 1 + u state, Freund 16 whereas in the present study the R(0), R(1), and P(1) transitions have been observed. The observed vibrational levels v = 0-13 in the B 1 + u electronic state have all been observed before by Dabrowski and Herzberg, 16 Freund et al., 24 and Abgrall et al. 21 In case of the C 1 u electronic state, all vibrational levels v = 0-20 were observed before by Dabrowski and Herzberg, 16 while Freund et al. 24 and Abgrall et al. 21 observed only vibrational levels v = 0-18.
The information content of the measured transition frequencies is condensed to values for the level energies. For those levels probed by multiple transitions, the uncertainty in the level energy is conservatively taken as the highest accuracy of these transitions, rather than an average. The highly accurate excitation energies of rotational levels in the X 1 + g ground state are taken from Ref. 2. All resulting level energies for the five excited states of singlet and ungerade symmetry below the second dissociation limit of D 2 as probed in this study are listed in Tables I-V: Table I lists the data for the  TABLE IV . Observed level energies for the D 1 u state in cm −1 , relative to the X 1 + g (v = 0, J = 0) level. The uncertainties in the last digit are indicated in superscript. 20 are included in Tables I and III .
V. DISCUSSION
The present set of level energies comprises the most accurate comprehensive dataset for the five electronic states (B 1 + u , B 1 + u , B 1 + u , C 1 u , and D 1 u states) of singlet and ungerade symmetry supporting bound levels below the n = 2 dissociation limit in D 2 . It is of interest to compare these accurate determinations of experimental level energies with those from previous studies and to those predicted by theory. It is noted that a comparison with the accurate laser data by Roudjane et al. 20 is made implicitly since those data are used for calibration of the presently recorded spectra.
First a comparison is made with the laser data by Hinnen et al., 19 a comprehensive data set with claimed accuracies of 0.03-0.08 cm −1 . It is noted that the XUV-laser system in this study is based on a pulsed dye laser (PDL) system as opposed to the pulsed dye amplifier (PDA) system used by Roudjane et al. 20 The instrument width with the PDL is much larger than with the PDA, and subsequently leads to a lower accuracy. For technical details see also Ref. 35 . The comparison between the present study and the data by Hinnen is shown in Fig. 4 .
The solid line is the averaged difference and amounts to −0.10 cm −1 , with the dashed lines the 1σ = 0.05 cm −1 spread in the differences. The values by Hinnen et al. are thus systematically higher than in the present study. A similar difference (−0.07 cm −1 ) has also been observed in the case of H 2 as pointed out by Philip et al. 36 It is therefore believed that this systematic offset is due to the PDL-laser setup and the calibration procedure used in Ref. 19 .
In the work of Abgrall et al. 21 a semi-empirical calculation is performed including non-adiabatic interaction effects in a four-state analysis for the (e)-parity levels (B 1 + u , B 1 + u , C 1 + u , and D 1 + u states); the (f)-parity levels can be treated separately in a two-state analysis involving C 1 − u and D 1 − u states. These calculations were based on the Born-Oppenheimer potential curves by Dressler and Wolniewicz 37 and the ab initio calculations of the nonadiabatic couplings. 38, 39 In a study of the emission spectrum of D 2 , the existing potentials were semi-empirically optimized by fitting to line intensities and line positions in the spectrum, resulting in a slightly deviating potential energy curve. 21 Experimental line positions were taken from the analysis by Freund et al., 24 who analysed the extensive emission dataset from Dieke's laboratory group. In Fig. 5 the differences between the experimental level energies, as determined in the current study, with respect to the semi-empircal calculations by Abgrall et al., 21 are shown for the B 1 + u , B 1 + u , C 1 u , and D 1 u electronic states. The systematic deviation of 0.2 cm −1 between the present experimental results and the calculations in the lower frequency range (<100 000 cm −1 ) is ascribed to an offset in the experimental values in the emission study; the theoretical values in Ref. 21 are adapted to the experimental ones via a fit of the potential. An absolute calibration uncertainty of 0.2 cm −1 is not surprising for a classical spectrometer study. The deviation of about 0.15 cm −1 in the frequency range 105 000-110 000 cm −1 between levels pertaining to B 1 + u and C 1 u states is more surprising, since these points derive from the same part of the spectrum and relate to relative errors. The scatter in the data points for the C 1 u state is most likely to be ascribed to nonadiabatic interactions with the B 1 + u state, modeled only to a certain extent. In the frequency range >113 000 cm −1 the scatter in the data points becomes much larger (even as large as ±0.2 cm −1 ); here the modeling of non-adiabatic interactions between the four states of (e) symmetry is the limiting factor. This conclusion is supported by the fact that the levels pertaining to the D the differences between the dataset by Abgrall et al. 21 and the present study. However, almost all either pertain to blended lines in the present study, or show a similar difference between the fitted values by Abgrall et al. 21 and the measured transition frequencies as given by Freund et al. 24 This indicates that the modeled spectra do not fully capture all level interactions. In Fig. 6 a comparison is made between the presently observed data and those obtained from another theoretical framework, the multi-channel quantum defect (MQDT)formalism. The MQDT-formalism was developed by Jungen and Atabek 40 to describe the level structure of C 1 u and D 1 u states of the hydrogen molecule. This framework has recently been further refined by Glass-Maujean et al. and compared with accurate data on emission in hydrogen and deuterium, focusing on C 1 − u and D 1 − u levels. 41 The MQDT-calculations are in good agreement with the present measurements, and can be seen to be accurate to within 1.5 cm −1 for both the C 1 − u and D 1 − u electronic states. For low vibrational levels, occurring deeply in the potential wells, the differences are much smaller, and are only 0.1-0.2 cm −1 .
VI. CONCLUSION
High resolution spectra of the D 2 molecule have been recorded with the VUV Fourier-transform spectrometer at the DESIRS beamline at the SOLEIL synchrotron. For the first time a slit jet geometry was combined with the VUV-FTS to achieve a spectral resolution of 0.35 cm −1 , while spectra of similar quality were obtained employing a liquid-He cooled quasi-static gas cell. The present study delivers the most comprehensive and accurate data set for the B 1 + u , B 1 + u , and C 1 u electronic states in D 2 covering the entire depth of the potential wells below the n = 2 dissociation limit. In addition, the sharp unpredissociated levels of the D 1 u and B 1 + u states are included. Line positions are determined, and level energies extracted, at an absolute accuracy of 0.03 cm −1 , which corresponds to a fractional uncertainty of 3 × 10 −7 .
