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Povzetek
Naslov: Vmesniki za ogrodje arcControlTower
Avtor: Jakob Merljak
Obstojecˇa orodja za upravljanje poslov vmesne programske opreme ARC
omogocˇajo le najbolj enostavne operacije na poslih. Z narasˇcˇanjem sˇtevila
poslov se povecˇuje tudi zahtevnost upravljanja poslov s temi orodji. Poleg
tega vecˇina obstojecˇih orodij ne omogocˇa upravljanja poslov na vecˇ grucˇah
hkrati. Ogrodje arcControlTower (aCT) je namenjeno ucˇinkovitemu upra-
vljanju velikega sˇtevila poslov na vecˇ grucˇah, vendar nima primernega upo-
rabniˇskega vmesnika. Zato smo ogrodju najprej dodali programski vmesnik
za upravljanje poslov. S programskim vmesnikom smo nato implementi-
rali vmesnik za ukazno vrstico, ki je najbolj razsˇirjen uporabniˇski vmesnik
v orodjih za upravljanje poslov. Implementirali smo tudi vmesnik REST,
ki omogocˇa strezˇniˇsko postavitev ogrodja, saj zanimanje za taksˇno posta-
vitev narasˇcˇa. Dodani uporabniˇski vmesniki so nam omogocˇili, da smo
ogrodje aCT uporabili kot orodje za upravljanje vecˇ tisocˇ poslov eksperi-
menta ATLAS.
Kljucˇne besede: porazdeljeni sistemi, sistemi za upravljanje poslov, vme-
sna programska oprema.

Abstract
Title: Interfaces for arcControlTower
Author: Jakob Merljak
Existing tools for ARC-middleware job management provide only basic op-
erations. The effort required for job management using these tools increases
with the number of jobs to execute. Most of the existing tools also lack ca-
pabilities to manage jobs on multiple clusters. The arcControlTower (aCT)
is a job management framework that can efficiently manage thousands of
jobs over many clusters. However, it lacks a user interface that would en-
able its use as an alternative to other tools. Our goal was to extend aCT to
enable the creation of various user interfaces. We achieved that by adding
application programming interface (API) to aCT. Then, we have developed
command line interface (CLI) using the API as this type of interface is the
most commonly used among job management tools. Moreover, we have de-
veloped REST interface that enables a server setup of aCT since the web
access to computing resources is becoming more and more popular. The user
interface enabled us to use aCT for managing several thousands of jobs from
the ATLAS experiment.
Keywords: distributed systems, job management systems, middleware.
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Uvod
Vse od nastanka prvih racˇunalnikov jih poskusˇamo ljudje uporabiti za razlicˇne
naloge, ki nam olajˇsujejo delo ali ga v celoti opravijo namesto nas. Na
zacˇetku smo racˇunalnike uporabljali predvsem za racˇunanje, scˇasoma odkri-
vamo nove nacˇine njihove uporabe. Povecˇujejo se tudi potrebe po zmoglji-
vosti racˇunalnikov.
Kljub hitri rasti zmogljivosti procesorjev in pomnilnikov obstaja sˇe veliko
izzivov, za katere posamezen racˇunalnik ni dovolj zmogljiv. Primeri izzivov so
zahtevni izracˇuni in algoritmi, zapletene simulacije in obdelava zelo velikih
kolicˇin podatkov. V taksˇnih primerih lahko uporabimo vecˇ racˇunalnikov
hkrati, ki vzporedno resˇujejo dani problem. Za to so potrebni porazdeljeni
racˇunalniˇski sistemi in prilagojeni programi, ki znajo probleme resˇevati na
taksˇnem sistemu.
Uporaba porazdeljenih sistemov se lahko izkazˇe za precej zapleteno. Raz-
licˇni sistemi se lahko tudi zelo razlikujejo, na primer po nacˇinu dostopa.
Zato se razvija programska oprema, ki uporabniku nudi univerzalen in eno-
staven vmesnik za uporabo najrazlicˇnejˇsih porazdeljenih sistemov. Ogrodje
arcControlTower (aCT) [1] je primer taksˇne programske opreme. Na zacˇetku
je sluzˇilo za posredovanje in upravljanje racˇunskih opravil iz sistema PanDA
[2] na porazdeljene sisteme pri eksperimentu ATLAS [3]. Ogrodje je scˇasoma
postalo dovolj univerzalno za upravljanje opravil iz katerihkoli virov, ne samo
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tistih iz sistema PanDA. Zaradi pomanjkljivosti nekaterih obstojecˇih orodij
za upravljanje poslov smo v okviru diplomske naloge ogrodju aCT dodali
vmesnike, ki omogocˇajo uporabo ogrodja posameznim uporabnikom na la-
stnih sistemih ali kot spletno storitev. Ogrodje aCT tako postane mozˇna
alternativa za druga orodja, ki omogocˇajo izvajanje programov na porazde-
ljenih sistemih.
1.1 Racˇunalniˇske grucˇe in porazdeljeni sis-
temi
Racˇunska opravila za porazdeljene sisteme prilagodimo tako, da se lahko
hkrati izvajajo na vecˇ racˇunalnikih. Nekatera opravila lahko spremenimo v
vecˇ podopravil, ki se lahko izvedejo hkrati in neodvisno drugo od drugega.
Taksˇnim opravilom pravimo tudi nerodno vzporedna (angl. embarrassingly
parallel) opravila, saj jih je zelo enostavno razbiti na vecˇ podopravil in jih
izvajati vzporedno. Vendar vecˇina opravil nima taksˇnih lastnosti, saj so
njihova podopravila medsebojno odvisna. To pomeni, da jih je potrebno
natancˇno usklajevati. Za usklajevanje podopravil je potrebna komunikacija,
zato morajo biti vsi racˇunalniki v taksˇnem sistemu povezani.
Za razvoj programov, ki se vzporedno izvajajo na vecˇ racˇunalnikih, se
uporabljajo ustrezne knjizˇnice. Te omogocˇajo pisanje programa, ki se bo
prenesel in vzporedno izvajal na zˇeljenem sˇtevilu racˇunalnikov. Poleg tega
nudijo osnovne gradnike za identifikacijo posameznih racˇunalnikov, na kate-
rih tecˇejo primerki programa, in komunikacijo med primerki programa. Ena
od taksˇnih knjizˇnic je knjizˇnica OpenMPI [4]. Knjizˇnica OpenMPI je odpr-
tokodna implementacija standarda MPI [5], ki dolocˇa vmesnik za posˇiljanje
sporocˇil med procesi. Posˇiljanje sporocˇil med posameznimi procesi omogocˇa
potrebno komunikacijo in usklajevanje podopravil, zato se implementacije
standarda MPI zelo pogosto uporabljajo za razvoj vzporednih programov.
Vecˇ povezanih racˇunalnikov z namesˇcˇeno knjizˇnico OpenMPI in dolocˇenimi
nastavitvami zˇe predstavlja sistem, na katerem lahko pozˇenemo vzporedne
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programe. Taksˇne sisteme imenujemo tudi racˇunalniˇske grucˇe (angl. cluster),
posamezne racˇunalnike v grucˇi pa vozliˇscˇa (angl. node). Porazdeljeni sistemi
zdruzˇujejo grucˇe, racˇunske centre, posamezne racˇunalnike in druge racˇunske
vire v povezan sistem. Na ta nacˇin omogocˇajo deljenje in boljˇsi izkoristek
racˇunskih virov.
1.2 Sistemi vrst
Racˇunalniˇske grucˇe po navadi uporablja vecˇ ljudi. Neka raziskovalna sku-
pina ali laboratorij na primer vzpostavi grucˇo, na kateri lahko vsi poganjajo
svoje programe. Cˇe vecˇ ljudi hkrati poganja vzporedne programe, lahko
hitro pride do tezˇav, saj bodo programi zaradi vecˇopravilnosti operacijskih
sistemov tekmovali za procesorski cˇas, omrezˇno pasovno sˇirino in vhodno-
izhodne prenose. Posledicˇno je lahko cˇas izvajanja programa celo daljˇsi, kot
bi bil na enem samem racˇunalniku. Zato so potrebni mehanizmi, ki nadzo-
rujejo izvajanje vecˇ vzporednih programov tako, da ima vsak na voljo zˇelene
zmogljivosti grucˇe.
Resˇitev te tezˇave je sistem vrst (angl. batch system). V sistem vrst upo-
rabnik vstavlja posle. Posel (angl. job) dolocˇa opravilo, ki ga uporabnik zˇeli
izvesti. V okviru opravila zˇeli uporabnik izvesti enega ali vecˇ vzporednih
programov in pripraviti okolje za te programe. V grobem posel predstavlja
uporabnikov program in dolocˇene parametre, kot so sˇtevilo vozliˇscˇ, kolicˇina
pomnilnika za vsako vozliˇscˇe in dostop do graficˇne kartice ter drugih sistem-
skih virov. Uporabnik ne poganja vecˇ programa neposredno, temvecˇ ga s
parametri kot posel vlozˇi (angl. submit) v sistem vrst. Sistem vrst posle
izvaja po vrsti, vrstni red lahko dolocˇajo razlicˇni nastavljivi dejavniki. Za
vsak posel sistem vrst rezervira zˇeleno sˇtevilo vozliˇscˇ v grucˇi in na njih pozˇene
posel. Na grucˇi se lahko hkrati izvaja tudi vecˇ poslov, cˇe ti ne zahtevajo vseh
kapacitet grucˇe.
Obstaja vecˇ razlicˇnih sistemov vrst, na primer Portable Batch System [6],
HTCondor [7] in SLURM [8].
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1.3 Vmesna programska oprema
V okviru porazdeljenih sistemov vmesna programska oprema (angl. middle-
ware) poenoti razlicˇne sisteme vrst na razlicˇnih operacijskih sistemih preko
razlicˇnih omrezˇnih protokolov [9, 10]. Poleg tega vmesna programska oprema
nudi mehanizme za upravljanje podatkov. Mehanizmi omogocˇajo prenasˇanje
podatkov na grucˇo, z grucˇe in tudi med grucˇami. To se zelo pogosto upora-
blja, saj podatke, nad katerimi se posli izvajajo, po navadi hrani uporabnik
ali podatkovni strezˇnik. Posli na nivoju vmesne programske opreme lahko
dolocˇajo vhodne in izhodne podatke, za prenos teh nato avtomatsko poskrbi
vmesna programska oprema.
Uporabnik dolocˇi posel tako, da ustvari datoteko z opisom posla. Za
opisovanje poslov obstaja vecˇ jezikov, kot so JDL [11], JSDL [12] in xRSL
[13]. Jeziki omogocˇajo dolocˇanje razlicˇnih parametrov za posel, vhodne in
izhodne podatke, okolje za posel in programe ali skripte, ki naj se pozˇenejo
v okviru posla. Uporabnik posel vlozˇi tako, da vmesni programski opremi
posreduje datoteko z opisom posla.
Na nivoju vmesne programske opreme se uporabljajo tudi mehanizmi za
overjanje uporabnikov. Overjanje uporabnikov predstavlja temelj za upra-
vljanje identitet in dovoljenj, ki omogocˇajo boljˇsi nadzor, varnost, dolocˇanje
prioritet in delezˇa uporabe virov. S temi mehanizmi se lahko implementira
pravilnike (angl. policy), ki omogocˇajo ucˇinkovito in varno uporabo grucˇ ter
integracijo z drugimi sistemi, recimo prej omenjenimi podatkovnimi strezˇniki.
ARC [14], Globus Toolkit [15, 16], gLite [17], OSG [18] so primeri im-
plementacij vmesne programske opreme. K njim spada tudi prej omenjeni
HTCondor, saj poleg mehanizmov za sistem vrst vsebuje tudi vmesnike in
mehanizme vmesne programske opreme.
1.4 Uporaba vmesne programske opreme
Uporabniki pogosto uporabljajo porazdeljene sisteme preko orodij vmesne
programske opreme. Ta orodja omogocˇajo razlicˇne operacije za upravljanje
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poslov. Za izvajanje operacij se mora vsak uporabnik zaradi varnosti najprej
overiti. Za overjanje uporabnikov se v implementacijah vmesne programske
opreme uporabljajo certifikati standarda X.509 [19]. Ker vmesna program-
ska oprema opravlja dolocˇena opravila za uporabnika, jo uporabnik poobla-
sti tako, da ustvari posredniˇski certifikat (angl. proxy certificate). Primer
taksˇnega opravila je avtomatski prenos uporabnikovih podatkov na grucˇo ali
avtomatski prenos izhodnih podatkov poslov na dolocˇeno uporabnikovo loka-
cijo. Osnovne operacije za upravljanje poslov so vlaganje, preverjanje stanja,
pridobivanje rezultatov, cˇiˇscˇenje, ponovno vlaganje in ubijanje poslov. Upo-
rabnik najprej vlozˇi svoje posle. Nato preverja stanje poslov. Rezultate
uspesˇno zakljucˇenih poslov lahko prenese z grucˇe. Delne rezultate spodle-
telih poslov lahko prenese z grucˇe za ugotavljanje napak. Spodletele posle
lahko tudi pocˇisti ali jih ponovno vlozˇi. Uporabnik lahko posle ubije, cˇe se ti
zataknejo ali cˇe je kaksˇen parameter napacˇno nastavljen. Omenjene operacije
so v vmesni programski opremi ARC na voljo v obliki programov arcproxy,
arcsub, arcstat, arcget, arcclean, arcresub in arckill.
1.5 Sistemi za upravljanje poslov
Implementacije vmesne programske opreme ponujajo le najbolj enostavne
operacije za upravljanje poslov [1]. Pri izvajanju velikega sˇtevila poslov se
izkazˇe, da so ta orodja precej omejena. Cˇe izvajanje nekaterih poslov spodleti
zaradi omrezˇne napake ali napake na grucˇi, mora uporabnik to ugotoviti in
razresˇiti tako, da obcˇasno preverja stanja poslov in ponovno vlaga spodle-
tele posle. Cˇe uporabnik posle izvaja na vecˇ grucˇah, mora to narediti za
vsako grucˇo posebej. Zato obstajajo sistemi za upravljanje poslov, ki bdijo
nad izvajanjem poslov in opravljajo dolocˇena opravila namesto uporabnika.
Primeri taksˇnih opravil so ponovno vlaganje spodletelih poslov ob dolocˇenih
napakah, upravljanje poslov na vecˇ grucˇah in razresˇevanje odvisnosti med
posli.
Obstajajo razlicˇni sistemi za upravljanje poslov, kot sta arcrunner [20] in
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ogrodje aCT [1]. Ogrodju aCT smo dodali podporo za razlicˇne uporabniˇske
vmesnike in implementirali vmesnik za ukazno vrstico ter vmesnik REST. V
naslednjih poglavjih je opisano ogrodje aCT, implementacija uporabniˇskih
vmesnikov, mozˇna postavitev ogrodja in nekaj izkusˇenj s prakticˇno uporabo
ogrodja. Na koncu analiziramo mozˇne izboljˇsave in primerjamo alternative z
ogrodjem aCT.
Poglavje 2
Ogrodje aCT
Ogrodje aCT je sistem za upravljanje poslov. Pri uporabi ogrodja se posle
ne vlozˇi na grucˇe, temvecˇ se jih vlozˇi v ogrodje. Ogrodje nato posle vlozˇi na
grucˇe z uporabo vmesne programske opreme ARC.
Pri vlaganju posla uporabnik dolocˇi, na katere grucˇe lahko ogrodje vlozˇi
posel. Ogrodje bo posel vlozˇilo na najmanj zasedeno grucˇo. Ti dve lastnosti
ogrodja olajˇsata uporabniku delo v primerjavi z orodji vmesne programske
opreme. Prvicˇ, ogrodje samo ugotavlja, kako optimalno vlozˇiti posle, da se
bodo ti izvedli kar najhitreje. Drugicˇ, uporabniku se ni potrebno ukvarjati
s prezasedenostjo grucˇ in ugotavljati, kdaj lahko vlozˇi posle, saj za vlaganje
na grucˇe poskrbi ogrodje.
Sˇe ena prednost ogrodja aCT je, da zna ponovno vlozˇiti spodletele posle.
Lahko se na primer zgodi, da je grucˇa nedosegljiva zaradi omrezˇnih napak
ali vzdrzˇevanja. Uporabnik mora posredovati le, cˇe posel spodleti zaradi
uporabnikove napake ali zaradi daljˇse nedosegljivosti grucˇ.
2.1 Arhitektura ogrodja aCT
Ogrodje aCT deluje kot skupina vecˇ prikritih procesov (angl. daemon), ki
opravljajo razlicˇna opravila na poslih. Posel v okviru ogrodja aCT je avtomat
stanj. Stanje posla dolocˇa, katera opravila se lahko izvedejo na tem poslu.
7
8 Jakob Merljak
Procesi periodicˇno opravljajo dolocˇeno opravilo na poslih, nato zaspijo do
izteka naslednje cˇasovne periode. Ogrodje pozˇenemo z zagonom glavnega
procesa, aCTMain, ki nato ustvari in nadzoruje vse ostale procese. Cˇe se
kateri od nadzorovanih procesov zaustavi zaradi napake, ga bo aCTMain
ponovno pognal. Procesi za delovanje in medsebojno sodelovanje potrebu-
jejo podatkovno bazo, kjer so shranjeni podatki o vseh poslih. Ogrodje je
zaradi boljˇse organizacije in prilagodljivosti razdeljeno v vecˇ pogonov. Vsak
pogon sestavlja dolocˇen nabor procesov in tabel v podatkovni bazi. Za delo-
vanje sta potrebna najmanj dva pogona, lahko jih je tudi vecˇ in v razlicˇnih
kombinacijah. Grob pogled na arhitekturo ogrodja s staliˇscˇa pogonov in
njihovih interakcij lahko vidimo na sliki 2.1.
Slika 2.1: Ogrodje aCT je sestavljeno iz pogona ARC (na desni strani) in
enega ali vecˇ aplikacijskih pogonov (na levi strani). Pogon ARC upravlja po-
sle na grucˇah, aplikacijski pogon pa izmenjuje informacije o poslih z uporab-
nikom ali drugim sistemom. Aplikacijski pogoni s pogonom ARC sodelujejo
tako, da dostopajo do tabel pogona ARC. Povzeto po [1].
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2.1.1 Pogon ARC
Pogon ARC je obvezen del vsake kombinacije pogonov, saj opravlja vso in-
terakcijo z grucˇami. Za to uporablja programski vmesnik odjemalca ARC
[21]. Odjemalec ARC je odjemalska programska oprema, ki omogocˇa upo-
rabo vmesne programske opreme ARC [14] s programi ali programskim vme-
snikom.
Pogon ARC uporablja vecˇ tabel v podatkovni bazi:
• V tabeli arcjobs osvezˇuje podatke o poslih, ki jih vlaga na grucˇo ali ki
jih je zˇe vlozˇil na grucˇo.
• Iz tabele jobdescriptions bere opise poslov v jeziku xRSL [13] v obliki
nizov.
• V tabeli proxies hrani podatke o posredniˇskih certifikatih uporabnikov
ogrodja aCT.
ARC table na sliki 2.1 predstavlja tabelo arcjobs. Opisi poslov so shranjeni
v locˇeni tabeli zaradi optimizacije. Ker so lahko opisi poslov zelo dolgi, bi
se dostop do vseh podatkov o poslih zelo upocˇasnil, cˇe bi bili opisi poslov
shranjeni v isti tabeli kot drugi podatki.
Pogon ARC sestavljajo sˇtirje procesi:
• Proces aCTSubmitter vlaga cˇakajocˇe posle iz tabele arcjobs na dolocˇeno
grucˇo.
• Proces aCTStatus pridobiva podatke o stanju poslov na grucˇah in jih
osvezˇuje v podatkovni bazi.
• Proces aCTFetcher prenasˇa rezultate uspesˇno zakljucˇenih in spodlete-
lih poslov z grucˇe na zacˇasno lokacijo.
• Proces aCTCleaner odstranjuje spodletele in zakljucˇene posle z grucˇ
in iz ogrodja aCT.
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Za vsako grucˇo, na kateri se izvajajo posli, se zaradi vecˇje robustnosti ustvari
namenska skupina omenjenih procesov. Lahko se na primer zgodi, da ena
od grucˇ postane nedostopna zaradi omrezˇnih tezˇav. Interakcija z drugimi
grucˇami ostane nemotena, ker se izvaja v neodvisnih locˇenih procesih. Na ta
nacˇin dobimo tudi enostavno paralelizacijo in skalabilnost dela z vecˇ grucˇami.
2.1.2 Aplikacijski pogoni
Aplikacijski pogoni opravljajo vecˇ vlog. Prva je komunikacija z uporabnikom
ali sistemom za upravljanje poslov (na primer PanDA). Pri tem pogon spre-
jema posle od uporabnika ali sistema in posreduje informacije o poslih nazaj
uporabniku ali sistemu. Druga vloga je hranjenje podatkov sprejetih poslov
v podatkovni bazi. Tretja vloga je prilagoditev opisov poslov in posredova-
nje poslov pogonu ARC. Aplikacijski pogoni posredujejo posle pogonu ARC
tako, da jih vstavljajo v tabelo arcjobs. Na sliki 2.1 lahko vidimo vse ome-
njene interakcije. Za delovanje ogrodja aCT je poleg pogona ARC potreben
vsaj en aplikacijski pogon, ki omogocˇa vnasˇanje poslov v ogrodje. Lahko jih
vzporedno deluje tudi vecˇ.
Primer aplikacijskega pogona je pogon ATLAS, ki se uporablja v konfigu-
racijah ogrodja aCT pri eksperimentu ATLAS. Pogon dobiva posle iz sistema
PanDA, namenskega sistema za upravljanje poslov pri eksperimentu ATLAS.
Pogon tudi periodicˇno posˇilja sistemu PanDA stanja vseh dobljenih poslov.
Na sliki 2.2 lahko vidimo, kako je v ogrodje aCT vkljucˇen pogon ATLAS. V
sistemu AGIS [22] so na voljo informacije o grucˇah in opisi virov na grucˇah,
na katerih naj bi se posli iz sistema PanDA izvedli.
Aplikacijski pogoni morajo podatke o poslih hraniti v locˇenih tabelah v
podatkovni bazi. Za to obstaja vecˇ razlogov. Prvi je, da pogoni shranju-
jejo specificˇne podatke za posle in delovanje. Primer tega je pogon ATLAS,
ki shranjuje dodatne podatke o poslih, potrebne za integracijo s sistemom
PanDA. Ti podatki so povsem nepotrebni za vse druge posle, ki niso pove-
zani s sistemom PanDA. Posledicˇno uporablja pogon ATLAS locˇeni tabeli
pandajobs in pandaarchive za hranjenje poslov.
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Slika 2.2: Aplikacijski pogon ATLAS pridobiva posle iz sistema PanDA in
nazaj v sistem posˇilja informacije o stanju teh poslov. Iz sistema AGIS
pridobiva informacije o grucˇah. Pogon ATLAS hrani informacije, ki so vezane
na sistem PanDA, v locˇenih tabelah. Z dostopanjem do tabel pogona ARC
sodeluje s pogonom ARC. Povzeto po [1].
Drugi razlog za locˇene tabele je v zasnovi pogona ARC. Ta je zasnovan tako,
da vse posle v tabeli arcjobs poskusˇa vlozˇiti na grucˇo in nato osvezˇevati nji-
hovo stanje. Grucˇe lahko izvajajo omejeno sˇtevilo poslov, prav tako imajo
omejeno velikost cˇakalne vrste za posle. Cˇe pogonu ARC posredujemo prevecˇ
poslov, bo ta zapolnil cˇakalne vrste grucˇ. Zapolnjevanje cˇakalnih vrst grucˇ
ni zazˇeleno, saj lahko s tem zmanjˇsamo prepustnost (angl. throughput) iz-
vajanja poslov.
Ogrodje aCT zato vse posle, ki so bili vlozˇeni v ogrodje, hrani v tabelah
aplikacijskih pogonov. V tabeli arcjobs hrani le tiste posle, ki se izvajajo
na grucˇi, in dolocˇeno sˇtevilo poslov, ki cˇakajo v cˇakalni vrsti grucˇe. Sˇtevilo
poslov v cˇakalni vrsti vsake grucˇe je dovolj veliko, da ima grucˇa ves cˇas na
voljo nove posle za izvajanje in so zato njene zmogljivosti dobro izkoriˇscˇene.
Po drugi strani je dobro, da sˇtevilo poslov v cˇakalni vrsti grucˇe ni preveliko.
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Sˇtevilo mest v cˇakalni vrsti ni edini dejavnik, ki odrazˇa zasedenost grucˇe.
Na zasedenost vplivajo tudi zahtevano sˇtevilo vozliˇscˇ in cˇas izvajanja po-
sla. Ogrodje z ohranjanjem dovolj majhnega sˇtevila poslov v cˇakalnih vrstah
grucˇ dosezˇe, da se posli vlozˇijo cˇim kasneje (angl. late binding). To povecˇa
ucˇinkovitost razvrsˇcˇanja poslov, saj se ogrodje bolje prilagaja na zasedenost
grucˇ.
Zagotavljanje cˇim vecˇje prepustnosti izvajanja poslov spada v dobro znano
druzˇino optimizacijskih problemov razvrsˇcˇanja poslov [23] (angl. JSP – Job
Shop Problem). Pri ogrodju aCT je mozˇnih parametrov in omejitev pri tem
problemu veliko. Poleg grucˇ je potrebno uposˇtevati tudi na primer prioritete
uporabnikov, prioritete poslov, dodatne zahteve poslov za dostop do graficˇne
kartice, dolocˇene kolicˇine pomnilnika in namenske povezave vozliˇscˇa. Po-
trebno je uposˇtevati tudi kombinacije teh parametrov. Uporabnik ima lahko
recimo dovoljenja za dostop do graficˇne kartice samo na nekaterih grucˇah.
Pogon ARC zaradi principa modularnosti ne resˇuje problema razvrsˇcˇanja,
ukvarja se samo z izvajanjem poslov na grucˇah. Zato morajo biti posli, za
katere sˇe ni prostora na grucˇah, hranjeni locˇeno v aplikacijskih pogonih. Ko
je dovolj prostora v cˇakalnih vrstah na grucˇah, se lahko posreduje nove posle
pogonu ARC. Ogrodje aCT je zasnovano tako, da vsak aplikacijski pogon
sam razvrsˇcˇa posle in jih posreduje pogonu ARC. Vendar imajo pogoni pri
tem omejitve, da lahko vsi pogoni pridejo do svojega delezˇa poslov na grucˇah.
2.2 Vmesniki za ogrodje aCT
Ogrodje aCT omogocˇa naprednejˇse upravljanje poslov kot vecˇina odjemal-
skih orodij vmesne programske opreme. Vendar ogrodja ni bilo mogocˇe upo-
rabljati kot alternativo, ker ni imelo primernega uporabniˇskega vmesnika.
Ogrodje je potrebovalo zunanji sistem za organizacijo poslov, na primer sis-
tem PanDA. Zato smo razvili nov pogon, ki nudi programski vmesnik za
upravljanje poslov v ogrodju. S programskim vmesnikom smo nato imple-
mentirali vmesnik za ukazno vrstico in vmesnik REST. Vmesnik za ukazno
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vrstico omogocˇa uporabniku, da si vzpostavi in uporablja ogrodje na svojem
racˇunalniku. Vmesnik REST omogocˇa vzpostavitev strezˇnika z ogrodjem
aCT, s katerim se lahko preko odjemalskih programov upravlja posle. Name-
sto da bi uporabniki grucˇ uporabljali odjemalska orodja vmesne programske
opreme, lahko uporabijo odjemalca za ogrodje aCT. Tega je bolj enostavno
vzpostaviti, poleg tega nudi vse dodatne mehanizme za upravljanje poslov.
V naslednjih poglavjih je bolj podrobno opisana implementacija pogona
in vmesnikov.
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Poglavje 3
Implementacija uporabniˇskega
pogona za ogrodje aCT
Uporabniˇski pogon je aplikacijski pogon, ki nudi programski vmesnik (angl.
API – Application Programing Interface) za upravljanje poslov v ogrodju
aCT. Ta programski vmesnik se lahko uporabi za razvoj razlicˇnih uporabniˇskih
vmesnikov.
Pogon v podatkovni bazi uporablja vecˇ tabel:
• V tabelo clientjobs shranjuje podatke o vseh poslih v ogrodju aCT, ki
so bili vlozˇeni preko programskega vmesnika.
• Iz tabele arcjobs dobiva podatke o stanju poslov na grucˇi.
• V tabelo jobdescriptions zapisuje opise poslov v jeziku xRSL.
• V tabelo proxies zapisuje in iz nje bere podatke o posredniˇskih certifi-
katih uporabnikov.
Pogon sestavljajo tudi proces client2arc in moduli, ki tvorijo programski
vmesnik.
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3.1 Proces client2arc
Proces client2arc pogonu ARC posreduje nove posle, ko je na grucˇah dovolj
prostora. Proces preverja zasedenost grucˇ tako, da pridobi sˇtevilo cˇakajocˇih
in izvajajocˇih se poslov na grucˇah iz tabele arcjobs. Cˇe je sˇtevilo dovolj
majhno, vstavi nove posle v tabelo arcjobs. Trenutna implementacija posre-
dovanja poslov je poenostavljena. Vsi uporabniki so enakovredni, za vsakega
se vstavi enako sˇtevilo poslov. Posli se razvrsˇcˇajo glede na identifikator,
razvrsˇcˇeni so od najmanjˇsega do najvecˇjega. To je najenostavnejˇsa metoda,
vendar med manj optimalnimi. Identifikatorje dolocˇi podatkovna baza glede
na vrednost sˇtevca, ki se avtomatsko povecˇuje z vsako vstavitvijo v bazo.
Ta sˇtevec se lahko spremeni ali ponastavi, kar pokvari vrstni red. Izboljˇsava
je razvrsˇcˇanje poslov glede na cˇasovno oznako (angl. timestamp), za kar je
potreben tudi dodatni indeks v podatkovni bazi na atribut s cˇasovno oznako.
Proces client2arc je pognan ob zagonu ogrodja aCT, pozˇene ga glavni proces
aCTMain. Zakljucˇi se ob prenehanju delovanja ogrodja aCT tako, da mu
proces aCTMain posˇlje signal za zaustavitev. Cˇe se proces med delovanjem
nepricˇakovano zaustavi zaradi kaksˇne napake, ga bo proces aCTMain znova
pognal.
3.2 Programski vmesnik
Uporabniˇski pogon ponuja programski vmesnik v obliki sˇtirih modulov Python.
3.2.1 Modul errors
Modul errors definira vse izjeme (angl. exception) programskega vmesnika.
Izjeme so na ta nacˇin definirane na enem mestu, kar olajˇsa njihovo uporabo
in uvazˇanje (angl. import) v izvorno kodo. Izjeme poleg sporocˇila vsebujejo
tudi dodatne atribute, ki so prirocˇni pri razresˇevanju ali prikazovanju tezˇav.
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3.2.2 Modul clientdb
Modul clientdb omogocˇa upravljanje tabele clientjobs v podatkovni bazi.
Mozˇne so standardne operacije nad zapisi poslov: ustvarjanje, branje, po-
sodabljanje in brisanje (angl. CRUD – create, read, update, delete). Poleg
tega obstajata operaciji za ustvarjanje in brisanje tabele, potrebni pri name-
stitvi ogrodja aCT. Del podatkov o poslih se nahaja tudi v tabeli arcjobs.
Modul omogocˇa pridobivanje teh podatkov s povezovanjem tabel clientjobs
in arcjobs. Mogocˇi sta dve vrsti povezovanja: notranje (angl. inner join) in
levo (angl. left outer join). Notranje povezovanje vracˇa le podatke o tistih
poslih, ki imajo zapise v obeh tabelah, torej so zˇe na grucˇi oziroma so v pro-
cesu vlaganja na grucˇo. Za vecˇino operacij je to zazˇeleno, ker se izvajajo na
taksˇnih poslih. Pri prikazovanju stanja vseh poslov in ubijanju poslov se na-
mesto notranjega povezovanja uporablja levo povezovanje, saj nas zanimajo
tudi tisti posli, ki sˇe niso na grucˇi. Taksˇni posli bodo pri levem povezovanju
dobili nicˇne vrednosti za atribute iz tabele arcjobs.
3.2.3 Modul proxymgr
Modul proxymgr omogocˇa upravljanje posredniˇskih certifikatov v ogrodju
aCT. Z modulom lahko pridobivamo podatke o certifikatih v dveh oblikah:
datotekah in nizih. Podatke o certifikatih modul shranjuje v tabelo proxies
in jih iz nje pridobiva. Modul lahko ustvari, bere, posodobi in briˇse zapise
v tabeli. Za delo s certifikati in tabelo si pomaga z modulom aCTProxy, ki
implementira vecˇino operacij nad certifikati v ogrodju aCT.
3.2.4 Modul jobmgr
Modul jobmgr omogocˇa upravljanje poslov v ogrodju aCT. Za to potrebuje
dostop do podatkov o poslih v podatkovni bazi in posledicˇno uporablja mo-
dula clientdb in aCTDBArc. Slednji je del pogona ARC in ponuja vmesnik
za operacije v tabeli arcjobs.
Operacije nad posli smo implementirali na dva nacˇina. Prvotno se je vsaka
18 Jakob Merljak
operacija izvedla na enem poslu naenkrat. Ta nacˇin je izjemno neucˇinkovit.
Za vsako operacijo je najprej potrebno pridobiti dolocˇene podatke o poslu iz
tabel, predvsem o stanju posla. Iz stanja posla se lahko ugotovi, ali je ope-
racija sploh dovoljena za posel v tem stanju. Ne moremo na primer pocˇistiti
posla, ki sˇe ni koncˇan. Prvotno tudi nismo uporabljali povezovanja tabel,
zato je pridobivanje podatkov pomenilo dve transakciji. S povezovanjem ta-
bel smo to izboljˇsali na eno. Ko izvemo potrebne informacije o poslu, lahko
izvedemo operacijo, kar za vecˇino operacij pomeni spreminjanje dolocˇenih
stolpcev v tabeli ali brisanje zapisov. Torej govorimo o dveh transakcijah v
podatkovni bazi, pridobivanje in spreminjanje podatkov, za vsak posel po-
sebej. Cˇe zˇelimo izvesti operacije na velikem sˇtevilu poslov, kar je eden od
namenov ogrodja aCT, se taksˇno sˇtevilo transakcij hitro izkazˇe za proble-
maticˇno.
Zato smo operacije optimizirali tako, da se izvedejo hkrati na vseh po-
danih poslih. Podatki o vseh poslih se hkrati preberejo, obdelajo in nato
zapiˇsejo za vse posle. Torej imamo le dve transakciji nad veliko podatki,
kar lahko podatkovne baze ucˇinkovito izvedejo. Edina pomankljivost tega
nacˇina je, da je tezˇje uporabniku sporocˇiti, zakaj se operacija ni izvedla na
posameznem poslu. Posli, na katerih se operacija ne more izvesti, so filtrirani
zˇe v procesu pridobivanja iz podatkovne baze. Cˇe se operacija ni izvedla na
nekaterih poslih, mora uporabnik sam pridobiti informacije o teh poslih in
ugotoviti, zakaj se operacija na njih ni izvedla.
Recimo, da zˇeli uporabnik pridobiti rezultate neke mnozˇice poslov. Ne-
kateri od teh poslov se sploh sˇe niso zakljucˇili ali sˇe niso bili vlozˇeni na grucˇo.
Uporabnik pozˇene operacijo za pridobivanje rezultatov poslov in dobi rezul-
tate le za en del zˇelenih poslov. Cˇe zˇeli uporabnik ugotoviti, zakaj ni dobil
rezultatov za preostale posle, mora pridobiti informacije o teh poslih, pred-
vsem o njihovem stanju. Iz stanja poslov lahko potem ugotovi, da rezultatov
za te posle sˇe ni na voljo, ker se sˇe niso koncˇali.
Podrobneje velja opisati tudi operacijo za pridobivanje rezultatov poslov.
Pri tej operaciji je po uspesˇnem prenasˇanju rezultatov na uporabnikovo loka-
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cijo potrebno posle sˇe izbrisati iz ogrodja. Operacija se torej izvede tako, da
se odjemalcu najprej vrne podatke o lokaciji rezultatov za posle. Odjemalec
mora te rezultate prenesti na zˇelene lokacije in nato klicati operacijo cˇiˇscˇenja
teh poslov. Pri cˇiˇscˇenju poslov bi lahko uporabili obstojecˇo standardno ope-
racijo za cˇiˇscˇenje poslov, a je ta nacˇin manj ucˇinkovit. Standardna operacija
cˇiˇscˇenja najprej izvede branje podatkov o poslih, da ugotovi, ali se te posle
sme izbrisati. Ker se je to preverilo zˇe v prvem koraku pridobivanja rezulta-
tov poslov (posle, katerih rezultate lahko pridobimo, lahko tudi izbriˇsemo),
je ta korak odvecˇen. Za boljˇso ucˇinkovitost se zato v prvem koraku poleg
lokacij rezultatov poslov vrnejo tudi identifikatorji vseh poslov, ki jih je v
koraku cˇiˇscˇenja potrebno izbrisati. Odjemalec po uspesˇnem prenosu rezul-
tatov poslov poklicˇe operacijo cˇiˇscˇenja skupaj s podatki o prenesˇenih poslih.
Ta operacija ne poizveduje, ali je cˇiˇscˇenje danih poslov dovoljeno, temvecˇ jih
neposredno izbriˇse.
Poleg omenjenih operacij nad posli ponuja modul jobmgr sˇe nekaj pomo-
zˇnih funkcij, kot so preverjanje vsebine xRSL za posel, sestavljanje poti v
datotecˇnem sistemu in pretvarjanje seznamov identifikatorjev poslov v nize.
3.3 Konfiguracija, dnevniˇski zapisi in izjeme
Uporabniˇski pogon za delovanje potrebuje nekaj parametrov iz konfiguracije
pogona ARC, ki je v obliki datoteke XML. Za branje te konfiguracijske dato-
teke ima ogrodje aCT namenski modul aCTConfigARC. Potrebni parametri
za delovanje uporabniˇskega pogona so:
• podatki za povezavo na podatkovno bazo,
• delovna mapa (angl. working directory) ogrodja aCT,
• lokacija vseh certifikatov certifikatnih avtoritet za grucˇe.
Grucˇe so v ogrodju aCT konfigurirane tako, da vecˇ grucˇ (ali samo ena) sesta-
vlja eno lokacijo (angl. site). Uporabniki posle vlagajo v ogrodje aCT tako,
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da dolocˇijo, na kateri lokaciji naj bi se ti posli izvedli. Lokacije se nastavlja v
datoteki JSON. Uporabniˇski pogon potrebuje to konfiguracijo pri prejemanju
poslov in predaji poslov pogonu ARC, ki mu je potrebno pretvoriti lokacijo
v seznam URL-jev grucˇ.
Za dnevniˇske zapise se uporablja modul logging iz pythonove standardne
knjizˇnice. Proces client2arc zapisuje dnevniˇske zapise v svojo datoteko.
Ob napakah moduli programskega vmesnika ustvarijo dnevniˇski zapis in
vrzˇejo izjemo (angl. throw exception). Mozˇne izjeme so definirane v modulu
errors in omogocˇajo bolj prozˇno posredovanje informacij o napaki. Podobno
kot moduli programskega vmesnika ravna v primeru napak tudi proces cli-
ent2arc. Proces client2arc se zakljucˇi, cˇe nima primernega rokovalnika izjem
(angl. exception handler) ali cˇe rokovalnik ne more razresˇiti problema.
Velja omeniti sˇe obravnjavanje izjem, ki jih vrzˇe vmesnik za podatkovno
bazo MySQL [24]. Trenutno obravnavanje je poenostavljeno. Izjeme vme-
snika se ulovi, ustvari se dnevniˇski zapis o napaki, nato se izjeme ponovno
vrzˇe (spusti skozi), da jih obravnava naslednji nivo. Ker je mozˇnih napak v
razlicˇnih situacijah veliko, bi smiselen sistem porocˇanja tezˇav iz podatkovne
baze MySQL bil kar obsezˇen in bi zahteval dodaten sloj logike za porocˇanje.
Posledica poenostavljene implementacije je, da uporabnik v redkih primerih,
cˇe se ne drzˇi navodil, dobi surovo izjemo namesto bolj uporabnega sporocˇila
s tezˇavo.
Poglavje 4
Vmesnik za ukazno vrstico
ogrodja aCT
Vmesnik za ukazno vrstico sestavlja vecˇ programov za ukazno vrstico (angl.
command line programs). Taka vrsta uporabniˇskega vmesnika je zelo prozˇna
in hkrati relativno enostavna za implementacijo. Prozˇnost se kazˇe predvsem
pri uporabi taksˇnega vmesnika v skriptah, s katerimi si lahko ustvarjamo
poljubne delovne tokove (angl. workflow) in jih kombiniramo z bogatim na-
borom ostalih programov za ukazno vrstico. Sˇe ena dobra stran takega vme-
snika za ogrodje aCT je, da odjemalec ARC prav tako uporablja vmesnik za
ukazno vrstico. Ker je upravljanje poslov odjemalca ARC in ogrodja aCT
zelo podobno, smo lahko implementirali zelo podoben uporabniˇski vmesnik.
Podoben vmesnik ogrodja aCT lahko zato mocˇno olajˇsa uporabo ogrodja
vsem obstojecˇim uporabnikom odjemalca ARC. Umestitev vmesnika za uka-
zno vrstico v ogrodje je vidna na sliki 4.1.
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Slika 4.1: Uporabnik posle upravlja s programi v ukazni vrstici. Ti programi
omogocˇajo upravljanje poslov v ogrodju preko modulov uporabniˇskega po-
gona.
Uporabniˇski vmesnik sestavljajo naslednji programi:
• Program actproxy vstavi dani posredniˇski certifikat v podatkovno bazo
ali prikazˇe podatke o tem certifikatu.
• Program actsub vstavi posel, podan kot ime datoteke xRSL, v ogrodje
aCT.
• Program actbulksub vstavi posle, podane kot seznam datotek xRSL, v
ogrodje aCT.
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• Program actstat izpiˇse informacije o danih poslih.
• Program actclean pocˇisti koncˇane ali spodletele posle iz ogrodja aCT
in grucˇ.
• Program actget prenese rezultate poslov iz ogrodja aCT na zˇeleno lo-
kacijo uporabnika.
• Program actfetch prenese spodletele posle z grucˇ. Obstaja vecˇ mozˇnih
operacij, ki jih lahko uporabnik izvede na spodletelih poslih. Lahko
jih izbriˇse (actclean), prenese rezultate (actfetch in nato actget) ali po-
novno vlozˇi na grucˇo (actresub). Pri ponovnem vlaganju na grucˇo in
brisanju je prenasˇanje rezultatov poslov odvecˇna operacija, zato ogrodje
aCT pusti spodletele posle na grucˇi. Ogrodje bo spodletele posle pre-
neslo z grucˇ le, cˇe se uporabnik odlocˇi prenesti posle s programom
actfetch.
• Program actkill prekine izvajanje poslov v sistemu. Cˇe posel sˇe ni
bil posredovan pogonu ARC, se posel takoj izbriˇse iz sistema. Sicer
je potrebno operacijo ubijanja izvesti tudi na grucˇi. Ubijanje posla
na grucˇi ne izbriˇse tega posla z grucˇe. Posel le preide v stanje ubitega
(angl. killed). Zato je v tem primeru potrebno posel sˇe izrecno pocˇistiti
z grucˇe s programom actclean.
• Program actresub ponovno vlozˇi spodletele posle na grucˇo.
Iz opisa podanih programov vidimo, da so zelo podobni programom odje-
malca ARC. Vendar obstaja nekaj pomembnih razlik. Prva je program act-
bulksub, ki ga ARC client ne pozna. Vstavljanje vecˇjega sˇtevila poslov v
ogrodje aCT je s tem programom bolj enostavno. Druga pomembna razlika
je program actproxy. Ta vstavi posredniˇski certifikat v ogrodje aCT. Sˇele po
tem, ko uporabnik vstavi svoj posredniˇski certifikat v ogrodje aCT, lahko
ogrodje aCT uspesˇno vlaga uporabnikove posle na grucˇo. actproxy torej
ni enakovreden programu arcproxy, ki ustvarja posredniˇske certifikate. Za
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ustvarjanje posredniˇskih certifikatov za uporabo v ogrodju aCT je potreben
locˇen program. Lahko se za to uporabi prav program arcproxy, ki je v vsakem
primeru na voljo, saj je ogrodje aCT odvisno od odjemalca ARC, katerega
del je program arcproxy.
Tudi program actfetch nima enakovrednega predstavnika v odjemalcu
ARC. Odjemalec ARC upravlja posle neposredno na grucˇah, zato prenasˇanje
na lokalno zacˇasno lokacijo ni potrebno.
V primerjavi z odjemalcem ARC smo izboljˇsali tudi izpis podatkov o
poslih (program actstat). Uporabnik lahko sam preko argumentov programa
dolocˇa, katere podatke o poslih naj ta izpiˇse in v kaksˇnem vrstnem redu.
Podatki o posameznem poslu se izpiˇsejo v eni vrstici, kar naredi izpis veliko
bolj prirocˇen za obdelavo z drugimi programi in skriptami.
Programom smo dodali tudi argumente za filtriranje glede na ime posla
ali status, kar so nam svetovali uporabniki.
4.1 Implementacija
Omenjeni programi za ukazno vrstico uporabljajo programski vmesnik upo-
rabniˇskega pogona. Prva vloga teh programov je, da pretvorijo argumente
iz ukazne vrstice v primerne podatkovne strukture in nato klicˇejo operacije,
ki so na voljo v programskem vmesniku. Iz ukazne vrstice programi dobijo
argumente v obliki nizov. Te je potrebno pretvoriti v vrednosti, ki jih spre-
jema programski vmesnik. Program lahko na primer kot argument sprejme
seznam identifikatorjev poslov, na katerih naj se operacija izvede. Ta seznam
je v obliki niza, identifikatorji v nizu so locˇeni z vejicami. Programi morajo
tak niz razbiti po vejicah na posamezne podnize, jih pretvoriti v sˇtevilcˇne
vrednosti in vstaviti v seznam. Druga vloga uporabniˇskih programov je, da
dobljene rezultate iz programskega vmesnika izpiˇsejo uporabniku. Na pri-
mer pri povprasˇevanju podatkov o poslih programski vmesnik vrne seznam
slovarjev s podatki. Te podatke je potrebno izpisati v obliki tabele.
Programi omogocˇajo tudi podroben (angl. verbose) izpis. Pri tem ustva-
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rijo zapisovalnik (angl. logger) in ga nastavijo tako, da se vsi dnevniˇski
zapisi izpisujejo na standardni izhod. Tako lahko uporabnik dostopa do vseh
dnevniˇskih zapisov, ki jih ustvarijo moduli programskega vmesnika, in dobi
vecˇ informacij ob morebitnih tezˇavah.
Ker se operacija pridobivanja rezultatov poslov izvede v dveh korakih,
mora to uposˇtevati program actget. Ta zato najprej klicˇe funkcijo, ki vrne
podatke o poslih in njihovih rezultatih. Nato prenese rezultate na uporab-
nikovo lokacijo. Po koncˇanem prenosu klicˇe funkcijo za brisanje poslov za
posle, ki jih je vrnil prvi korak.
4.2 Overjanje uporabnikov
Ogrodje aCT lahko uporablja vecˇ uporabnikov, zato je potrebno pri vsaki
operaciji pridobiti identiteto uporabnika. Programi to storijo tako, da pre-
berejo datoteko z uporabnikovim posredniˇskim certifikatom. Vsak program
kot enega mozˇnih argumentov sprejme lokacijo posredniˇskega certifikata. Cˇe
program lokacije ne dobi, poskusi prebrati certifikat s privzete lokacije. Cˇe
certifikat ni na voljo, uporabnik ne more uporabljati ogrodja aCT.
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Poglavje 5
Vmesnik REST ogrodja aCT
Vmesnik REST za ogrodje aCT je zelo uporaben zaradi vecˇ razlogov. Omo-
gocˇa arhitekturo odjemalec-strezˇnik, kar lahko mocˇno poenostavi odjemal-
sko programsko opremo, ki jo potrebuje uporabnik. Vzpostavitev odje-
malca ARC in ogrodja aCT je zapletena za neuke uporabnike. Arhitektura
odjemalec-strezˇnik omogocˇa implementacijo enostavnega odjemalca, ki ga
brez tezˇav lahko namesti in nastavi vsak povprecˇen uporabnik racˇunalnika.
Bolj zapleten strezˇniˇski del namesti upravljalec strezˇnika.
Naslednja dobra stran vmesnikov REST je, da so zelo razsˇirjeni in imajo
dobro podporo v vseh razsˇirjenih programskih jezikih. Tako imajo razvijalci
bolj proste roke pri izbiri tehnologij, na katerih bodo temeljile njihove resˇitve.
Po drugi strani lahko vecˇino vmesnikov REST uporabljamo s programi, ki
podpirajo protokol HTTP. Med te spadajo vsi spletni brskalniki ali programi
za ukazno vrstico, kot sta curl [25] ali wget [26]. Prav program curl smo upo-
rabili pri razvoju in testiranju vmesnika. Programsko opremo, ki uporablja
vmesnik REST, je tudi zelo enostavno integrirati s spletnimi aplikacijami.
Vmesnik REST za ogrodje aCT torej omogocˇa zelo sˇiroke mozˇnosti uporabe
ogrodja in integracije ogrodja v razlicˇne sisteme ter okolja.
Na sliki 5.1 je prikazana postavitev ogrodja z vmesnikom REST, do ka-
terega uporabnik dostopa z odjemalskimi programi preko omrezˇja.
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Slika 5.1: Uporabnik upravlja posle s programi za ukazno vrstico. Ti pro-
grami po omrezˇju posˇiljajo zahtevke vmesniku REST. Vmesnik REST nato
zˇelene operacije izvede preko modulov uporabniˇskega pogona.
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5.1 Implementacija strezˇniˇskega dela
Za implementacijo vmesnika REST smo uporabili ogrodje Flask [27]. Ogrodje
Flask omogocˇa enostaven razvoj spletnih aplikacij v jeziku Python. Spletne
aplikacije, napisane v ogrodju Flask, temeljijo na objektu razreda Flask, ki
predstavlja primerek (angl. instance) spletne aplikacije. Temu objektu lahko
nato z dekoratorjem (angl. decorator) [28, 29] route() dodamo funkcijo, ki se
izvede, ko na primerek aplikacije pride zahtevek za dolocˇen URL. Dekorator
route() lahko dolocˇi tudi, ob katerih metodah protokola HTTP naj se funkcija
izvede.
Vmesniki REST dolocˇajo vire (angl. resource) in metode, ki se lahko
izvedejo na virih. V okviru vmesnika REST ogrodja aCT obstajajo trije viri:
• Vir jobs predstavlja posle v ogrodju aCT.
• Vir proxies predstavlja vse posredniˇske certifikate v ogrodju aCT.
• Vir results predstavlja rezultate poslov, ki jih lahko prenesemo iz ogrodja
aCT.
Interakcija z vmesnikom REST poteka tako, da odjemalec strezˇniku posˇilja
zahtevke. Najpomembnejˇsi deli zahtevka so metoda, URL in podatki. V
URL-ju odjemalec dolocˇi, za kateri vir je podan zahtevek. Kombinacija vira
in metode predstavlja operacijo, ki se lahko izvede preko vmesnika. Po-
datki lahko vsebujejo dodatne informacije in parametre za operacije. Tudi v
URL-ju so lahko za imenom vira navedeni dodatni parametri. Glavna vloga
vmesnika REST za ogrodje aCT je, da operacije vmesnika preslika v operacije
programskega vmesnika uporabniˇskega pogona.
Zahtevek za pridobitev identifikatorja, imena in stanja vseh poslov v
ogrodju aCT je prikazan na sliki 5.2. Zahtevek je sestavljen iz dveh de-
lov, metode in URL-ja. Za to operacijo nam v zahtevek ni potrebno dati
podatkov. URL lahko razdelimo na dva dela. Prvi del je /jobs, ki dolocˇa
vir, nad katerim naj se operacija izvede. Drugi del predstavlja dodatne pa-
rametre, ki bolj natancˇno dolocˇajo, kako naj se operacija izvede. Parametri
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zahtevka na sliki 5.2 na primer dolocˇajo, naj se za vsak posel vrneta stolpca
id in jobname iz tabele clientjobs in stolpec arcstate iz tabele arcjobs.
GET /jobs?client=id,jobname&arc=arcstate
Slika 5.2: Zahtevek za vir jobs z metodo GET in dodatnimi parametri za
filtriranje podatkov iz tabel. Odgovor na zahtevek vsebuje identifikatorje,
imena in stanja vseh poslov uporabnika.
Na viru jobs je mozˇnih vecˇ metod.
• Metoda DELETE dolocˇa operacijo cˇiˇscˇenja poslov. V URL-ju lahko
dodamo parametre za filtriranje poslov po identifikatorjih, imenu in
stanju. V zahtevku za cˇiˇscˇenje poslov podatki niso potrebni. Vmesnik
REST na zahtevek cˇiˇscˇenja odgovori s sˇtevilom poslov, ki jih je ogrodje
aCT pocˇistilo.
• Za ponovno vlaganje in ubijanje poslov ter prenasˇanje spodletelih po-
slov se uporablja metoda PATCH. Podatki v zahtevku dolocˇajo, katera
od teh operacij naj se izvede. Pri tej metodi je torej nujno potrebno
v zahtevek dodati tudi primerne podatke. V URL-ju lahko uporabimo
enake parametre za filtriranje poslov kot pri metodi DELETE. Odgovor
na zahtevek vsebuje sˇtevilo poslov, na katerih se je operacija izvedla.
• Metoda GET se uporablja za pridobivanje informacij o poslih. Poleg
zˇe omenjenih parametrov za filtriranje omogocˇa sˇe dva parametra, ki
povesta, katere informacije iz tabel arcjobs in clientjobs naj se vrnejo.
Podatki v zahtevku za to metodo niso potrebni. V odgovoru vmesnika
so za vsak posel zahtevane informacije, strukturirane v formatu JSON.
• Vlaganje poslov v ogrodje aCT omogocˇa metoda POST. Pri tej je po-
trebno v podatkih zahtevka poslati datoteko z opisom posla v jeziku
xRSL. Cˇe se posel uspesˇno vlozˇi, vmesnik vrne identifikator posla. Ob
napaki vmesnik vrne opis napake.
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Na viru proxies se uporabljajo naslednje metode:
• Metoda GET se uporablja za pridobivanje informacij o posredniˇskih
certifikatih. Trenutno niso na voljo nobeni parametri za filtriranje teh
informacij. V zahtevku podatki niso potrebni. Za vsak certifikat se
vrnejo informacije, strukturirane v formatu JSON.
• Metoda DELETE omogocˇa brisanje posredniˇskih certifikatov iz ogrodja
aCT. Pri tej metodi je potrebno kot parameter podati seznam identi-
fikatorjev certifikatov, ki naj bodo izbrisani. Kot pri metodi GET v
zahtevku podatki niso potrebni. V odgovoru dobimo sˇtevilo uspesˇno
izbrisanih certifikatov.
• Posredniˇski certifikat lahko vstavimo v ogrodje aCT ali ga osvezˇimo z
metodo PUT. Certifikat se bo osvezˇil, cˇe v ogrodju zˇe obstaja, sicer se
bo vstavil v ogrodje. V odgovoru vmesnik vrne identifikator certifikata
v ogrodju.
Na viru results je mogocˇa samo operacija GET, ki se uporablja za prenasˇanje
rezultatov poslov. Ta operacija zahteva parameter URL id za identifikator
posla, ki ga odjemalec zˇeli prenesti. Pridobivanje rezultatov poslov je neko-
liko bolj zahtevna operacija. Prvicˇ, odgovor mora biti stisnjen arhiv, saj so
rezultati v vecˇ datotekah in mapah. Najlazˇje je to storiti z orodji, ki naredijo
arhiv v obliki datoteke. Python ima prirocˇno funkcijo shutil.make archive, ki
ustvari arhiv iz podane mape in vseh njenih naslednikov. Drugicˇ, ustvarjeni
arhiv je potrebno izbrisati, ko odjemalec dobi rezultate. Vendar je nacˇin
implementacije vmesnika REST tak, da je odgovor vrnjena vrednost funk-
cije, ki se odziva na zahtevek. To pomeni, da ne moremo arhiva izbrisati
po tem, ko vrnemo odgovor. Mozˇna resˇitev je, da najprej ustvarimo arhiv,
ga preberemo kot niz bajtov v pomnilnik, izbriˇsemo arhiv v obliki datoteke,
in nato vrnemo niz bajtov v pomnilniku kot odgovor. Pri tem je potrebno
v odgovoru nastaviti tudi format podatkov, da ga lahko odjemalec pravilno
obravnava. Ker posˇiljamo arhiv, kot format nastavimo application/zip.
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5.2 Overjanje uporabnikov
Ogrodje aCT omogocˇa izvajanje poslov za vecˇ kot enega uporabnika, zato
je potrebno overiti vsak zahtevek in ugotoviti, kateri uporabnik ga je poslal.
Pri tem je najbolje uporabiti obstojecˇo infrastrukturo osebnih in posredniˇskih
certifikatov, saj uporabniku ni potrebno nobeno dodatno delo. Uporabi lahko
kar svoj osebni certifikat, ki ga v vsakem primeru potrebuje za uporabo grucˇ.
Overitev uporabnika z njegovim certifikatom lahko dosezˇemo na vecˇ nacˇinov,
najbolj primeren je z uporabo protokola TLS [30]. Ta omogocˇa strezˇniku,
da zahteva overitev uporabnika, kar je potrebno pri implementaciji vmesnika
REST. Poleg tega protokol omogocˇa sˇe overitev strezˇnika in sˇifriranje pove-
zave, kar je potrebno za varnost.
Uporabnik se mora za vsak zahtevek overiti s certifikatom, sicer ga strezˇnik
zavrne. Svoj osebni certifikat mora uporabiti le za vstavljanje posredniˇskega
certifikata v ogrodje aCT (za zahtevek PUT /proxies). Za vse ostale vr-
ste zahtevkov mora uporabiti posredniˇski certifikat, ki ga ustvari s svojim
osebnim certifikatom. Razlog za to je, da ima uporabnik lahko vecˇ razlicˇnih
posredniˇskih certifikatov. Da bi lahko dostopal do poslov, ki so bili vlozˇeni
z dolocˇenim certifikatom, mora uporabiti prav ta certifikat. Posli so namrecˇ
tako znotraj ogrodja aCT kot tudi na grucˇah vezani na certifikat, s katerim
so bili vlozˇeni.
Pri implementaciji vmesnika REST smo naleteli na kar nekaj ovir in ome-
jitev. Ena od glavnih ovir je, da vmesniki REST v sami zasnovi nimajo
stanja (so angl. stateless), uporabniˇskih sej (angl. session), overjanja (angl.
authentication) in pooblasˇcˇanja (angl. authorization). Overjanje uporabni-
kov je na primer nujno potrebno zaradi vecˇuporabniˇske zasnove ogrodja aCT.
Pooblasˇcˇanje je potrebno za omejevanje dostopa vsem, ki niso uporabniki.
Odsotnost stanja in s tem uporabniˇskih sej pomeni, da se mora vsak zahte-
vek overiti, kar se lahko izkazˇe za zelo neucˇinkovito. Vse te mehanizme je
potrebno implemetirati z uporabo dodatnih tehnologij in dodatnega nivoja
kode v odjemalcu in strezˇniku.
Eden od nacˇinov overjanja uporabnikov je na primer zˇe omenjeni nacˇin
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z uporabo protokola TLS in pridobivanjem overitvenih podatkov (uporab-
nikovega certifikata) z nivoja protokola TLS, ki zahteva dodatno logiko v
vmesniku. Ta nacˇin overjanja smo tudi uporabili.
Za overjanje in pooblasˇcˇanje na vmesnikih REST se zelo pogosto upo-
rablja protokol OAuth 2 [31]. Implementacija protokola OAuth 2 je bolj
zapletena. Protokol potrebuje overitveni strezˇnik, ki generira zˇetone (angl.
token) za dostop do vmesnika. Ta del se lahko sicer poenostavi tako, da se
overitveno logiko doda vmesniku. Poleg tega mora vmesnik implementirati
logiko za zahtevke z zˇetoni in overjanje zˇetonov. Tudi odjemalec potrebuje
dodatne zahtevke za pridobitev zˇetonov za dostop.
Dolgorocˇno gledano je zazˇeleno, da ogrodje aCT podpira najrazlicˇnejˇse
nacˇine overitve, na primer z uporabniˇskimi imeni in gesli, z identiteto edu-
roam, protokolom Kerberos in drugimi nacˇini. Za ucˇinkovito implementacijo
takega overjanja mora metoda overitve delovati na celotnem naboru pro-
gramske opreme. Torej ne samo na ogrodju aCT, tudi na vmesni programski
opremi, katere glavni namen je med drugim tudi overjanje identitet. Cˇe
bi na primer ogrodje aCT podpiralo overjanje z uporabniˇskimi imeni in ge-
sli, bi morala to podpirati tudi vmesna programska oprema ARC. Trenutno
ARC podpira le overjanje s certifikati. Ogrodje aCT bi sicer lahko podpiralo
druge nacˇine overitve in za uporabnike teh uporabljalo namenski certifikat
za grucˇo, vendar je ta nacˇin zelo pomanjkljiv, ker ne omogocˇa vecˇ primer-
nega nadzora nad dovoljenji in identitetami. Za primerno implementacijo
poljubnega nacˇina overjanja je torej zelo pomembna integracija z vmesno
programsko opremo, ki pa trenutno sˇe ne podpira drugih nacˇinov overja-
nja. V prihajajocˇi verziji vmesne programske opreme, ARC 6.0, bo mozˇna
uporaba overitvenih modulov, ki bodo omogocˇili implementacijo poljubne
overitvene metode. Ogrodje aCT bo zato lahko v prihodnosti ucˇinkovito
podpiralo razlicˇne nacˇine overjanja uporabnikov.
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5.3 Implementacija odjemalskih programov
Odjemalec za vmesnik REST ogrodja aCT je skoraj enak vmesniku za ukazno
vrstico. Glavna razlika je, da odjemalski programi posˇiljajo zahtevke REST
na strezˇniˇski del (slika 5.1). Za posˇiljanje zahtevkov se uporablja knjizˇnica
requests [32]. Programi za posˇiljanje zahtevkov potrebujejo vecˇ parametrov:
• naslov in vrata (angl. port) vmesnika REST,
• lokacijo uporabnikovega certifikata, potrebnega za vstavljanje posre-
dniˇskega certifikata v ogrodje,
• lokacijo posredniˇskega certifikata, potrebnega za vse ostale operacije v
ogrodju,
• lokacijo certifikata certifikatne avtoritete za overjanje strezˇniˇskega dela.
Parametre je mozˇno nastavljati preko ukazne vrstice kot argumente programu
in preko konfiguracijskih datotek. Odjemalski programi najprej prevzamejo
argumente iz ukazne vrstice. Vse preostale potrebne parametre nato prebe-
rejo iz konfiguracijske datoteke, cˇe je bila ta podana v argumentih. Manj-
kajocˇi parametri se preberejo sˇe iz privzete konfiguracijske datoteke. Para-
metri, ki niso bili podani kot argumenti in tudi niso bili v konfiguracijskih
datotekah, na koncu dobijo privzete vrednosti. Tak nacˇin vecˇnivojskega na-
stavljanja parametrov naredi programe bolj prozˇne. Uporabnik lahko na
primer uporablja vecˇ strezˇnikov aCT, v tem primeru za vsakega potrebuje
locˇeno konfiguracijsko datoteko, ki jo poda kot argument programu.
Poglavje 6
Namestitev in uporaba ogrodja
aCT
Za vzpostavitev ogrodja aCT je potrebno namestiti in nastaviti vecˇ progra-
mov, orodij in knjizˇnic:
• strezˇnik MySQL [24] (ali MariaDB [33]),
• odjemalca ARC,
• interpreter za Python2 [34],
• knjizˇnico mysql-connector za uporabo strezˇnika MySQL v jeziku Python,
• komplet programskih orodij (angl. toolkit) OpenSSL [35] za overjanje
certifikatov na vmesniku REST,
• knjizˇnico pyOpenSSL [36], ki omogocˇa dostop do orodij OpenSSL v
jeziku Python,
• ogrodje Flask, v katerem je implementiran vmesnik REST,
• aplikacijski strezˇnik za poganjanje aplikacije Flask.
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Za ogrodje aCT je na strezˇniku MySQL potrebno ustvariti novo bazo po-
datkov in uporabnika s pravicami za upravljanje te baze. Ime baze in upo-
rabnika, geslo uporabnika in lokacijo strezˇnika podatkovne baze je potrebno
napisati v konfiguracijsko datoteko ogrodja aCT.
Aplikacije, napisane v ogrodju Flask, je mogocˇe pognati na vecˇ nacˇinov.
Prvi mozˇni nacˇin je s spletnim strezˇnikom, ki za izvajanje aplikacije upo-
rablja poseben modul za jezik Python. Primer take postavitve je spletni
strezˇnik Apache z modulom mod wsgi. Drugi mozˇen nacˇin je uporaba samo-
stojnega, namenskega strezˇnika za poganjanje spletnih aplikacij, napisanih v
jeziku Python. Primeri taksˇnih strezˇnikov so Gunicorn, Tornado in Twisted
Web. Mozˇna je tudi uporaba posredniˇskih strezˇnikov (angl. proxy server),
ki preusmerjajo zahtevke na namenski strezˇnik. Postavitev mora podpirati
uporabo protokola TLS in overjanje odjemalcev s certifikati. Za potrebe ra-
zvoja vmesnika smo na primer uporabili razvojni strezˇnik ogrodja Flask s
posredniˇskim strezˇnikom Nginx. Nginx overja zahtevke na nivoju protokola
TLS in pridobljen uporabniˇski certifikat skupaj z zahtevkom preusmeri na
razvojni strezˇnik ogrodja Flask. Taksˇna postavitev je potrebna, ker razvojni
strezˇnik ne podpira pridobivanja odjemalcˇevega certifikata z nivoja protokola
TLS.
6.1 Namestitev s skriptami
Za potrebe razvoja in testiranja ogrodja aCT smo razvili vecˇ skript, ki
omogocˇajo enostavno, hitro in avtomatsko namestitev ogrodja z le nekaj
ukazi v ukazni vrstici. Za to smo ustvarili skripto package.sh, ki iz izvor-
nih datotek ustvari zapakirano datotecˇno hierarhijo act.zip, pripravljeno za
poganjanje ogrodja. Datotecˇna hierarhija je prikazana na sliki 6.1.
Skripta package.sh prestavi vse izvorne datoteke programov, potrebnih za
delovanje ogrodja, v mapo bin. Ogrodje za delovanje potrebuje mapo log za
dnevniˇske zapise, mapo tmp za rezultate poslov in mapo proxies za datoteke
s posredniˇskimi certifikati. Poleg omenjenih map potrebuje sˇe mapo mysql za
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act.zip
bin
venv
run
mysql
log
proxies
tmp
src
Slika 6.1: V mapi bin se nahajajo programi ogrodja aCT. V mapi src se
nahajo knjizˇnice, ki jih uporabljajo programi ogrodja. Mapo run uporablja
ogrodje za shranjevanje podatkov med delovanjem.
svoj locˇen primerek podatkovne baze. Za poganjanje locˇenega primerka baze
podatkov smo se odlocˇili zato, ker je bolj enostavno avtomatizirati vzpostavi-
tev in brisanje baze. Poleg tega uporabnik za vzpostavitev locˇenega primerka
ne potrebuje administratorskih pravic.
Ustvarjeni arhiv lahko nato odpakiramo v sistemu, kjer zˇelimo vzposta-
viti ogrodje. V odpakiranem arhivu je potrebno pognati skripto setup.sh iz
mape bin, ki poskrbi za namestitev. Pri namestitvi se ustvari novo pytho-
novo navidezno okolje [37] v mapi venv. Navidezno okolje nam omogocˇa,
da poganjamo programe ogrodja aCT tako, da nam ni potrebno uporabiti
polne poti do njihove lokacije v datotecˇnem sistemu. To dosezˇemo tako,
da navidezno okolje spremeni okoljske spremenljivke. Navidezno okolje v
nasˇem primeru nastavi okoljsko spremenljivko PATH tako, da ji doda pot
do vseh programov ogrodja aCT. Rezultat je, da lahko programe ogrodja
uporabljamo enako kot vse ostale programe, namesˇcˇene v sistemu. Navide-
zno okolje nam tudi omogocˇa namesˇcˇanje ali odstranjevanje vseh potrebnih
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knjizˇnic brez administratorskih pravic in neodvisno od vseh ostalih knjizˇnic
v sistemu. Namestitvena skripta setup.sh tudi namesti potrebne knjizˇnice
v ustvarjeno navidezno okolje, ustvari locˇen primerek podatkovne baze in
vse potrebne tabele ter nastavi lokacije za dnevniˇske datoteke, certifikate in
zacˇasne datoteke v konfiguracijski datoteki ogrodja.
Za uporabo programov ogrodja aCT je potrebno aktivirati ustvarjeno na-
videzno okolje. Ogrodje se iz sistema izbriˇse tako, da se najprej ustavi ogrodje
in bazo, deaktivira navidezno okolje in nato izbriˇse datotecˇno hierarhijo.
6.2 Mozˇne izboljˇsave postavitve
Omenjeni nacˇin namesˇcˇanja in poganjanja ogrodja aCT je primeren za testi-
ranje in eksperimentalno rabo. V vecˇini distribucij Linux se za upravljanje
programske opreme uporablja upravljalec paketov (angl. package manager).
Za splosˇno uporabo ogrodja je potrebno ustvariti pakete ogrodja za razlicˇne
upravljalce paketov. S tem se zelo poenostavi namestitev samega ogrodja
in tudi vse druge programske opreme, potrebne za delovanje. Nacˇin pa-
kiranja ogrodja je zelo odvisen od samega upravljalca paketov. Po drugi
strani je nacˇin pakiranja odvisen tudi od distribucije Linux, za katero zˇelimo
ogrodje zapakirati, saj imajo razlicˇne distribucije razlicˇne politike pakiranja
ter organizacije paketov. Poleg pakiranja ogrodja je za splosˇno rabo potrebno
prilagoditi tudi nacˇin poganjanja ogrodja. Ogrodje aCT tecˇe v obliki vecˇ pri-
kritih procesov. V vecˇini distribucij Linux je zazˇeleno, da se taksˇni procesi
nadzorujejo in upravljajo z upravljalcem servisov (angl. service manager).
Ta na primer omogocˇa poganjanje, ustavljanje, preverjanje stanja servisa in
ponovno poganjanje servisa, cˇe ta preneha delovati. Zelo pomembno je tudi,
da lahko servisom dolocˇamo odvisnosti (angl. dependencies) na druge ser-
vise, za katere avtomatsko skrbi upravljalec servisov. Ogrodje aCT na primer
za delovanje potrebuje delujocˇ strezˇnik MySQL, ki je tudi servis. Upravlja-
lec servisov nam omogocˇa, da se ogrodje pozˇene sˇele po tem, ko se uspesˇno
pozˇene servis MySQL. Nacˇin poganjanja ogrodja je odvisen od upravljalca
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servisov. Nekateri upravljalci za to uporabljajo skripte, drugi konfiguracijske
datoteke. Podobno kot pri pakiranju je od distribucije odvisen tudi nacˇin
poganjanja servisa, ker imajo distribucije razlicˇne politike za upravljanje ser-
visov.
6.3 Primer postavitve ogrodja aCT
Ogrodje aCT se testno uporablja za poganjanje vecˇjega sˇtevila poslov ek-
sperimenta ATLAS (nekaj tisocˇ naenkrat). Pri tej postavitvi ogrodja se
uporabljajo le programi za ukazno vrstico, zato spletni vmesnik ni vzposta-
vljen. Ogrodje je bilo vzpostavljeno s prej omenjenimi skriptami. Na osnovi
programov za ukazno vrstico je bila razvita skripta, ki omogocˇa enostavnejˇse
upravljanje poslov, podobno programu arcrunner. Pri tem se opise in po-
datke poslov za vsak posel prenese v locˇen imenik. Skripto se nato pozˇene v
nadimeniku. Skripta vlozˇi vse posle v ogrodje in periodicˇno izpisuje sˇtevilo
cˇakajocˇih in koncˇanih poslov ter poslov v izvajanju. Rezultate koncˇanih po-
slov prenese v pripadajocˇe imenike. Skripta se zakljucˇi, ko se uspesˇno koncˇajo
ali spodletijo vsi posli.
6.4 Izkusˇnje s testno postavitvijo ogrodja aCT
S testno postavitvijo ogrodja smo lahko uspesˇno nadomestili program ar-
crunner za vlaganje poslov eksperimenta ATLAS. Na testno postavitev se
vlozˇi priblizˇno dvesto poslov naenkrat pri vlaganju manjˇsega sˇtevila poslov.
Ko se vlaga vecˇje sˇtevilo poslov, se v ogrodje vlozˇi okoli dvajset tisocˇ poslov.
Cˇas, potreben za izvedbo vseh poslov, je skladen z zmogljivostjo grucˇe. Izva-
janje manjˇsega sˇtevila poslov pri normalni zasedenosti grucˇe traja priblizˇno
pol ure, izvajanje vecˇjega sˇtevila poslov pa priblizˇno deset ur.
Na podlagi izkusˇenj s testno postavitvijo smo ogrodju dodali nekaj iz-
boljˇsav. Za bolj prirocˇno upravljanje poslov in izpisovanje informacij smo
vmesniku dodali mozˇnost filtriranja po imenih in statusu poslov. Program
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za prenasˇanje poslov actget po tem, ko uspesˇno prenese posle, privzeto pocˇisti
posle iz ogrodja. V vmesni programski opremi ARC obstaja hrosˇcˇ, zaradi
katerega se v redkih primerih datoteke z rezultati ne prenesejo v celoti,
kljub temu da vmesna programska oprema sporocˇi uspesˇen prenos. Trenutna
resˇitev tega problema je, da se rezultate poslov prenese z grucˇe, poslov pa
se ne pocˇisti. S tem lahko uporabnik najprej preveri rezultate. Cˇe datoteke
z rezultati niso pravilno prenesene, jih lahko uporabnik ponovno prenasˇa,
dokler se pravilno ne prenesejo. Za to smo programu actget dodali dodatno
stikalo, pri katerem poslov po koncˇanem prenosu ne pocˇisti.
Omenimo sˇe dobro izkusˇnjo z robustnostjo delovanja ogrodja. Pri testnem
poganjanju vecˇjega sˇtevila poslov je nekajkrat grucˇa postala zelo pocˇasna.
Priˇslo je do nekaksˇne napake v sistemu vrst SLURM, saj je zelo dolgo po-
treboval za cˇiˇscˇenje pomnilnika. Zato se je odzivnost grucˇe zelo upocˇasnila.
Ogrodje aCT je kljub temu normalno delovalo naprej, le da so bile opera-
cije z grucˇo pocˇasnejˇse. Slaba odzivnost grucˇe torej ni vplivala na delovanje
ogrodja, prav tako se ni izgubil noben posel ali podatek.
Poglavje 7
Analiza mozˇnih izboljˇsav in
alternativ
Implementirani uporabniˇski pogon in vmesniki zelo dobro pokrivajo vse mozˇ-
nosti upravljanja poslov, ki jih omogocˇa ogrodje aCT. S tem smo prilagodili
ogrodje za samostojno ali strezˇniˇsko postavitev, kar je bil nasˇ glavni cilj.
Za ogrodje obstaja vecˇ mozˇnih izboljˇsav, ki presegajo zastavljene okvire di-
plomske naloge. V nadaljevanju analiziramo, kako je v primeru implemen-
tacije izboljˇsav potrebno prilagoditi uporabniˇski pogon in vmesnike. Za tem
analiziramo sˇe mozˇne alternative postavitvam ogrodja aCT z uporabniˇskim
pogonom.
7.1 Izboljˇsave odjemalskih programov
Med testiranjem ogrodja smo odkrili nekaj mozˇnih izboljˇsav za odjemalske
programe. Program actstat trenutno izpiˇse zˇelene podatke za vsak posel. V
dolocˇenih primerih bi bil prirocˇen izpis povzetka stanja poslov, na primer za
vsako stanje sˇtevilo poslov, ki so v tem stanju.
Trenutno program actproxy ne izpisuje cˇasa veljavnosti vstavljenega po-
sredniˇskega certifikata. Dodaten izpis veljavnosti bi bil dobra izboljˇsava pro-
grama. Poleg tega bi izpis veljavnosti uporabniku omogocˇil preverjanje ve-
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ljavnosti zˇe vstavljenih certifikatov.
Vmesna programska oprema ARC ima program arccat, ki omogocˇa izpi-
sovanje standardnega izhoda posla na grucˇi. Z njim lahko uporabnik sledi
izvajanju posla. Podoben program bi bil uporaben tudi za ogrodje aCT. Im-
plementacija takega programa za postavitev ogrodja na lokalnem racˇunalniku
je enostavna, saj se lahko ustvari ovojnica (angl. wrapper) za program arccat.
Implementacija takega programa za vmesnik REST je zapletenejˇsa, saj vme-
snik REST ni primeren za prenasˇanje tokov podatkov, kar je v tem primeru
standardni izhod posla. Pri tem bi se tudi zmanjˇsala zmogljivost strezˇnika
in s tem ogrodja, saj prenasˇanje taksˇnih tokov ustvarja dodaten promet.
Ogrodje aCT omogocˇa nastavljanje sˇtevila ponovnih poskusov za posle,
cˇe ti spodletijo. Programi za ukazno vrstico tega sˇe ne omogocˇajo. Doda-
tno stikalo za nastavljanje sˇtevila ponovnih poskusov v programih actsub in
actbulksub je tako sˇe ena od mozˇnih izboljˇsav.
7.2 Upravljanje podatkov
Ena najbolj ocˇitnih pomanjkljivosti ogrodja je, da pri vlaganju poslov preko
vmesnika REST ni mogocˇe vlozˇiti nobene datoteke razen opisa posla v dato-
teki xRSL. To je tezˇava, ker posel potrebuje program in podatke, na katerih
naj bi se izvedel. Tudi te mora odjemalec poleg opisa posla nekako po-
sredovati vmesni programski opremi (ne nujno ogrodju). Ogrodje trenutno
ne podpira upravljanja podatkov, ki v tem primeru vkljucˇuje sprejemanje,
hrambo in brisanje podatkov. Razlog za to je, da se je ogrodje aCT do
sedaj uporabljalo pri eksperimentu ATLAS, kjer so vsi podatki na voljo v
locˇenih oddaljenih sistemih za upravljanje podatkov. Cˇe se podatki naha-
jajo v oddaljenem sistemu za upravljanje ali shranjevanje podatkov, jih bo
vmesna programska oprema prenesla sama od sebe. Odjemalcu ARC ali
ogrodju aCT zato v tem primeru ni potrebno posredovati podatkov. Razvoj
vmesnika REST omogocˇa uporabo ogrodja tudi uporabnikom, ki taksˇnih sis-
temov za upravljanje ali shranjevanje podatkov nimajo na voljo in posledicˇno
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ne morejo uporabljati ogrodja. Mozˇni resˇitvi za ta problem sta dve. Prva
je implementacija podsistema za upravljanje podatkov znotraj ogrodja aCT.
Glavna pomanjkljivost te resˇitve je izjemno zapletena implementacija smisel-
nega sistema. Poleg tega zˇe obstajajo resˇitve za upravljanje podatkov. Zato
je verjetno bolj primerna druga resˇitev, pri kateri se uporabi zˇe obstojecˇ sis-
tem za upravljanje podatkov, kot sta Rucio [38] in iRods [39]. V tem primeru
je potrebno poleg ogrodja aCT vzpostaviti sˇe sistem za upravljanje podat-
kov in ga po mozˇnosti integrirati v odjemalske programe. Programu actsub
bi lahko recimo podali tudi podatkovne datoteke, ta bi jih nato posredoval
v sistem za upravljanje podatkov, kjer bi bili dostopni vmesni programski
opremi ARC. Omenjene tezˇave s posredovanjem podatkovnih datotek ni, cˇe
uporabljamo lokalne odjemalske programe na sistemu, kjer tecˇe ogrodje. Ker
so v tem primeru podatkovne datoteke lokalne, jih zna avtomatsko prenesti
odjemalec ARC, ko se posel vlozˇi na grucˇo.
7.3 Abstrakcija nivoja podatkovne baze
Naslednja mozˇna izboljˇsava ogrodja aCT, ki bi vplivala tudi na uporabniˇski
pogon, je zamenjava orodij za dostop do baze podatkov. Ogrodje dostopa
do baze podatkov MySQL preko vmesnikov za to bazo. To ni najbolj prozˇna
resˇitev, saj je potrebno za uporabo alternativnih baz podatkov kodo prilago-
diti vmesnikom drugih baz. Boljˇsa resˇitev bi bila uporaba dodatnega nivoja
abstrakcije podatkovne baze, kar bi omogocˇilo uporabo vseh razsˇirjenih re-
lacijskih zbirk podatkov. To za programski jezik Python omogocˇa zbirka
programskih orodij SQLAlchemy [40]. Ta poleg nivoja abstrakcije omogocˇa
tudi uporabo objektno-relacijskega preslikovalnika (angl. object-relational
mapper), ki olajˇsa uporabo podatkovnih baz v objektno usmerjenih jezikih.
Ker tudi uporabniˇski pogon izvaja poizvedbe v podatkovni bazi, bi bilo po-
trebno te poizvedbe prilagoditi nivoju abstrakcije in preslikovalniku.
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7.4 Podpora vsebniˇskim tehnologijam
Vse vecˇ grucˇ za izvajanje poslov uporablja vsebniˇske (angl. container) teh-
nologije. Vsebniki omogocˇajo vzpostavitev dolocˇenega okolja za izvajanje
poslov, predvsem z vidika vse potrebne programske opreme. To olajˇsa delo
uporabnikom in sistemskim administratorjem. Uporabnikom je lazˇje vzpo-
staviti programsko opremo in knjizˇnice, potrebne za razvoj programov. Eno-
stavnejˇsa sta tudi razvoj in testiranje programov, saj lahko uporabniki posle
na grucˇah poganjajo v popolnoma enakem okolju kot na svojih racˇunalnikih.
Tudi sistemskim administratorjem je z vsebniki lazˇje organizirati in upra-
vljati okolja na grucˇah. Uporaba vsebnikov tudi omogocˇa, da sistemskim
administratorjem ni potrebno vzpostavljati in vzdrzˇevati vseh okolij, ki jih
potrebujejo uporabniki. Uporabniki lahko sami ustvarijo ali prilagodijo ob-
stojecˇe okolje in ga uporabijo za izvajanje poslov na grucˇi. Uporabniˇski
vmesnik je potrebno za vsebniˇske tehnologije prilagoditi tako, da uporabniku
omogocˇa izbiro obstojecˇega vsebnika ali posredovanja svojega. Mozˇnosti je
veliko, odvisne so tudi od varnostnih politik posameznega ponudnika grucˇe
in primerne implementacije za posredovanje vsebnikov.
7.5 Nadzor delovanja
Vecˇina programske opreme za grucˇe ponuja vmesnike za nadzor delovanja
(angl. monitoring). Kljub temu da je nadzor delovanja domena administra-
torjev (tudi zaradi zasebnosti uporabnikov in varnosti sistema), so uporab-
nikom v splosˇnem na voljo vsaj osnovni podatki o grucˇah. Ti so predvsem
sˇtevilo poslov v cˇakalni vrsti in sˇtevilo poslov v izvajanju. Ogrodju aCT in
odjemalskim programom bi se lahko v prihodnosti dodalo mozˇnost prido-
bivanja in prikazovanja osnovnih informacij o grucˇah in poslih. Nekaterim
uporabnikom koristi tudi statistika izvajanja njihovih poslov, ki je ogrodje
ne belezˇi. Belezˇenje statistike bi lahko implementirali v samem ogrodju ali v
odjemalcu.
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7.6 Delovni tokovi
Delovni tokovi (angl. workflow) uporabniku omogocˇajo ustvarjanje usmerje-
nih aciklicˇnih grafov poslov, ki dolocˇajo odvisnosti med posli in tudi podatki.
Cˇe na primer posel A potrebuje podatke, ki jih ustvari posel B, mora upo-
rabnik najprej pognati posel B in nato z rezultati posla B pognati posel A.
Vse to je s trenutno programsko opremo (ne samo ogrodjem aCT) potrebno
pocˇeti rocˇno. Uporabnik mora periodicˇno preverjati, ali se je posel B zˇe
koncˇal, da lahko pozˇene posel A. Lahko se zgodi, da ima uporabnik dolgo
verigo poslov, ki obdelujejo rezultate prejˇsnjega posla v verigi. Za vsak posel
mora uporabnik ugotavljati, kdaj se koncˇa in kdaj lahko vlozˇi novi posel z
dobljenimi rezultati. Ta postopek se lahko izkazˇe za zelo neucˇinkovitega in
zapletenega, predvsem cˇe je graf poslov zapleten ali dovolj velik. Mozˇno je na
primer, da se lahko nekateri posli ali celo verige poslov izvajajo vzporedno.
Nadzorovanje taksˇnih grafov hitro postane pocˇasno in neucˇinkovito. To se
lahko razresˇi z razvojem dodatnega podsistema, ki odvisnosti poslov resˇuje
avtomatsko. Enostavnejˇsi sistem za delovne tokove bi se lahko dodal v upo-
rabniˇske programe. Pri tem bi ogrodje ostalo nespremenjeno. Uporabniˇski
program bi vlozˇil posel sˇele po tem, ko se koncˇajo vsi potrebni posli. Druga
mozˇnost je implementacija taksˇnega sistema v ogrodju. Ta nacˇin je predvsem
bolj ucˇinkovit, saj bi lahko vse posle grafa vlozˇili v ogrodje istocˇasno. S tem
ne bi priˇslo do dodatnih zamud z vlaganjem in prenasˇanjem podatkov.
7.7 Bazen povezav na bazo podatkov in pri-
merkov objektov
Vmesnik REST pri vsakem zahtevku ustvari nove primerke objektov pro-
xymgr in jobmgr, oba ustvarita sˇe lastne primerke clientdb. Vsak primerek
objekta clientdb ustvari svojo povezavo na podatkovno bazo. Vsi primerki
pri vzpostavljanju zacˇetnega stanja berejo potrebne parametre iz nastavi-
tvene datoteke. Po koncˇanem zahtevku se vsi primerki izbriˇsejo. Ta nacˇin
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se izkazˇe za problematicˇnega zaradi hitrosti servisiranja zahtevka, saj branje
nastavitvene datoteke in ustvarjanje primerkov ter povezav na bazo zahteva
nekaj cˇasa. Ta cˇas postane nezanemarljiv pri velikem sˇtevilu zahtevkov in
zmanjˇsuje zmogljivost ogrodja. Za resˇevanje taksˇnih tezˇav se uporablja ba-
zene (angl. pool). Ideja bazena je, da bazen na zacˇetku ustvari vecˇ primerkov
objektov ali povezav na bazo. Aplikacija ne ustvarja vecˇ novih povezav in
primerkov, temvecˇ jih pridobi iz bazena. Pri tem ni vecˇ potreben dodaten cˇas
za ustvarjanje primerka ali branje iz nastavitvenih datotek. Aplikacija mora
morda le ponastaviti nekatere atribute objekta. Ko aplikacija ne potrebuje
vecˇ primerka, ga vrne v bazen. S tem tudi ni potrebnega brisanja primerka.
Ta se ohrani za naslednji primer, ko aplikacija potrebuje primerek. Mozˇna
izboljˇsava ogrodja aCT pri preveliki rezˇiji s primerki je torej uporaba bazena
primerkov objektov. Ta se lahko v jeziku Python implementira z enostavno
podatkovno strukturo, kot je vrsta.
7.8 Dodatni mehanizmi za overjanje uporab-
nikov
Kot smo zˇe omenili pri overjanju uporabnikov na vmesniku REST, je v priho-
dnosti zazˇelena podpora razlicˇnih mehanizmov overjanja uporabnikov. Pri
podpori novih mehanizmov bo potrebno prilagoditi uporabniˇski pogon in
uporabniˇske programe, da bo uporabnik lahko izbral mehanizem in posredo-
val potrebne parametre. Pri vzpostavitvi sistema za upravljanje podatkov je
potrebno overitvene mehanizme in uporabniˇski vmesnik integrirati sˇe s tem
sistemom.
7.9 Primerjava z alternativami
Ogrodje aCT je le eno od mozˇnih orodij za upravljanje poslov na grucˇah.
Obstajajo tudi druga orodja, ki imajo v primerjavi z ogrodjem aCT dolocˇene
prednosti in slabosti. Te bomo analizirali predvsem z vidika uporabnika.
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7.9.1 Odjemalec ARC
Primerjava med odjemalcem ARC in ogrodjem aCT je odvisna od postavitve
ogrodja. Cˇe uporabnik vzpostavi ogrodje na svojem racˇunalniku, je prednost
odjemalca ARC v lazˇji vzpostavitvi, saj vzpostavitev ogrodja aCT zahteva sˇe
namestitev baze podatkov in dodatno konfiguracijo. Cˇe je ogrodje namesˇcˇeno
na strezˇniku, mora uporabnik namestiti le odjemalske programe. Te je veliko
enostavneje namestiti kot odjemalca ARC ali ogrodje.
V obeh primerih je ogrodje v prednosti z vidika upravljanja poslov. Edina
pomanjkljivost je torej, cˇe si uporabnik sam vzpostavi ogrodje. S predlaga-
nimi izboljˇsavami namestitve ogrodja bi tudi ta pomanjkljivost skoraj izgi-
nila.
7.9.2 arcrunner
Program arcrunner je glavna alternativa za upravljanje poslov z vmesno
programsko opremo ARC. Ko pozˇenemo program, mu podamo enega ali vecˇ
poslov. Program posle vlaga na grucˇo in nadzoruje njihovo izvajanje. Spo-
dletele posle ponovno vlozˇi, cˇe razlog ni napaka v poslu. Uspesˇno koncˇane
posle prenese z grucˇe. Program se zakljucˇi, ko so vsi posli uspesˇno koncˇani
ali spodleteli tako, da jih ni smiselno ponovno vlozˇiti. Uporabnik mora samo
pravilno podati posle in pocˇakati, da se program koncˇa.
V primerjavi s programi odjemalca ARC in ogrodja aCT je arcrunner
sˇe bolj enostaven za uporabo. Vendar ta enostavnost predstavlja tudi zelo
veliko omejitev, saj arcrunner ne omogocˇa interakcije, rocˇnega upravljanja in
ubijanja poslov ali pridobivanja podrobnejˇsih informacij o izvajanju poslov.
Za vecˇino zahtevnejˇsih primerov uporabe je dodaten nadzor zelo pomemben.
Programe ogrodja aCT je tudi zelo enostavno uporabiti v lastnih skrip-
tah in jih vkljucˇiti v druge programe. Program arcrunner za taksˇen nacˇin
uporabe ni primeren. Poleg tega je s programi ogrodja zelo enostavno imple-
mentirati program, podoben programu arcrunner. Tocˇno taksˇen program se
uporablja v prej omenjeni testni postavitvi. Program je omenjena skripta, ki
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uporablja programe ogrodja aCT in deluje podobno kot program arcrunner.
Skripta se bolje izkazˇe od programa arcrunner pri narasˇcˇanju sˇtevila poslov.
Pri vecˇjem sˇtevilu poslov program arcrunner porabi nekoliko vecˇ cˇasa da po-
izve in izpiˇse stanje poslov ob vsaki periodi. Skripta se z narasˇcˇanjem sˇtevila
poslov ne upocˇasnjuje, saj podatke pridobiva preko programa za ukazno vr-
stico iz podatkovne baze. To je hitreje, ker so podatki v lokalni bazi in jih ni
potrebno pridobiti z grucˇe.
7.9.3 Condor-G in DAGMan
Kot alternativi lahko omenimo tudi sistema Condor-G in DAGMan.
Condor-G [16, 41] je sistem, ki z uporabnikovega vidika opravlja zelo
podobne vloge kot ogrodje aCT, le da posle vlaga na grucˇe Condor. DA-
GMan [42] je sistem, ki omogocˇa dolocˇanje odvisnosti med posli in ustvarja-
nje usmerjenih aciklicˇnih grafov iz poslov. Sistem avtomatsko posle razvrsti
tako, da se izvedejo v pravilnem vrstnem redu. To nam omogocˇa avtomatiza-
cijo prej omenjenih delovnih tokov. Prednost sistema DAGMan v primerjavi
z ogrodjem aCT so torej dodatne mozˇnosti pri upravljanju poslov. DAGMan
je sicer eno od orodij programske opreme HTCondor.
Bolj podrobna analiza prednosti in slabosti omenjenih sistemov v pri-
merjavi z ogrodjem aCT bi zahtevala tudi analizo implementacij sistemov
in analizo razlik med programsko opremo HTCondor in ARC, kar je zunaj
nasˇega okvira. Z uporabnikovega vidika je uporaba sistema Condor-G zelo
podobna, medtem ko DAGMan predstavlja dodatno orodje za izracˇunavanje
grafov in razvrsˇcˇanje poslov. Ogrodje aCT taksˇnega orodja nima, kar lahko
sˇtejemo kot pomanjkljivost za nekatere uporabnike.
Poglavje 8
Zakljucˇek
Obstojecˇa orodja za upravljanje poslov z vmesno programsko opremo ARC so
precej pomanjkljiva. Ogrodje aCT omogocˇa naprednejˇse upravljanje poslov,
vendar za ogrodje ni obstajal uporabniˇski vmesnik, saj se ogrodje uporablja
predvsem za upravljanje poslov pri eksperimentu ATLAS, kjer uporabniˇski
vmesnik ni potreben. Zato smo v okviru diplomske naloge ogrodju aCT
dodali podporo za razvoj uporabniˇskih vmesnikov in razvili dva uporabniˇska
vmesnika.
Ogrodju smo najprej dodali nov pogon, ki izpostavlja programski vmesnik
za upravljanje poslov ogrodja. Programski vmesnik nam je omogocˇil razvoj
razlicˇnih uporabniˇskih vmesnikov. Razvili smo vmesnik za ukazno vrstico,
saj je ta med orodji za upravljanje poslov najbolj razsˇirjen. Vmesnik za
ukazno vrstico je zelo soroden orodjem vmesne programske opreme ARC.
Pri uporabi porazdeljenih sistemov postajajo spletni vmesniki vedno bolj
razsˇirjeni, zato smo ogrodju dodali tudi vmesnik REST in ga na ta nacˇin
prilagodili za strezˇniˇsko postavitev. Pri tem smo naleteli na nekaj ovir pri
overjanju uporabnikov, potrebno je bilo smiselno posredovati uporabnikove
certifikate vmesniku. Za vmesnik REST smo razvili tudi odjemalske pro-
grame, ki so podobni programom vmesnika ukazne vrstice. Razlikujejo se le
po nacˇinu komunikacije z ogrodjem.
Ogrodje je uspesˇno nadomestilo program arcrunner za poganjanje vecˇjega
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sˇtevila poslov. Na podlagi izkusˇenj s testno postavitvijo ogrodja smo naredili
nekaj popravkov in dodali izboljˇsave ogrodju ter odjemalskim programom.
Uspesˇna izkusˇnja s testno postavitvijo ogrodja kazˇe, da nam je ogrodje uspelo
primerno prilagoditi za uporabniˇske vmesnike.
Mozˇnih je sˇe vecˇ izboljˇsav tako ogrodja kot tudi uporabniˇskih vmesnikov.
Izboljˇsa se lahko nacˇin namestitve ogrodja, ki bi uporabnikom olajˇsal vzpo-
stavitev ogrodja. V ogrodju so mozˇne dodatne optimizacije, ki bi povecˇale
ucˇinkovitost in zmogljivost ogrodja. Z uvajanjem vsebniˇskih tehnologij in no-
vih nacˇinov overjanja uporabnikov v porazdeljene sisteme se odprejo zanimive
mozˇnosti za integracijo teh tehnologij v ogrodje. S tem bi ogrodje omogocˇalo
dodatne poenostavitve uporabniku. Z uvedbo alternativnih tehnologij over-
janja bi na primer marsikateremu uporabniku prihranili nevsˇecˇnosti s certi-
fikati. Z integracijo tehnologije vsebnikov bi lahko nudili vecˇji nadzor nad
okoljem na grucˇi in s tem olajˇsali delo uporabnikom in jim ponudili dodatne
mozˇnosti za razvoj vzporednih programov.
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