Given a rational variety V defined over K, we consider a principally polarized abelian variety A of dimension g defined over the function field K(V ). For each prime l we then consider the Galois representation on the l-torsion of At, where t is a K-rational point of V . The largest possible image is GSp 2g (l), and in the cases g = 1 and 2 we are able to attain this image for all l and almost all t. In the case g = 1 this recovers a theorem originally proven by William Duke [1] .
Introduction
A well known result of Duke [1] states that if C(X) denotes the set of equivalence classes elliptic curves over Q of the form y 2 = x 3 + rx + s such that max{|r| 3 , |s| 2 } ≤ X 6 , and E(X) denotes the subset for which the representation of Gal(Q/Q) on the l-torsion of a representative elliptic curve is not surjective for some l, then lim X→∞ |E(X)| |C(X)| = 0.
Zywina [25] has proven a generalization to arbitrary number fields, however, so far there have been no extensions to higher dimensional abelian varieties. In this paper we prove a generalization to abelian surfaces. Zywina's result is accomplished with a version of the large sieve proven by Serre [20] , which is applied for each l, and each conjugacy class in GL 2 (F l ). Another interesting observation of Zywina is that the Siegel-Walfisz theorem is not actually necessary. However, Zywina does not consider elliptic curves over the function field of a curve, and so he is forced to use a result of Jones [7] that requires the Eichler-Selberg trace formula. We avoid this by using a version of the Chebotarev density theorem for function fields first proven by Lang [14] , which we sharpen slightly.
In section 2 we begin discussing a version of the large sieve compatible with heights, as well as an application of a Brun type sieve to obtain a lower bound for abelian varieties with good reduction. This result on good reduction was required in an earlier version of this paper, but it is still included as an interesting result in its own right. A large portion of our results are not restricted by dimension in any way, and can possibly be applied to cases other than abelian varieties. So in section 3 we discuss the results that can be proven in a very general way, the main result being Theorem 3.7. This theorem is applied in section 4 to abelian varieties of dimension 1 and 2. The result can be stated as follows: Theorem 1.1. Let K be a number field, let V be smooth geometrically irreducible affine variety over K of dimension r = variety over K(V ) of dimension g = 1 or 2. If we define B K (x) = B K (x) = {t ∈ V (K) : t ∈ U for some U, ϕ U , and H ϕ (t) ≤ x} and, E K (x) = {t ∈ B K (x) : ρ l,t (G K ) GSp 2g (l) for some l},
2(g 2 +g+2)γ+1
The result in dimension 2 is new, but in dimension 1 it is little more than a hybrid of previous results. A list of notation can be found in appendix A. As a bonus we also show in section 2 that if C K (x; Q) = {t ∈ B K (x) : A t has good reduction for all p ∈ L * },
where L is a subset of the prime ideals p of O K , having N (p) a prime ≤ Q, then we have a lower bound of the form
(log Q) κ for some κ ≥ 0. Unfortunately, the relationship between x and Q is not sharp.
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Sieve theory
The sieve methods we will use need to be compatible with heights on number fields. This is accomplished using the following construction which can be compared with the method of Schanuel [18] . Let K be a number field of degree d and ring of integers O K , and let S ∞ denote the set of infinite places of K. If v ∈ S ∞ , then
, and a u denotes the fractional ideal generated by the u i , then we have
where H is the absolute height. By scaling, it is possible to obtain coordinates u i in O K . Making this choice minimally gives us a representative in a fundamental domain of K r+1 − 0 r+1 under the action of units. Let Λ be the image of O K under the diagonal embedding K → v∈S∞ K v , and let
With the coordinates of each u chosen as above, we first lift to K r+1 − 0 r+1 and then consider the image in v∈S∞ K r+1 v under the diagonal embedding, as illustrated by the following
It is contained in Λ r+1 , and by the results of Schanuel its size grows at a rate proportional to that of a ball of radius x in Λ r+1 . This will allow us to apply Serre's version of the large sieve (see [20] or [25] ).
In [11] Kowalski has given a language for sieves that we would like to generalize slightly, and also use to discuss the constructions in our particular application. Then we will prove a version of the large sieve that is compatible with heights on affine space, and an application of the lower bound sieve that we will use with it.
A sieve setting is a triple (Y, A, (π α )) consisting of a set Y , an indexing set A, and for each α ∈ A a map π α : Y → Y α , where Y α is a finite set. For both the large sieve and the lower bound sieve, we will take Y = Λ r+1 . The indexing set A will be different in each case though: for the large sieve we will take it to be Σ K , the set of non-zero prime ideals in O K , whereas for the lower bound sieve we will use the ordinary primes, which we will view as ideals in O K . If a is an arbitrary ideal in O K , then it can be identified with a sub-lattice of Λ, and the quotient is isomorphic to O K /a; thus we obtain a natural map π a :
For the lower bound sieve, when we have a = (p), we denote this map by π p . If a = p 1 p 2 · · · p k is square-free, then by the Chinese remainder theorem, we get an isomorphism
such that the map π a is compatible with the maps π pi for all i.
A siftable set is a triple (X, µ, F ), consisting of a finite measure space (X, µ), and a map F : X → Y , such that the composite map π α • F is measurable. This introduces a lot of flexibility, because X does not have to be a subset of Λ r+1 . The discussion at the beginning of this section shows how to construct a map F : X → Λ r+1 , in the case where X is a finite subset of P K (K). If µ is the counting measure on X, then it is clear that the composite maps π p • F are measurable, so this gives us a siftable set. Now if we have a finite morphism ϕ : U K → P r K , we get a height H ϕ on U K by taking the composition H • ϕ (we mostly follow [22] for the general theory of heights, but [20] is also useful), and then we can look at a subset X of
Since the morphism ϕ is finite, it follows that the set X is finite, and so by composition with the map P r K (K) → Λ r+1 constructed above, we get a map F : X → Λ r+1 . Also, note that since P r K has finite type over K and ϕ is a finite morphism, then U K also has finite type over K. This means that U K can be extended to a scheme over Spec O K [ 1 α ] for some α ∈ O K . This enables us to consider reduction mod p for all but a finite number of p ∈ Σ K .
But we can go even further than this. If ϕ : V K → P r K is a finite rational map, then by definition we have equivalence classes of pairs U, ϕ U such that ϕ U : U → P r K is a finite morphism, and hence we can apply the argument above to this morphism. Given two pairs U 1 , ϕ 1 and U 2 , ϕ 2 , the compatibility condition gives us
where H ϕ1 , H ϕ2 are the heights corresponding to ϕ 1 , ϕ 2 . This allows us to safely speak of a height H ϕ corresponding to the rational function ϕ, although it may not be defined on all of V K . If we make the assumption that V K has finite type over K, then it is noetherian, so the domain of the rational map has a finite cover by open sets U 1 , . . . U N . Additionally, the finite type assumption allows us to extend to a scheme over Spec O K [ 1 α ] as noted above. In general, suppose (X, µ) is a finite measure space, but we don't have a map F : X → Y . If we have a finite cover X by the sets X 1 , . . . X N , such that (X i , µ, F i ) is a siftable set, then we can use sub-additivity to extend the large sieve so that it applies to (X, µ), and thus we would like to call this a siftable set also. In particular, we can regard any subset X of B K (x) = {t ∈ V K (K) : t ∈ U for some U, ϕ U , and H ϕ (t) ≤ x} as a siftable set.
A prime sieve support L * , is a finite subset of the indexing set A, and a sieve support L is a subset of the power set of L * . Let Σ K (Q) and Σ 1 K (Q; 1, l) be defined as follows:
N (p) = q is prime, and q ≡ 1 mod l}. In our general statement of the large sieve, we can take L * to be any subset of Σ K (Q), but in our application of we will use an appropriate subset of Σ 1 K (Q; 1, l). Note that any subset of L * can be viewed as a square-free product of these prime ideals. In particular we will define L, to be the set of all square-free ideals a, such that N (a) < Q and for all p|a we have p ∈ L * . We will need compatibility, between the primes used in the lower bound sieve and the prime ideals used in the large sieve. If p ∈ Σ 1 K (Q; 1, l) and N (p) = p, then p < Q hence these are the primes that will be used in the lower bound sieve. Now for each α ∈ L * we choose a sieving set Ω α ⊂ Y α , which may be completely arbitrary. If (X, µ, F ) is a siftable set under Kowalski's original definition, then the sifted set is
or more generally if (X, µ) is a siftable set under our extended definition, and (X i , µ, F i ) is a finite cover by siftable sets under the original definition, then the sifted set is
Finally, we take ν p to be the uniform probability measure on Y p .
The large sieve
We will prove a version of the large sieve for projective varieties, with the help of an older version for torsion free O K -modules proven by Serre [20] , which we restate below in notation compatible with that described above (see also Zywina's paper [25] ). Theorem 2.1. Let Λ be a torsion free O K -module with rank r + 1 over O K . Let · be a norm of Λ R = R ⊗ Λ. Let x ≥ 1 and Q > 0 be real numbers, and for each
Suppose that E ⊂ Λ satisfies the conditions:
(i) E is contained in a ball of radius proportional to x.
(ii) For every p with N (p) ≤ Q, we have the inequality
Then we have
where the implied constant depends only on K, Λ, and · , and where
the sum being over all square-free ideals a with norm ≤ Q.
In particular the constant does not depend on x, Q or the numbers ω p , so long as E satisfies the conditions in the statement of the theorem. This means that it depends only on the sieve setting, which in our application remains the same for all l. Also it is important to realize, that the set E is actually the sifted set. The statement of the large sieve for projective varieties is as follows.
Theorem 2.2 Large Sieve. Suppose we have a finite rational map ϕ : V K → P r K and that V K has finite type over K. Let (X, µ) be a siftable set for the sieve setting
Let L * be an arbitrary subset of Σ K (Q) and let (Ω p ) be an arbitrary family of sieving sets. Then
where the implied constant depends only on K, r, ϕ, and
where L is the set of all square-free ideals a, such that N (a) ≤ Q and for all p|a we have p ∈ L * .
Remark. The theorem is stated for relative heights. It is a simple matter to obtain a version of this theorem for absolute heights by observing that we have
, where H K is the height relative to K and H is the absolute height. This means that the theorem remains correct for absolute heights if we replace the numerator of the fraction on the right hand side of (2.1) by max{x r+1 , Q 2(r+1) }. It should also be noted that the implied constant depends only on data from the sieve setting, K, r, and on data from the siftable set, ϕ. In particular it does not depend in any way on L * .
Proof. By the noetherian condition we may assume that the domain of ϕ has a finite cover U 1 , U 2 , . . . U N . Let ϕ i be the restriction of ϕ to U i , and define
where Λ is the Minkowski lattice corresponding to K, and the map F i is constructed as above.
As noted above, Serre's theorem is stated for the sifted set, hence for convenience we define
Now Λ r+1 is a torsion free O K -module of rank r + 1, but we must still verify that conditions 1 and 2 hold. The discussion at the beginning of the section shows that E i is contained in a ball of radius proportional to x, which shows that condition 1 holds. As for condition 2, suppose that
we can still consider the images of E i , which will be trivially contained in Y p . Therefore, if we define
in all cases. Since ν p is the uniform measure on Y p , this gives us condition 2. By Serre's theorem, we then have
where the implied constant depends only on Λ r+1 and · , and
where the sum is over all square-free ideals such that N (a) ≤ Q. By the definition of ω p it follows that this definition of L(Q) is equivalent with the one in the statement of the theorem. In our case, the chosen norm is determined completely by Λ r+1 , and Λ r+1 depends only on K and on r, so the implied constant really only depends on K and r, and we indicate this by changing the subscript in the inequality. We get from E i back to S(X i , (Ω p ); L * ), via the maps
The second map is injective, so it follows that
|, but the map ϕ does not have to be injective. Since ϕ is finite, at the very least we have
and finally to get back to S(X, (Ω p ); L * ), we use finite sub-additivity.
The lower bound sieve
Iwaniec and Kowalski have established the following version of Brun's sieve.
There exist upper and lowerbound sieve coefficients (λ ± d ) depending only on κ and D, supported on square-free integers < D, bounded by one in absolute value, with the following properties: for all s ≥ 9κ + 1 and
provided that
for all w and Q satisfying 2 ≤ w < Q < D.
In this theorem H and R ± (X; Q s ) are defined as follows
Thus H can be regarded as the main term and r d or R ± are regarded as remainder terms. We apply this to the sieve setting (Λ r+1 , Σ Q , (π p )), and siftable set (B K (x), µ, F ), where
where µ is the counting measure.
We also define
where i ranges from 0 to r, and we denote the uniform probability measure on B Λ (x) by P . By construction, the image of B K (x) in Λ r+1 under the map F will be contained in B Λ (x), which is easier to work with.
The sifting sets are constructed by first choosing subsets Ω p ⊂ (O K /p) r+1 , and looking at
where A p is the complement of Ω p . Here the map ϕ p comes from the Chinese remainder theorem, as discussed at the beginning of the section. Then we define Ω p to be the complement of A p . If ν a denotes the uniform probability measure on (O K /a) r+1 then the Chinese remainder theorem then gives us
In order to estimate the remainder terms R ± (X; Q s ), we will need the following lemma.
where the implied constant depends only on K, r.
Proof. Schanuel [18] has proven that if a is an ideal of O K , then the number of lattice points in
where κ depends only on K and on d, and the same goes for the implied constant in the error term (see also Serre [20] ). However, because of the method of proof, we can also use this estimate for the number of full copies of a system of representatives for (Λ/aΛ) r+1 that can be found in B Λ (x). If S ⊂ (Λ/aΛ) r+1 , then this gives us the estimate
If we multiply by |Sa| |BΛ(x)| and use the bound |S a | ≤ D d(r+1) , then we obtain the result in the lemma.
Theorem 2.5. Given a homogeneous polynomial f in K[t 0 , . . . , t r ], let S be a finite subset of Σ 1 K satisfying the following properties (i) if f ≡ 0 mod p, then p ∈ S, (ii) if p ∈ S and p|p, where p is a prime in Z, then q ∈ S for all q|p, (iii) if p ramifies in K and p|p then p ∈ S, and for p / ∈ S let
and s > 9κ + 1 + 10 · log C, where C satisfies (2.3).
Proof. Let W p denote the projective variety defined by f = 0 over F p , and let q = |F p |. Trivially, we have
Since each point in P r (F p ) corresponds with q − 1 points in F r+1 p , we obtain
Suppose that p ∈ S and lies over p. Then by (2.4) we have
for p > deg f , and it can be shown that
for w > deg f , where the implied constant depends on the error term in the prime number theorem. This is sufficient to obtain (2.3), since we can adjust the constant to account for the finite number of factors with p < deg f . Since |B K (x)| ≍ |B Λ (x)| then by applying lemma 2.4 to a = dO K and S = Ω d , we obtain
otherwise.
For D = Q s , this gives us
which will be an acceptable error if
2 . The prime number theorem gives us
and so by applying theorem 2.3 with α(x) = 1, we obtain the result stated in the theorem with κ = d · deg f .
Application and an example
As an application of the theorem just proven, consider the following corollary Corollary 2.6. Let V be an affine variety over K birationally equivalent to P r K , and let A be an abelian variety defined over the function field of V . If we define C(x) = {t ∈ B K (x) : A t has good reduction for all p ∈ L * } then there exist s, κ, such that
Unfortunately, while the value of κ sees to be sharp, the relationship between x, Q as given by theorem 2.5 does not. We illustrate this with the following example.
Let V = A 1 Q , and consider the elliptic curve
over the function field Q(t). Then ∆(t) = −12 3 (1 − t) 3 t 2 and j(t) = −12 3 t. Using asymptotic estimates for the Euler φ-function, we find that
If we homogenize ∆(t) by the substitution t = t1 t0 , then we see that bad reduction can only occur at p when p = 2, 3 or p|t 1 or t 0 − t 1 . The t 0 , t 1 , are integers with absolute value ≤ x, such that t 1 , t 0 − t 1 are not divisible by any prime p ≤ Q. If we take Q = x 1 2 , the sieve of Eratosthenes shows that |t 1 | must be a prime in the interval (x 1 2 , x], and so it follows that
On the other hand, applying 2.5 to the homogeneous polynomial f (t 0 , t 1 ) = 6t 1 (t 0 − t 1 ) with Q = x 1 6s , we get this same estimate except with the constant depending on s. But, since s > 37 + 10 · log C and C satisfies (2.3), which in this case is a consequence of the prime number theorem, this means that the value of Q used in theorem 2.5 must be taken much smaller than x 1 2 .
General machinery
All definitions made in the previous section will be maintained, and we will supplement them with the following. For any group G, the set of conjugacy classes will be denoted by G # . If V is a variety over a field k, then η will denote a geometric point, and V will denote the extension of V to a separable closure k sep . Now in particular if f : U → V is a finiteétale covering over k with arithmetic monodromy group G and geometric monodromy group G g , then we get the following commutative diagram:
The important point is that we must consider this diagram both where k is a number field K, and where k is a finite field F p , which we obtain by reducing mod p for some p ∈ Σ K . Moreover, we will have a family of coverings f l : V l → V over K, parametrized by l, where l is a prime.
In this case, we will denote the corresponding monodromy groups by G l and G g l respectively, and the map ρ will be renamed ρ l . For each l, when we reduce mod p to obtain the analogous situation over F p , we will also introduce p as a subscript: G l,p , G g l,p and ρ l,p . The question arises, with l fixed, when do we have
. This may not happen for all p, but in our application we manage to get sufficient control over this.
The Chebotarev density theorem
The following theorem is based on a version of the Chebotarev density theorem originally due to Lang [13] , which we sharpen with the help of a recent result by Kowalski [10] . Since it applies to more general situations than the one here, we will state it for a single Galois covering f : U → V , and thus we will omit the subscripts l, p. Theorem 3.1. Let V be a smooth geometrically connected affine variety over F q of dimension r ≥ 1, and let f : U → V be a finiteétale covering, with arithmetic Galois group G such that (|G|, q) = 1. Let γ be the image of −1 under the vertical map Gal(k
, where k = F q in this case, and let C ∈ G # be arbitrary. If we define
where the implied constant depends only on V , and in particular it does not depend on q or on G.
Proof. Let Irr(G), Irr(G/G g ) denote the irreducible representations of G and G/G g respectively. Two representations π, π ′ ∈ Irr(G) are equivalent when restricted to G g if there exists
Let Π denote a system of representatives with respect to this equivalence relation. Then, if we sum over all π ∈ Irr(G), we can break the sum up into a sum over ψ ∈ Irr(G/G g ) and a sum over π ∈ Π. Note that G/G g is cyclic, and hence all irreducible representations of G/G g are characters. Using these ideas together with orthogonality of characters gives us the following:
Since the image of Fr t in Gal(F q /F q ) is −n, by commutativity of the diagram (3.1) we have (m • ρ)(Fr t ) = γ n , and by using orthogonality of characters again, this means that
By applying this to the summation above, we obtain
Tr(π)(ρ(Fr t ))Tr(π)(g), and hence we have the inequality
Tr(π)(ρ(Fr t )) .
If we apply proposition 5.1 (i) in [10] with l = l ′ , π ′ = 1, then we obtain
where C(V ) is a constant depending only on V . Then by using Cauchy's inequality, we get the result in the statement of the theorem.
The general theorem
Let V be a geometrically irreducible affine variety over K of dimension r ≥ 1, so that it can be extended to a scheme over Spec O K [ 1 α ]. Also suppose that V is birationally equivalent to P r K via the rational map ϕ : V → P r K , and let B K (x) = {t ∈ V (K) : ∃ U, ϕ such that t ∈ U (K) and H ϕ (t) ≤ x},
where U, ϕ is a pair defining this rational map, and H ϕ denotes the corresponding absolute height on U . For each prime l, let V l be an affine variety over K, such that
(1) V l can be extended to a scheme over Spec Here, we introduce the function g since it may not be possible to obtain the finiteétale condition over Spec O K [ 1 α l , x 1 , . . . , x r ] itself. This already happens in the case of elliptic curves, as will be seen later. However, at least for our application it is not necessary to let g vary with l, and since causes the estimates to become considerably more complicated, we assume that g is the same for all l. We will need some control over |G g l |,|G g # l |, and α l . This is accomplished by the following properties.
Property 3.2. There exist constants β 1 , β 2 such that
where the implied constants are absolute.
Obviously the condition |G
is not necessary in property 3.2, however, in our application it is possible to take β 2 smaller than β 1 , giving us a sharper bound. Property 3.3. There exists a constant β 3 , such that
holds for all l, where the implied constant is absolute.
Since V does not depend on l, then by working over Spec O K [ 1 α ] theorem 9.7.7 of [5] shows that there are only a finite number of p for which V p is not geometrically irreducible, but it is too soft to be of much help with V l . Instead, we rely on some known facts about moduli spaces of abelian varieties to get this property to hold with β 3 = 1.
If t ∈ V (K), then G K = Gal(K/K) acts on the fiber V l,t , which gives us a homomorphism ρ l,t : G K → G l,t . To determine the t for which the image contains G g l , we use the following lemma of Jordan (see [21] ):
In light of this lemma, the strategy is as follows. For each l, and each conjugacy class, we apply theorem 2.2 with L * taken to be a suitable subset of Σ 1 K (Q; 1, l). This definition accomplishes a couple things. First, it means that constant in the large sieve does not depend on l because the sieve setting and ϕ remain the same for all l. Second, by Artin reciprocity we know that if p ∈ L * , then p splits over K(ζ l ), and hence if P is a prime above p in Σ K(ζ l ) , then regardless of whether we reduce V l → V mod p or mod P, we end up with a covering defined over F p . This makes it possible to define the sets Ω p . However, a side effect is that it is impossible to obtain information about G l itself by working over F p , so in particular this forces us to apply Jordan's lemma to G g l .
In our application, we will also need an effective version of Hilbert irreducibility for a single value of l, so we state it in the following lemma: Lemma 3.5 Hilbert irreducibility. Let K be a number field, and let V be a smooth geometrically connected affine variety over K, birationally equivalent to P r K for some r ≥ 1.
Fix a prime l, and let V l → V be a covering satisfying conditions (1)-(4) above. If we define
for sufficiently large x depending on l, we have
Remark. Following the same argument used for Serre's Proposition 19 in [19] , we can get surjectivity of the map ρ l,t :
together with surjective of the map m in diagram (3.1). As a result, it is in fact true that
It is also important to realize that the constant C(V ) from the Chebotarev Density Theorem for function fields does not affect the constant in (3.4), rather it affects what we mean by "sufficiently large x. This is accomplished by the definition of L * . If we were to let g vary with l in condition (2) above, then C(V ) would also vary with l, and we would need to assume subexponential growth in both cases to get anything useful.
Proof. Since the absolute height is used in the definition of B K (x) we use the adjustment to the large sieve made in the remark just below theorem 2.2. Let U l be a connected component of V l over K(ζ l ), so that it is geometrically irreducible, and let
* and P is a prime over p in Σ K(ζ l ) , reducing mod P gives us a covering U l,p → V p with Galois group isomorphic to G . The inequality (2.6) gives us an estimate for the number of F p -points being removed to obtain anétale covering, and once this has been done, theorem 3.1 applies.
So, now let C ∈ G g # l be arbitrary, and for all p ∈ L * define
Strictly speaking this is not a subset of (Λ/pΛ) r+1 , but by first mapping into P r with the help of ϕ, we can then map the points of Ω p,C directly into (Λ/pΛ) r+1 . Since we only need a lower bound, it is sufficient to obtain one for the set just defined.
We apply the large sieve with this data, and we want to estimate the right hand side of (2.2) in a useful way, with the help of the Chebotarev density theorem. Specifically, using (3.2), we get the following result
The implied constant does not depend on l, in fact we can take the constant to be 1 2 , which is possible if we take the constant in
We now must obtain an underestimate for |L * |. Of course L * could be empty, but by choosing Q and x sufficiently large this will not happen. However, since the definition of L * depends on l, what we mean by sufficiently large will also depend on l, even though the implied constant we get will not depend on l. In the context of this lemma l is fixed, so Grothendieck's theorem 9.7.7 of [5] shows that the set of p ∈ Σ K for which G g l,p ≇ G g l is finite, and hence the difference |Σ
is bounded. This means that we can use Siegel-Walfisz theorem to get an estimate for |L * |. Specifically, since Q = x 1 2 , then we have
for x large enough that L * is non-empty. By applying this to (3.5) we get the following underestimate for L(Q),
and then using this estimate of L(Q) together with (2.1) gives us the following upper bound for the sifted set
In the future we will use the following shorthand for the sifted set, to make the remaining argument easier to follow
Since V is a rational variety, we have B K (x) ≍ x r+1 , and so by (3.6)
for any conjugacy class C of G g l . Now by lemma 3.
By combining these last two estimates, and using the trivial bound |C| ≥ 1 for each conjugacy class, we obtain the estimate given in the lemma.
Remark. Grothendieck's theorem 9.7.7 is proven in such a soft way, that it is not clear if it gives any control over the size of the finite set of bad primes as l varies. However, if this set grows only as a power of l, then x can be chosen sufficiently large so that the lemma works simultaneously for all l less than some power of log x. This is the idea behind property 3.3. For an effective result, we can adjust the argument using the pigeon hole principle in a way completely analogous to Zywina's version for elliptic curves [25] .
To prove a similar result that holds for all l, requires stronger methods. If we define
then we need the following property to hold: Property 3.6. There exists C K (x) ⊂ B K (x) and constant γ s.t.
Now, here is the precise statement of our general result.
Theorem 3.7. Let K be a number field, and let V be a smooth geometrically connected affine variety over K, birationally equivalent to P r K for some r ≥ 1. Let (V l → V ) l be a family of coverings satisfying conditions (1)- (4) above, and such that properties 3.2-3.6 hold with the values β 1 , β 2 , β 3 , γ. Then for sufficiently large x, we have
Proof. The proof begins in the same way as it does for lemma 3.5, except that we now need properties 3.2-3.6 in order to get the estimate for |L * |. Specifically, by applying these properties to the definition of L * ,, we obtain
where the implied constant is absolute. Comparing this with the estimate that Siegel-Walfisz gives us for |Σ 1 K (Q; 1, l)| shows that this is indeed smaller for sufficiently large x. Continuing with the rest of the proof of lemma 3.5, we obtain (3.4) just as before, except that what we mean by sufficiently large x no longer depends on l. We can now rewrite it purely in terms of x and l by using the bounds in property 3.2. Specifically, we get
Now by property 3.6 we have
and by applying (3.9) to the summation we have
The last two estimates together give us the result in the theorem.
Application to abelian varieties
We first recall some important facts about the Siegel moduli spaces X N of level N (see Chap. IV sec. 6 in [3] ). Strictly speaking they are locally noetherian separated algebraic stacks over Spec Z[ N ] is possible, but geometric irreducibility no longer holds. This is also explained in Sections 1.4 and 1.10 of [12] for the special case of elliptic curves. Now, let K be a number field, let V be a smooth geometrically irreducible affine variety over K of dimension r ≥ 1, birationally equivalent to P r K via the rational map ϕ : V → P r K , and let x 1 , . . . x r be a generating set of global functions on V . Let K(V ) be the function field of V , and let A be a principally polarized abelian variety over K(V ) of dimension g, that is non-constant for any of the global sections x 1 , . . . x r . We can spread out A to an abelian scheme over U , where U is an open subset of V . For each t ∈ U , A t corresponds to a point in X = X 1 , the Siegel moduli space of level 1. This defines a map ψ : V → X, which is dominant. We then define V l = V × X X l , so that we get the following commutative diagram.
The map V l → V itself may not be finiteétale, but we can get a finiteétale map by restricting to U . Using the theory of stacks this is accomplished by the fact that X n → X is relatively representable (see Chapter I section 4 of [3] for the definition). Using schemes, it must be shown that V l → V is genericallyétale, not only in characteristic zero, but also after reduction mod p.
The stacks X n can only be conisdered as schemes for n ≥ 3. However, using the method in [12] for constructing a scheme for the level 2 structure, we replace X n by the quotient of X 3n by the subgroup of matrices congruent to the identity mod 3. For n = 1 this quotient will replace X and is an irreducible scheme. Since V and X are irreducible and V → X is dominant, we get an extension of function fields, and a field theory argument can be used to show that V l → V is genericallyétale. It is worthwile to consider an example, in the elliptic curve case. If E is the elliptic curve
defined over the function field Q(t), it can be spread out to an elliptic curve over the open subset of Spec Z[t] with 6t(1 − t) inverted. Since j(t) = −12 3 t, this corresponds to the open subset of the j-line with j and 1728 − j inverted. The scheme V l constructed as above, is then finiteétale over Spec Z[ 1 6lt(1−t) , t]. This means that the family of coverings V l → V will satisfy conditions (1)-(4) with α l = 6l and g(t) = t(1 − t). Note that g does not depend on l. The Galois groups in this case are G l = GL 2 (l)/ ±1 and G g l = SL 2 (l)/ ±1 , and more generally for abelian varieties of dimension g we will have G l = GSp 2g (l)/ ±1 and G g l = Sp 2g (l)/ ±1 , at least so long as K and Q(ζ l ) are linearly disjoint.
In order to get geometric irreducibility to hold for the coverings V l → V we make the assumption that ψ : V → X is a dominant map with degree 1. This is not possible for all Siegel moduli spaces. It is known that the level 1 moduli spaces of principally polarized abelian varieties are unirational when g ≤ 5, that they are of general type when g ≥ 7, and in the case g = 6 it seems that the question of unirationality is still open (see [17] ). It is also known that when the level is ≥ 4, moduli spaces of principally polarized abelian surfaces are of general type (see [24] ). In the case of abelian surfaces it is known that the level 1 moduli space of polarized abelian surfaces is rational or unirational if the degree of polarization is 1,2,3,4,5,7, or 9 (see [4] ), in particular for the principally polarized case it is actually rational (see [6] ). In the case of elliptic curves the analogous result is classical.
Let G K = Gal(K/K), fix t ∈ V (K) and consider the representation ρ l,t :
, where A t [l] denotes the l-torsion of A t . This representation induces a representation ρ l,t : G K → G l . However, whereas GL(A t [l]) ∼ = GSp 2g (l), we have G l ∼ = GSp 2g (l)/ ±1 as noted above. As a consequence of this, it is easy to pass results from GL(A t [l]) to G l , but to go backwards we will need the following lemma.
Lemma 4.1. Given the exact sequence,
Proof. It suffices to show that −1 ∈ G. If x ∈ GSp 2g (l), then x or −x ∈ G. In particular
is in G. But by squaring both of these matrices, it follows that −1 ∈ G.
It is known that CM elliptic curves cannot have surjective Galois representations for all l, and for abelian varieties it is true more generally if the endomorphism ring is bigger than Z. Hence, we define
and wish to show that the number of points removed from B K (x) to get C K (x) is small. It would be nice to say that we simply need to remove the PEL varieties of lower dimension from the full Siegel moduli space, however, in general it is not clear that we have a finite list of possible endomorphism rings, once K has been fixed. So instead, we fix l, and apply the Hilbert irreducibility lemma 3.5 to obtain a subset of B K (x), for which ρ l,t (G K ) is all of G l . We then apply lemma 4.1 to lift to GSp 2g (l), and a result of Vasiu [23] to lift to GSp 2g (Z l ). This says that the number of t ∈ B K (x) for which the Galois representation on the Tate module associated to A t is not surjective is bounded by a constant times
. Faltings [2] has shown that
which means that if End K (A t ) = Z, then End GK (T l A t ) contains a non-central element, and so the Galois representation of G K on T l A t cannot be surjective. It follows that
To show that property 3.6 holds using this data, we use the theorem of Masser and Wüsthol [16] in the case g = 1, and a generalization of it by Kawamura [8] in the case g = 2. Kawamura tries to use the Main Theorem in [9] , however, that theorem applies only when the dimension is > 12. This condition is only needed for maximality, and so by not making any reference to maximality, Aschbacher's theorem can be applied instead (see Theorem 1.2.1 in [9] ). There is another mistake in Kawamura's proof, specifically he claims that tables 3.5.A-H in [9] indicate that S is empty, which is not true. This is also not a huge problem because the groups in S can be dealt with in the same way that he deals with 2 1+4 .O − 4 (2). With these minor changes, the proof of Theorem 4.2 is valid. Lemma 4.3. Property 3.6 holds for the groups G l for C K (x) as defined by equation (4.2) in the cases g = 1 and 2.
Proof. Let t ∈ C K (x) be a point for which ρ l,t : G K → G l is not surjective, so that E K,l is non-empty. Then the representation ρ l,t : G K → GL (A t [l] ) is also not surjective, and so by Kawamura's theorem there exist constants c, γ such that l ≤ max{D(K), c(max{d, h(A t )}) γ } ≪ h(A t ) γ .
It is well known (see [22] for example)from the theory of heights that h(A t ) = h(t) + O(1), where the height on the right is the absolute logarithmic height on P r Q , i.e. h(t) = log H(t). The theory of height also gives us H ϕ (t) = H(t) + O(1), so it follows that l ≪ (log H ϕ (t)) γ ≤ (log x) γ , and therefore C K (x) ∩ E K (x) will be contained in the finite union l≪(log x) γ E K,l .
We are now in a position to prove the following theorem Theorem 4.4. Let K be a number field, let V be smooth geometrically irreducible affine variety over K of dimension r = Proof. In the cases g = 1 and 2, we know by lemma 4.3 that property 3.6 holds with C K (x) as defined by equation (4.2) , and that X is a rational variety, hence a degree 1 map ψ : V → X exists. Therefore G g l ∼ = Sp 2g (l)/ ±1 for all l, and G l ∼ = GSp 2g (l)/ ±1 for all l such that K and Q(ζ l ) are linearly disjoint. By 6.8 corollary 1 in [3] , it is known that the level l Siegel moduli spaces have irreducible geometric fibers over Spec Z[ζ l , 1 l ], and this is sufficient to obtain G g l,p ∼ = G g l for primes that split over K(ζ l ). We have already pointed out that geometric irreducibility of V can be handled with theorem 9.7.7 of [5] . Taken together it follows that property 3.3 applies with β 3 = 1.
The discussion at the beginning of this section shows that if U is the open subset of V on which the spreading out of A is defined, then f l only needs to cover the complement of the intersection of U and the domain of ψ.
For arbitrary dimension g the order formulas in [9] together with the upper bounds for |G # l | in [15] (see also [10] ), show that property 3.2 holds with β 1 = 2g 2 + g + 1 and β 2 = g + 1, so by applying theorem 3.7 with these values, we obtain
2(g 2 +g+2)γ+1 In particular if g = 1 or g = 2 the factor in front of γ is 8 or 16 respectively, and the estimate given by (4.3) shows that the first term can be dropped completely. If we view ρ l,t as a representation on the l-torsion of A t then ρ l,t (G K ) ⊂ GSp 4 (l). But if we consider the induced map ρ l,t : G K → G l , then ρ l,t (G K ) ⊂ GSp 4 (l)/ ±1 . The two images are related by the exact sequence (4.1), hence t ∈ E ′ K (x) implies that t ∈ E K (x) by Lemma 4.1. It follows that we can replace E K (x) with E ′ K (x) in the estimates above, and so taking the limit x → ∞ proves the theorem.
