In this work we investigate the asymptotic behaviour of weighted partial sums of a particular class of random variables related to Oppenheim series expansions. More precisely, we verify convergence in probability as well as almost sure convergence to a strictly positive and finite constant without assuming any dependence structure or the existence of means. Results of this kind are known as exact weak and exact strong laws.
Introduction
Consider a sequence {X n , n ≥ 1} with independent and identically distributed random variables. If the random variables have nonzero finite mean, Kolmogorov's strong law of large numbers implies that where µ denotes the common mean of the random variables. It has been proven that in the case of zero mean or in the case where the mean does not exist, such a strong law is not valid (see for example [17] and [7] ). However, similar asymptotic results can be obtained in some cases by correctly adjusting the weights involved. Similar peculiar cases can be found in the literature of weak laws. In fact, it was proven in [10] that, for {X n , n ≥ 1} independent and identically distributed random variables with S n = n i=1 X i , S n − nEX 1 I{|X 1 | ≤ n} n → 0 in probability as n → ∞ if and only if xP (|X 1 | > x) → 0 as x → ∞.
The above result implies that the condition of the existence of means is not necessary for obtaining a weak law of large numbers. Typical examples of this case are the well-known St. Petersburg game described in [9] and Feller game presented in [18] . Thus, it is important to study weighted laws of large numbers i.e. to identify sequences of real numbers (a n ) n≥1 and (b n ) n≥1 such that n k=1 a k X k bn converges to 1 either in probability or * Dipartimento di Matematica, Università di Pisa, Largo Bruno Pontecorvo 5, I-56127 Pisa, Italy (email: rita.giuliano@unipi.it) † School of Sciences, University of Central Lancashire, Cyprus campus, 12-14 University Avenue, Pyla, 7080 Larnaka, Cyprus (email: mhadjikyriakou@uclan.ac.uk).
almost surely. These kind of problems are called exact weak and exact strong laws of large numbers respectively.
The case of exact strong laws has been studied extensively by Adler (see [2] and all the references therein), while in [14] and [6] the assumption of independence has been relaxed. Exact weak laws for i.i.d. random variables can be found in [3] , [4] and [19] , while the assumption of identically distributed random variables is dropped in [5] . Exact weak laws of large numbers can also be found in the literature for dependent random variables (see for example [16] and [22] ).
Throughout the paper, the notation a n ∼ b n , a n = o(b n ) and f (x) ≍ g(x) will be used to denote lim n→∞ a n b n = 1, lim n→∞ a n b n = 0 and 0 < lim inf
respectively while the constant C will be used to denote a real number that is not necessarily the same in every appearance. We use the convention b a = 0 if b < a, while ⌈x⌉ is used to denote the least integer greater than or equal to x. Last, by the symbol N * we mean the set of integers {1, 2, 3, . . . } and the symbol I(A) denotes the indicator function of the set A.
We are interested in obtaining weighted weak and strong laws of large numbers for a particular class of random variables related to Oppenheim expansions. The framework of our work is described below.
Let (B n ) n≥1 be a sequence of integer valued random variables defined on (Ω, A, P ), where Ω = [0, 1], A is the σ-algebra of the Borel subsets of [0, 1] and P is the Lebesgue measure on [0, 1]. Let {F n , n ≥ 1} be a sequence of probability distribution functions defined on [0, 1] with F n (0) = 0, ∀n and moreover let ϕ n : N * → R + be a sequence of functions. Furthermore, let (y n ) n≥1 with y n = y n (h 1 , . . . , h n ) be a sequence of nonnegative numbers (i.e. possibly depending on the n integers h 1 , . . . , h n ) such that, for h 1 ≥ 1 and h j ≥ ϕ j−1 (h j−1 ), j = 2, . . . , n we have
Let Y n = y n (B 1 , . . . , B n ) and define
Particular instances of this scheme are studied in [15] , [11] (Lüroth series), [21] , [8] (Engel series), [20] (Sylvester series), [13] (Engel continued fraction expansions). Recently, in [12] the convergence of 1 n log n n k=1 R k was studied and a weak law of large number was obtained (see Theorem 2.2 there).
The purpose of the present work is to obtain exact laws for the random variables (R n ) n≥1 , i.e. to find suitable sequences of real numbers (a n ) n≥1 and (b n ) n≥1 such that the convergence of
to a positive finite number is established either in probability or almost surely. The paper is structured as follows. In Section 2 we present some preliminary results that are instrumental for obtaining the main results of this work. In Section 3 we present some exact weak laws while the last section of the paper is devoted to exact strong laws.
Preliminaries
First observe that for every n and for every fixed h and y, we have δ n (h, ϕ(h), y) = 1, hence
so that
For every integer n, let U n be a random variable with distribution F n . Then the characteristic function of
Furthermore, notice that for every n and for every fixed h and y, relation (2) allows us to write the characteristic of Y n in the following form
We start by stating two known results that are important tools for obtaining Theorem 2.3. Although the original results stated in [12] concern identical absolutely continuous distributions, the same results are valid even in our more general framework, where the only assumption needed is the existence of the distribution functions F n . The proofs are omitted for brevity.
Lemma 2.1 ( [12] , Lemma 4.1) Let the integer h and the positive number y be fixed. Then, for every t ∈ R and for every integer n ≥ 1,
The case n = 1 of Lemma 2.1 is isolated for future reference in the corollary that follows. 
Lemma 2.1 and Corollary 2.2 are instrumental for obtaining the result that follows.
Theorem 2.3 Let (R n ) n≥1 be as in (1) and let U 1 , . . . , U n be independent random variables such that U n ∼ F n for any integer n. Let φ R 1 ,...,Rn be the characteristic function of the vector (R 1 , . . . , R n ) and let ψ n be the characteristic function of the random variable defined as Y n = U −1 n for every n. Then, for every (t 1 , . . . , t n ) ∈ R n and n ≥ 1 we have
Proof. By Corollary 2.2, it suffices to show that, for every n ≥ 1, we have
With the case n = 1 being obvious, we can assume n ≥ 2. For simplicity, let y k := y k (h 1 , . . . , h k ) and
First we write the characteristic function φ R 1 ,...,Rn in a suitable form. Note that the subscript R 1 , . . . , R n is eliminated for simplicity. For every n ≥ 2 put
and let
Thus,
by the last equation in (4) . Setting
and using Lemma 2.1 we have that
Statement (3) follows immediately by induction.
Remark 2.4 Theorem 2.3 can be considered as a generalization of Lemma 4.1 in [12] .
The results that follow allow us to provide upper and lower bounds for the quantities P (R i > x) and P (R i > x, R j > y) for x, y ≥ 1.
Lemma 2.5 Let (R n ) n≥1 be as in (1). Then, for any integer n and for x ≥ 1,
Proof. Notice first that since B n+1 ≥ ϕ n (B n ) we have that R n ≥ 1. We start with the calculation of P (R n > x), x ≥ 1. By definition we can write,
where r n is as defined in (4) and B n := {B 1 = h 1 , . . . , B n = h n }. Hence, the RHS of the latter expression can be written as
Now r n > x if and only if
the conditions under the inner sum become
Hence,
Notice that
and
The result follows by combining (5)- (7). The bivariate extension of Lemma 2.5 is presented in the result that follows. The proof can be easily obtained by applying similar steps as in the proof of Lemma 2.5 and therefore is omitted.
Lemma 2.6 Let (R n ) n≥1 be as in (1) . Then for x, y ≥ 1 and for integers i < j,
Some algebraic calculations lead to simpler and useful inequalities.
Corollary 2.7 Let (R n ) n≥1 be as in (1) . Then, for x, y ≥ 1
i.
ii.
where
Proof. The proof is straightforward from Lemmas 2.5 and 2.6. The probability inequalities described above can be simplified further if the functions ϕ n satisfy additional conditions. Corollary 2.8 Let (R n ) n≥1 be as in (1) and assume that ϕ n ≥ 1 for every n. Then for x, y ≥ 1, i.
Proof. The result follows immediately from Corollary 2.7 by noticing that for the quantity A j we have that 0 ≤ A j ≤ 1 for j = 1, 2, . . ..
Proposition 2.9
Let (R n ) n≥1 be as in (1) with ϕ n ≥ 1 for every n. Assume that there exists M < ∞ such that ∀ j = 1, 2, . . .
Then for i = j and x, y ≥ 1 we have
Proof. The result follows by employing the inequalities described in Corollary 2.7.
The reverse inequality can be obtained in a similar manner.
The desired result follows by combining (9) and (10).
Remark 2.10 When the corresponding densities f n exist for every n and sup i,
Exact Weak Laws
In this section we provide some weak exact laws for the sequence (R n ) n≥1 , i.e. the convergence is in probability (weak) only and the limit has a nonzero finite value (exact). The result that follows plays a significant role in the proof of the main theorem of this section.
Theorem 3.1 ([19] , Theorem 2.1) Let (X j ) j≥1 be independent random variables whose distributions satisfy P (|X j | > x) ≍ x −α for j ≥ 1 and 0 < α ≤ 1 and furthermore
Moreover, let (a n ) n≥1 and (b n ) n≥1 be positive sequences that satisfy
In particular, if there is a constant A such that
Remark 3.2 Theorem 3.1 has been recently generalized in [16] to the case of negative quadrant dependent random variables.
Theorem 3.1 is now used in order to obtain the main result of this section which eventually will lead to an exact weak law of large numbers.
Theorem 3.3 Let (R n ) n≥1 be as in (1) . Assume that there exists α ∈ (0, 1] such that, for every n,
ii. Uniformity condition H α :
Let (a n ) n≥1 and (b n ) n≥1 be positive sequences such that
Define U n to be a sequence of independent random variables defined on [0, 1] such that U n ∼ F n and let Y n := 1 Un . If there is a constant A such that
Proof. Since
and lim sup
Hence, according to Theorem 3.1, we have that
It is sufficient to prove that
where ξ Wn is the characteristic function of W n . Now
with t k,n = ta k bn . By applying Theorem 2.3 we have that
Observe that for 0 < α ≤ 1 we have that
Thus, the desired convergence is obtained via (11) .
Remark 3.4 Note that either conditions (13) or (14), imply infinite mean for the random variable involved.
Remark 3.5 It is important to highlight that the exact weak law presented in Theorem 3.3 is proven without any assumptions on the dependence structure of the random variables (R n ) n≥1 .
Theorem 3.3 is the "key" result for obtaining the four theorems that follow.
Theorem 3.6 Let (c n ) n≥1 be a sequence of positive numbers such that sup n c n < ∞. Define the sequence
and assume that lim
Furthermore, assume that there are real numbers κ and ℓ such that the following conditions are satisfied:
Let (R n ) n≥1 be as in (1) with F n given by
Proof. Note that the assumption sup n c n < ∞ ensures that F n satisfies the uniformity condition H 1 and that the condition F n ≍ x α is also satisfied with α = 1. Let U n be a sequence of independent random variables defined on [0, 1] such that U n ∼ F n and define
The sequence Y n satisfies condition (14) with α = 1, so by Theorem 3.3, it suffices to prove that
We have
.
Another application of Theorem 3.3 is given below by taking into consideration distribution functions of different structure.
Theorem 3.7 Let (c n ) n≥1 be a sequence of positive numbers and let (C n ) n≥1 be as in (15); we assume that i.
lim
Then,
Proof. The proof is similar to the preceding one. First notice that since inf n c n ≥ 0, F n satisfies both conditions of Theorem 3.3 with α = 1. Let U n be a sequence of independent random variables defined on [0, 1] such that U n ∼ F n and define Y n := 1 Un and let
By Theorem 3.3, it suffices to prove that
Observe that
Hence, by Theorem 3.3 we have that
Having established the convergence for the sequence {Y n , n ≥ 1}, the convergence of (R n ) n≥1 derives by Theorem 3.3.
Remark 3.8
(i) Note that the result of Theorem 3.7 can be considered as a generalization of Theorem 3.1 of [19] and of Corollary 2.2 in [16] since here any assumption for the dependence structure of the random variables (R n ) n≥1 is dropped.
(ii) Observe that if we consider c n = 1 for every n in both Theorems 3.6 and 3.7, we obtain that lim n→∞ n k=1 R k n log n = 1 in probability.
which can be also obtained from Theorem 2.2 of [12] .
(iii) It is easy to check that the assumptions on the sequence c n needed in Theorems 3.6 and 3.7 are satisfied for c n = Theorem 3.9 Let (R n ) n≥1 be as in (1) with
Proof. Let U n be independent and uniformly distributed random variables on [0, 1] and
i.e condition (11) is satisfied with α = 1. Note that
The convergence of the sequence {R n , n ≥ 1} is established by Theorem 3.3.
Remark 3.10 In both papers [19] and [16] (see Corollary 2.1 in both), it is proven that in the case where α ∈ (0, 1) the limit of the weighted partial sum is equal to zero, i.e. the weak law is established but it is not an exact weak law. It is of interest to check whether this result is also valid in this framework as well. The answer is given by the result that follows.
Theorem 3.11 Let (R n ) n≥1 be as in (1) with F n (x) = x α on [0, 1] and 0 < α < 1 for every n. For every (a n ) n≥1 and (b n ) n≥1 such that condition (11) holds, we have
Proof. By applying similar steps as in the previous proofs we have that
Exact Strong Laws
We start by proving a result on the behaviour of the tails of R n .
Theorem 4.1 Let (R n ) n≥1 be as in (1) with F n for which there exist α > 0 and c > 0 such that
Un for every n. Then
ii. For every fixed m
Proof. The first part can be easily derived by using the inequalities described in Corollary 2.8 i.e.
and the result follows immediately from (16) . The second part of the Theorem follows easily since, by the first part it suffices to prove the same relation with Y n and Y m in place of R n and R m respectively. Then,
Let ǫ ∈ (0, c) be fixed. By assumption (16) there exists δ ∈ (0, 1) such that, for every t ∈ (0, δ) we have c − ǫ < F n (t) t α < c + ǫ for every n. Therefore, for sufficiently large
The desired result follows by the arbitrariness of ǫ.
A strong law for the independence case
It is important to mention that for the sequence (R n ) n≥1 no dependence structure is assumed as this may vary depending on ϕ n and the choice of y n . However, the result that follows provides a special case where the random variables R n are independent.
Proposition 4.4 Let (R n ) n≥1 be as defined in (1) with ϕ n (h n ) = c n , ∀h and y n = y n (h 1 , . . . , h n ) = d n ∀h 1 , . . . , h n . Then, the sequence (R n ) n≥1 consists of independent random variables.
Proof. By Lemma 2.6 we have that
Put for simplicity
For the particular choices of ϕ n and y n we have that
As a consequence
By the same argument we can prove that in general for
where the last equality is derived due to the fact that Z (u)
n is constant with respect to ω. Continuing this pattern we will have
i.e. independence is established.
Remark 4.5 Note that the result presented above requires no assumptions for the distribution functions F n . In the special case where F n =uniform distribution on [0, 1], ϕ n ≡ 1 and y n ≡ 0 for every n, the construction of R n reduces to the well-known case of the Luroth series [15] for which independence is known (see for example [11] ).
The exact strong law that follows is a direct consequence of Theorem 4.1 of [6] . Theorem 4.6 Let (R n ) n≥1 be as in Proposition 4.4 and assume that the distribution functions F n satisfy (16) with α = 1. Then for every b > 2,
Proof. For the proof, we check that the assumptions of Theorem 4.1 in [6] are satisfied. Since (R n ) n≥1 is a sequence of independent random variables, Assumption (1.2) is satisfied. Assumption (1.3) is satisfied by Theorem 4.1 (b). Let m be the integer considered in Theorem 4.1 (b); then the assumption (16) ensures that
is a slowly varying function and therefore the expression (3.2) in [6] is also verified. Following the notation of [6] the sequence c n is defined as
Observe that by condition (16) EY m = ∞ and by employing condition (16) again it can be easily verified that
which leads to the conclusion that c n ∼ n log 2 n (since c n goes to ∞, as remarked in [6] , p. 109). Then
where the first inequality follows by Lemma 2.5 while the equivalence is obtained by condition (16) . Thus, the result follows immediately. 
A strong law in the general case
Throughout this section, c n = n log b n for b ≥ 2 and the sequence of functions denoted by g n : [1, +∞) → R will be of the form
Before stating the main result of this section, we first present some useful lemmas. As it has already been mentioned in the introduction, the symbol C appearing throughout may represent different constant every time.
Lemma 4.8 Let (R n ) n≥1 be as in (1) with ϕ n ≥ 1 and F n such that conditions (8) and (16) 
where C is a positive constant.
First, consider the case where c i ≥ 1 for all i. By using the definition of the sequence c n we have that
It is known that for any positive random variables X and Y (not necessarily absolutely continuous)
and by observing that R n ≥ 1 we have that
where in the last equality we have used the expression obtained in (17) . Similarly,
By applying Proposition 2.9 we have that
A change of variable leads to
The last equivalence is proven as follows. By using condition (16) and for fixed ǫ > 0, let δ ∈ (0, 1) be such that
for 0 < t < δ, and let i 0 be sufficiently large in order that
which amounts to
where the arbitrariness of ǫ implies that
we conclude that
and as a consequence
as claimed. In the case where c i < 1 for some i it can be easily proven that Cov(W i , W j ) = 0 for every j, which again is compatible with the desired result.
Lemma 4.9 Under the assumptions of Lemma 4.8 and for j = 1, 2, . . .
Proof. For c j ≥ 1, by Lemma 2.5,
where the last inequality follows because of condition (16) . It can easily be proven that for the cases where c j < 1 for some j, the statement is still valid as Var g j (R j ) ≤ c j .
Lemma 4.10 Under the assumptions of Lemma 4.8,
Proof. The first inequality can be easily derived from Lemma 4.9. In detail,
where the last equivalence follows from Cesaro Theorem. The key result for obtaining the second inequality is Lemma 4.8 i.e.
where again the last equivalence follows from Cesaro Theorem (applied twice). The result that follows is instrumental for obtaining a strong law of large numbers. 
It is sufficient to prove that for every ǫ > 0,
Then the desired result follows immediately by applying the Borel-Cantelli lemma. By Chebychev inequality
so it is sufficient to prove that 
Remark 4.12
It is important to mention that the result described above also proves complete convergence for the sequence {S n , n ≥ 1} due to (18) .
The main result of the section is presented below.
Theorem 4.13 Let (R n ) n≥1 be as in (1) 
Motivated by the proof of Theorem 4.1 of [6] we can write
By Theorem 4.11, A 1 tends to zero almost surely. By Lemma 3.4 of [6] and since (19) is satisfied, n P (R n > c n ) < ∞. Then, the first Borel-Cantelli Lemma ensures that A 2 → 0 almost surely as n → ∞. Condition (19) and Kronecker's lemma lead to A 3 → 0 almost surely. By Lemma 4.5 of [6] we have that
where µ(x) = x 1 P (Y m > t)dt. Thus (see [2] p. 148)
Observe that µ(c k ) = Remark 4.14 Observe that Theorem 4.13 is proven under no assumption on the dependence structure of R n . As already remarked, finding more general conditions than independence under which the result of Theorem 4.6 holds is an open problem. In order to motivate the above result, we notice that Theorem 4.13 is a partial confirmation in this direction, since log b n = o(n γ ).
Remark 4.15
It is important to be pointed out that Theorem 4.13 cannot be considered as an exact law, since the weighted sum involved converges to 0.
Remark 4.16
As it has been pointed out to us by the referee, quite often there happens to be complete convergence whenever we have almost sure convergence. Thus, it would be of interest to check whether the exact strong laws obtained in this paper can be generalized to complete exact laws similar to the ones studied in [1] .
