We are concerned with the fourth-order nonuniform cantilever beam problem
Introduction to the beam problem
Throughout this work we assume a working knowledge of measure chains and measure chain notation, where any arbitrary nonempty closed subset of the reals R can serve as a measure chain X; see Hilger [1] , Bohner and Peterson [2, 3] , or Appendix A. We are concerned with proving the existence of positive solutions of the measure chain fourth-order boundary value problem , x s.
Notice that as h → 0, the Green function for hZ becomes the Green function for R, as one would expect. Allowing q to take on the value of 1, one can see that the Green function for V becomes the Green function for hZ. In addition, ρ(σ (x)) = σ (ρ(x)) = x for all three measure chains, and thus the Green functions are symmetric.
Physically, the motivation for this fourth-order problem is a nonuniform cantilever beam of length L in transverse vibration such that the left end is clamped and the right end is free with vanishing bending moment and shearing force. Let E be the modulus of elasticity, I (x) the area moment of inertia about the neutral axis, and m(x) the mass per unit length of the beam; after separation of variables, the space-variable problem is formulated as 
Proof. In the rest of the discussion, we will refer to the delta-derivative of G with respect to x for fixed s using the notation G x ; it is given by 
Existence of one positive solution
We apply the results for the Green function from the previous section to prove the existence of at least one positive solution to the nonlinear boundary-value problem (1.1), (1.2) using the Krasnoselskii fixed point theorem [6, Theorems 4.12, 4.14] . This theorem has recently been applied successfully to even-order delta-nabla equations, for instance by Atici and Guseinov [7] , Anderson [8] , and Anderson and Hoffacker [9] . First, a few definitions. A nonempty closed convex set P contained in a real Banach space B is a cone if it satisfies the following two conditions:
(i) if y ∈ P and λ 0 then λy ∈ P; (ii) if y ∈ P and −y ∈ P then y = 0.
The cone P induces an ordering on B by u y if and only if y − u ∈ P. An operator L is completely continuous if it is continuous and compact (maps bounded sets into relatively compact sets). These notions are employed in the following theorems, the first due to Krasnoselskii. W (x) .
and
exists, leaving ζ 1 well defined; similarly ζ 2 is well defined. Clearly 0 < ζ 1 < ζ 2 < 1 and
where ζ 1 is given in (2.1). In the following discussion we will need the constants 
,
Again if h → 0, the constant c for hZ becomes the constant for R. In addition, letting q = 1 gives the same value of 8. 
so that L(P) ⊂ P. Now, without loss of generality, we may assume 0 < p < q. Define bounded open balls centered at the origin by
Corollary 2.4. The boundary value problem (1.1), (1.2) has a positive solution provided either
where ζ 1 , c, k, f 0 , and f ∞ are as in (2.1), (2.4), (2.5), and (2.6), respectively. In
Proof. First assume (H 3 ) holds. Then, there exist sufficiently small p > 0 and sufficiently large q > 0 such that
In particular, both (H 1 ) and (H 2 ) hold, so that by Theorem 2.3, the beam problem (1.1), (1.2) has a positive solution. Next assume (H 4 ) holds. Then there exist 0 < p < q so that 
with boundary conditions (1.2), then Corollary 2.4 can be restated in terms of eigenvalue intervals, as in the following corollary. Then boundary value problem (1.2), (2.9) has a positive solution provided either
In particular, if f is superlinear (f 0 = 0 and f ∞ = ∞) or sublinear (f 0 = ∞ and f ∞ = 0), then (1.2), (2.9) has a positive solution for any value of ω 2 .
Existence of two positive solutions
Returning to the primary discussion, with the same operator and cone the existence of at least two positive solutions under slightly different assumptions will be shown, first using Theorem 2.1; we will use techniques similar to those found, for example, in Chyan, Henderson, and Lo [10] . Next, we again use the Green function as before, and apply the Avery-Henderson fixed point theorem [11] to the boundary-value problem (1.1), (1.2) to guarantee the existence of twin solutions. See also Henderson [12] and Chyan and Henderson [13] . 
where k is given in (2.5). Let Ω r := {W ∈ B: W < r}, and pick W ∈ P with W = r. Then
It is thus shown that LW W , in particular for W ∈ P ∩ ∂Ω r . Now set Ω p := {W ∈ B: W < p}, and let W ∈ P with W = p. Then W ∈ P ∩ ∂Ω p ; using (H 1 ),
by the definition of c in (2.4). Consequently we have LW W for W ∈ P ∩ ∂Ω p . By Theorem 2.1, there is a fixed point W 1 ∈ P ∩ (Ω p \ Ω r ), which is a positive solution of (1.1),
If we take Ω R := {W ∈ B: W < R}, then LW W for W ∈ P ∩ ∂Ω R , there is a second fixed point W 2 ∈ P ∩ (Ω R \ Ω p ), which is a positive solution of ( 1.1) 
The proof is similar to that of Theorem 3.1 and is omitted. We now concentrate on a functional method, the Avery-Henderson fixed point theorem.
Theorem 3.3. [11] Let P be a cone in a real Banach space B. Let α and γ be increasing, nonnegative continuous functionals on P. Let θ be a nonnegative continuous functional on P with θ(0) = 0 such that, for some positive constants r and M, α(u) θ(u) γ (u) and u Mα(u) for all u ∈ P(α, r). Suppose that there exist positive numbers p and q with p < q < r such that θ(λu) λθ (u) for all 0 λ 1, and u ∈ ∂P(θ, q).

Suppose L : P(α, r) → P is a completely continuous operator satisfying (i) α(Lu) > r for all u ∈ ∂P(α, r); (ii) θ(Lu) < q for all u ∈ ∂P(θ, q); (iii) P(γ , p) = ∅ and γ (Lu) > p for all u ∈ ∂P(γ , p).
Then L has at least two fixed points u 1 and u 2 such that p < γ (u 1 ) with θ(u 1 ) < q and q < θ(u 2 ) with α(u 2 ) < r.
To use the previous theorem and accomplish that which follows, we will again use the constants c and k as defined in (2.4) and (2.5). Let β, γ , and θ be nonnegative continuous convex functionals on P in (2.3) given by
and α and ψ be nonnegative continuous concave functionals on P given by Observe that, for each W ∈ P,
and 
Proof. Let L and P be as in (1.3) and (2.3), respectively. As in the proof of Theorem 2.3, L(P) ⊂ P. For any W ∈ P, (3.1) and (3.2) imply that
It is clear that θ(0) = 0, and for all W ∈ P, λ ∈ [0, 1] we have
W (x) = λθ (W ).
Since 0 ∈ P and p > 0, P(γ , p) = ∅. We verify the remaining conditions of Theorem 3.3 in the following claims.
. Thus, by hypothesis (i) and (2.5),
. By hypothesis (ii) and (2.4), . Then, by hypothesis (iii) and using arguments as in Claim 1,
Claim 3. If W ∈ ∂P(α, r), then α(LW ) > r:
Therefore the hypotheses of Theorem 3.3 are satisfied and there exist at least two positive fixed points W 1 and W 2 of L in P(α, r) . Thus, the boundary value problem (1.1), (1.2), has at least two positive solutions W 1 and W 2 such that p < γ (W 1 ) with θ(W 1 ) < q and q < θ(W 2 ) with α(W 2 ) < r. 
At least three positive solutions
The following theorem, the Five Functionals fixed point theorem, is a generalization of the Leggett-Williams fixed point theorem due to Avery [14] ; we will use this theorem to guarantee the existence of at least three positive solutions to (1.1), (1.2) in the cone (2.3). The existence of three positive solutions was first shown for both discrete and continuous equations by Avery [15, 16] , and then by Avery and Peterson [17] , Anderson [18] , and Anderson, Avery, and Peterson [19] . 
Then L has at least three fixed points y 1 , y 2 , y 3 ∈ P (γ, r) such that
We will make use of various properties and constants associated with the Green function (1.5), which include the values Proof. Define the completely continuous operator L as in (1.3). We seek fixed points of L in P as in (2. 3) that satisfy the conclusion of the theorem. As in the proof of Theorem 2.3, L : P → P. For all W ∈ P, note that α(W ) = W ( 1 ) W (b) = β(W ), and
, and by assumption (iii),
Therefore, L : P (γ, r) → P (γ, r). Let
In the following claims we verify the remaining conditions of the Five Functionals fixed point theorem.
, then α(LW ) > q: 
Appendix A
Any arbitrary nonempty closed subset of the reals R can serve as a measure chain X. Throughout this appendix we consider three main examples, R, hZ where 0 < h < 1, and V = {1 − q N 0 } ∪ {1} where 0 < q < 1. In many applications the dynamic equation (1.1), (1.2) is scaled so that a = 0 and b = 1. For our examples we do the same. 
On the other hand, for V, we have
Definition A.3. A function f : X → R is right-dense continuous (rd-continuous) provided it is continuous at all right-dense points of X and its left-sided limit exists (finite) at left-dense points of X. The set of all right-dense continuous functions on X is denoted by
Similarly, a function f : X → R is left-dense continuous (ld-continuous) provided it is continuous at all left-dense points of X, and its right-sided limit exists (finite) at right-dense points of X. The set of all left-dense continuous functions is denoted
Define the set X κ to be X − {m 1 } if X has a right-scattered minimum m 1 and X otherwise; similarly, X κ is X − {m 2 } if X has a left-scattered maximum m 2 and X otherwise. In addition use the notation X κ 2 = (X κ ) κ , etc.
Definition A.4 (Delta derivative).
Assume f : X → R is a function and let x ∈ X κ . Define f (x) to be the number (provided it exists) with the property that given any > 0, there is a neighborhood U ⊂ X of x such that
The function f (x) is the delta derivative of f at x.
Definition A.5 (Nabla derivative). For f : X → R and x ∈ X κ , define f ∇ (x) to be the number (provided it exists) with the property that given any > 0, there is a neighborhood U of x such that
The function f ∇ (x) is the nabla derivative of f at x. Definition A.6 (Delta integral). Let f : X → R be a function, and a, b ∈ X. If there exists a function F : X → R such that F (x) = f (x) for all x ∈ X κ , then F is a delta antiderivative of f . In this case the integral is given by the formula Definition A.7 (Nabla integral). Let f : X → R be a function, and a, b ∈ X. If there exists a function F : X → R such that F ∇ (x) = f (x) for all x ∈ X κ , then F is a nabla antiderivative of f . In this case the integral is given by the formula 
