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EFFICIENT AND SCALABLE QUANTUM WALK ALGORITHMS
VIA THE QUANTUM FOURIER TRANSFORM
ASIF SHAKEEL
Abstract. Quantum walks (QWs) are of interest as examples of uniquely quantum behav-
ior and are applicable in a variety of quantum search and simulation models. Implementing
QWs on quantum devices is useful from both points of view. We describe a prototype
one-dimensional discrete time QW algorithm that economizes resources required in its im-
plementation. Our algorithm needs only a single shift (increment) operation. It also allows
complete flexibility in choosing the shift circuit, a resource intensive part of QW implemen-
tations. We implement the shift using the quantum Fourier transform (QFT), yielding, to
date, the most efficient and scalable, quadratic size, linear depth circuit for the basic QW.
This is desirable for Noisy Intermediate-Scale Quantum (NISQ) devices, in which fewer
computations implies faster execution and reduced effects of noise and decoherence. As the
QFT diagonalizes unitary circulant matrices, we generalize the shift in the basic QW to
introduce spatial convolutions in the QW. We demonstrate our basic QW algorithm using
the QFT based shift by running it on publicly accessible IBM quantum computers.
1. Introduction
Quantum walks (QWs) exhibit properties that are fundamentally quantum mechanical,
serving to demonstrate in their most basic form, walk patterns that are unachievable by
classical random walks. In their sophisticated configurations, they appear in applications
in areas as widely apart as quantum simulation models [1, 2] and quantum search algo-
rithms [3]. QWs have been experimentally realized on different physical systems [4, 5]. The
reader is referred to [6] for a comprehensive review of QWs. With the public availability of
quantum computers, quantum algorithms can be tested and their resource requirements and
performance examined. In the current era of Noisy Intermediate-Scale Quantum (NISQ) [7]
devices, decoherence and noise may severely degrade the performance of a quantum algorithm
implemented on a device, negating any gains to be had from a using a quantum algorithm
over a classical one. As a consequence, the issue of resource use in implementation deserves
consideration. In this paper we develop a computational description of a one-dimensional
discrete time QW that turns into a flexible, scalable and highly efficient implementation in
terms of circuit size and depth. 1 It also illustrates that partial optimizations of an algorithm
can be done mathematically prior to circuit implementation on a quantum device
A basic discrete time QW is specified by a particle walking on a lattice, at each time step
moving from its current site position to another in its vicinity, and scattering through self-
interaction. We will, for this paper, consider a one dimensional walk on a finite lattice. The
state of the QW is specified by its position and velocity. Taking the lattice to be of size N ,
E-mail address: asif.shakeel@gmail.com.
1The circuit size is the number of at most two-qubit gates used in the circuit. The circuit depth is the
longest path length in gates from an input to an output.
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the particle’s position x ∈ {0, . . . , N−1} then labels a basis element |x〉 of an N -dimensional
position Hilbert space. At each time step, the particle can move one lattice position to the
“left” x 7→ x − 1, or to the “right”, x 7→ x + 1, where the addition/subtraction is modulo
N . This directional motion is encoded in a two dimensional velocity Hilbert space with basis
elements labeled |v〉, v = −1,+1, for left and right moving particle respectively. The QW
Hilbert space H is given as
H = C2 ⊗ CN
with basis elements labeled |v, x〉 := |v〉 ⊗ |x〉. The state of a QW is an element ψ ∈ H of
unit norm ‖ψ‖ = 1. A QW evolves through two consecutive unitary actions on its state.
(i) Scattering operation that acts on the velocity space, i.e., is of the form S⊗ Ix, where
S is a unitary matrix on C2, the velocity space, typically [8],
S =
[
ieiα sin θ eiα cos θ
eiα cos θ ieiα sin θ
]
.
and Ix is the identity operator on the position space.
(ii) Propagation operation that moves the particle in the direction of the velocity,
σ : |v, x〉 7→ |v, x+ v〉 ,
where the addition is modulo N .
Denoting
Sˆ = S ⊗ Ix, (1)
a step T of QW evolution is thus:
T = σSˆ.
This is the model of QW that we are going to be concerned with.
The rest of this paper is organized as follows. In Section 2 we describe our QW algorithm
that, for n-qubit position space, implements the right/left shifts (increment/decrement) in
propagation σ by single right shift (increment) and 2n CNOT gates that control the direction.
We recall the quantum Fourier transform (QFT) and compare the shift implementation
using the QFT with the one based on generalized CNOT gates, common in applications.
In Section 3 we introduce the QW whose state, during propagation, evolves through spatial
convolution, generalizing the shift. We also describe a strategy for efficient implementation
of this family of QWs. In Section 4 we run our basic QW algorithm with QFT based shift on
some of the IBM quantum computers for a few lattice sizes and number of steps of evolution,
and examine their performances. Section 5 is the conclusion.
2. An algorithm for QW
Let us first express the vectors and operators in the natural bases for the position and
velocity spaces. Considering the position space by itself, we can use the natural ordering
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induced on the basis by values of x and write |x〉 as a coordinate vector
|x〉 =


0
0
...
...
0
1
0
...
0


(0)
(1)
...
...
(x)
...
(2)
where the coordinate indices are displayed in parentheses and all the component values are
0, except at the index x, whose component value is 1. Similarly, for the joint velocity-
position space, we write |v, x〉 as a coordinate vector of length 2N , with the first N elements
representing positions corresponding to v = 0 and the last N , those corresponding to v = 1,
|v, x〉 =


0
0
...
...
0
1
0
...
0


(0)
(1)
...
...
(Nv + x)
...
.
Denote by X the right shift on the position space alone (generalizing the symbol for one
qubit flip X gate), which as a matrix in our coordinate representation is the N ×N matrix
X =


0 0 0 · · · 1
1
. . .
. . .
. . .
...
0
. . .
. . . 0 0
...
. . . 1 0 0
0 · · · 0 1 0


. (3)
We may check that X |x〉 = |x+ 1〉, where |x〉 is as in Eq. (2). The matrix for propagation σ
on the joint velocity-position space is a controlled shift of position |x〉 by velocity |v〉, with
|v〉 = |+1〉 affecting the right shift X and |v〉 = |−1〉 affecting the left shift X⊤. Its matrix
is
σ =
[
X 0
0 X⊤
]
. (4)
where 0 is the matrix of all zeros.
Figure 1 shows the circuit for this description of QW with Sˆ followed by σ.
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|v〉
|x1〉
|xn〉
S
X,X
T
Figure 1. A quantum pseudo-circuit for QW. The control |v〉 selects X or X⊤
2.1. Implementing the propagation σ. The propagation σ in Eq. (4) has a decomposition
that we can implement using a single right shift X from Eq. (3), as we describe next. Let
us first state the definition and a property of Toeplitz matrices, which we then apply toward
our decomposition. Recall that a Toeplitz matrix is a square matrix with each descending
diagonal from left to right a constant, i.e., a N ×N matrix A is Toeplitz if
A =


a0 a−1 a−2 · · · a−(N−1)
a1 a0 a−1
. . .
...
a2 a1
. . .
. . . a−2
...
. . .
. . .
. . . a−1
aN−1 · · · a2 a1 a0


.
for some set of numbers {a−(N−1), . . . , a0, . . . , aN−1}. So if we number the rows and columns
of A by {0, . . . , N − 1}, then Ai,j = ai−j for all 0 ≤ i, j ≤ N − 1. Also recall the definition
of an exchange matrix (see Section 1.2.11 of [9]). An exchange matrix is a square matrix
with all its entries 0 except those on the anti-diagonal which are all 1. Denote the N × N
exchange matrix by J ,
J =


0 · · · 0 0 1
0 . .
.
. .
.
1 0
... 0 . .
.
0
...
0 1 . .
.
. .
.
0
1 0 0 · · · 0


.
The transpose of a Toeplitz matrix can be obtained as follows (Section 4.7 of [9]).
A⊤ = JAJ.
As the shift matrix X in Eq. (3) is Toeplitz, by the above property, we can express σ in
Eq. (4) as
σ =
[
X 0
0 JXJ
]
=
[
IN 0
0 J
] [
X 0
0 X
] [
IN 0
0 J
]
, (5)
where J is the N ×N exchange matrix and IN is the N ×N identity matrix. Let us denote
the first (and the last) matrix on the right side product decomposition by Cv(J),
Cv(J) =
[
IN 0
0 J
]
. (6)
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Then σ in Eq. (5) may be written
σ = Cv(J) (Iv ⊗X) Cv(J), (7)
where Iv is the identity operator on the velocity space.
2.1.1. Specializing to qubits. Let us assume further that the lattice is of size N = 2n for some
finite n, natural for multi-qubit systems. The binary expansion of the position x
x =
n−1∑
j=0
2jxj , (8)
with xj ∈ {0, 1}, j ∈ {0, . . . , n−1}, gives us a bijective map x↔ (xn−1 . . . x0). This identifies
the bases of position space and of n qubits: |x〉 ↔ |xn−1 . . . x0〉. We also identify the velocity
basis states with the usual qubit states as |+1〉 ↔ |0〉, and |−1〉 ↔ |1〉. Combined, the
velocity-position space is thus identified with n + 1 qubits,
H ↔ Cn+1
|+1, x〉 7→ |0, xn−1 . . . x0〉
|−1, x〉 7→ |1, xn−1 . . . x0〉
For the rest of this section when we refer to any of the vector spaces, we interpret that as
the corresponding multi-qubit space.
Let us turn to the operators. We observe that the exchange matrix J , in the basis ordering
we have, is simply the qubit-wise application of X to each position qubit |xj〉 (flipping each
|xj〉: |0〉⇋ |1〉),
J =
n⊗
j=1
X, (9)
where
X =
[
0 1
1 0
]
.
Denote by Cvj (X) the |v〉-controlled X on position qubit |xj〉, i.e., a CNOT gate controlled
by |v〉 with target |xj〉,
Cvj (X) =
[
I2 0
0 X
]
,
where I2 is the 2 × 2 identity matrix and the basis of the space on which Cvj (X) acts is
{|v, xj〉}. By the expression for J in Eq. (9), and because Cvj (X) and Cvj (X) commute for
all i, j , we can write Cv(J) in eq. (6) as
Cv(J) =
n∏
j=1
Cvj (X). (10)
This means that σ in eq. (7) can be implemented as in Figure 2.
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|v〉 • • . . . • •
X
• • . . . • •
|xn−1〉 . . . . . .
|xn−2〉 . . . . . .
· . . . . . . ·
· . . . . . . ·
· . . . . . . ·
|x1〉 . . . . . .
|x0〉 . . . . . .
Figure 2. n-qubit σ implementation using a single shift X
Note that the order in which the CNOT gates are applied on either side of X in the circuit
of Figure 2 does not matter: they have independent targets and may even be executed in
parallel. We have simply chosen one arrangement for the convenience of creating a figure.
By the decomposition just presented, we have taken a substantial step toward decreasing
the resources needed for implementation of σ. This is because we use the same shift X for
increment and decrement, instead of explicitly implementing both a controlled increment
and decrement circuit. Note that the left/right direction control is affected by Cv(J), while
the shift X only works as a right shift (increment). This allows us the flexibility of choosing
any shift circuit for X. To reduce the resources most effectively, we consider the shift
implementation that uses the quantum Fourier transform.
2.2. Quantum Fourier transform based shift implementation. The quantum Fourier
transform (QFT) [11, 12] diagonalizes the shift X (see section 4.8 of [9]). Denote the N
dimensional QFT by F , 2
F : |x〉 → 1√
N
N−1∑
k=0
e2piixk/N |k〉 ,
then
X = F−1ΩF ,
where Ω is a diagonal phase multiplication matrix
Ω =


1 0 0 · · · 0
0 ω
. . .
. . .
...
0 0 ω2 0 0
...
. . .
. . .
. . . 0
0 0 · · · 0 ωN−1


.
This simplifies to a tensor product of n single qubit phase rotations when N = 2n,
Ω =
[
1 0
0 ω
]
⊗
[
1 0
0 ω2
]
⊗
[
1 0
0 ω4
]
⊗ · · · ⊗
[
1 0
0 ω2
n−1
]
, (11)
where ω = e2pii/2
n
.
2This description of the QFT based shift algorithm was communicated to the author by David Meyer.
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The Shor’s algorithm [12] for QFT as a circuit is in Figure3.
|x1〉
|x2〉
.
.
.
|xn−1〉
|xn〉
H
.
.
.
R2
. . .
. . .
Rn−1 Rn
H . . . Rn−2 Rn−1 . . .
. . .
. . .
H R2
H
|0〉+e2pii0.x1x2..xn |1〉
|0〉+e2pii0.x2..xn |1〉
.
.
.
|0〉+e2pii0.xn−1..xn |1〉
|0〉+e2pii0.xn |1〉
Figure 3. Quantum Fourier Transform circuit.
where
Rk =
[
1 0
0 e2pii/2
k
]
. (12)
Note that, strictly, we need to insert ⌊n/2⌋ swaps (each in turn requiring 3 CNOT gates)
at the end of the QFT circuit to get the output ordered correctly. Since we use QFT and
the inverse quantum Fourier transform (IQFT) together to achieve the shift X, the swaps
can be absorbed in Ω, by reversing the order of phase rotation operations on qubits. To be
precise, we can express Ω in eq. (11) in terms of Rk in eq. (12) above as
Ω = Rn ⊗Rn−1 ⊗Rn−2 ⊗ · · · ⊗ R1 (13)
The swaps in QFT and IQFT can be omitted by replacing Rk, k ∈ {1, . . . , n}, in the above
expression for Ω with Rn−k+1.
Let us estimate the number of (at most) two-qubit gates needed for this implementation
of X. QFT [12] and its inverse each require n(n + 1)/2 gates, excluding swaps at the end,
which are not needed by the observation above. Ω requires n phase rotations. Thus in total,
this implementation of X requires n2 + 2n gates. The circuit depth is n. The entire QW
implementation requires an additional 2n CNOT gates and a rotation for the scattering.
This adds up to a circuit size of n2 + 4n+ 1 and circuit depth of 3n+ 1.
2.2.1. Comparison of QFT based shift implementation with generalized CNOT based im-
plementation. The right shift X can be implemented using generalized CNOT gates, for
instance, as in [10]. Implementations of generalized CNOT gates are described in [12,14,15],
and the circuit symbol for an n-qubit generalized CNOT gate is shown in Figure 4 below.
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|x1〉 •
|x2〉 •
|x3〉 •
.
.
.
.
.
.
.
.
.
|xn−1〉 •
|xn〉
Figure 4. n-qubit generalized CNOT gate
Shift X implementation using the generalized CNOT gates is shown in Figure 5 below.
|x1〉 • . . . • • X
|x2〉 • . . . •
|x3〉 • . . .
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
.
.
|xn−1〉 • . . .
|xn〉 . . .
Figure 5. Generalized CNOT gate based n-qubit shift
When n = 3 the generalized CNOT gate is also called the CCNOT gate or the Toffoli
gate. For n ≥ 3, a generalized CNOT gate can be implemented [15] by a circuit of size
2n2−6n+5 and depth 8n−20. The shift circuit above, for n ≥ 3, without any further circuit
optimizations that may be possible, therefore, has size n(n+1)(2n+1)/3−3n(n+1)+5n =
n(2n2 − 6n+ 7)/3 and depth 4n(n+ 1)− 20n+ 18 = 2(2n2 − 8n+ 9). Both the circuit size
and depth in this shift implementation are an order of n in magnitude larger than the QFT
based shift.
An alternative is to use ancilla qubits and CNOT gates as in [14]. For a n ≥ 4 qubit
generalized CNOT gate, this would require n− 3 ancilla qubits and 4(n− 3) CCNOT gates,
with a circuit depth (in CCNOT gates) of 4(n− 3). From [15], each CCNOT gate requires
4 (at most) 2-qubit gates. The generalized CNOT then translates to a a circuit size of
20(n− 3) in (at most) 2-qubit gates and depth of 16(n− 3). The n− 3 ancilla qubits can be
reused among the generalized CNOT gates of the shift circuit. The shift circuit, for n ≥ 4,
without any further circuit optimizations, would then be of size 10n2−50n+67 and of depth
2(4n2−20n+27). This, for large n, is a factor of 5 higher than the QFT based shift in circuit
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size and an order of n in magnitude larger in depth, even without the cost of ancilla qubits,
which effectively double the number of required qubits in this circuit implementation.
3. QW evolution with spatial convolution
QFT, in fact, diagonalizes any unitary circulant matrix (see section 4.8 of [9]), i.e., any
convolution matrix. Recall that an N × N circulant matrix is a special type of Toeplitz
matrix of the form
C =


c0 c1 c2 · · · cN−1
cN−1 c0 c1
. . .
...
cN−2 cN−1
. . .
. . . c2
...
. . .
. . .
. . . c1
c1 · · · cN−2 cN−1 c0


.
Instead of the dynamics based on shift X, we would like to accomplish the dynamics of QW
based on unitary circulant matrices. In this scheme, the state at a site after a time step
would depend on the state of the walk at the neighboring sites before the step through a
unitary spatial convolution more general than a shift. Let circulant matrices C,C ′ determine
the dynamics in that the propagation matrix, in the joint velocity-position 3 basis, is
σ =
[
C 0
0 C ′
]
. (14)
The QW evolution in this setting proceeds as before by scattering the velocity by a unitary
matrix S followed by the propagation above. The evolution of the QW is:
T = σSˆ,
where Sˆ is as in eq. (1).
Let
C = F−1ΛF = F †ΛF
where
Λ =


eiθ0 0 0 · · · 0
0 eiθ1
. . .
. . .
...
0 0 eiθ2 0 0
...
. . .
. . .
. . . 0
0 0 · · · 0 eiθN−1


,
and θj , j ∈ {0, . . . , N − 1}, are real. Similarly we have the decomposition
C ′ = F †Λ′F ,
where Λ′ is a diagonal unitary matrix.
We can write σ in eq. (14) as
σ =
[F † 0
0 F †
] [
Λ 0
0 Λ′
] [F 0
0 F
]
.
3We realize that velocity is no longer an appropriate name for this form of steering.
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We adopt the following notation for |v〉-controlled switch between matrices M and M ′ as
Cv(M,M ′) =
[
M 0
0 M ′
]
.
To be consistent with the previous section, we define Cv(M) := Cv(IN ,M), and C
v¯(M) :=
Cv(M, IN).
In the above notation, σ in Eq. (14) may be written
σ = (Iv ⊗F †) Cv(Λ,Λ′) (Iv ⊗ F), (15)
where Iv is the identity operator on the velocity space. Insofar as Λ,Λ
′ are efficiently imple-
mentable, and controllable by |v〉 to switch between Λ and Λ′, we can efficiently implement
a QW with its evolution based on C,C ′ using the QFT. Generally, if we can implement both
Cv(Λ, IN) = C
v¯(Λ) and Cv(IN ,Λ
′) = Cv(Λ′), we can obtain Cv(Λ,Λ′) as
Cv(Λ,Λ′) = Cv(Λ, IN) C
v(IN ,Λ
′) = C v¯(Λ) Cv(Λ′) = Cv(Λ′) C v¯(Λ).
The last equality is there as the controlled operations may be applied in either order. Let
us re-examine the basic QW as an illustrative example of the setup of this section in a
multi-qubit system and then consider the general case.
3.1. Basic QW in a multi-qubit system revisited. For the basic QW, C = X and
C ′ = X⊤, with Λ = Ω from eq. (13) and Λ′ = Ω, the element-wise complex conjugate of Ω,
Ω = Rn ⊗ Rn−1 ⊗ Rn−2 ⊗ · · · ⊗ R1,
where Rj are as in eq. (12),
Rj =
[
1 0
0 e2pii/2
j
]
,
and
Rj =
[
1 0
0 e−2pii/2
j
]
.
We start with the standard controlled rotations (with |v〉 as the control),
Cvj (Rj) =
[
I2 0
0 Rj
]
,
and
C v¯j (Rj) =
[
Rj 0
0 I2
]
.
Note that
C v¯j (Rj) = (X ⊗ I2) Cvj (Rj) (X ⊗ I2) (16)
Using these, we can construct
C v¯(Ω) =
n∏
j=1
C v¯j (Rj),
and
Cv(Ω) =
n∏
j=1
Cvj (Rj),
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and thus
Cv(Ω,Ω) = C v¯(Ω) Cv(Ω)
Substituting in (15), we get the propagation σ in the setup of this section,
σ = (Iv ⊗ F †) Cv(Ω,Ω) (Iv ⊗ F).
This form of σ gives us another algorithm for the basic QW.
3.2. Multi-qubit system: the general case. Let us turn to the general unitary diagonal
matrices Λ,Λ′ of eq. (15) for the multi-qubit system. In [13], a method is described to
efficiently implement multi-qubit diagonal unitary matrices, using CNOT gates and single
qubit rotations of the form
Rθ = e
−i θ
2
Z =
[
e−i
θ
2 0
0 ei
θ
2
]
, (17)
where
Z =
[
1 0
0 −1
]
.
The approximation in [13] uses partial Walsh-Fourier series. The circuit size depends on
the approximation error ǫ as O(1/ǫ), and is independent of n for large enough n. That
implementation can be utilized with a simple modification to implement Cv(Λ) efficiently.
Given an efficient circuit prescribed in [13] for the diagonal unitary matrix Λ, suppose that
some qubit in the circuit has a rotation of the form Rθ from eq. (17) applied to it. We replace
this rotation with Cv(Rθ), the |v〉-controlled Rθ applied to that qubit,
Cv(Rθ) =
[
I2 0
0 Rθ
]
,
Substituting |v〉-controlled versions for all such rotations on all qubits would give us Cv(Λ).
In a similar manner, we can obtain C v¯(Λ) by substituting C v¯(Rθ), which can be constructed
as in eq. (16) if necessary, for the rotations Rθ that occur in the circuit for Λ. With C
v¯(Λ)
and Cv(Λ′) thus constructed, we obtain
Cv(Λ,Λ′) = C v¯(Λ) Cv(Λ′) = Cv(Λ′) C v¯(Λ).
We use this efficient implementation of Cv(Λ,Λ′) and the 2n dimensional QFT implementa-
tion to obtain an efficient implementation of σ from eq. (15). An efficient QW algorithm for
the given Λ,Λ′ follows easily.
4. Simulating QW with QFT based shift on quantum computers
We test the QW algorithm just described with the form of propagation from Section 2.1
and QFT based shift on three IBM quantum computers [16]: IBMQX2, IBMQX London and
IBM 16 Melbourne, which are 5, 5 and 14 qubit machines respectively. The reader may find
the machine gate and coupling maps in Appendix A Section A.1. IBM Qiskit [17] provides
the API to access the computers and develop the python based code, transpile it, and run
it.
The lattice sizes, walk step pairs in our simulations are (4, 1), (4, 2), and (8, 1) correspond-
ing to n = 2, 3 qubits. For all the simulations, we use the same scattering matrix
S =
1√
2
[
1 i
i 1
]
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After initializing the walk joint velocity-position state, we run the algorithm for the given
number of evolutionary steps. Then we measure the final state.
For each experiment, i.e., a set of lattice size, initial state, and steps of evolution, we
execute the algorithm 1024 times (called “shots”) to generate a distribution on measured
states. 4 The circuit is transpiled (compiled to quantum gates) using optimization level 3 of
the transpiler prior to executing each experimental run. At this level, the transpiler takes in
to account the noise properties and the connectivity of the device.
We repeat these runs, for each experiment and each machine, numerous times. We show
the result from the run with the smallest ℓ1 distance from the ideal distribution. Note that
the ℓ1 distance between two probability distributions P and Q over a finite, discrete variable
i ∈ I is
ℓ1(P,Q) =
1
2
∑
i∈I
|P (i)−Q(i)| .
It takes values in [0, 1] range. For each experiment, we group together the plots of the
distributions for all the machines, and also the ideal distribution that the QW state would
have starting from the same state and after the same number of evolutionary steps. A
table after each group of plots records the circuit size, the circuit depth, and the ℓ1 distance
between the ideal distribution and the ones shown. We point out that the circuits that give
the distributions with the smallest ℓ1 distance from the ideal do not always have the smallest
transpiled size. We record the smallest circuit sizes in Appendix A Section A.3.
The first set of plots are for N = 4 sites (n = 2), and 1 step of walk evolution. Recall that
the joint velocity-position state is |v, x〉. As a reminder, the joint velocity-position state is
|v, x〉. For example, the state |011〉 has |v〉 = |0〉, and |x〉 = |11〉. The initial walk state for
this set of experiments is chosen to be |v, x〉 = |010〉.
The ideal plot shows that the walk has moved both right and the left by 1 lattice point,
having been scattered in both a left and a right moving component. The measured distribu-
tions show good agreement with the expected distribution for IBMQX2 and IBMQX London,
but there are other states sampled as well . The distribution from IBM 16 Melbourne has
stronger deviation from the ideal. 5 The circuit layouts for each case are in Appendix A
Section A.2.
4For the terminology in this paper related to the IBM quantum computers, the reader might wish to
look up IBM quantum computing website [16].
5We can speculate about the causes and sources of the deviations from the ideal. The circuit size and
depth, gate noise, leakage, actual sequence of operations and decoherence, and other factors, are likely.
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Figure 6. QFT based shift, 4 sites, 1 step
The table below summarizes the circuit size and depth, and the ℓ1 distance of the mea-
sured distribution from the ideal distribution. It shows that different architectures transpile
to different sizes (gate counts) and depths. Comparison with the gate coupling maps in Ap-
pendix A confirms the highest connectivity gate map, which is that of IBMQX2, corresponds
to the lowest circuit size and depth, and the least deviation from the ideal distribution.
(size , depth) ℓ1 distance from ideal
ibmqx2 (11, 7) 0.0781
ibmq london (26, 18) 0.2031
ibmq 16 melbourne (33, 21) 0.3301
Table 1. QFT based shift, 4 sites, 1 step
The next set of plots and the table are for N = 4 sites (n = 2), for 2 steps of walk
evolution. Initial state of the walk is |v, x〉 = |010〉.
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Figure 7. QFT based shift, 4 sites, 2 steps
The ℓ1 distances in the table mimic the trend in the last section with generalized CNOT
based shift. Interestingly, the values are lower for IBMQX London and IBM 16 Melbourne
than those in the 1 step case.
(size , depth) ℓ1 distance from ideal
ibmqx2 (18, 11) 0.1836
ibmq london (55, 35) 0.1104
ibmq 16 melbourne (57, 36) 0.2695
Table 2. QFT based shift, 4 sites, 2 steps
This last set of plots are for N = 8 sites (n = 3), and 1 step of walk evolution. Initial state
of the walk is |v, x〉 = |0010〉. While the distributions for IBMQX2 and IBMQX London
show reasonable agreement with the ideal, the distribution from IBM 16 Melbourne is no
longer recognizable as being a result of the quantum walk with discernible peaks at the
correct states.
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Figure 8. QFT based shift, 8 sites, 1 step
Overall, as apparent in the table below, the circuits are larger, respectively, than those en-
countered so far. The deviations from the ideal are more pronounced as well. IBM 16 Melbourne
distribution is very distant from the ideal.
(size , depth) ℓ1 distance from ideal
ibmqx2 (62, 35) 0.5098
ibmq london (59, 38) 0.5605
ibmq 16 melbourne (79, 50) 0.8047
Table 3. QFT based shift, 8 sites, 1 step
5. Conclusion
In this paper we have developed a QW algorithm that uses fewer resources by simplifying
the structure of the controlled shift used to implement the propagation part of a QW. A
single shift (increment) circuit suffices as opposed to both an increment and a decrement
circuit that would usually be needed. The implementation allows any shift circuit, so that an
optimized shift circuit dependent on the particular machine architecture may be substituted.
In the NISQ regime where noise and decoherence adversely affect performance, this serves
as an advantage. In comparison to a generalized CNOT based shift, a QFT based shift is
generally an order of magnitude in n, the number or qubits, smaller and less deep and does
not use ancilla qubits.
We examine and simulate the QW based on a QFT based shift. The algorithm was run on
three IBM quantum computers: IBMQX2, IBMQX London and IBM 16 Melbourne, with
5, 5 and 14 qubit architectures respectively. We were able to simulate QW over small lattice
sizes N = 4, 8 (n = 2, 3) and for 1 and 2 QW evolution steps, with reasonable results.
We found that the higher connectivity architectures, like IBMQX2 and IBMQX London,
generally perform better, though the transpiler optimizations and the machine architecture
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and noise properties have a strong influence in determining the optimal circuit size and depth.
We executed each run for 1024 shots, noting that a higher a number of shots would result
in measurement distributions that are more accurate with respect to the machine behavior,
especially for higher n.
We have implemented the simple QW based on a shift in this paper, but the method
generalizes to circulant matrices (convolutions). The implementation of the latter would re-
quire care in implementing the controlled diagonal unitary matrices needed in propagation,
for which we have indicated a method based on [13]. Future work could be directed toward
QWs in higher dimensional lattices, aiming to characterize the QWs with spatial convolu-
tion that could have potential applications in quantum search, and in simulating models
of physics. It could also seek to understand how the transpiler optimizations could be di-
rected to improve the QW performance on specific architectures. In a similar vein, and more
generally, quantum algorithms and simulation models could be adapted by mathematical
structure to better meet the resource constraints of evolving quantum computers.
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Appendix A. Coupling maps, layouts and samllest transpiled circuit sizes
A.1. Coupling maps. These are the IBM quantum computer coupling maps for the ma-
chines in this paper. The directional arrows show source-target pair for controlled operations.
Arrows in both directions mean both qubits can serve as the control and target.
0
1
2 3
4
Figure 9. ibmqx2 coupling map
0
1
2 3
4
Figure 10. ibmq london coupling map
0 1 2 3 4 5 6
78910111213
Figure 11. ibmq 16 melbourne coupling map
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A.2. Layouts for QFT based shift. Here we show the layout maps for each of the ex-
periments with QFT based shift. The qubits and couplings in black are involved in the
respective circuit.
0
1
2
ibmqx2
2
0
1
ibmq london
1
20
ibmq 16 melbourne
Figure 12. QFT based shift, 4 sites, 1 step.
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Figure 13. QFT based shift, 4 sites, 2 steps.
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Figure 14. QFT based shift, 8 sites, 1 step.
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A.3. Smallest transpiled circuit sizes. The smallest circuit sizes that were obtained
during simulations are given below for the respective experiments. These are not always the
same as the circuits that gave the least ℓ1 distance from the ideal distribution shown in the
main body of the paper.
(size , depth)
ibmqx2 (11, 7)
ibmq london (21, 15)
ibmq 16 melbourne (25, 16)
Table 4. QFT based shift, 4 sites, 1 step
(size , depth)
ibmqx2 (18, 11)
ibmq london (38, 29)
ibmq 16 melbourne (48, 30)
Table 5. QFT based shift, 4 sites, 2 steps
(size , depth)
ibmqx2 (47, 33)
ibmq london (59, 38)
ibmq 16 melbourne (78, 45)
Table 6. QFT based shift, 8 sites, 1 step
