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Atrial fibrillation (AF) is one of the most common types of cardiac arrhythmia, with a
prevalence of 1–2% in the community, increasing the risk of stroke and myocardial
infarction. Early detection of AF, typically causing an irregular and abnormally fast heart
rate, can help reduce the risk of strokes that are more common among older people.
Intelligent models capable of automatic detection of AF in its earliest possible stages
can improve the early diagnosis and treatment. Luckily, this can be made possible
with the information about the heart’s rhythm and electrical activity provided through
electrocardiogram (ECG) and the decision-making machine learning-based autonomous
models. In addition, AF has a direct impact on the skin hydration level and, hence, can be
used as a measure for detection. In this paper, we present an independent review along
with a comparative analysis of the state-of-the-art techniques proposed for AF detection
using ECG and skin hydration levels. This paper also highlights the effects of AF on skin
hydration level that is missing in most of the previous studies.
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1. INTRODUCTION
The main causes of the rise in the number of deaths in the European Union (EU) and the United
States (US) can be attributed to a growing rate of heart diseases. It is estimated that around 47%
of deaths annually are related to heart disorders that are usually ignored even after early warning
signals (Alqarafi et al., 2017; Nisar et al., 2019). Most of these disorders are related to irregular
atrial contraction causing abnormal heart rhythm or simply arrhythmia. Atrial fibrillation (AF) is
the most common type of cardiac arrhythmia in which the heart beats faster than normal, and the
number of patients suffering fromAF has been growing over the past decade. An Electrocardiogram
(ECG) is a popular test for diagnosing heart malfunctions including the detection of damaged
heart muscle cells or conduction system. During the test, the ECG recording machine is connected
through wires to several small sticky electrodes attached to the patient’s body. Apart from the ECG
machines installed at healthcare centers, various hand-held ECG devices are available to generate
single-lead ECG, including WIWE R©, AliveCor R©, and OMRON HCG801 Heartscan R©. Basically,
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ECG is a type of non-invasive testing that measures the electrical
signals produced by heartbeats. There are various types of ECG
machines having with different capacities for capturing data. For
example, a 12-lead 300 Hz ECG monitor can generate hundreds
ofmillions of points for each patient. The physicians analyze ECG
data to identify different heart diseases such as AF, myocardial
infarction, or acute hypotensive. The machine learning and deep
learning approaches are employed to predict AF heart diseases.
In this paper, we present an analysis along with a comparison
of machine learning and deep learning based approaches for
detection of these skin hydration and AF using ECG signals
(Gogate et al., 2017b; Adeel et al., 2019b).
The A summary of the contributions of this study is given
below.
• This paper outlines the AF and the skin hydration along with
their mutual relationship.
• This study provides a survey of the state-of-the-art AF
detection techniques based on machine learning to signify the
need for interdisciplinary research in the field.
• The advantages and disadvantages of different AF detection
schemes and skin hydration level measurement approach in
the literature are highlighted that to provide a basis for further
improvements research.
This paper is organized as follows. Section 2 provides an
introduction to AF and its types. This section further presents
a review of the machine learning-based AF detection methods.
Section 3 introduces skin hydration and its importance in
health condition diagnosis followed by a survey of the machine
learning-based methods for skin hydration level determination.
Section 4 highlights the effects of skin hydration or dehydration
level on AF. Section 5 includes a comparison of AF detection
schemes and skin hydration level measurement approaches.
Finally, section 5 presents concluding remarks and potential
future research directions.
2. MACHINE LEARNING-BASED ATRIAL
FIBRILLATION DETECTION
Atrial fibrillation (AF) is a well-known cardiac arrhythmia
that causes serious health concerns including mortality and
can result in mortality. Nevertheless, the recent technological
advancements in computing devices and algorithms can help
in reducing the AF-related risks by detecting them in the early
stages. In general, the machine learning and deep learning
approaches extract useful knowledge from historical training
data to make decisions in real-time applications. Furthermore,
different types of sensors have been developed that can be used
for the identification of cardiovascular, gait, and other activities
of daily life (Shah et al., 2020). The presence of these computing
devices, intelligent algorithms, and sophisticated sensors provide
opportunities to develop systems that can reduce health hazards
and improve quality of life, such as detecting AF in the early
stage. In this section, we first present an overview of the common
types of AF, and then discuss, the state-of-the-art AF detection
approaches that are developed based on machine learning and
deep learning.
2.1. Atrial Fibrillation
Atrial fibrillation refers to abnormal heart behavior which can
be symptomatic or asymptomatic and is caused by irregular
patterns of atria. The common signs of symptomatic AF include
shortening of breath, chest pain, faintness, and losing loss of
consciousness (Maisel et al., 2001; Gogate et al., 2017a; Ullah
et al., 2021). If these signs are ignored and if necessary actions
are not taken in time, the AF may lead to morbidity or
mortality. Broadly, the AF can be divided into two types, namely
including aetiology and electrophysiology, based on symptoms
(Kannel et al., 1982; Connolly et al., 2009). The American
heart association recommends the classification of AF into first
detection, paroxysmal, persistent, and permanently based on the
temporal rhythm due to its’ simplicity and clinical relevance
(Sanna et al., 2014; Shah et al., 2021a).
2.1.1. First Detection
The AF that is occurred for the first time to the patient. The first
instance of AF detected in a patient regardless of the duration
of arrhythmia is known as the first detection. There may be
no presence of symptoms and this type of AF may or may
not reoccur. For early detection of this incident, conventional
event detection based on ECG signals is not preferred as this
scheme is useful only when serious symptoms are seen. However,
the first detection AF can be entirely silent and unnoticeable.
Nevertheless, the presence of the first detection in the entire
medical record of the patients is helpful to identify the preceding
pattern which leads to the other types of AF. The data obtained
from different sources and various patients at this stage can
be combined to obtain high-quality data for maintaining the
medical records of patients. Data analysis techniques can be used
to identify the potential biomarkers from similar cases in such
public healthcare databases. Subsequently, the patterns in the
data can help achieve prediction or detection of AF that are
recognized using machine learning approaches. Usually, the data
from patients’ bodies are collected using wearable devices such as
smart watches equipped with sensors (1991; Wijffels et al., 1995).
2.1.2. Paroxysmal
Paroxysmal is a form of AF that stops on its own after a week.
This is a recurring form of AF for which early identification
or prediction is critical. There are two different approaches for
the detection of Paroxysmal. The first method focuses on the
AF episode detection from the sinus rhythm to distinguish the
patients who have recently encountered AF episodes, while the
second approach uses machine learning algorithms and bio-
markers to detect any AF occurrences.
2.1.3. Persistent
This type of AF commonly prolongs persists for more than a
week and, therefore, the patients can be effectively diagnosed
and treated. The machine learning techniques can be applied to
predict the future episodes of AF to take necessary action in time.
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2.1.4. Permanent
The permanent AF is continuous in nature and does not
disappear for a long period of time, usually more than a week.
This type of AF may be developed from persistent AF that is
not treated in time. Early detection of permanent AF can help
provide better treatment to for the patient and delays in detection
increase the risk to life. Moreover, in the case of permanent AF, it
is easier to collect data as compared to other types of AF because
of the availability of healthcare facilities for this case. This data
can also be useful in the identification of different characteristics
related to AF from the patterns that will help in the development
of ML algorithms.
2.2. Machine Learning Methods for Atrial
Fibrillation
The most common type of an irregular heartbeat is AF
and its symptoms include chest pain, palpitations, shortness
of breath, fatigue, and even strokes in fatal cases. The AF
can come as a silent stroke or asymptomatic AF where
no symptoms appears before the AF. Unfortunately, it is
difficult to detect a silent AF with such a short duration
even using a 12-lead electrocardiogram because it requires
longer monitoring intervals of the patient wearing devices,
which can be troublesome (Jan and Koo, 2018). The diagnosis
of patients with silent AF can be accelerated by improving
the screening process in the detection of such unnoticed AF
(Preethi and Sathiyakumari, 2016; Yu et al., 2020). Here,
the machine learning approaches can be used to speed up
the decision-making process while improving the reliability,
efficiency, and accuracy of AF diagnosis. Furthermore, machine
learning can be used to develop a risk model with the
capabilities of identifying the patients at high risk of AF attacks
(Liu et al., 2018).
The support vector machine (SVM) is a supervised machine
learning algorithm that learns from examples with assigned
labels. The range of applications of SVM includes recognizing
different types of diseases such as AF, natural language processing
(Dashtipour et al., 2020), human activity recognition (Taylor
et al., 2020b), image processing (Jiang et al., 2021), fault detection,
and diagnosis (Dashtipour et al., 2017; Jan et al., 2017; Jan and
Koo, 2018; Asad et al., 2020).
The SVM is favored in scenarios where the volume of
data is very big or the complexity of the data is very high
(Gogate et al., 2019). This technique can also be used for AFf
detection where complex test samples are obtained from patients
suffering from the disease. The sample can be, for instance,
a medical image compressed using wavelet transformation.
The SVM classifier can achieve excellent unbiased excellent
results in the training phase with a sensitivity of 99.2% and a
specificity of 99.5% for AF detection problems. The performance
further improves when the number of features is reduced from
nine to four using linear discriminant analysis (LDA). The
FIGURE 1 | ECG waveform with R-R intervals (Sahoo et al., 2011).
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sensitivity reaches 99.07%, specificity to 100%, and positive
prediction 100% positive prediction is achieved in this case
(Jan et al., 2017).
The AF detection is based on twomethods. The first method is
to diagnose without considering the properties of waves, but this
needs very high- resolution signals. The second method uses RR
intervals as shown in Figure 1.
The widely used classifiers in detection systems include SVM
and linear discriminant analysis for ECG arrhythmic detection.
For more reliable and accurate detection of AF, the RR interval
of ECG signal is used as an input to an artificial neural network
(ANN) for classification. R peak has strong robustness and
the ANN classifier is good in at dealing with non-linear data.
This classifier, when trained and tested on the AF Termination
Challenge Database and MIT-BIH Arrhythmia Database, gave a
sensitivity of 99.3%, specificity of 97.4%, and accuracy of 98.3%.
ECG signal-based classification techniques are composed
of pre-processing, feature extraction, normalization, and
classification steps. For pre-processing, a linear phase low
pass filter, high pass filters, or median filters are used. For
feature extraction, Discrete Wavelet transform, discrete cosine
transform, Discrete Fourier transform, or continuous Wavelet
transform, etc. are used. For feature normalization, Z-score and
Unity Standard Deviation techniques are used. The classification
techniques can be designed based on SVM, quantum neural
network (QNN), ANN, or deep neural network (DNN). The
AF detection needs long monitoring intervals of ECG signals.
As a result, deep learning is used to identify different types
of arrhythmia diseases and to achieve more precise outcomes
when dealing with large amounts of data. Most researchers use
the convolutional neural network (CNN) and Long short-term
memory (LSTM) neural networks to eliminate feature extraction
and achieve the best results, as shown in Table 1. This hybrid
classifier performed much better than other machine learning
algorithms. The CNN-LSTM gave 97.08% accuracy, 95.52%
sensitivity, 98.57% specificity, and 98.46% precision.
2.3. Deep Learning Methods for Atrial
Fibrillation
Recently, the convolutional neural network (CNN) has gained a
lot of attention due to its performance in various applications,
image detection, time series analysis, and language processing.
Time series analysis involves massive data, which is used in
many health care scenarios. CNN consists of fully interconnected
convolutional layers comprised of neurons. This proposed CNN-
based method in (Xu et al., 2018) uses raw ECG signals. Another
model is developed which comprises modified frequency slice
wavelet transform (MFSWT) and CNN. The MFSWT performs
better for low frequency ECG signals and its benefits are,include
its precise time-frequency component position estimation and
signal adaptiveness. MFSWT converts ECG signal into 2D space,
then images were are given to 12-layered CNN which extract
features of labeled images and calculate scores to sort the
predicted image. For this system, the MIT-BIH AFDB database
is used. This contains 25 ECG recordings collected from 25
subjects’ data which is interpreted by a cardiologist. The time
laps for each recording are 10 h and 15 min. Each ECG signal
has 250 samples in 1 s and its resolution is 12-bits in a range
of 10 mV. The results from the above setup give accuracy of
up to 81.07% with five-fold cross validation, with sensitivity is
at 74.96% and specificity is at 86.41%. The recurrent neural
network (RNN) gives accuracy, sensitivity, and specificity of 97.8,
98.98, and 96.95% respectively, using five-fold cross-validation
(Petrenas et al., 2012). CNN is a popular technique that combines
extraction of features, reduction of features, and techniques of
classification. It classifies the data with a fully connected multi-
layer perceptron (MLP). The disadvantages of CNN include slow
convergence speed and a lot of iterations. To overcome these
drawbacks a combined CNN-SVM classifier is proposed which
extracts features automatically from the CNN model. The result
shows achieved accuracy is 96%, specificity is 96%, and sensitivity
is 88%. There is another improved model for AF detection
with an increased rate of data transmission and processing.
TABLE 1 | Comparison of AF and skin hydration approaches.
References Features Types Approach Outcomes
Babaeizadeh et al.,
2009
Mean First detection Real time approach for AF is Markov modeling, 92% sensitivity
Pourbabaee and
Lucas, 2008
Mean Persistent For automatic detection of AF different features from
ECG signal
98% accuracy
Petrenas et al., 2012 SD First detection Echo state neural network Error reduction factor of
0.4–0.43
Colloca et al., 2013 Mean, SD Permanent SVM using 10 R-peak 82% specificity
Asgari et al., 2015 Mean, SD First detection Stationary wavelet transform and SVM have been
trained
97% sensitivity
Lim et al., 2016 Mean, SD Permanent For AFIB supervised algorithm LDA, KNN, SVM, 98% accuracy
Fan et al., 2018 Mean First detection Due to episodic pattern AF detection is problematic
A multiscale fusion CNN is proposed to monitor AF
Accuracy of 96.99
Xu et al., 2018 Mean, SD min, max Persistent CNNs and modified frequency slice wavelet
transform
Sensitivity 74.96%
Wu et al., 2019 Mean, SD First detection CNN used continuous wavelet transform (CWT) Accuracy 97.56%
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This comprises 8-layer CNN with a shortcut connection and
1-layer LSTM.
3. SKIN HYDRATION
The skin surface is an important parameter into the preparation
of cosmetic products, image, and face recognition in security
applications, and diagnosis of dermatological diseases like
dryness, skin fungus, or allergic symptoms (Juyal et al., 2021).
Nowadays, skin diseases are increasing, therefore, their diagnosis
using proper analysis of skin texture is significant. Analysis
of skin is based on different characteristics and features like
dryness, pigmentation, skin oiliness, and allergic symptoms
for the treatment of skin diseases (Preethi and Sathiyakumari,
2016). Patient’s skin differentiation from others depends on skin
measurements and then the an efficient algorithm is applied
for the classification task (Ardali et al., 2019). Due to excess
exercises, the human body undergoes dehydration. This affects
the performance and efficiency of a person. The hydration level
of the body is difficult to monitor on the market level. There
are many methods to measure hydration levels using sensors.
The most used method is Bio-electric Impedance Analysis (BIA),
which measures the impedance of the body to the passage of low
power and high frequency current. This method also estimates
total body water, fat mass, intra and extra cellular water, and
metabolic activity (Lapadula et al., 2020). BIA measures above
mentioned water contents without using significant fluids and
electrolytes. However, the segmental-BIA, multifrequency BIA,
or bioelectrical spectroscopy in altered hydration states also
requires further research (De Lorenzo, 2004). Body resistance has
more value for dry skin like at 100 K ohms and its value is as low
as 300 ohms beneath the skin. More than 99% of body resistance
for current flow is at the skin (Fish and Geddes, 2009). The
dehydration level in a person is the cause of many serious health
conditions like diabetes, cancer symptoms, and cardiovascular
abnormality etc.
3.1. Machine Learning Method for Skin
Hydration
The machine learning approaches are used in different
applications such as cyber-security (Ieracitano et al., 2018), text
sentiment analysis (Dashtipour et al., 2016, 2018, 2021; Hussien
et al., 2018; Ahmed et al., 2021; Guellil et al., 2021), speech
enhancement (Gogate et al., 2020a,b), speech recognition, IoT
(Adeel et al., 2019a; Ozturk et al., 2019), health-care (Hussain
et al., 2020; Taylor et al., 2020a), and posture detection (Liaqat
et al., 2021).
Recently, machine learning has been used in skin hydration.
The hydration levels are very important for all living organisms.
Dehydration can be due to an extremely hot and dry
environment, the sensation of thirst and drinking level there is
lowwhich increases levels of thirst andmay cause a low hydration
level. Overhydration occurs during dialysis of the kidney. Both
dehydration and overhydration are fatal. There is a non-invasive
method for the detection of hydration levels in living specimens.
It consists of an RF transmitter that emits RF radiation signals
ranging between 10 kHz and 2 GHz, consist of detecting the
ions which are dissolved in the body water and pass through
tissues and then are transmitted from the processor. The output
signal represents the water level which is then compared with
the reference signal of normal water level inside the tissue. The
difference gives the indication of hydration level inside tissues.
Figure 2 shows a schematic diagram for skin hydration level
detection which comprises of an RF generator and transmitter
for RF signal. A set of RF signals of different frequencies is
collected from a tissue of a living organism to be processed. This
processed signal is then given to the indicator and compared
to a set of reference signals collected when the subject has a
FIGURE 2 | A schematic diagram for skin hydration level detection.
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normal hydration level. Then the difference between the received
signal and reference signal is an the output signal, which indicates
the degree of hydration level (Eyal-Bickels and Margaliot, 2005).
Another method of detecting hydration level is to use water-
permeable material. A sensing material that can be a disposable
or reusable element that determines the amount of fluid of a
subject in different conditions, for example, a blotting paper is
sandwiched between two water-impermeable materials that can
be as adhesive tapes and, placed inside the mouth of the user. The
saliva of the user gets into the blotting paper through capillary
action. The rate of flow of saliva on blotting paper helps to
determine the hydration level. Different users need a different
amount of liquid in maintaining hydration level, so the hydration
sensor is calibrated according to the user in a specific condition.
After calibration, the sensor becomes personalized to the user. In
one idea an additional sensor is added along with a hydration
sensor. This additional sensor measures the temperature or
activity of the user and helps in the determination of hydration
level. Dehydration may lead to a 10% decrease in performance of
a subject and to headache, weakness, dizziness, cramps, nausea,
and thirst. Not only dehydration but over-hydration can also
be problematic. If a runner runs for 3 h and drinks a lot of
water, but sodium and minerals are lost due to sweating, then
sodium imbalance leads to seizure, pulmonary edema (lungs
fluid), and respiratory arrest. To prevent both, amounts of fluid
intake should be equal to sweat and urine losses (Howell et al.,
2014; Gepperth et al., 2016).
There are many methods to measure hydration levels using
sensors. The most used method is Bio-electric Impedance
Analysis (BIA), which measures the impedance of the body to the
passage of low power and high frequency currents. This method
also estimates total body water, fat mass, intra and extra cellular
water, and metabolic activity [3]. BIA measures above mentioned
water contents without using significant fluids and electrolytes.
There is a relationship between the electric resistance of the body
and hydration level. The variation in electric resistance of the
body is between a few ohms and thousands of ohms, and depends
on the hydration level of the body. Electrodermal activity (EDA)
sensor shows promise when used to detect hydration levels
of subjects given the correct proportion of data varying over
numerous subjects. The device has the potential to be used
in a completely non-invasive and easy-to-deploy way, unlike
current methods of determining hydration level (Kulkarni et al.,
2021). EDA sensor is used for the measurement of galvanic skin
resistance (GSR). GSR is sensitive to electric signals which are
generated due to external or internal stimuli. The main impact of
this research is to develop the model using machine learning for
the assessment of hydration levels in the human body with the
help of collected data. For better performance of HL detection,
selection of window size, feature set, and algorithms are the main
targets. In addition, a comparative study is done on GSR data
which is collected in different body postures i.e., sitting, standing,
and independent. The model for HL estimation is trained using
different classifiers like SVM, logistic regression, KNN, Decision
Tree (DT), Gaussian Naive Byes Classifier (NB), and Linear
Discriminant Analysis (LDA).
KNNmodel obtained 95% of accuracy in the sitting posture of
the dehydrated individual for the collected GSR data in a window
size of 60 s (Rizwan et al., 2020). BITalino kit channel is used
for the collection of data and its resolution is 16 bits. Supervised
machine learning is applied because the state label is used for
the hydration level of an individual. GSR data for the hydration
and dehydration state of an individual is used for the training of
the model. The hydration level estimator model is trained with a
different types of classifiers i.e., random forest (RF), Naïve Bayes
(NB), logistic regression (LR), decision tree (DT), LDA, Ada
boost classifier (ABC), quadratic discriminant analysis (QDA),
and KNN with all extracted features. In this experimentation, the
training data set is 70% and the test data set are 30% of the model.
This development of the model is done with three-fold cross-
validation and gives an accuracy 91.3% with a random forest
classifier among all other classifiers. (Liaqat et al., 2020). Figure 3
shows the main steps of hydration level estimation.
Earlier research explained that dehydration raises the risk of
stroke in patients. Patients with dehydration have a 60% higher
risk of ischemic stroke as compared to AF patients without
dehydration (Swerdel et al., 2014).
3.2. Feature Selection for Skin Hydration
There are different features that can be selected to identify skin
hydration. For example, minimum, mean, variance, entropy,
standard deviation, percentile, median, mode, and kurtosis
(Ahmed et al., 2019). The importance of every feature is
analyzed from different sizes of the window. For example,
data is separated into non-overlapping segments and statistical
features are analyzed for every 30 s of the chosen window size.
However, most of the deep learning approaches do not require
any feature engineering. It is worth mentioning that the finding
of important features and selecting the correct combination
of the features is an important task that can increase the
FIGURE 3 | Flow chart for data processing to estimate hydration level.
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TABLE 2 | Advantages and disadvantages of different approaches for classification of AF and Skin Hydration Approaches.
References Description Advantages Disadvantage
Douglas et al., 2011 It is stable for computation.
It uses only those data points which
are nearest to the marginal boundary.
Its achieved high performance. Poor performance for overlap class.
Selection of Kernel function can be
tricky.
Williams et al., 2006 Branches represent the connecting
features and leaf represents class
termination.
Scaling and normalization of data set
is not required.
It is difficult to deal with high
dimensional data.
For training tree higher time is
required.
Cömert and Kocamaz, 2017 RF resampled data many times and
produces multiple training subsets
from the training data.
Can deal with massive data.
It is scalable, fast and robust to noise.
The features should have predictive
power.
It is like a black box so difficult to find
what is happening.
Singh et al., 2016 NB analyses the relationship between
each feature and the class of each
feature.
It can deal with non-linear data. It cannot deal with high dimension
and massive data sets.
Liaqat et al., 2020 Apply ML DL on skin hydration. Good performance. The performance can be further
improved.
performance of the machine learning approach. The main reason
to use statistical features in most skin hydration state-of-the-art
approaches is that they are easy to extract. The straightforward
feature extraction technique is reducing the computational time
and cost of processing, and in addition, it can be utilized for
real-time models.
3.3. Evaluation Metrics
Most of the state-of-the-art approaches to evaluate the
performance of the proposed approach used different evaluation
metrics including accuracy, precision, recall, and f-measure are















TP + TN + FP + FN
(4)
where TP denotes true positive, TN presents true negative, FP is
false positive, and FN represents false negative, respectively.
4. EFFECT OF SKIN DEHYDRATION ON AF
The relationship between skin hydration and AF is not clear:
either dehydration leads to AF or AF leads to dehydration. One
hypothesis is that, due to dehydration, coagulability of blood is
increased, which increases the risk of AF. Previous studies show
that the risk of stroke is high with dehydration as compared to
the hydrated person (Swerdel et al., 2014). Most people do not
think that dehydration and AF have are linked with each other.
However, the reality is that if a person is not properly hydrated
then he can easily have AF. Due to changes in the level of fluids
many functions of the body are affected, including heart function.
Eating patterns, work stress, and exertion are all are reasons for
dehydration, and this can increase the risk of AF.
5. COMPARISON OF AF AND SKIN
HYDRATION
In this section, we compare the state-of-the-art approaches
proposed for AF detection and skin hydration level
measurement. As shown in Table 1, the approaches which
use the deep learning approaches can achieve better performance
as compared to those approaches which utilize the conventional
machine learning approaches.
In Table 2, we present a comparative analysis of the state-
of-the-art AF detection and skin hydration level measurement
approaches in terms of advantages and disadvantages.
6. CONCLUSION
In this paper, we present an overview of the state-of-the-art
machine learning and deep learning approaches for AF detection
and skin hydration level determination. There is a lack of
available resources for the research community addressing such
critical issues. Therefore, to cope with this scarcity problem, it is
required necessary to collect a novel data set of patients suffering
from AF and skin hydration abnormalities that can be used by
researchers around the globe, which has been highlighted in
this paper. As a future research direction, it is much needed to
develop a hybrid machine learning and deep learning approaches
to detect AF and determine the exact level of skin hydration from
complex signals.
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