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Exploration of distributional models for a
novel intensity-dependent normalization
Nicola Lama, Patrizia Boracchi, and Elia Mario Biganzoli
Abstract
Currently used gene intensity-dependent normalization methods, based on regres-
sion smoothing techniques, usually approach the two problems of location bias
detrending and data re-scaling without taking into account the censoring char-
acteristic of certain gene expressions produced by experiment measurement con-
straints or by previous normalization steps. Moreover, the bias vs variance balance
control of normalization procedures is not often discussed but left to the user’s
experience. Here an approximate maximum likelihood procedure to fit a model
smoothing the dependences of log-fold gene expression differences on average
gene intensities is presented. Central tendency and scaling factor were modeled
by means of B-splines smoothing technique. Alternatively to the outliers theory
and robust methods, our approach is to look for suitable distributional models,
possibly generalizing the classical Gaussian and Laplacian assumption, address-
ing the problem of censoring. An Information Criterion (AIC) and the Bayesian
Information Criterion (BIC) were adopted for model selection. A Monte Carlo
evaluation was performed in order to investigate the goodness of fit for the se-
lected models. Randomization quantiles are used to produce normal distributed
adjusted data. The analysis was performed on a pre-processed publicly available
dataset with censored gene expression data, published in a Breast Cancer microar-
ray study. Results obtained from the different models, suggest that Asymmetric
Laplace distribution produce the best fit models. AIC and BIC information cri-
teria advocate models with different flexibility levels for the various arrays; BIC
showed tendency to produce more parsimonious best-fitting models. Comparison
of model based generated data to observed microarray data indicated reasonable
fits for the models evaluated. The proposed approach provides a way to model the
distribution of gene expression data as a function of the mean intensity value, con-
trolling for different type of censoring. Information criteria could help avoid the
potential systematic distortion caused by a poor bias vs variance balance control.
Laplace distribution should be considered in the future parametric error modeling
research studies. The proposed approach provides a way to model the distribution
of gene expression data as a function of the mean intensity value, controlling for
different type of censoring. Information criteria could help avoid the potential
systematic distortion caused by a poor bias vs variance balance control. Laplace
distribution should be considered in the future parametric error modeling research
studies.
1 Introduction
Microarray experiments data are affected by multiple sources of variability and
systematic bias, of which only biological ones are of interest, the others being
confounding experimental artifacts [Quackenbush, 2002]. The techniques aimed
at removing or minimizing such systematic variations in the measured gene
expression, to highlight “true” biological differences, are commonly termed as
normalization [Yang et al., 2002b].
A variety of normalization methods addressing the correction of spatial artifacts,
background bias, dye-effect, within replicated rescaling and across-conditions
rescaling have been proposed in microarray methodology literature, as reviewed
in [Kerr et al., 2002, Wit and McClure, 2003a, Lee, 2004a]. Among all these arti-
facts, the dye-effect has been extensively addressed by dual-channel microarray
studies, where mRNA samples of two different tissues are labeled with differen-
tial colors (Cy3 and Cy5 dyes) and co-hybridized onto the same array, producing
XR and XG gene intensities.
The ratio of the two intensity values XR and XG measurements for each spot of
the array is generally considered as a natural measure of fold difference expres-
sion change and the logarithm is taken in order to treat up-and down-regulated
on the same scale, as discussed in [Quackenbush, 2002]. The log-transformation
should also stabilize variances and convert multiplicative error into additive er-
ror [Cui et al., 2003].
Unfortunately, the two channels of a Cy3-Cy5 array have slightly different ef-
ficiencies hence signals need to be normalized in order to make them mutually
comparable.
Early papers proposed global normalization methods which correct the bias ef-
fect by a constant, possibly different for each array [Kerr and Churchill, 2001].
Global normalization methods are however not adequate when the dye bias de-
pends on the overall spot intensity. Therefore, alternative methods have been
proposed to deal with the latter issue [Wit and McClure, 2003a].
The simple “dye-swap” normalization method proposed in [Yang and Speed,
2002] consists in averaging the expression values of each spot measured on two
experiments where each tissue is repeatedly hybridized with the dye swapped.
As reported in [Workman et al., 2002], this approach is not always sufficient for
particular signal-dependent biases but it was recently recommended in [Dabney
and Storey, 2005] as useful alternative when the assumptions made by other
methods are not tenable.
Other intensity dependent normalization methods stem from the great efforts
made in error modeling and variance stabilization where the error model char-
acterizes the variability and the relation between the measured gene expression
intensities Xi and the true abundance of mRNA molecules.
The seminal paper of Chen et al. [Chen et al., 1997] proposed normalization
and expression level assessment method based on probabilistic Normal error
model, introducing a decomposition of the multiplicative effect on spot intensi-
ties Xi and assuming an approximately constant coefficient of variation. This
last assumption is however rarely met in many real microarray dataset where
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variance of log ratios is often seen to increase as intensity decreases [Rocke and
Durbin, 2001]. The model proposed by Chen et al. [Chen et al., 1997] has been
subsequently extended in different directions by several authors in the attempt
to address this problem. Namely, two different philosophies have been followed:
the first considers gene expression based statistics alternative to the ratio of
the Xi measurements, the second one mainly focuses on methods to directly
overcome the limitations of the model by Chen et al. [Chen et al., 1997] using
the gene expression ratio measure.
According to the first philosophy, different additive-multiplicative error models
for microarray were proposed in [Ideker et al., 2000, Rocke and Durbin, 2001].
These models served as a basis for the derivation of statistics approximately
independent of the mean gene intensity [Huber et al., 2002, 2003, 2004, Durbin
and Rocke, 2004]. A semi-parametric error model for the observed probe in-
tensities was proposed in [Strimmer, 2003] using an approximated likelihood
function, under the assumption of a quadratic variance-mean relationship.
Within the context of gene expression error distribution, Purdom and Holmes
[Purdom and Holmes, 2005] recently modeled log-ratios M of measured gene
expressions adopting a Laplace’s second Law of Error. They also proposed a
biological explanations for this distribution based on the Pareto distribution
assumption of the XR and XG variables.
The second philosophy, shared in this paper, follows the objective to model the
dependence of the data on intensities by estimating a smoothed curve of relative
efficiency of the two dyes XR and XG as a function of the average intensity and
subsequently subtracting it from the data. It is noteworthy that the underly-
ing idea is based on the Bland and Altman diagram [Bland and Altman, 1986,
1999], method proposed to assess the agreement between two procedures of clin-
ical measurement. They advised to study the relationship between averages and
differences of measurements taken on the same subject by the two clinical pro-
cedures. Discrepancies between the two methods can be identified as departures
from a random pattern around the mean difference, along the average intensity
axis. This plot can thus be used to identify and estimate average intensity-
dependent effects in the difference values, such as systematic trends on the mean
and on the pattern of variability [Dudoit and Yang, 2003]. Resorting to the con-
vention of Dudoit et al. [Dudoit et al., 2002] and Yang et al. [Yang et al., 2002b],
the log intensity ratio M equal to log (XR/XG) = logXR − logXG is plotted
against the average log-intensity A = log
(√
XRXG
)
= (logXR + logXG) /2,
where XR and XG are the two red and green intensity readings for all genes.
This diagram is commonly referred to as MA−plot.
The identified intensity-dependent effects are then used to adjust M values by
subtracting the estimated mean trend µˆ, thus obtaining normalized M values.
Variance effects are then considered for scale normalization[Yang et al., 2002b],
dividing normalized M values by scale factors σˆ, estimated on the basis of µˆ
values, to regularize the variance of M values. As reported in [Speed, 2003],
scale adjustment are desirable in some cases, in order to prevent the expression
measures in one particular array from dominating the average expression mea-
sures across arrays.
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From a statistical perspective, normalization and scale adjustment correspond
respectively toM−µˆ crude residuals and to (M − µˆ) /σˆ Pearson residuals of the
regression fit M(A). To this aim, one of the most popular methods is founded
on lowess, also referred to as loess, that is locally weighted regression technique
for data smoothing [Cleveland and Devlin, 1988] proposed for microarray data
in [Dudoit et al., 2002, Yang et al., 2002a,b].
Typically, lowess fits a separate straight line through the data at every value of
A. The slope, and intercept are determined considering the nearest-neighbors of
A. The number of nearest-neighbors (span), usually expressed as a percentage
of the data points, is the smoothing parameter. Yang et al. [Yang et al., 2002b]
claimed they typically used a smoother factor f = 40%, Wit and McClure rec-
ommended a span of at least 0.2 in their application [Wit and McClure, 2003b,
p. 84]. No indication was given on how to adapt it to different arrays.
A composite method to remove intensity effect, employing a weighted summa-
tion of loess fit M(A) together with a loess fit of M using spot spatial array
coordinates, was proposed in [Yang et al., 2002b].
This idea was extended by Tarca et al. [Tarca et al., 2005], who presented
a neural network-based normalization method for correcting the intensity and
spatiality-dependent bias in cDNA microarray datasets. The sum of squared
errors between the measured and predicted M values was adopted as error
function, made robust to outliers by assigning a weight to each spot as a func-
tion of the distance of M values from the median over the spots at the same
level of average log-intensity. To minimize the risk of overfitting, hence to mini-
mize the risk of over-normalization, the number of hidden neurons was set to 3.
This number was considered a reasonable compromise between approximation
capabilities and smoothness. The model selection criterion was not published
but it was claimed that higher values (up to 7) might have been safely used for
their work.
Workman et al. [Workman et al., 2002] proposed the qspline method to adjust
XR and XG values so that their distribution quantiles qi for all the arrays are
similar to those qT of a target distribution (e. g. target defined by the geometric
mean probe intensities over the arrays in an experiment). They used percentiles
from each array and from the target signal: each qi,qT pair was used to fit a
cubic smoothing B-spline si = f(qT , qi) mapping from array i to the baseline.
Normalization of ith−array intensities consists in mapping their values through
the fitted smoother si. The performance of this method might depend upon the
choice of the baseline array [Bolstad et al., 2003] other than the selected degree
of flexibility of the spline smoother.
A relevant aspect is the evaluation of normalization methods performances.
Wu et al. [Wu et al., 2005] recently published a systematic evaluations of a
number of techniques for removing variations arising from dye biases in the
context of cDNA microarray data. Effectiveness of the normalization meth-
ods was measured by the leave-one-out cross-validation (LOOCV) error of a
subsequent k-NN classification step. They showed that spatial and intensity de-
pendent effects have profound impact on the subsequent data analysis and that
removing these effects can improve the quality of such analysis. Wu et al. [Wu
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et al., 2005] also found that the investigated scale normalization methods do
not reduce LOOCV classification error. Reading table-I, it seems however that
the values assigned to the smoothing parameters of the various benchmarked
algorithms were kept fixed for all the arrays.
From all the above it appears critical the issue related to the bias vs variance
balance control: a problem common to all modeling techniques hence affecting
also intensity-dependent normalization procedure.
Preliminary bias and variance investigation work was done in [Bolstad et al.,
2003] where two modifications of the loess method and a baseline quantile
method similar to qspline were compared, considering specific types of biases;
but it is not clear how they controlled for model complexity of the methods
adopted for the arrays studied.
Futschik and Crompton [Futschik and Crompton, 2004, 2005] recently stressed
the importance of model selection in normalization. They showed that the us-
age of default smoothing parameters values can severely compromise the quality
of normalized data. Therefore, an optimization of the model parameters is re-
quired to ensure high efficiency of normalization. To this aim they proposed to
optimize model parameters through a generalized cross-validation approach.
The normalization and standardization methods quoted so far could however be
systematically biased due to unaddressed features present in many gene expres-
sion dataset and artificially produced by experimental constraints, e.g. due to
the microarray laser scanner sensitivity. Scanners cannot in fact measure pixel
intensities above some software-dependent threshold and the number of different
intensity values ranges between the limits of the available hardware character-
istics (e.g. 216 = 65536 different values in a 16-bit system). This reduces the
quality of gene expression data because it violates the linearity of expression
with respect to signal intensity [Wit and McClure, 2003b].
Poorly/highly expressed genes can have pixel intensity value set at the lower/upper
limit of the scanner sensitivity [Sharov et al., 2004], as well as constrained values
according to the adopted digitization.
This problem was considered in [Wit and McClure, 2003b] by fitting a two pa-
rameter model for each measured spot on the basis of the observed mean, median
and variance estimates provided by scanner outputs. However, as discussed by
the Authors, these two parameter estimates might be unstables since computed
by only three statistics per spot.
Alternatively, Khondoker et al. [Khondoker et al., 2006] recently proposed a
maximum likelihood model based on a Cauchy distribution of a non-linear re-
lationship with an additive and a multiplicative error term, build on data mea-
sured from multiple laser scans of the microarray slides at different sensitivity
levels.
Both of these approaches require some extra-knowledge beside ordinary gene
expression datasets not recording these information, knowledge which could be
not always available in particular for datasets obtained from accomplished mi-
croarray experiments.
Another source of potential bias for normalization procedures in microarray ex-
periments is represented by missing data. Missing values result in at least a
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loss of information but might also imply contending with subtle truncation or
censoring mechanisms when missing is not at random. This is indeed the case
when NaN values result from the log transformation of negative gene intensity
data produced by some image quantization methods or pre-processing step (e.g.
background subtraction) [Lee, 2004b, Huber et al., 2002].
2 Approach
According to this background, we deem it necessary, for modern intensity-
dependent normalization procedures, to move toward approaches able to take
into account all the above mentioned additional sources of potential bias, affect-
ing the modeled MA relationship.
The objective of this paper is to propose a procedure for intensity-dependent
normalization generating a normalization model M(A) corrected for the above
described missing patterns, quantization and saturation effects, with complexity
controlled in a principled way.
The procedure here presented is composed of an iterative grid search model
selection algorithm, at each step evaluating models of non-linear intensity de-
pendencies, with varying flexibility levels. This procedure controls model bias
vs variance trade-off eventually selecting the best fitting model following the
indications of AIC/BIC information criteria.
Each fitted normalization model M(A) accounts for the additional sources of
bias described above by interpreting them as effects resulted from particular
censoring mechanisms occurred during microarray measurement or preprocess-
ing. The basic idea is to conceive of saturation and quantization effects on
M values as left/right censoring and interval censoring, respectively. Moreover,
previously described patterns of missing values might be addressed as truncation
or by means of special censoring mechanism, as explained hereafter. Following
this interpretation, such issues turn out to be rather more tractable by means
of established statistical methods in survival analysis.
To account for the various dispersion patterns on M values registered in the
literature [Huber et al., 2003, Durbin and Rocke, 2003, Purdom and Holmes,
2005], an explorative analysis is conducted to evaluate different distributional
assumptions Φ for a model M |A ∼ Φ(µ(A), σ(A)) smoothing the dependences
of logged fold differences M central tendency µ and scaling factor σ on average
logged intensities A. Approximated maximum likelihood estimates based on
Normal, Laplace, Asymmetric Laplace and the Exponential Power distributions
are used to fit a flexible model of the location and of the scale, taking account
of censored gene expression data (see Φ distribution and parameters methods).
Models evaluation is performed by contrasting the best fitting models indicated
from the grid search algorithm, for each distribution Φ on the arrays data.
Characteristics of models selected by the AIC and BIC criteria are analyzed
and compared. The randomized quantile residuals approach [Dunn and Smyth,
1996] was adopted to transform original data for obtaining approximately nor-
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mal distributed normalized data for each Φ model. Normalization results are
here visually evaluated by means of MA diagrams and QQ-plots against the
expected normal distribution. The first ones are able to highlight residual dis-
tortions and second ones focus on quantile deviations from normality, hence
providing more detailed information on extreme values characteristics than the
box-plots diagrams, widespread adopted in normalization literature. To assist
model evaluation, Monte Carlo evaluations were performed to generate (M ,A)
data on the basis of the parameter estimates of the selected model. MA dia-
grams and QQ-plots of the Monte Carlo generated array data plotted against
original array data were inspected to investigate the goodness of fit of the re-
sulting models.
This study was performed on the publicly available van’t Veer dataset [van’t
Veer et al., 2002]. Although the authors did not make available a detailed de-
scription of the normalization procedures which resulted to the published data,
the choice of this dataset was driven by the opportunity to exploit a publicly
available dataset which poses specific analysis problems related to censoring
mechanisms which we intended to address with our analysis.
3 Dataset
In this study, the analysis were performed on the data produced by the van’t
Veer et al. [van’t Veer et al., 2002] cDNA experiment, where cRNA was col-
lected from 78 primary breast cancers patients: 34 from patients who developed
distant metastases within 5 years and 44 from patients who continued to be
disease-free after a period of at least 5 years. Reference cRNA was made by
pooling equal amounts of cRNA from each carcinomas. van’t Veer et al. re-
ported that the measured fluorescence intensities were normalized and corrected
to yield the transcript abundance of a gene as an intensity ratio with respect to
the signal of the reference pool [van’t Veer et al., 2002].
The dataset they made publicly available contains pre-normalized M and A
measurements for 24, 481 human genes of the 78 sampled patient arrays.
Although the van’t Veer article did not provide detailed description of the pre-
processing steps they performed, a lot of information can be extracted by in-
specting descriptive statistics of the data (see Dataset and censoring identifica-
tion).
4 Methods
Intensity dependent normalization is generally composed of two steps: the bias
identification process and the subsequent normalization. The procedure pro-
posed in this paper implements the bias identification step with a model fitting
process nested within a grid search model selection algorithm.
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Details on the grid search algorithm are available in the subsection “Model se-
lection”.
As described in the “Model definition” and in the “Φ parameters model” sub-
sections, the model fitting process consists of an approximated maximum like-
lihood method for estimating a M(A) regression model which adopts B-spline
to smooth the dependences of logged fold differences M central tendency µ
and scaling factor σ on averaged logged intensities A. B-spline basis concept is
sketched in the homonym subsection.
Basic survival analysis terminology related to gene expression censoring mech-
anism accounted for by the presented ML function is introduced in subsection
“Types of censoring”.
Subsection “Φ distribution candidates” provides description of the different Φ
distributions considered in this study for modeling purpose.
Data are finally normalized adopting the randomized quantile method described
in “Normalization method” in order to produce approximately normal dis-
tributed adjusted data.
The “Monte Carlo evaluation” subsection illustrates how data are generated for
each fitted model on the basis of the parameters estimates and their standard
errors.
Numerical and implementation issues related to the normalization procedure
are collected in section “Computational aspects”;
Model definition
Our basic assumption is that for the ith microarray slide with N genes, the
logged data-ratiosMij are Φ distributed givenAij , that is: Mij |Aij ∼ Φ(µi (Aij) , σi(Aij))
independently, j = 1, 2, . . . , N .
Given the set of (Aij ,Mij) data, for each i
th microarray and the chosen Φ prob-
ability distribution (see subsection: Φ distributions candidates), the likelihood
function L (β), that is the probability of those data treated as a function of the
unknown parameters β, was maximized. The β parameter vector was used to
model the dependencies of µ, σ (and p, when Φ is EP) of Mij on Aij . The
resulting maximum likelihood (ML) equation is:
L (βi) =
∏
j∈SL
i
PΦij [Mij < −T ] ·
∏
j∈SR
i
PΦij [Mij > T ] ·
·
∏
j∈SI
i
fΦij (Mij)∆M ·
·
∏
j∈SD
i
(
PΦij [Mij < −T ] + PΦij [Mij > T ]
)
where:
• PΦij (xij) is the probability of xij under the distribution Φij = Φ(µij , σij),
with µij = ψµ (β
µ
i , Aij) and σij = ψσ (β
σ
i , Aij), as explained in the fol-
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lowing subsection (Φ parameters model). fΦij is the density function for
the Φ distribution.
• SLi is the subset of (Aij ,Mij) data pairs of the ith-array with left-censored
Mij values at threshold −T (see subsection: Types of censoring).
• SRi is the subset of (Aij ,Mij) data pairs of the ith-array with right-
censored Mij values at threshold T (see subsection: Types of censoring).
• SIi is the subset of (Aij ,Mij) data pairs of the ith-array with interval-
censored Mij values, with ∆M interval length (see subsection: Types of
censoring).
• SDi is the subset of (Aij ,Mij) data pairs of the ith-array with NaN Mij
values, here considered double-censored at ∓T (see subsection: Types of
censoring).
The ML estimate βˆ were obtained minimizing ℓ (β) = − logL (β), the negative
log of the likelihood function.
Φ distributions candidates
The Φ distributions considered in this study are: Gaussian (ΦN ), Laplacian
(ΦL), Exponential Power (ΦEP ) and the Asymmetric Laplace (ΦAL) distribu-
tions.
ΦN is an established distributional assumption, widespread adopted in different
research fields; however, the distribution of the normalized gene expressions is
often far from normal and tends toward heavy tails, as discussed in [Purdom
and Holmes, 2005].
Because of this non-normality of the data, some authors resorted to robust es-
timates of location and variance, such as the median and the median absolute
deviation [Yang et al., 2002a]. From a statistical perspective, this is almost
equivalent to adopt maximum likelihood location (median) and scale (mean
absolute deviation) estimates assuming data distributed as the Laplace’s First
Error Distribution ΦL, also known as double exponential distribution.
ΦL and ΦN distributions are both symmetric but ΦL has “heavier tails”, that is
there is more probability for extreme values, and concentrates more probability
in the center of the distribution. ΦL has also a appealing representation as mix-
ture of Normal distributions with differing variances. ΦN and ΦL distributions
can be seen as special cases of ΦEP . This distribution, also known as generalized
error distribution or normal distribution of order p [Rider, 1924, Vianelli, 1963,
Mineo and Ruggieri, 2005], has the following probability density function:
fEP (x;µ, σ, p) dx =
1
2p1/pσΓ(1 + 1/p)
exp
(
−|x− µ|
p
pσpp
)
dx
where µ and σ are the location and scale parameters, p is the shape parameter.
The last parameter controls the thickness of the tails, and thus obtaining a
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leptokurtic (0 < p < 2) or platikurtic (p > 2) distribution function. ΦN and
ΦL distributions can be obtained by setting p = 2 and p = 1, respectively; the
Uniform distribution results from p→∞.
As described in [Kotz et al., 1998], the ΦAL distribution extends ΦL introducing
a skewness parameter κ in the density function as follows:
fAL (x;µ, σ, κ) =
√
2
σ
κ
1 + κ2


exp
(
−
√
2κ
σ |x− µ|
)
if x ≥ µ
exp
(
−
√
2
σκ |x− µ|
)
if x < µ
where a value of κ > 1 suggests that the left tail is thinner and, thus, that there
is less population to the left side of µ than to the right side; the opposite holds
true if κ < 1. κ = 1 corresponds to the symmetrical ΦL distribution.
Φ parameters model
The probabilistic model of location µi and scale σi for the distribution Φ can
be written:
µij = ψµ (β
µ
i , Aij) = s (Aij , η
µ
i ) · βµi
σij = ψσ (β
σ
i , Aij) = exp (s (Aij , η
σ
i ) · βσi )
where s(Aij , η) is the representation of Aij on a cubic B-spline basis matrix
with η being the degree of freedom (see subsection: B-spline basis) and βi is the
array of model parameters composed as βi = [β
µ
i ,β
σ
i ], with β
µ
i and β
σ
i being
ηµi × 1 and ησi × 1 parameter vectors, respectively.
The exponentiation was considered in order to bound σi to positive values.
This flexible model of the mean and variance can be considered a non-linear
extension of classic generalized linear models (GLM), as discussed in [Lindsey,
1999].
A further parameter pi has to be estimated when Φ is PED (see subsection:
Candidates to Φ distribution). In particular, this parameter was modeled:
pi = 1 + exp (β
p
i )
hence considering values of pi > 1 and combining βi = [β
µ
i ,β
σ
i , β
p
i ].
Values of 0 < pi < 1 lead to cuspid-shaped distributional curves very similar
to the Laplace curve (pi = 1). This range of pi was excluded from the analysis
because maximum likelihood fitting algorithms are often prone to substantial
computational instabilities when pi < 1 [Mineo and Ruggieri, 2005].
As regards the ΦAL distribution, we considered βi = [β
µ
i ,β
σ
i , β
κ
i ] where the κ
parameter was modeled as follows:
κi = exp (β
κ
i )
in order to meet the constraint κi > 0
9
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Types of censoring
Data are said to be censored when the number of observations that fall in a
given set is known, but the specific values of the observations are unknown. In
this study we considered different types of censoring mechanisms to the values
of M :
• left/right censoring
By left/right censoring, it is meant that the studied variable is only known
to be less/greater than a certain threshold value T . In this study, Mi
appeared left/right censored a T = ∓ 2.
• interval censoring
By interval censoring it is meant that the outcome variable is not known
exactly, rather it is known only up to an interval. The available Mi values
appeared binned in intervals of ∆M = 0.001
There are other situations, such as our approach to NaN values, in which the
observation is both left and right censored; we call such observations doubly
censored.
B-spline basis
The cubic B-spline basis s(x, η) considered in this paper is a N ×η basis matrix
representing the family of piecewise polynomials of degree 3 with specific interior
knots and η degree, evaluated at the N values of the predictor x.
The parameter η represents the degree of freedom chosen for the basis so that
η = m − 3 − 1 with m being the number of internal knots chosen at the m
quantiles of x as explained in [Hastie, 1992]. Cubic B-splines basically consist
of 3 + 1 polynomial pieces, each of degree 3, joint at m inner points. At the
join points, derivatives up to order 2 are continuous. Given the m knots ti with
t0 < t1 < . . . < tm−1, the cubic B-spline basis can be defined using the Cox-de
Boor recursion formula [deBoor, 1978]:
bj,0(t) = 1 if tj ≤ t < tj+1, 0 otherwise
bj,k(t) =
t−tj
tj+k−tj bj,k−1(t) +
tj+k+1−t
tj+k+1−tj+1 bj+1,k−1(t)
for recursive k = 1, 2, 3 and j = 1, 2,m− k − 1
Model selection
A grid-search based model selection procedure was adopted to select ηµ and ησ
degrees of freedom for the B-spline basis, using information criteria.
In this procedure, the Akaike Information Criterion (AIC) [Akaike, 1973] and
the Bayesian Information Criterion (BIC) [Schwarz, 1978] were considered for
model comparison.
AIC = 2 · ℓ (β) + 2 · η
BIC = 2 · ℓ (β) + log (N) · η
10
http://biostats.bepress.com/cobra/art14
where, as previously defined, ℓ (β) is the negative log-likelihood, N is the sample
size and η is the number of estimated parameters in the model.
These criteria provide a balance between the agreement of the data to the model
and the number of parameters needed to reach that level of agreement.
For each patient, models were fitted on pairs of (ηµ, ησ) and ranked according
to (minimum) AIC and BIC information criteria.
Since doing a complete grid-search may be time-consuming, a coarse grid was
used at first with ηµ and ησ ranging between 6 and 30, with step = 3. After
identifying “better” regions on the grid, finer grid searches on those regions were
conducted. In particular, 10 finer 3×3 grids spaced at step = 1 were evaluated,
each grid centered on 5 + 5 (ηµ, ησ) couples which resulted to best AIC and
BIC values.
This finer grid search iterates, until the whole neighborhood of the best current
solutions was visited.
If during grid-search, the procedure visited regions associated with a too low
number of degrees of freedom incompatible with a cubic spline (i.e. η < 4),
quadratic and linear splines were adopted for the case η = 3 and 0 < η < 3,
respectively.
Monte Carlo evaluation
To explore the adequacy of the fitted models for the ith array, with distribu-
tion Φ, a Monte Carlo evaluation was performed generating (A˜ij , M˜ij) random
variates with j = 1, 2, . . . , N with the following 4 steps.
1. inverse transform method was adopted to generate A˜ij = F
inv
Ai
(uij), where
uij is a uniform [0, 1] random number and FAi is the sample estimate of
the cumulative distribution function (CDF ) of Aij associated with the
considered ith-array.
2. Construction of (A˜ij , M˜ij) random variates pairs by generating M˜ij =
Φinv
(
µ˜i
(
A˜ij
)
, σ˜i
(
A˜ij
))
, with:
µ˜i = s (·, η˜µi ) · βˆ
µ
i
σ˜i = exp
(
s (·, η˜σi ) · βˆ
σ
i
)
where η˜i knots were chosen, following the procedure described in the B-
spline section, on the set of A˜ij values produced at point 1 and βˆi is the
maximum likelihood parameters vector estimated for the model fitted on
the gene expression data of the considered ith-array.
3. Interval censor M˜ij rounding to ∓∆M .
4. Left/right censor M˜ij at ∓ 2.
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Normalization method
Models performance was also evaluated by normalized data examination.
To assist graphical interpretation, normalized data resulting from the different
models should be equally distributed and it is common practice to adopt the
normal distribution as reference.
Usual Pearson residuals may be far from normality in non-normal regression
situations [Dunn and Smyth, 1996] and this might be the case for the ΦL, ΦAL
or ΦPE based models. Assuming, for instance, M ∼ ΦL (µ, σ) and negligible
standard errors for parameter estimates then M−µˆσˆ is approximately distributed
as ΦL (0, 1) with µ, σ being the location, scale parameters as defined in the
methods.
To address this issue, the randomized quantile residual method described in
[Dunn and Smyth, 1996] was employed in this study to produce normal dis-
tributed residuals, apart from sampling variability in the estimated parame-
ters. This method evaluates the modeled Φk distribution function at each Mij
response observation using the fitted distributional parameters estimates and
subsequently obtains the corresponding standard normal quantiles, employing
the probability integral transformation method. In formula, normalized M val-
ues are calculated as follows:
Mˇij = Φ
inv
N (Φk (Mij ; µˆij , σˆij))
where ΦinvN is the inverse standard normal cdf.
As discussed in [Dunn and Smyth, 1996], quantile residuals can generalize any
of the usual residual based diagnostic method and randomization is the device
through which aggregate pattern of the residuals become apparent. To highlight
pattern of deviation from normality, MA diagrams and QQ-plots of normalized
data are plotted.
Computational aspects
The ML functions formulated in this paper for ΦPE , ΦL and ΦAL are non-
smooth functions of the model parameters, that is, functions with discontinu-
ities and discontinuous gradients because of the non-differentiable peak at the
mode.
The ML estimation procedure employed two different optimization algorithms:
the Broyden, Fletcher, Goldfarb and Shanno (BFGS) Quasi-Newton algorithm
for ΦN based models and the Nelder-Mead Simplex methods for the models
based on ΦPE , ΦL and ΦAL. It is known that BFGS algorithm can provide
good convergence rate but it was originally designed for minimizing differen-
tiable functions. Simplex method uses only function values, it is robust and
works reasonably well for non-differentiable functions but it is relatively slow.
In order to speed up the normalization procedure, the grid search algorithm at
each step exploited parameter estimates obtained at earlier model evaluation it-
erations for starting solutions. Otherwise, initial estimates of model parameters
were obtained grouping Aij values in percentiles and by fitting two separates
12
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Min. 1st Qu. Median Mean 3rd Qu. Max. NaN
A -2.690 -1.240 -0.860 -0.7786 -0.370 2.590 0
M -2.000 -0.084 0.007 -0.0033 0.088 2.000 36458
Table 1: Distribution summaries of A andM values - This table reports classical
distributional statistics and the number of NaN values, measured for all 24, 481
gene expressions for the whole sample of 78 patients.
linear regression models: one for the location parameters using as response vari-
able the averaged/median M values of each percentile and another one for the
scale parameters using as response variable the standard deviation/mean abso-
lute deviation of M values at each Aij percentile.
All the computational procedures used in this study were implemented using
the R language for statistical computing and graphics [R Development Core
Team, 2004].
Simplex and BFGS optimization algorithms are implemented in the optim R
function.
Power exponential distribution functions are implemented in the normalp R
package [Mineo and Ruggieri, 2005].
B-spline basis were generated using bs function implemented in splines R li-
brary [Hastie, 1992].
Results
Dataset and censoring identification
Univariate M and A distributions are summarized in table 1 and the scatter
MA−plot of the genes pooled across all the 78 arrays can be visually inspected
in figure 1.
In the MA-diagram, two distinct horizontal lines of M values at the ±2 limits
can be easily recognized. This pattern suggest the existence of a threshold-
ing effect, probably due to a normalization process similar to that described in
[Sharov et al., 2004], where all the XR and XG values below some threshold
are set to a minimal value. This effect is shown in figure 2 where we plotted
the scatter of XR vs XG computed by back-transforming the provided A and
M values. Red circled points correspond to (XG,XR) values resulted from the
back-transformation of those M values located at the ±2 limits. This pattern
indicates a limited dynamic range ofM measurements and results from a process
known in survival analysis with the name of left/right censoring (see methods).
A second pattern which is evident in figure 1 is the digitization effect shown by
the set of vertical white stripes along the A axis in the scatter plot. A similar
digitization pattern affects also M values as it appears from the right plot in
figure 2. At two different levels of magnification, the two plots show the family
of hyperbolas XR/XG ∝ exp(M), for varying M value.
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Figure 1: Pooled MA-plot. M versus A plot for gene expression data pooled
across the whole set of 24, 481 genes for 78 arrays.
Figure 2: Pseudo-dyes intensities diagram. XR versus XG plots of gene expres-
sion data calculated from the pooled set of 24, 481 genes for 78 arrays. Right
diagram zooms in values close to the origin showed in the left plot (magnifica-
tion factor = 500). Red circled points correspond to (XG,XR) pairs associated
with M = ±2
14
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Digits Rangeideal Rangeactual Coverage
A 2 529 522 98.67 %
M 3 4,001 3,890 97.23 %
Table 2: Digitization characteristics of A and M value - This table reports
the number of decimal digits precision, the dimension of the ideal range values
(1 + (max − min) × 10digits), the actual range measured as the number of
unique different values and the coverage represented by the proportion of the
actual range over the ideal range for A and M values, measured on the whole
sample of 78 patients
Min. 1st Qu. Median Mean 3rd Qu. Max.
SL -2.660 -2.540 -2.540 -2.512 -2.540 -2.340
SH -2.550 -0.860 -0.680 -0.568 -0.440 2.590
R -2.690 -1.240 -0.860 -0.769 -0.360 2.350
Table 3: Distribution summaries of A values stratified by NaN - This table
reports classical distributional statistics for the different subsets of A values
associated with SL,SH and R sets (see Dataset section)
Table 2 suggests that such digitization effects probably resulted from round-
ing off M and A values to 3 and 2 decimal places, respectively. This procedure
corresponds to interval censor the dataset within intervals of ∆A = 0.01 and
∆M = 0.001 (see methods).
Another relevant characteristic of this dataset is the presence of a set S com-
posed of 36, 458 couples (M,A), where M is set to NaN. Simply recording them
as missing does not seem really satisfactory since they did not originate from
the unavailability of either XR or XG because there are no NaN within the A
values.
As shown in table 3, the S set can be split into 2 subsets:
• SH , which refers to 22, 854M values set to NaN and related to 293 distinct
genes for all the 78 arrays
• SL, which refers to 13, 604 M values set to NaN and affecting 10, 641
distinct genes and 39 arrays
In figure 3, the histograms of A values from R, SH and SL are plotted, being
R the (M,A) couples withM set to a numeric value (not NaN ). On the basis of
this data, it seems unlikely the NaN s originated by chance but it appears that
they were generated by two different phenomena: one associated with specific
genes (SH), the other one associated with low A values (SL).
Concerning SH , the 293 genes, set to NaN for all arrays, appear to be a sort
of housekeeping or control genes that the experimenters decided to measure for
normalization purpose, likewise they were artificially chosen to have normalized
M set to NaN.
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NumTotal (%) NumRestricted (%)
Right censored 4,404 (0.23 %) 3,810 ( 6.67 %)
Left censored 4,682 (0.25 %) 3,880 ( 6.79 %)
NaN 13,604 (0.72 %) 13,604 (23.82 %)
Table 4: Right/Left and NaN censoredM values - This table reports the number
of left and right censored M data at ±2, the number of NaN assignments
and their proportion on the number gene expressions of the reduced dataset
for the whole sample of 78 patients (24, 188 × 78 = 1, 886, 664). The same is
reported considering only the measurements of the dataset restricted to gene
measurements with Ai < −2 (57, 102)
The A values of the two R and SH groups were compared within arrays, with
a multiple test procedure, adopting the Mann-Whitney-Wilcoxon test statistic
with ties correction. The resulted p-values did not lead us to reject the null
hypothesis there is no difference between the two groups, even without adjust-
ment for multiplicity. For the scope of this paper, we decided to exclude these
genes from the subsequent analysis.
As regards SL, the occurrence of these NaN M values, associated with low A,
seems compatible with the presence of a truncation mechanism which triggers
when a undefined mathematical transformation is performed during M calcula-
tion, for example when the XR or XG values approach zero numerically.
This sounds similar to the case discussed in [Lee, 2004b] of NaN produced
by background subtraction normalization procedure. In this case, traditional
remedies for missing values, such as imputation, would therefore cover up a po-
tentially interesting situation and, hence, their application would be ill-advised
in this circumstance [Lee, 2004b].
The above considerations suggest that a normalization procedure which ignores
these NaN s might be systematically biased. As it is shown in table 4, often nor-
malization methods probably ignore these data since they represent nearly the
1% of the total gene measurements. However, table 4 shows that this percentage
rise up to about 30% when we focus on M with associated low A values, right
where the M -A relationship was shown to become more evident and non-linear
[Tseng et al., 2001, Yang et al., 2002b].
However, this approach would greatly complicate the analysis since the trun-
cation limits are not given and should have been estimated from the available
data. The simplified approach we adopted in this paper is to take them into
account as values outside the interval of available M values: (−2, 2).
The visual inspection of figures 1 and 2 offers the possibility to recognize other
more complex patterns, suggesting the presence of more sophisticated censoring
mechanisms. The arrow-shaped distribution of genes at high intensities shown
in figure 1 reveals a saturation effect, probably caused by the limited dynami-
cal range of M due to the scanner detection constraints at high intensities, as
discussed in [Sharov et al., 2004]. The whole low/high saturation effect pattern
should however be studied at the XR and XG level, since it is roughly described
16
http://biostats.bepress.com/cobra/art14
Figure 3: Aij distributions stratified by NaNs. Histograms of Aij stratified
by R, SH and SL groups according to the associated Mij values (see dataset
results)
by the irregular clipping region around the points scattered in figure 2. It is
however too difficult to extrapolate this information from the data as it probably
involves different scanner sensitivity settings at each microarray slide. Figure 2
shows also a superimposed ringing pattern along the 45◦ line which looks like
to be a Moire´ visual pattern. [Amidror, 1999]
We acknowledge that all the unaddressed or poorly modeled effects like the ones
we described above, as well as others we possibly have not discovered, might be
source of systematic bias.
Model fitting
The Normal ΦN , Laplace ΦL, Asymmetric Laplace ΦAL and Power Exponential
ΦPE distributions were evaluated on a random subset of 44 out of the 78 arrays
with the grid-search model selection procedure described in the methods.
Tables 5and 6 summarize raw distributional figures of ηˆµ and ηˆσ degrees
of freedom of B-spline basis associated to models selected following AIC and
BIC indications. The two tables show very similar distributions of η between
the different distributional assumptions of models selected with the same infor-
mation criterion. ηˆAIC values appear to be higher than ηˆBIC values, especially
for ησ parameters.
Models comparison
Differences between AIC and between BIC values associated with models
selected across the arrays are compared in figure 4. The figures show that
AICL < AICN and BICL < BICN across all arrays. The magnitude of the
these differences compared to those between ΦL and ΦPE or between ΦL and
ΦAL indicate that ΦN never performed better than ΦL, ΦAL and ΦPE .
Models based on ΦAL appeared generally outperforming the other models since
17
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AIC ΦN ΦL ΦPE ΦAL
Min. 4.00 4.000 4.00 3.00
1st Qu. 6.00 6.750 6.75 6.00
Median 8.00 8.000 8.50 8.00
Mean 10.14 9.386 10.14 9.25
3rd Qu. 12.00 11.250 12.00 12.00
Max. 41.00 30.000 24.00 23.00
BIC
Min. 1.000 1.000 1.000 1.000
1st Qu. 4.000 4.000 4.000 5.000
Median 6.000 6.000 6.000 6.000
Mean 5.818 5.614 5.773 6.409
3rd Qu. 7.000 7.000 7.000 8.000
Max. 12.000 11.000 11.000 15.000
Table 5: Degrees of freedom of location for grid-selected models - Summary of
the ηµ distributions of models selected by AIC and BIC criterion for the 4
considered distributions
AIC ΦN ΦL ΦPE ΦAL
Min. 8.00 7.00 6.00 7.00
1st Qu. 28.00 10.00 10.00 11.00
Median 32.00 12.00 12.50 13.00
Mean 30.77 13.25 15.66 14.55
3rd Qu. 34.00 14.25 22.50 16.25
Max. 46.00 32.00 33.00 32.00
BIC
Min. 5.000 5.000 5.000 5.000
1st Qu. 6.000 6.000 6.000 6.000
Median 6.500 6.000 7.000 7.500
Mean 8.523 7.159 7.364 7.932
3rd Qu. 9.250 8.000 9.000 9.000
Max. 32.000 14.000 11.000 23.000
Table 6: Degrees of freedom of scale for grid-selected models - Summary of
the ησ distributions of models selected by AIC and BIC criterion for the 4
considered distributions
resulted to the best information criteria for 39 out of the 44 arrays considered.
ΦPE based models had best information criteria in the remaining 5 arrays.
Comparing information criteria values of best fitting models for ΦL and ΦPE
distribution, AIC and BIC consistently indicated a better fit of ΦPE on 17
out of the 44 arrays while, for the remaining arrays, AIC and BIC differences
appear fluctuating around zero in figure 4.
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Figure 4: General performance comparison plots. Differences between infor-
mation criteria obtained from the Laplace based model and the Normal (1st
column plots), Power Exponential (2nd column plots) and Asymmetric Laplace
(3rd column plots) models. First row plots are associated with differences be-
tween AIC values, second row plots with differences between BIC values. Solid
circles indicate best fitting models.
The deviation of ΦPE models from the same models under ΦL distribution
were examined contrasting the estimated shape parameter pˆ against 1.
In order to further characterize models selected following AIC and BIC criteria,
figure 5 and 6 plot the (∆ηµ,∆ησ) couples of differences, for each array, between
the degree of freedoms η of the models selected by the grid-search procedure
described in the methods. Figure 5 plots the differences of η selected for two
alternative distributions Φ1 and Φ2, on the same array, ∆ηµ = η
µ
Φ1 − ηµΦ2 and
∆ησ = η
σ
Φ1 − ησΦ2. Differences of η selected for the same distribution Φ using
the two information criteria AIC and BIC are displayed in figure 6.
The diagrams in figure 5 show that ηAIC ≥ ηBIC almost always, hence they
exhibit the propensity of AIC to indicate a greater flexibility than BIC, inde-
pendently of the distribution Φ.
The graphs in figure 6 show that clouds of scattered points associated with
models indicated by AIC criterion (first row graphs) are more disperse than
those associated with models selected by BIC. Clouds of points plotted on
the last raw graphs in figure 6 appear more dense and centered at zero, hence
suggesting that BIC criterion provides more consistent indications of model
flexibility across distributions.
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Figure 5: Within Φ comparison of the selected degrees of freedom. Differences,
for each array, between the degrees of freedom η of the models selected by AIC
and by BIC. Left to right and top to bottom plots are associated with model
based on ΦN , ΦL, ΦPE and ΦAL, respectively.
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Figure 6: Between Φ comparison of the selected degrees of freedom. Differences,
for each array, between the degrees of freedom η selected for ΦL based model
and η selected for ΦN (1
st column), ΦPE (2
nd column) and ΦAL (3
rd column)
based models. First and last row graphs are releted to models chosen by AIC
and BIC, respectively.
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Figure 7: AIC contour plot of grid-search on array index 1. Contour plot
fitting surface on AIC values associated with models evaluated during the grid-
search model selection procedure on array index 1 data. Red bullets indicate
the selected global minimum in each graph.
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Figure 8: BIC contour plot of grid-search on array index 1. Contour plot
fitting surface on BIC values associated with models evaluated during the grid-
search model selection procedure on array index 1 data. Red bullets indicate
the selected global minimum in each graph.
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ηµ ησ AIC ηµ ησ BIC
ΦN 10 32 316855.7 7 10 317044.9
ΦL 10 14 313028.3 6 11 313176.5
ΦPE 8 11 312995.7 6 10 313146.1
ΦAL 15 14 312800.9 6 8 312941.0
Table 7: Information Criteria and degree of freedoms, array index: 1 - Summary
of minimum AIC and BIC values and corresponding location and scale param-
eter values for models based on ΦN ,ΦL,ΦPE and ΦAL distribution, obtained
during model selection search on microarray data pertaining to patient id S001
Additional information can be derived from the list of AIC and BIC val-
ues associated to the models fitted during grid search model selection procedure.
Figures 7 and 8 plot contour lines of smoothed surface interpolating respectively
AIC and BIC information criteria values obtained on array index 1 data, for
each distribution Φ. These plots show the tendency, common to all the fitted
arrays, to obtain a limited range of AIC values which produce a number of large
flat plateaus on the polynomial trend surface and not obvious global minimum
indication. The presence of these plateaus might amplify differences between
AIC due to numerical approximations only. BIC based contour lines appear
more concave, defining better the region where the best fitting model is expected
to be found.
Practical implications of choosing different flexibility levels are provided by fig-
ure 9. The fitted location and scale lines for models selected following AIC
and BIC indications are superimposed to the MA-plot of arrays index 1 data.
Table 7 summarizes the different degrees of freedom and the information criteria
values associated with each plotted model.
Differences become evident mostly at the left and right margins of the plots, the
regions where B-splines approach the tails at the outer-knots but, more remark-
ably, regions where the MA relationship appear more non-linear and where
the bias-vs-variance control is more difficult owing to the reduced number of
samples compared to those available in the central region. This example shows
characteristics common to all the arrays we studied, that is: a non linear drift of
the location supplemented by an almost exponential decay of the scale curve at
the left margin, then a “nearly” linear trend for the the two curves in the rest of
the signal. After the decay, the scale curve often show a negative concavity due
to a light bump which stabilizes toward the right margin. At the right margin,
small deviations from linearity are sometimes exhibited by the models.
Differences between model curves were anticipated considering the greater flex-
ibility systematically indicated by AIC criterion, as previously seen in figure 5.
Monte Carlo evaluation
For the Monte Carlo evaluation, Nsim data pairs (A˜ij , M˜ij) were generated us-
ing the parameters obtained from the best fitted models, on each array, for the
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ΦN , ΦL, ΦPE and ΦAL distributions, following BIC indications. Nsim was
taken equal to 2×N in order to minimize possible sub-sampling of the tails of
the Ai• distributions.
MA-plots of Monte Carlo generated data and the QQ-plot graphs of the quan-
tiles of the generated data against the quantiles of the real data of array index
1 are shown in figures 10 and 11.
MA-plots of generated data indicates that ΦL, ΦPE and ΦAL models reproduce
better than ΦN model the pattern associated with array index 1, plotted in
figure 9. All the QQ-plots reveal some discrepancies in the lower and upper
tails of the distributions. The departure at the lower-tails above the quartile
line is common to models based on ΦN , ΦL and ΦPE models and indicate that
left tail of generated data distributions are shorter than that for the observed
data. As shown in figure 12, ΦAL appears to address the skewness at the left
tail of the distribution.
Figures 12 and 13 provide global views on generations for all 44 arrays.
Figure 12 shows the QQ-plots for all the 44 arrays, superimposed on the same
graph for each distribution Φ. This figure highlights larger deviations among all
different generated arrays for the different distributions. These graphs evidence
dispersion at the lower and upper tails, with different propensities: ΦN , ΦL and
ΦPE appear mostly less able to handle skewness at the lower tails, ΦAL seems
more distorted at the upper tail. This might suggest that data asymmetry is
not constant along the whole range of A values. In such a case, using a single
parameter would lead to a rigid skewness model.
The global impact of these propensities can be visually evaluated in figure 13,
which shows one QQ-plot for each distinct distribution where each graph rep-
resents the QQ-plot of pooled Monte Carlo generated data against pooled real
data. These graphs show an overall low impact of these deviation for each
distribution and report good global performance for the Laplace based models.
Normalization
Arrays data were normalized as described in the methods using best fitting
models selected following BIC criterion. Figures 14 and 15 show normalized
M values of array index 1, using models based on the different Φ distributions.
The MA-diagrams and the QQ-plots suggest the poor fit provided by the ΦN
based model at the extreme values. The MA-diagrams of ΦL, ΦPE and ΦAL
models show a more homogeneous pattern and QQ-plots reveal small distortion
at the lower tails, less marked for the ΦAL model.
Figure 16 provides a general view on normalized data for the 44 arrays where,
each normalized array is QQ-plotted on the same graph for each considered
distribution. These graphs are substantially in agreement with what emerged
from Monte Carlo evaluation where model based on ΦL and ΦAL appear to be
behaving better than those based on ΦN and ΦPE . The improvement of the
Asymmetric over the Standard Laplace distribution does not appear impressive
in normalized QQ-plots.
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Figure 9: Φ fits on array index 1 data. Location µ and scale σ curves fitted
on ΦN , ΦL, ΦPE and ΦAL models chosen following AIC and BIC criteria.
Curves are superimposed on MA-plot of array index 1 data. Red and blue solid
lines represent µAIC and µBIC curves, respectively. Red and blue dashed lines
represent µAIC ± σAIC and µBIC ± σBIC curves, respectively.
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Figure 10: ΦN and ΦL Monte Carlo generated data of array index 1. Left
graphs: MA-plot of generated data (M˜, A˜) for best fitting models of array
index 1 data, based on ΦN and ΦL distribution. Right graphs: QQ-plots of
generated M˜ data against observed array index 1 data quantiles.
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Figure 11: ΦPE and ΦAL Monte Carlo generated data of array index 1. Left
graphs: MA-plot of generated data (M˜, A˜) for best fitting models of array
index 1 data, based on ΦPE and ΦAL distribution. Right graphs: QQ-plots of
generated M˜ data against observed array index 1 data quantiles.
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Figure 12: Monte Carlo generation data on array indexes 1-44. QQ-plots of
Monte Carlo generated M data M˜ for the ΦN , ΦL, ΦPE and ΦAL distributions
against observed array data quantiles for each single array. Each graph collects
QQ-plots related to the same distribution Φ for all 44 arrays.
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Figure 13: Pooled Monte Carlo generation data on array indexes 1-44. QQ-plots
of pooled generated M data M˜ for the ΦN , ΦL, ΦPE and ΦAL distributions
against pooled observed array data quantiles of the 44 arrays.
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Figure 14: Normalized array index 1 data based on ΦN and ΦL models. Left
graphs: MA-plot of normalized M data Mˇ from best fitting models of array
index 1 data, based on ΦN and ΦL distribution. Right graphs: QQ-plots of Mˇ
data against Normal(0,1) quantiles.
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Figure 15: Normalized array index 1 data based on ΦPE and ΦAL models. Left
graphs: MA-plot of normalized M data Mˇ from best fitting models of array
index 1 data, based on ΦPE and ΦAL distribution. Right graphs: QQ-plots of
Mˇ data against Normal(0,1) quantiles.
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Figure 16: QQ-plot of normalized array index 1-44. QQ-plots of normalized
M data Mˇ for the ΦN , ΦL, ΦPE and ΦAL distributions against Normal(0,1)
quantiles. Each graph collects QQ-plots related to the same distribution Φ for
all 44 arrays.
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Discussion
Microarray measurements are affected by a variety of systematic experimental
errors, some of which may even be produced by pre-processing algorithms.
In this paper, the publicly available dataset [van’t Veer et al., 2002] was adopted
for evaluating the proposed modeling approach since the data exhibited a in-
teresting set of potential censoring mechanisms we intended to face with at the
normalization level. Another criterion we adopted for the dataset choice was the
scientific recognition earned by the study. Quoting Russo et al. [Russo et al.,
2003], the study of van’t Veer et al. [van’t Veer et al., 2002] has been one of the
most extensive and informative studies performed to date. Moreover, we report
that a query to ISI Web of Knowledge we made at the end of March resulted to
1, 116 citations of the van’t Veer paper [van’t Veer et al., 2002] and more than
the 35% of them were published in the years 2005-2006.
Many of these 1, 116 works re-analysed the dataset from a gene discovery per-
spective, sometimes producing controversial results [Tibshirani and Efron, 2002,
Yeung and Bumgarner, 2003, Lama et al., 2004, Pochet et al., 2004, Ein-Dor
et al., 2005] or even publishing cautionary tales against possible “noise dis-
covery” [Ioannidis, 2005]. These issues contributed to cast the doubt on the
presence of residual systematic bias in the data, possibly left behind by the
normalization procedure adopted in [van’t Veer et al., 2002].
All these considerations led us to study a new signal-dependent normalization
approach able to address some of the problems we identified on this dataset, in
particular data censoring.
As discussed in [Workman et al., 2002], however, signal-dependent normalization
methods are expected to be valid if the following three important assumptions
hold true:
• the majority of genes are not differentially regulated
• the number of up-regulated genes roughly equals the number of down-
regulated
• the two assumptions above must hold across the intensity range
In this study, these assumptions are likely to hold considering that each array
is composed of about 25 thousands of genes, thus should not contain a biased
selection of genes. Moreover, the experimental design of the study adopted a
pooled reference strategy which should contribute to obtain symmetry in the
expression levels of the up/down regulated genes.
On the basis of such considerations, the assumption made in this study for the
calculation of the likelihood was that the Mij gene values constituted indepen-
dent draws from some data ratio distribution, conditionally to the knowledge
of Aij . This independence assumption cannot be literally true but it is a very
powerful assumption that makes calculation computationally tractable. It is in
fact expected correlation between genes both stemming from gene interactions
and due to spurious correlation induced by noise but, to our knowledge, no
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study has reported the recognition of biological conditional dependency pattern
that might invalidate our approach.
This does not mean our approach, if adopted for normalization purposes, would
not affect correlation but, its effects on the correlation structure are controlled
by data driven information criteria adopted in this study for model selection.
In this study, AIC and BIC were evaluated with the aim of controlling the bias
vs variance balance. The fact that AIC and BIC provided different indications
about the best fitting models is not surprising because the penalty term for
BIC is larger than the one for AIC (log(N) ≈ 10.1 >> 2), it is expected that
BIC tends to produce more parsimonious best-fitting models than AIC. In the
context of multiple linear regression, Nishii [Nishii, 1984] showed that, under
reasonable assumptions, if the true model is one of the available models, the
probability of selecting a higher-dimensional model (overfitting) converges to a
positive constant for AIC and to zero for BIC. The probability of selecting
a model of dimension smaller than the true dimension (underfitting) converges
to zero for both AIC and BIC; where, choosing the model with the minimum
BIC value is approximately equivalent to choosing the model with the largest
posterior probability with respect to an uniform prior [Hastie et al., 2002].
The BIC characteristic of encouraging more parsimonious models might be rec-
ommended as a cautious approach in normalization modeling against the risk of
overfitting, hence of over-normalization of the signal. Overfitted normalization
models might even add spurious trends in the data that, although comparatively
small, may be confounding when searching for subtle biological differences.
Controlling for such a risk is crucial for all the subsequent microarray analysis
algorithms, such as gene pathway reconstruction, which are based on the sample
correlation or mutual information measures deemed to characterize interaction
between genes. It was in fact shown in [Qiu et al., 2005] that the correlation
structure of expression signals may be partially destroyed by the normalization
procedures. Similar considerations apply to clustering techniques that utilize
information on pairwise dependencies between the genes [Qiu et al., 2005].
The BIC criterion was chosen in this study for model selection also following the
robustness of best-fitting model indication, as appeared in the contour figures.
These figures are however only approximation of the global minimum surface,
owing to the discrete nature of the parameters involved. This is a well-known
problem of regression splines whose smoothness cannot be varied continuously
as a function of a single smoothing parameter. A possible solution could be
provided by the penalized B-splines [Hastie and Tibshirani, 1990], approach not
considered in this study to keep the computations simpler.
The resulted best-fitting models appear however providing a good smoothing
behavior, as it appears from curved superimposed on MA plots. Though these
plots tend to blur results dependence on distributional assumptions, some de-
viation between curves generated from different distributional assumption can
be recognized (e.g. contrasting ΦL vs. ΦPE).
Concerning Monte Carlo results, it appears that ΦN , ΦL and ΦPE are not able
to model the skewness at the lower tail while ΦAL models show the contrary.
A possible explanation is that ΦAL based models are not flexible enough to de-
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scribe the skewness pattern present in the data. In fact, this phenomenon is less
marked on models selected by AIC criterion where, providing more flexibility
for location and scale, the skewness misfit is partially compensated.
Normalization results are almost in accordance to what emerged in simulations
where models based on the Asymmetric and the Standard Laplace distributions
exhibited the best performances. QQ-plots of normalized data do not appear
able to exhibit the marked improvement of the Asymmetric over the Standard
Laplace distribution one might have expected considering the results obtained
from AIC and BIC indications.
Ultimately, we acknowledge the limits of theML-estimation procedure adopted
in this paper. The main weakness of the present implementation is related to
the optimization algorithms which do not guarantee to find the global maximum
of the ML function, especially when a non-differentiable distribution function
is considered. We are presently working on alternative numerical approaches
which would allow our method to be applied more efficiently to such distribu-
tions, resorting to non-smooth optimization bundle algorithms which generalize
the gradient method and the quasi-Newton method for differentiable functions
[Lemarechal, 1977, Luksan and Vlcek, 2001].
Moreover, other likelihood-based methodology such as expectation-maximization
methods and quantile regression technique might provide interesting alternatives
to the presented approach.
5 Conclusions
Several studies have addressed the problem of intensity dependent normalization
but, to our knowledge, none has considered the problem of censor data.
In this work we propose a modeling approach able to address common types of
censoring; approach that can however be easily adapted in order to take into
account other and more complex censoring and truncation mechanisms.
In this modeling scheme, the bias-vs-variance balance was controlled by means
of information measures, BIC criterion showed the tendency to better define
the best fitting model among more parsimonious ones.
The results we obtained suggest also that the Laplace distribution is to be
considered in future studies as reference distribution for modeling purpose.
Although our results may depend on the specific dataset chosen for the analysis,
the basic principle and method we propose in this paper can be applied in general
settings.
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