Abstract-We present a measurement-driven algorithm to map the large-scale channel losses observed between a cellular base station and any point in its coverage area. The algorithm is on-line, meaning that it operates on continuously arriving measurements. Its distinguishing features are the use of two kernel functions, suitably chosen for the problem at hand, and a simple technique to sparsify the dictionary of measurements retained in memory. Evaluations in campus and urban settings indicate that the proposed algorithm reduces, roughly in half, the prediction error of existing single-kernel and multikernel algorithms.
I. INTRODUCTION

A. Motivation
In stochastic channel modeling, the large-scale power loss is formulated as a combination of distance-dependent loss (or pathloss) and shadowing. The former accounts for the average value at each distance and the latter incorporates the uncertainty around this value. This approach has had a great deal of importance in the analysis and design of wireless networks, with popular pathloss models such as the OkumuraHata [1] , the COST-231 Hata [2] or the Stanford University interim model [3] . Indeed, the stochastic approach is rather effective at producing descriptions that are representative of classes of environments of interest for the purpose of design and even performance assessment. At the same time, stochastic modeling may perform quite poorly when it comes to reproducing site-specific behaviors [4] .
Site-specific modeling has historically been tackled by means of ray-tracing techniques, which reproduce the propagation mechanisms in a computer recreation of the site [5] . Since this recreation must be highly accurate, not only in terms of the geometry but also of the constituent materials and their electromagnetic properties, ray tracing is mostly restricted to indoor sites. For outdoor environments, measurement-driven reconstructions are an enticing alternative, particularly given the massive number of permanently connected devices from which a network can obtain signal measurements nowadays [6] - [10] . We refer to a 2D reconstruction of the large-scale loss from the vantage of a base station as a map. (The localaverage received power and the local-average SNR are scaled versions of the large-scale loss, hence their maps in dB are equivalent up to a constant.) Advantageously, measurementdriven maps are not only site-specific, but they automatically track environmental changes, e.g., due to the motion of people and vehicles. With that, measurement-driven maps are not only useful for network planning, but further for tasks such as resource allocation or interference management.
The algorithms to construct maps can be classified into two broad categories.
• Batch. These schemes need the measurements to be available before the processing starts, so they have a considerable computational cost and they cannot adapt until a new batch is processed [8] , [11] - [13] .
• Online. These schemes process measurements as they arrive, continuously adapting [9] .
B. State of the Art
The measurement-driven approaches proposed for map reconstruction include Gaussian process regression [8] and online adaptive learning [9] . The former is a batch method based on a stochastic channel model combining pathloss and log-normal shadowing, whereby the large-scale loss in dB follows a multivariate Gaussian distribution with covariance determined by the shadowing's spatial correlation [14] . The latter, in turn, is an online method that does not make assumptions on the underlying channel and requires only a portion of the measurements, considerably reducing the complexity. Both methods do need accurate knowledge of the user locations.
C. Contribution
In a wireless network, the large-scale loss is confined to a dynamic range.
• It is bounded from below depending on the placement, elevation, and other aspects of the base station, as well as the frequency. For instance, the free-space pathloss at 2 GHz already equals 38.5 dB at 1 m, increasing to 60 dB at 12 m.
• It is also bounded from above because, once the signal falls well below the noise floor, the coverage is lost. While again this depends on the bandwidth, as well as the transmit power and other parameters, the in-coverage loss is typically below 160 dB [15] . Altogether, and because of sheer geometry, most users exhibit large-scale losses that fall on an interval of tens of dB. The center of this interval, which we refer to as the DC component, varies little across base stations and is fairly stable over time. If we subtract it out, what remains is a markedly more confined quantity, referred to as the varying component.
On the basis of the foregoing observation, we posit that a better estimator can be obtained if two distinct kernel functions-a measure of similarity on which we dwell laterare considered for the DC and varying components, respectively, and this is the idea that we explore in this paper. Complementing this dual-kernel approach with a relatively simple sparsification technique, whereby only relevant measurements are retained, we come up with an online regression tool that improves upon existing single-kernel and multikernel approaches in terms of convergence speed and accuracy.
II. PROBLEM FORMULATION
Let us parcel the region containing the network into small pixels according to a predefined resolution, such that locations are discrete rather than continuous. Because of the noise floor, each base station covers a certain area and a threshold is defined to specify it. A pixel is deemed to be within the coverage area of a base station if the corresponding largescale loss is below the threshold.
Given a base station, consider the relationship
where y n ∈ R is the average power measured from a transmitter located at x n ∈ R 2 , f : R 2 → R is an unknown function, n indexes the measurement, and ε n represents the measurement noise. Our objective is to learn an estimatef of the unknown function f from a stream of measurements {(x n , y n )} n∈N so as to be able to predict the large-scale loss at any pixel inside the coverage area of that base. This can be formulated as an online regression problem.
In online regression, the number of variables grows steadily over time and algorithms usually retain only the most relevant terms in the sequence {(x n , y n )} n∈N , conforming a dictionary. Each online regression algorithm defines a hypothesis set H which restricts the form of the learned estimatef . To avoid overfitting, it is common to regularize such that function estimates with smaller norm-minimizing the norm favors simpler solutions more likely to generalize-are preferred.
We focus on kernel-based regressions in which hypotheses within H are nonlinear transformations onto a reproducible kernel Hilbert space (RKHS). A kernel function, as anticipated, measures the similarity of measurements, i.e., given two locations, how similar their losses are. The choice of a kernel allows an expert to express prior knowledge about the domain structure, which can significantly speed up the learning.
A. RKHS Map Formulation
A kernel κ : R 2 × R 2 → R on pairs of inputs implicitly defines a RKHS H with inner product
and norm
and, for H to be well-defined, κ has to be positive definite. The representer theorem [16] states that, for several regularization methods, the optimal function estimate f ⋆ lies in the finite-dimensional span of the training measurements mapped to the Hilbert space, i.e.,
The RKHS H exhibits the so-called reproducing property whereby the evaluation of f ⋆ at a location x is
The online regression problem consists in estimating the coefficients {α n } n∈N that constitute f ⋆ .
Example 1. Consider the radial basis function kernel
The optimal function estimate has the form
The coefficients α n can be obtained in batch or online fashions. Batch methods include the Support Vector Machine (SVM) regression. Online methods include the Adaptive Projected Subgradient Method (APSM), which is based on the projection onto convex sets [17] ; this method models the measurements and prior knowledge as convex sets and tries to find the intersection thereof. We adopt APSM and incorporate to it a relatively simple but effective sparsification scheme.
III. ADAPTIVE PROJECTED SUBGRADIENT METHOD
Intuitively, APSM maintains a function estimatef n that is updated each time a new measurement (x n , y n ) arrives. The new function estimatef n+1 is obtained by projectingf n onto a set that bounds the prediction error for each measurement by a predefined constant ϵ n . It is possible that the bound ϵ n is not satisfied for a limited number of measurements; in this case, APSM generates a sequence of function estimates that converges to a point arbitrarily close to the intersection of the remaining measurements [17] . This is important since finding a function that explains all measurements may be unfeasible.
For a location x n , the set of functions that can predict y n with a maximum error of ϵ n , i.e,
forms a hyperslab, depicted in Fig 1. The intersection
represents a set of functions that can explain the training measurements. The APSM algorithm uses the last q measurements to produce a sequence of functions
wheref n is an estimation of f ⋆ that asymptotically converges to an unspecified point in the solution set S.
Let P Sn (f ) indicate the projection over the hyperslab S n of a function f ∈ H, given by
where
Denoting by
the last q measurements at time n, the sequence {f n } is generated as [17] 
where µ n ∈ (0, 2M n ) is the step size, M n is a scalar given by
and w i,n are weights satisfying ∑ i w i,n = 1.
A schematic interpretation of (14) is presented in Fig 2 . At step n,f n is projected onto the q most recent sets and the weighted sum of these projections is computed. The update direction is obtained by subtracting from the projection the previousf n and the step size is µ n . The parameter q regulates a tradeoff between performance and complexity: a larger q accelerates the convergence at the expense of higher computational cost. 
IV. DUAL-KERNEL APPROACH
Hilbert spaces associated with a single kernel function can give rise to relatively complex regression functions. Even more complex regression functions can be obtained by allowing for multiple kernels, be it one kernel function with different parameters or actually distinct kernels. Multikernel learning thus increases the flexibility of the regression, although at the expense of enhanced susceptibility to overfitting, i.e., of modeling at the training locations perfectly while failing to accurately predict elsewhere. Also, the complexity increases in proportion to the number of kernel functions.
To reap the benefits of having multiple kernels while avoiding these complications, the number and type of kernels should be chosen carefully on the basis of the structure of the problem. In our case, as explained in the introduction, the nature of the problem invites having two kernels.
• A DC-component kernel, slowly changing over distance as pertains to a quantity that is fixed over the coverage area and rather stable over time.
• A varying-component kernel, faster changing. For the varying component, a sensible choice is the correlation function of the shadowing as reported in [8] , [14] , namely exp(−∥x 1 − x 2 ∥/D var ) where D var is the shadowing correlation distance. In turn, for the DC component, any slowly changing (possibly even constant) function can serve, and in particular exp(
Altogether then, we apply the dual-kernel function
which, advantageously, consists of two terms with different parameters, but the same Laplacian form. (Certain alternatives to the Laplacian function, say Gaussian, also perform satisfactorily; as long as it can capture the behavior of shadowing, the precise shape of the constituent function is not critical.)
V. SPARSIFICATION
The act of determining which measurements conform the dictionary is called sparsification. To sparsify, one can project f n onto a ball of a certain norm and keep only those dictionary elements with a relatively large contribution to ∥f n ∥, thereby 
(This projection can also be regarded as a forgetting factor, whereby older history is progressively removed from memory, fostering adaptivity.) After the projection, the indices of those dictionary elements with considerable contribution can be identified as the set
where τ is a threshold, L n is the set of indexes of the dictionary elements at step n and {α n,ℓ } ℓ∈Ln are the corresponding coefficients for the projected locations in the Hilbert space. One can think of (19) as removing those elements in (4) that have a negligible effect on the regression. The threshold τ regulates the tradeoff between complexity and accuracy: by increasing τ , the dictionary becomes sparser and complexity diminishes, but the accuracy drops, and vice versa.
VI. NUMERICAL EVALUATIONS
In this section, the dual-kernel algorithm is evaluated for campus and urban scenarios. As in [9] , to facilitate later comparisons, 70% of the available measurements are randomly chosen for training with the rest left for testing; the normalized squared error is averaged over 1000 random splits between training and test to produce the normalized mean-squared error (NMSE). The dictionary is updated every time a measurement is processed. For the APSM settings, refer to Table I .
A. Campus Scenario
For this scenario, we apply the database cu/cu wart [18] that provides 1277 measurements of the local-average received power in an 802.11 network with high-resolution pixels (3 m).
To begin with, let us gauge the effect of adding the DC kernel. Fig. 3 presents the NMSE and the dictionary size, as function of the sparsification threshold τ , with and without the DC kernel. The addition of this kernel reduces the NMSE for a given dictionary size or, equivalently, it reduces the dictionary size for a given NMSE. Fig. 4 illustrates the convergence of the NMSE with the dictionary size set to 500 and therefore, applying performance markedly, reaching at n = 250 the NMSE that requires n = 890 without the DC kernel. In turn, the final NMSE shrinks by a factor of 1.7.
Finally, Table II compares the dual-kernel algorithm with some alternatives: the single-kernel algorithm, a multikernel version [9] , and a batch SVM baseline. The dual-kernel approach outperforms both online alternatives in terms of NMSE, approaching the batch SVM accuracy. The reduction in NMSE does not come at the expense of an increased variability thereabout; rather, the standard deviation of the squared error also abates relative to the single-kernel algorithm. (For the multikernel solution, the variance is not available.) 
B. Urban scenario
The second scenario corresponds to ray-tracing data for the central part of Berlin [19] . Data for 193 BSs with a 50-m pixel resolution over an area of 12 × 12 km is reported in this database. The APSM settings are as per Table I . To make the results comparable with those in the campus scenario, the same number of data points is used, namely 1277, which are randomly selected at each of 1000 passes over which the error is averaged. We set the coverage threshold to 140 dB, a reasonable value for urban settings.
The effect of adding the DC kernel is shown in Fig.  5 , where a significant benefit is again observed. Then, in Table III , we compare the dual-kernel approach with its single-kernel brethren and with the batch SVM baseline. The reduction in both NMSE and standard deviation is even more pronounced here than in the campus environment, even if the absolute standard deviations are larger on account of the more challenging nature of an urban setting.
VII. SUMMARY A clean separation of the DC component from the rest of the large-scale losses, via two suitable kernel functions, benefits the online reconstruction of large-scale loss maps. The accuracy increases with respect to the single-kernel version, but also with respect to a multikernel solution. This confirms that the number of kernels should be chosen carefully to match the structure of the problem, and adding unnecessarily many kernels may end up being detrimental. With two kernels, the performance approaches the baseline represented by more complex batch schemes, where, rather than a limited-size dictionary, all measurements must be stored.
To reinforce the above insight it is worth mentioning that, in Section VI, the dual-kernel approach has been run with the parameter q (which, recall, indicates the number of recent measurement over which APSM projects at every step) set to q = 1, and yet this has sufficed to outperform the single-kernel result, which has been run with q = 20. This confirms the effectiveness of the DC kernel at tracking the map's average, something that without a DC kernel requires a larger value of q and therefore higher complexity. 
