We introduce a non-parametric approach using bootstrap-assisted correspondence analysis to identify and validate genes that are differentially expressed in factorial microarray experiments.
multiple factors together with their interactions which dominate the variance in the data can be captured by the reduced dimensions in the newly transformed data space.
Suppose in a factorial microarray experiment, there are two experiment factors A and B with p levels in A and q levels in B. Then there will be pxq hybridizations each representing an interactive variable [19] or combination of experiment factors in the design. If, after gene filtering, we have a total of n genes, the data can be summarized by a large nx(pxq) matrix with n stands for the number of rows (genes) and pxq for the number of columns (hybridizations or interactive variables). To carry out CA, we divide each entry in the matrix by the total of the matrix so that the sum of all the entries in the resulted matrix equals 1. We denote the new matrix by P and its elements by ijk p ( i stands for the genes from 1 to n, j for the levels of factor A from 1 to p and likewise, k for the levels of factor B from 1 to q). In matrix P, the sum of row i,
, is the mass of row i and the sum of the column representing the interactive variable A j B k ,
, is the mass of that column. With the row and column masses, we derive a new matrix C with elements where I(·) is the indicator function, ac t is the absolute contribution estimated for each gene in bootstrap sample t and ac o is the mean random contribution. Note that since we are restrictively resampling the replicate arrays for each interactive variable, the functional dependency among the genes are preserved in the bootstrap samples.
Clustering of significant genes
The selected significant genes can be clustered according to their observed expression profiles using gene clustering methods [22] . The different expression patterns in the clusters can be examined to look for genes that are differentially regulated in response to experiment factors (the main effects) or due to their interactions. Because some genes can significantly contribute to more than one top dimensions, the clustering is performed for all the genes that make significantly high contributions to at least one dimension in CA. The clustering of significant genes can help to establish biologically meaningful associations between the genes and the experiments.
Results

Application to a data in stem cell study
We use data from a microarray experiment (using Affymetrix HG-U133A 2.0 chips each containing 22,000 genes) on stem cells conducted in our lab as an example. In the experiment, two lines of human mesenchymal stem cells (hMSC), telomerase-immortalized hMSC (hMSC-TERT) and hMSC-TERT stably transduced with the full length human delta-like 1 (Dlk1)/Pref-cDNA (hMSCdlk1), were treated with vitamin D to examine the effects of Dlk1, vitamin D and their interaction on hMSC growth and differentiation and to look for genes that are differentially expressed in the process. The experiment was done using a 2x2 factorial design. Twelve hybridizations in total were conducted with each of the four interactive variables in triplicates: hMSC-TERT untreated by vitamin D or tert-control (designated as tC), hMSC-TERT treated with vitamin D (tD), hMSC-dlk1 untreated with vitamin D or dlk-control (dC), hMSC-dlk1 treated with vitamin D (dD). We first normalized our raw data (at probe level) using the quantile normalization method as described by Bolstad et al. [23] . Then we summarized the intensities for the probes in each probe-set using the robust multi-array average approach [24] to use as the expression value for each gene. Both data normalization and gene expression value calculation were done by the affy package in Bioconductor (http://www.bioconductor.org) for R (http://cran.r-project.org). Finally, genes are filtered by dropping those whose expressions failed to vary across the hybridizations or arrays (standard deviation/mean>0.03) which resulted in 2227 genes for subsequent analyses.
The biplots from the correspondence analysis of our stem cell data is shown in Figure 1 where projections of both the genes and the four combinatory variables (between cell lines and vitamin D treatments, the suffix number indicates replicate) along the first dimension or axis are plotted against that along the second ( Figure 1a ) and the third (Figure 1b ) axes. In Figure 1 the first axis, which accounts for 64.7% of the total variance, separates the two cell lines in the data. It is interesting to see that both tC and tD are projected to the left panel and closely coordinated on the first axis while both dC and dD are projected to the right although with some distance between them. It is easy to find that the second axis (accounting for 21% of the total variance) mainly represents the effect of vitamin D treatment in the hMSC-dlk1 cell line ( Figure 1a ). Unlike Figure 1a , inspection on Figure 1b does not reveal any biological significance. This is understandable because the third axis explains only 4.8% of the total variance. Since the variance in the data is overwhelmingly dominated by the first and the second axes, Figure 1 reveals that significance in the experiment is represented firstly by genes differentially expressed in the two cell lines, and secondly by genes regulated in response to vitamin D treatment in the hMSC-dlk1 cell line. In addition, note that our gene filtering procedure has left a hole in the cloud of genes in the center of Figure 1a .
We use the described bootstrap procedure to obtain the empirical distributions of gene contribution on the different axes and calculate their bootstrap p-values for significance inferences. By resampling for 1000 times, we find highly significant genes (p<0.001) that contribute to the first (274 genes) and the second (203 genes) axes. These genes explain 50.5% and 41.7% of the total variance along each of the two axes. For a significance level of p<0.01, we have 294 genes contributing to the first axis and 260 genes to the second axis which account for about half (51.9%
and 47%) of the total variance carried by the first two axes. The procedure detected only 4 genes contributing to the third axis with p<0.05 but no gene with p<0.01. 
Comparison with ANOVA
We also analyzed the same data set using the existing parametric approach, i.e. ANOVA model, with aim at comparing the performances of the two methods. In the analysis, we fit the expression level of a gene (E) as a linear function of the cell line effect (C), the treatment effect (D) and their interaction (C⋅D) (Pavlidis, 2003) , i.e. we fit ε µ
where µ is the mean expression level of the gene, ε is the random error. Because for each of the 2227 genes, the model independently tests the main effects and their interactions, we introduce the false discovery rate (FDR) [25] to establish the p value threshold and to help to correct for multiple testing. Our analysis detected highly significant genes (p<0.001) that are differentially expressed between the two cell lines (601 genes), between the vitamin D treated and untreated groups (56 genes) and as a result of interaction effects (220 genes). The expression profiles of these genes are shown in Figure 3b for cell line effect, Figure 3c for interaction effect, and Figure 3d for the vitamin D treatment effect. Although for the same significance level, we obtain much higher number of genes in the ANOVA model, the main patterns revealed by the parametric model are captured by our non-parametric approach with Figure 3b corresponds to blocks 1 and 2 in Figure 3a , Figure 3c to blocks 3-5 and top of block 1 in Figure 3a , Figure 3d to blocks 6 and 5 in Figure 3a . The correspondence in the results produced by both methods indicate that our non-parametric approach can be used as an alternative to the parametric ANOVA model to identify differentially expressed genes in factorial microarray experiments.
To further compare with our non-parametric approach, we calculated the total contributions of the highly significant genes in ANOVA on the top two axes in CA. The 601 genes in Figure 3b explain 36.39% of the total variance in the first axis and 16.05% of that in the second axis. The 220 genes in Figure 3c contribute to 17.02% of the variance in the first axis, 25.12% of that in the second axis and the 56 genes in Figure 3d account for only 1.91% of the total variance in the first axis and 3.58% of that in the second axis. These results reflect that, the interaction effect in ANOVA is represented by both the first and mainly the second axes but the cell line effect by the first axis which is in consistency with our non-parametric approach. Note that although both methods detected a relatively small number of genes showing a vitamin D treatment effect independent of the cell lines, such a main effect was not revealed by the biplots in Figure 1 where both genes and the samples are projected onto the most important dimensions. This is sensible given their very small contributions to the major axes. To further link the ANOVA results with that from our nonparametric approach, we examine the variations in the contribution of the highly significant genes in ANOVA on the different dimensions of CA. In Figure 4 , we show the boxplots of bootstrap contributions (ranked according to their observed contributions in CA) on the first two axes by the highly significant genes in the ANOVA model that show cell line effect (Figure 4a It is necessary to point out that even though some of the selected genes in ANOVA make significant contributions to the top dimensions in CA, there are also others that show only random contributions. One obvious example is the genes detected to show significant vitamin D treatment effect in Figure 4e and f. We think that the situation reflects the problem of false positive results in ANOVA even after adjusting for multiple testing.
Discussion
We have presented a non-parametric approach for analyzing high-dimensional microarray data produced in replicated factorial experiments. Application of the method to our stem cell data has helped us to find genes that display contrasting expression profiles in the two cell lines. Our method also detected genes turned on/off due to vitamin D treatment in the hMSC-dlk1 cell line. The results are important in deepening our understanding in the genetic control of stem cell differentiations. As a widely used exploratory method for visualizing multi-dimensional data, CA displays the associations of gene expression with the effects of experiment factors as well as with the interaction effects between the factors. In the linear regression based ANOVA model, unsupervised analysis of FED data requires that parameters be assigned to each of the factors as well as to each of the interaction terms which can easily run into model identifiability problem and false positive results due to increased multiple testing. By data visualization using the biplot, CA reveals the main effects and interactions that dominate the major variations in the data and thus results in increased efficiency in data analysis through dimension reduction. Although our example data is in a 2x2 factorial design, generalization of our method to more factors is just straightforward.
In the ANOVA model, parameters are assigned to stand for either the main effects or the interactions. However, such a black-and-white assertion may not always hold in biological reality.
In Figure Another nice feature in our non-parametric approach is that CA can also help to standardize the variance in the data. Because the individual elements in matrix C which is submitted to SVD can be viewed as the standardized residuals, the algorithm helps to compensate for the larger variance in genes with stronger signals and the smaller variance in genes with weaker signals. This feature thus serves as an additional way to alleviate the intensity-dependent variance problem in microarray data [26] .
Although in this paper we focus on applying our method to analyze microarray data from complex factorial experiments, we are planning to introduce the same approach to other types of clinical investigations, for example, tumor classifications. In that case, the bootstrap-assisted CA could help us to cluster the genes while associating them with the clustered tumor subclasses and moreover to validate the differences between the tumor classes. Such practice is important because the global gene expression profiles characterized by the significant marker genes can provide useful information for tumor diagnosis, treatment strategies and outcome predictions.
Conclusion
Factorial experiments have the advantage of giving greater precision for estimating overall factor effects, of enabling interactions between different factors to be explored [27] . These nice features promote the use of FED in miroarray studies [11] . We have shown how our non-parametric procedures can be applied to identify the clusters of genes that exhibit differential expression profiles induced by the main factors or by interactions between the factors, and meanwhile to validate their significances. We hope our model-free procedures introduced in this paper can serve as an alternative to the existing ANOVA model in analyzing microarray gene expression data in factorial design. 
