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Abstract
In this paper we study restrictions on the expressivity of the timed process algebra with
durational actions which allow to test urgency of actions through actions which can be delayed
arbitrarily long before 0ring. This solves a conjecture in Corradini (Inform. and Comput. 145
(1998) 191–230). c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In the last years several well-known formalisms, suitable for the speci0cation and
veri0cation of concurrent systems (logics, process algebras, Petri nets, etc.), have been
extended to cope with time-critical systems. The correctness of time-critical systems not
only depends on which actions these systems can perform but also when such actions
are performed. The problem is that they may enter an incorrect state if a particular
action is performed too early or too late.
In this paper we show how the discriminant=expressive power of actions which can
be delayed before being executed may change depending on the expressive power of
the language for the description of time-critical systems. We prove that under suitable
language restrictions, eager actions (i.e., actions which must be performed as soon as
they can, also called urgent actions) together with lazy actions (i.e., actions which can
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be delayed arbitrarily long before their 0ring) are not more discriminating than just
lazy actions. This proves the conjecture in [2].
Our workbench is the CCS-like process description language originally proposed
in [1, 5]. Performance congruence [2] is the performance-sensitive bisimulation-based
equivalence relation which will be used to compare processes in such a language. The
process description language under consideration relies on few assumptions. Processes
are terms of a CCS-like process algebra and local clocks are associated with their
parallel components. The elapsing of local clocks is set dynamically during the exe-
cution of the actions by the corresponding component, while the local clocks of those
parallel components not involved in the execution are unaGected. The actions have a
duration and can be visible or invisible. As usual in process algebras, visible actions
model synchronizations with the external environment while invisible actions model
synchronizations between two parallel components of the same process. Visible actions
can be either eager or lazy. Regarding the invisible ones, two parallel components can
synchronize if they can perform the communicating actions at the same time; if one of
the two is able to execute an action before the other, then a form of busy-waiting is
allowed. Intuitively, this permits the modeling of the situation in which a faster process
can wait for a slower partner. However, when both partners are ready to synchronize,
the handshaking happens immediately. This also means that one of the two partners
may perform the communicating action with delay (the faster one) while the other
partner is always urgent to perform the communicating action (the slower one). In this
sense invisible actions are always urgent.
Performance congruence equates two processes d1 and d2 if the following three
items hold:
(i) If d1 can urgently perform a visible action a at time t, then d2 can urgently
perform the same action at the same time and the target processes are still per-
formance congruent (similarly for d2),
(ii) If d1 can perform a visible action a with delay at time t, then d2 can perform
the same action at the same time and the target processes are still performance
congruent (similarly for d2),
(iii) If d1 can perform an invisible action at time t then d2 can perform an invisible
action at the same time and the target processes are still performance congruent
(similarly for d2).
Items (i)–(iii) in the de0nition of performance congruence are justi0ed by the syn-
chronization rule. Indeed, urgent actions, namely those with null execution delay (item
(i)), model the situation in which the process responsible for their execution is slower
than a faster external partner. Delayed actions (item (ii)), instead, model the inverse sit-
uation, in which the process responsible for their execution is faster than a hypothetical
external slower partner.
In [2], it has been shown that items (i)–(iii) above are the needed ingredients to
capture the largest congruence within the performance equivalence in [5]. It has been
discussed which are the consequences of removing the above mentioned items in a
calculus which allows in8nitely many concurrent actions to be performed at the same
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time (as the one in [2]). For instance, by removing item (ii) we get the equivalence in
[5], while by removing (i) or (iii), the resulting equivalences either lead to unwanted
identi0cations or they are not even congruences (and hence diGer by performance
congruence).
The conjecture in [2] is related to the equivalence obtained by removing item (i)
(“urgency of visible actions”) from the de0nition of performance congruence. This
equivalence is called lazy equivalence. As shown in [2], performance congruence and
lazy equivalence do not coincide. However, it was conjectured that the two equiva-
lences coincide under suitable restrictions on the language, namely when 0nite parallel
composition and guarded recursion (in a CCS-like terminology) are taken into account.
More in general, we prove that when the language allows processes which can perform
only 0nitely many (although of unbounded number) concurrent actions with the same
label at the same time, then lazy equivalence and performance congruence coincide.
For completeness, we show that this result does not scale (1) to languages which allow
in0nitely many concurrent actions to be performed at a given time, (2) to languages
with choices at diGerent times (as in [1]) and (3) to languages with non-duration
preserving relabeling functions.
This work has been carried out with three main aims in mind:
• to prove the conjecture in [2];
• to provide more con0dence in the de0nition of performance congruence. It permits
the removal of redundancy in its de0nition by 0xing the class of tests over processes
strictly needed to decide their equivalence. In other words, if lazy tests together
with eager tests are not more discriminating than just lazy tests, then we can simply
exercise our processes over the latter ones to decide the same equivalences;
• to provide insight in the relationships between syntax and semantics in a time-critical
setting. This should help in the design of new languages for the description of time-
critical systems. In a sense we explain how the semantics of such systems changes
when diGerent syntaxes are taken into account.
2. Performance evaluation in process algebras
This section brie?y recalls the process algebra with durational actions proposed in
[1–3, 5].
2.1. The language
We assume a set of actions A (ranged over by ; ; : : :) from which we obtain the set
of co-actions IA= { I | ∈A}. Act (ranged over by a; b; : : :) stands for A∪ IA and denotes
the set of visible actions with the convention that if a∈Act then IIa= a. The invisible
action is denoted by  =∈Act. We use Act (ranged over by ; ′; : : :) as the set of all
actions Act ∪{}: N (ranged over by n; n′; : : :) is the set of natural numbers and N+
is the set of positive ones. Durational functions (ranged over by f; g; : : :) associate to
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each action the time units needed for its execution and assume f(a)=f( Ia) for every
a∈Act. We choose a durational function f : Act→N+ simply to 0x this parameter.
For each n∈N+ we de0ne Act(n)= {a∈Act |f(a)= n}. Let Var be the set of process
variables (ranged over by x) used for recursive de0nitions.
Let Q (ranged over by q; q′; : : :) denote the set of terms generated by the following
grammar:
q ::= nil
∣
∣
∣ a:q
∣
∣
∣ wait t′ :q
∣
∣
∣
∑
i∈I
qi
∣
∣
∣ q | q
∣
∣
∣ q\B
∣
∣
∣ q[]
∣
∣
∣ x
∣
∣
∣ rec x :q
where t′ ∈N+; I ⊆N; B∪{a}⊆Act x∈Var and  is the relabeling function which,
as usual, is a duration preserving relabeling function (i.e., f(a)=f((a)) for every
a∈Act).
We assume the usual notions of free variables and bounded variables in a term.
Given a term q∈Q, F(q) denotes its set of free variables. Let q; q1; : : : ; qk ∈Q and
x1; : : : ; xk ∈Var, then q[q1=x1; : : : ; qk =xk ] denotes term q where every free occurrence of
xi in q is replaced by qi. The set of closed Q terms, also called processes, is denoted
by P. In the rest of this paper we concentrate on P terms (ranged over by p;p′; : : :)
unless diGerently speci0ed.
The process nil denotes a terminated process. By pre0xing a process p with a visible
action a, we get a process a:p which performs an action a and then behaves like p.
wait t′ :p denotes a process which performs an invisible action  for t′ time units and
then behaves like p:
∑
i∈I pi denotes alternative composition of pi with i∈ I . We
require |I |¿2. p1|p2, the parallel composition of p1 and p2, is the process which can
perform any interleaving of the actions of p1 and p2 or synchronizations whenever
p1 and p2 can perform complementary actions. p\B is a process which behaves like
p but actions in B, or their complements, are forbidden. p[] behaves like p but its
actions are relabeled according to the relabeling function. Finally, rec x :p is used for
recursive de0nitions. According to the CCS terminology, we say that variable x in a
rec x :p term is guarded if every free occurrence of x in p can only appear within an
a:− or wait t′ :− pre0x operator. For the sake of simplicity of notation, terminal nils
can be omitted: a:b | c will stand for a:b :nil | c :nil.
2.2. The operational semantics
P is equipped with an SOS semantics in terms of labeled transition systems. The
states are terms of a syntax extending that of processes with a local clock pre8xing
operator (t⇒−) which records the evolution of the various parts of a distributed state.
More precisely, the set of states (denoted by D and ranged over by d1; d2; : : :) contains
terms generated by the following syntax:
d ::= t⇒ nil
∣
∣
∣ t⇒ a:p
∣
∣
∣ t⇒wait t′ :p
∣
∣
∣ t⇒∑
i∈I
pi
∣
∣
∣ t⇒ rec x :p
∣
∣
∣ d |d
∣
∣
∣ d\B
∣
∣
∣ d[]
where p; pi; rec x :p∈P; t ∈N; t′ ∈N+.
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Table 1
Clock distribution equations
t⇒ (p |p′) = (t⇒p) | (t⇒p′)
t⇒ (p\B) = (t⇒p)\B
t⇒ (p[]) = (t⇒p)[]
In order to de0ne a simple transition relation the shorthand expression t⇒p is used
to mean that t distributes over the operators, until the sequential components. The equa-
tions in Table 1, called clock distribution equations, show how a term t⇒p can be
reduced to a state, when interpreting these equations as rewrite rules from left to right.
The set of labels for the transition relation is Act×N×N. Each transition is of the
form d
〈; t; r〉
−−→ d′ with the intuitive meaning that state d becomes state d′ by performing
an action  at completing time t. r is the execution delay, that is the time which has
passed from the activation to the execution of . The transition relation d
〈; t; r〉
−−→d′
is de0ned by the axioms and inference rules given in Table 2. It is worthwhile to
observe that these rules are parameterized on the chosen durational function f. Hence,
we should write →f, but for the sake of simplicity, the subscript will always be omitted
whenever clear from the context.
A few comments on the rules in Table 2 are now in order. The rule for action
pre0xing Act states that process a:p with local clock t can complete the execution of
action a at any time t+f(a)+r, where r¿0 is the delay before the execution of action
a. Note that it might happen that (t + f(a) + r)⇒p is not a state; in such a case,
applications of the clock distribution equations will eventually transform (t + f(a) +
r)⇒p into a state. Rule Wait, instead, says that invisible actions cannot be delayed
at all. 1 Process wait t′ :p with local clock t can only perform action  at completing
time t + t′. Rules Sum; Rec; Par1; Par2; Res and Rel for alternative composition,
recursion, asynchronous execution of a parallel composition, restriction and relabeling
are as usual. Only note that in the premise of rule Rec, term t⇒p[rec x :p=x] may
need applications of the clock distribution equations to become a state. Rule Synch
instead needs more explanation. Assume that d1 completes the execution of action a at
time instant t and with execution delay r1 and that d2 completes Ia at time t and with
execution delay r2. Then, a synchronization step is possible if and only if (at least)
one of the two delays is 0, namely (at least) one of the two transitions is eager. The
resulting transition is an invisible one at completing time t and with execution delay 0.
2.3. Performance congruence (∼c) and lazy equivalence (∼l)
This section presents performance congruence, the bisimulation-based equivalence
relation proposed in [2]. It is preserved by every operator of the language and coincides
1 This is because wait t′ :p can be thought of as an abbreviation of (a | Ia :p)\{a}, where a is not free in
p and f(a)= t′. As already observed, synchronizations cannot be delayed.
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Table 2
The structural rules for the operational semantics
Act
r¿0
t⇒ a:p
〈a; t+f(a)+r; r〉
−−−−−−−→(t + f(a) + r)⇒p
Wait
t⇒wait t′ :p
〈; t+t′ ; 0〉
−−−−−→(t + t′)⇒p
Sum
t⇒pi
〈;t′ ;r〉
−−−→d; i∈ I
t⇒∑
i∈I
pi
〈; t′ ; r〉
−−−→d
Rec
t⇒p[rec x :p=x]
〈; t′ ; r〉
−−−→d
t⇒ rec x :p
〈;t′ ;r〉
−−−→d
Par1
d1
〈; t; r〉
−−−→ d′1
d1 |d2
〈; t; r〉
−−−→ d′1 |d2
Par2
d2
〈; t; r〉
−−−→d′2
d1 |d2
〈; t; r〉
−−−→d1 |d′2
Synch
d1
〈a; t; r1〉−−−→d′1; d2
〈 Ia; t; r2〉−−−→d′2; (r1 = 0 or r2 = 0)
d1 |d2
〈; t; 0〉
−−−→d′1 |d′2
Res
d
〈; t; r〉
−−−→d′
d\B
〈; t; r〉
−−−→d′\B
; I =∈B Rel
d
〈; t; r〉
−−−→d′
d[]
〈();t;r〉
−−−−−→d′[]
with the largest congruence within the performance equivalence by Gorrieri and his
co-authors [5].
In order to prove that d1 and d2 are performance congruent, it is required that if d1
(and similarly for d2) performs an action  at completing time t and with execution
delay r, then d2 can perform the same action at the same completing time and with
arbitrary execution delay r′; however, if r=0, meaning that d1 performs  urgently,
then d2 must perform the same action in an eager fashion, i.e. r′=0. Let Rel denote
the set of symmetric and binary relations over D.
Denition 1 (Performance congruence).
(1) The functional PC :Rel→Rel is de0ned, for each R ∈Rel, as follows: (d1; d2)∈
PC(R ) if, for each a∈Act,
(i) d1
〈a; t;0〉−→ d′1 implies d2
〈a; t;0〉−→ d′2 for some d′2 ∈D such that (d′1; d′2)∈R;
(ii) d1
〈a; t; r〉−→ d′1 implies d2
〈a; t; r′〉−→ d′2 for some d′2 ∈D and r′¿0 such that (d′1; d′2)∈
R ;
(iii) d1
〈; t;0〉−→ d′1 implies d2
〈; t;0〉−→ d′2 for some d′2 ∈D such that (d′1; d′2)∈R:
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(2) A relation R ∈Rel will be called a PC-bisimulation if R ⊆PC(R).
(3) We say that two states d1 and d2 are performance congruent, d1∼c d2, if and only
if there exists a PC-bisimulation R such that (d1; d2)∈R .
(4) We say that two processes p1 and p2 are performance congruent, p1∼c p2, if and
only if 0⇒p1∼c 0⇒p2.
Let lazy equivalence be the equivalence obtained by replacing PC with L, perfor-
mance congruent with lazy equivalent, ∼c with ∼l and by removing item (i) from
De0nition 1.
In [2] it has been shown that items (i)–(iii), in De0nition 1, are the needed in-
gredients to capture the largest congruence within performance equivalence over the
(common) language described in Section 2.1. By removing item (i), (ii) or (iii), in-
deed, we get an equivalence relation which is diGerent from performance congruence.
However, it was conjectured that item (i) is redundant when 0nite parallel composition
and guarded recursion are taken into account. More in general, we prove that when
the language allows processes which can perform only 0nitely many (although of un-
bounded number) concurrent actions with the same label at the same time, then lazy
equivalence and performance congruence coincide. The next section proves this result.
3. Testing urgency through laziness
We start by stating the conjecture in [2] (see p. 202, last paragraph).
Conjecture 2. Performance congruence coincides with lazy equivalence over the sub-
set of Pprocesses with guarded recursion (i.e.; variable x in a rec x :p term can only
appear within an a: pre8x or a wait t : one) and 8nitely many concurrent actions
with the same label.
Some new notation and results are needed to formalize what we mean with 0nitely
many concurrent actions with the same label. In other words, for every a∈Act and
t ∈N, each process in the language can never perform an in0nite number of actions
a at time t. The following de0nitions make this concept more formal and clear. Note
that they do not consider recursion and parallel composition as is done instead in the
conjecture. They concentrate on the length of the sequences of transitions, with the
same action and the same time, which a P process (or equivalently a D state) can
perform during its lifetime. As we will see at the end of this section, by allowing
only guarded recursion and 0nite parallel composition, the conjecture is a consequence
of the fact that the resulting processes cannot even perform in0nitely many concurrent
actions having the same duration (possibly with diGerent labels) at the same time. This
latter condition is stronger than what we really need to prove the equivalence result. In
this sense, the following de0nitions give us the largest language on which performance
congruence and lazy equivalence coincide.
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We start by de0ning the derivatives of a state.
Denition 3. We say that d′ ∈D is a derivative of d∈D if and only if either d′=d
or there exists a set of states {d0; : : : ; dk} (di ∈D) such that d0 =d, dk =d′ and
di−1
〈i; ti ; ri〉−→ di, for some ti; ri ∈N and i ∈Act (0¡i6k).
Then we formally say when a D state (or equivalently a P process) has an (a; t)-
in0nite computation, where a∈Act and t ∈N.
Denition 4. Let a∈Act and t ∈N.
– A state d∈D has an (a; t)-in8nite computation if and only if there exist a derivative
d′ of d and an in0nite set of states {d0; : : : ; di; : : :} such that d0 =d′ and for every
i¿0 we have di
〈a; t; ri〉−→ di+1, for some ri¿0.
– A process p∈P has an (a; t)-in8nite computation if and only if 0⇒p has an
(a; t)-in8nite computation.
Finally, we say that a language allows only 0nitely many concurrent actions with
the same label at the same time if each process in the language cannot perform (a; t)-
in0nite computations, for any a∈Act and t ∈N.
To prove the equivalence between performance congruence and lazy equivalence,
we introduce another bisimulation-based equivalence relation called (a; t)-performance
congruence, denoted by ∼at . The new equivalence relation concentrates on visible ac-
tions a∈Act performed at a certain time t ∈N.
Denition 5 ((a; t)-Performance congruence).
(1) Let a∈Act and t ∈N. The functional PC(a; t) :Rel→Rel is de0ned, for each R ∈
Rel, as follows: (d1; d2)∈PC(a; t)(R ) if
– d1
〈a; t; r〉−→ d′1 implies d2
〈a; t; r′〉−→ d′2 for some d′2 ∈D and r′¿0 such that (d′1; d′2)∈
R.
(2) A relation R ∈Rel will be called a PC(a; t)-bisimulation if R ⊆PC(a; t)(R).
(3) We say that two states d1 and d2 are (a; t)-performance congruent, d1∼at d2, if
and only if there exists a PC(a; t)-bisimulation R such that (d1; d2)∈R.
(4) We say that two processes p1 and p2 are (a; t)-performance congruent, p1 ∼at p2,
if and only if 0⇒p1 ∼at 0⇒p2.
(a; t)-performance congruence is strictly weaker than lazy equivalence. Furthermore,
∼at is preserved by all operators of the language. The former statement follows from
their de0nitions while the latter one follows by standard reasonings.
A key lemma of this section states that in a transition d1
〈a; t; r1〉−→ d2, the target state
d2 cannot be (a; t)-performance congruent to d1. The proof of this lemma exploits the
fact that states, in the current language, cannot perform (a; t)-in0nite computation.
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Lemma 6. Assume d1; d2 ∈D; a∈Act; t ∈N; r1¿0 and d1 〈a; t; r1〉−→ d2. Then; d1  at d2.
Proof. By contradiction assume d1∼at d2. Then we have a set of states {d1; : : : ; di; : : :}
such that di
〈a; t; ri〉−→ di+1 and di∼at di+1 implies di+1
〈a; t; ri+1〉−→ di+2 and di+1∼at di+2 for
every i¿0. By De0nition 4, there must exist k ∈N such that dk cannot perform any
action a at completing time t (otherwise, d1 would have an (a; t)-in0nite computation).
But k leads to contradicting the hypothesis because we would have dk−1∼at dk and
dk−1
〈a; t; rk−1〉−→ dk , while dk cannot perform any action a at completing time t. Hence,
dk−1 and dk cannot be (a; t)-performance congruent.
When the transition out of d1 is performed with null delay, d1
〈a; t;0〉−→ d2, then the
target state d2 is (a; t∗)-performance congruent to d1, provided that t∗¡t. To prove
this statement we need a preliminary result.
Lemma 7. Assume d1; d2 ∈D and C ⊆Act such that d1 does not have (b; t)-in8nite
computations for any t ∈N and b∈Act; b; Ib =∈C. Then d1 〈a; t;0〉−→ d2; for some t ∈N and
a∈Act such that a; Ia =∈C; implies d1∼at∗ d2; for each t∗¡t.
Proof. By induction on the depth of transition d1
〈a; t;0〉−→ d2. We proceed by case analysis
on the structure of d1.
(a) Cases d1 = t′⇒ nil and d1 = t′⇒wait t′′ :p are not possible.
(b) Case d1 = t′⇒ b:p with b = a is not possible. Assume b= a with states d1 = t −
f(a)⇒ a:p and d2 = t⇒p respectively. Hence, d1∼at∗ d2, for each t∗¡t. Indeed,
both states cannot perform any action in a at completing time t∗¡t.
(c) Let d1 =d′1\B and assume d′1\B
〈a; t;0〉−→ d′′1 \B if d′1
〈a; t;0〉−→ d′′1 and a; Ia =∈B. Since d1
cannot perform (b; t)-in0nite computations for each t ∈N and b∈Act such that
b; Ib =∈C, then d′1 cannot perform (b; t)-in0nite computations for each t ∈N and
b∈Act such that b; Ib =∈B∪C. Indeed, a (b; t)-in0nite computation out of d′1, with
t ∈N and b∈Act such that b; Ib =∈B∪C, is also a (b; t)-in0nite computation out of
d′1\B which contradicts the hypothesis. Thus, by induction hypothesis d′1
〈a; t;0〉−→ d′′1
(note that a; Ia =∈B ∪ C), we have d′1∼at∗ d′′1 , for each t∗¡t. Finally, by the con-
gruence properties of ∼at∗ , we have d′1\B∼at∗ d′′1 \B (i.e., d1∼at∗ d2).
(d) Let d1 =d′1[] and assume d
′
1[]
〈a; t;0〉−→ d′′1 [] if d′1
〈b; t;0〉−→ d′′1 and (b)= a.
Consider C−1 = {c∈Act |(c)∈C}. Since d1 cannot perform (b; t)-in0nite
computations for each t ∈N and b∈Act such that b; Ib =∈C, then d′1 cannot per-
form (b; t)-in0nite computations for each t ∈N and b∈Act such that b; Ib =∈C−1.
Indeed, a (b; t)-in0nite computation out of d′1 with t ∈N and b∈Act such that
b; Ib =∈C−1 is also a ((b); t)-in0nite computation out of d′1[] and this
contradicts the hypothesis since (b); (b) =∈C. Thus, by induction hypothesis
over d′1
〈b; t;0〉−→ d′′1 (note that b; Ib =∈C−1), we have d′1∼bt∗ d′′1 , for each t∗¡t. Since
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relation R = {(d′1[]; d′′1 []) |d′1∼bt∗ d′′1 } is a PC((b); t∗)-bisimulation, we have
d1∼at∗ d2.
(e) Cases d1 =d3 |d4, d1 = t′⇒
∑
i∈ I pi and d1 = t
′⇒ rec x :p follow by simple in-
ductive reasoning.
Proposition 8. Let d1 be a state which cannot perform (a; t)-in8nite computations
for any a∈Act and t ∈N. Assume d1 〈a; t;0〉−→ d2. Then; d1∼at∗ d2 for each t∗¡t.
Proof. Just let C = ∅ in Lemma 7.
The next lemma states that whenever a transition out of a state d is possible at time
t and with execution delay r¿0, then a transition out of the same state is possible at
time t − r and with delay 0. To formalize this expected result we need the notion of
parallel context. A parallel context C[] is a term of the following grammar:
C[] ::= []
∣
∣
∣ C[]|d
∣
∣
∣ d|C[]
∣
∣
∣ C[]\B
∣
∣
∣ C[][]:
With C[d] we denote the state obtained by replacing [] with d in C[]. The proof of
the following result follows by simple inductive reasoning.
Lemma 9. Assume d1 ∈D; a∈Act; t ∈N; r¿0 and d1 〈a; t; r〉−→ d2. Then; there exist a
parallel context C[] and a process p′ such that d2 =C[t⇒p′] and d1 〈a; t−r;0〉−→ C[t −
r⇒p′].
Lemma 10. Let d1 ∈D; a∈Act; t ∈N; r¿0 and d1 〈a; t; r〉−→ d2. Then; d1  at−r d2.
Proof. By Lemma 9 there exist a parallel context C[] and a process p′ such that
d2 =C[t⇒p′]. Moreover, d1 〈a; t−r;0〉−→ d3 =C[t− r⇒p′]. By Lemma 6, d1  at−r d3. To
conclude the proof we just have to show that d2∼at−r d3. Indeed, if by contradiction
d1∼at−r d2 then by the transitivity property of (a; t)-performance congruence, we also
would have d1∼at−r d3. To show that d2∼at−r d3, consider
R = {(C′[t⇒p]; C′[t − r⇒p]) |C′[] is a parallel context and p∈P}:
Clearly (d2; d3)∈R . It remains to prove that R is a PC(a; t−r)-bisimulation. Con-
sider a generic pair (d′1; d
′
2)∈R . Then (d′1; d′2)= ((C′[t⇒p]; C′[t − r⇒p]))∈R for
some context C′[] and p∈P. Assume d′1
〈a; t−r; r∗〉−→ d′′1 (the case d′2
〈b; t−r; r∗〉−→ d′′2 is similar).
Because d′1 =C
′[t⇒p] and t¿t − r, we can only have d′′1 =C′′[t⇒p], that is the
component t⇒p cannot perform any a action at completing time t− r. But then, also
d′2
〈a; t−r; r∗〉−→ d′′2 , where d′′2 =C′′[t − r⇒p]. Hence, (d′′1 ; d′′2 )∈R.
Theorem 11. Let d1 and d2 be states. Then d1∼c d2 if and only if d1∼l d2.
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Proof. The implication, d1∼c d2 implies d1∼l d2, immediately follows from their de0-
nitions. Assume d1∼l d2 and prove d1∼c d2. By hypothesis there exists a
L-bisimulation R such that (d1; d2)∈R. We show that R is also a PC-bisimulation.
Assume (d′1; d
′
2)∈R and prove (d′1; d′2)∈PC(R ). Items (ii) and (iii) immediately fol-
low by the respective de0nitions. Let us prove item (i). If d′1
〈a; t;0〉−→ d′′1 then d′2
〈a; t; r〉−→ d′′2
and (d′′1 ; d
′′
2 )∈R . We show that it must be r=0. By contradiction, assume r¿0 and
consider t∗= t−r¡t. By Proposition 8 we have d′1∼at∗ d′′1 . Moreover, d′1∼l d′2, d′′1 ∼l d′′2
and the fact that ∼at∗ is weaker than ∼l imply d′1∼at∗ d′2 and d′′1 ∼at∗ d′′2 . Hence,
d′2∼at∗ d′1∼at∗ d′′1 ∼at∗ d′′2
which allows us to conclude d′2∼at∗ d′′2 by contradicting Lemma 10 when applied to
transition d′2
〈a; t; r〉−→ d′′2 (r¿0).
We now pay attention on the language with guarded recursion and 0nite parallel
composition as stated in the Conjecture 2. The proof of our equivalence result follows
by proving that every P process cannot perform in0nitely many visible concurrent ac-
tions at a certain time and having the same duration. This notion of in0nite computation
is called (n; t)-in8nite computation and is clearly stronger than the (a; t)-in0nite com-
putation (in the sense that if a process does not have (n; t)-in0nite computations then
it does not have (a; t)-in0nite computations, but the vice versa does not necessarily
hold).
Denition 12. Let n; t ∈N.
– A state d∈D has an (n; t)-in8nite computation if and only if there exist a derivative
d′ of d and an in0nite set of states {d0; : : : ; di; : : :} such that d0 =d′ and for every
i¿0 we have di
〈ai ; t; ri〉−→ di+1, for some ai ∈Act(n) and ri¿0.
– A process p∈P has an (n; t)-in8nite computation if and only if 0⇒p has an
(n; t)-in8nite computation.
Lemma 13. Let q∈Q such that every free variable is guarded. Then; for all {x1; : : : ;
xk}⊇F(q); px1 ; : : : ; pxk ∈P; t; t′ ∈N and n∈N+; the state t′⇒ q[px1 =x1; : : : ; pxk =xk ]
does not have (n; t)-in8nite computations.
Proof. Assume {x1; : : : ; xk}⊇F(q), px1 ; : : : ; pxk ∈P; t; t′ ∈N; n∈N+, and proceed by
induction on the syntactic structure of q. Let t′6 t − n, otherwise the proof is sim-
ple. Indeed, t′⇒ q[px1 =x1; : : : ; pxk =xk ] cannot perform any action in Act(n) at complet-
ing time t. Finally, assume diGerent names from {x1; : : : ; xk} for variables appearing
within q. Otherwise, apply alpha-conversion to avoid clashes of names. This does not
change the possibility of having (n; t)-in0nite computations or not.
(a) q= nil. Then t′⇒ q[px1 =x1; : : : ; pxk =xk ] is t′⇒ nil and this state does not have
(n; t)-in0nite computations.
404 F. Corradini, D. Di Cola / Theoretical Computer Science 258 (2001) 393–407
(b) q= a:q1. Then t′⇒ q[px1 =x1; : : : ; pxk =xk ] is t′⇒ a:q1[px1 =x1; : : : ; pxk =xk ]. This state
does not have (n; t)-in0nite computations if a =∈Act(n). Otherwise, it can only
perform an action a at completing time t.
(c) q=wait t′′ :q1. This case is similar to the previous one.
(d) q= q1[]. State t′⇒ (q1[])[px1 =x1; : : : ; pxk =xk ] coincides with (t′⇒ q1[px1 =x1; : : : ;
pxk =xk ])[] by the clock distribution equations. By induction hypothesis, t
′⇒
q1[px1 =x1; : : : ; pxk =xk ] does not have (n; t)-in0nite computations as state (t
′⇒
q1[px1 =x1; : : : ; pxk =xk ])[] by the operational rules (remember that relabeling func-
tions preserve action duration).
(e) Cases q=
∑
i∈I qi, q= q1|q2 and q= q1\B are similar to the previous one.
(f) q= rec x :q1. Because we have assumed that q has diGerent variable names from
{x1; : : : ; xk}, we can suppose x =∈{x1; : : : ; xk}. Moreover, in spite of the fact that
recursion is guarded, x is a free guarded variable for q1. Hence, {x1; : : : ; xk ; x}⊇
F(q1). By induction hypothesis state t′⇒ q1[px1 =x1; : : : ; pxk =xk ; p=x] does not have
(n; t)-in0nite computations for each p∈P. Moreover t′⇒ (rec x :q1)[px1 =x1; : : : ;
pxk =xk ] coincides with t
′⇒ rec x : (q1[px1 =x1; : : : ; pxk =xk ]). If this state had (n; t)-
in0nite computations, t′⇒ (q1[px1 =x1; : : : ; pxk =xk ]) [rec x: (q1[px1 =x1; : : : ; pxk =xk ])=x]
(i.e., t′⇒ q1[px1 =x1; : : : ; pxk =xk ; rec x: q1[px1 =x1; : : : ; pxk =xk ]=x]) would have
(n; t)-in0nite computations. We contradict the induction hypothesis by taking
p= rec x: q1[px1 =x1; : : : ; pxk =xk ].
The next proposition states that in the current language every state cannot perform
(n; t)-in0nite computations. It follows from Lemma 13.
Proposition 14. Let d∈D. Then; for all t ∈N and n∈N+; d does not have (n; t)-
in8nite computations. Hence; d does not even have (a; t)-in8nite computations; for
any a∈Act and t∈N.
Therefore, by Proposition 14, the set of P processes with guarded recursion and
0nite parallel composition is a subset of the language which allows only 0nitely many
concurrent actions with the same label at the same time. Thus, Theorem 11 also holds
in this sublanguage.
We 0nally consider some extensions of the language considered in Section 3 which
lead Theorem 11 to fail. We hope that this study provides some insight on decisions
taken during the design of new languages for the speci0cation of time-critical systems.
Together with the result in the previous section it says when eager tests are strictly
needed during the veri0cation phase.
4. Relating ∼c and ∼l over di,erent languages
In this section we prove, via counter-examples, that performance congruence and
lazy equivalence behave diGerently when the language allows
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(1) In0nitely many concurrent actions with the same label at the same time;
(2) Choices at diGerent times;
(3) Relabeling functions non-duration preserving.
4.1. The language allows in8nitely many concurrent actions at a given time
A language allows in0nitely many concurrent actions at a given time if there are
processes which can perform an in0nite computation of a-actions at a given time t for
some a∈Act and t ∈N (see De0nition 4).
There are two possible ways of de0ning processes which can perform in0nitely many
concurrent actions at a given time, namely by allowing:
(a) unguarded recursion, or
(b) in0nite parallel composition.
Item (a) means that we allow processes where variable x in a rec x :p subterm
may appear outside an a: or wait t′ : pre0x operator. Thus, for instance, process
rec x :(x|a:nil) uses unguarded recursion to generate in0nitely many concurrent a-
actions at time f(a).
We show that if unguarded recursion is allowed by the language (as P in
Section 2.1 does), lazy equivalence does not coincide with performance congruence.
Indeed processes p= b:a|r and q= b|r where r= rec x: (x|a:nil) are lazy equivalent
but not performance congruent.
Item (b) means that we allow processes of the form
∏
i∈I pi, where I can be in-
0nite. This replaces the usual binary parallel composition which is used to compose
P processes in parallel. Also in this case lazy equivalence does not coincide with
performance congruence. Simply replace r above with r=
∏
i∈N{pi = a:nil}.
4.2. The language allows choices at di>erent times
In the language of states presented in Section 2, alternative compositions are of
the form t⇒ ∑i∈I pi. This means that diGerent alternatives can be chosen at time t.
Aceto and Murphy [1] consider states of the form d1 + d2 and hence also terms like
(t1⇒p1) + (t2⇒p2), where t1 and t2 may be diGerent. To deal with this diGerent
choice operator, just replace t⇒ ∑i∈I pi with
∑
i∈I di in the syntax of states and rule
Sum in Table 2 with rule
Sumd
di
〈; t; r〉−→ d; i∈ I
∑
i∈I di
〈; t; r〉−→ d
:
These two choice operators diGer from a timing point of view. Indeed, in t⇒ ∑i∈I pi,
the choice only involves the system functionality (the choice among the various pi in∑
i∈I pi). In
∑
i∈I di, instead, the choice involves timed alternatives (timed functional-
ities) of the system.
Although performance congruence still remains a congruence in this extended lan-
guage, lazy equivalence is not preserved by parallel composition with synchronization.
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Hence, the two relations cannot coincide. The counter-example showing that lazy equiv-
alence is not a congruence is the following. Consider states d1 = (3⇒ a)+(5⇒ a) and
d2 = (3⇒ a). These two states are related by lazy equivalence because every transition
out of the right-most summand in d1 can be matched by delayed transitions out of
d2. Now, let d3 = (4⇒ Ia) and note that d1|d3 ∼l d2|d3. Indeed, the former state can
perform a -action at time 5 + f(a), while the latter can only perform a -action at
time 3 + f(a) (remember that synchronizations cannot be delayed).
4.3. The language allows non-duration-preserving relabeling functions
The language allows non-duration-preserving relabeling functions when the relabeling
functions rename actions with possibly diGerent durations (i.e., (a)= b, with a; b∈Act
and f(a) =f(b)). Also in this case, lazy equivalence is not preserved by parallel
composition with synchronization. The counter-example is the following. Consider two
actions a; b∈Act such that f(a)¡f(b) and a (non-duration preserving) relabeling
function  such that (a)= a and (b)= a. Moreover, let p1 = (a+b)[] and p2 = a.
Clearly, p1∼lp2. Now, let p3 = Ia and note that p1|p3 ∼l p2|p3. The former state can
perform a -action at time f(b), while the latter one can only perform a -action at
time f(a)¡f(b).
5. Concluding remarks
The main aim of this paper was to prove Conjecture 2 in [2]. This conjecture states
that under suitable syntactic restrictions of the language for the description of timed
systems, eager actions together with lazy actions are not more discriminating (while
experimenting over systems) than just lazy actions.
The language for the description of processes with durational actions in [1, 5],
together with the performance congruence in [2], is the workbench for our study.
Within this framework, eager actions and lazy actions naturally emerge as classes of
tests (experiments) to be done over processes in order to decide their equivalence
(performance congruence, in the present setting).
We prove that when the language does not include systems which can perform in-
0nitely many concurrent actions with the same label at the same time, then eager
tests are super?uous; i.e., performance congruence, which takes both eager and lazy
experiments into account, coincides with the equivalence which only considers lazy ex-
periments. The formalization of the property “a system can only perform 0nitely many
actions with the same label at the same time” allows us to isolate the largest language
where this equivalence result holds. This means that if our systems can perform in-
0nitely many concurrent actions with the same label at the same time, then we have
counter-examples for the equivalence result. This language properly contains the one
considered in Conjecture 2, where guarded recursion and 0nite parallel composition are
required.
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Table 3
Relationships between the two equivalences
Languages Relationships
Finitely many concurrent actions ∼c = ∼l
In0nitely many concurrent actions ∼c ( ∼l
Nondeterministic choices at diGerent times ∼c ( ∼l
Relabeling functions non-duration preserving ∼c ( ∼l
Besides recursion and parallel composition, however, other operators may lead our
equivalence result to fail. In the last part of the paper we have shown how counter-
examples can be found when timed extensions of the non-deterministic composition
and non-duration preserving relabeling functions are taken into account. Table 3 sum-
marizes our results.
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