Abstract. We investigate a non-Markovian analogue of the Harris contact process in a finite connected graph G = (V, E): an individual is attached to each site x ∈ V , and it can be infected or healthy; the infection propagates to healthy neighbors just as in the usual contact process, according to independent exponential times with a fixed rate λ > 0; however, the recovery times for an individual are given by the points of a renewal process attached to its timeline, whose waiting times have distribution µ such that µ(t, ∞) = t −α L(t), where 1/2 < α < 1 and L(·) is a slowly varying function; the renewal processes are assumed to be independent for different sites. We show that, starting with a single infected individual, if |V | < 2 + (2α − 1)/[(1 − α)(2 − α)], then the infection does not survive for any λ; and if |V | > 1/(1 − α), then, for every λ, the infection has positive probability to survive.
Introduction
The contact process with renewal cures was the object of recent analyses in the literature; see [4] and [5] . Roughly speaking, there are two kinds of results, depending on the tail of the inter cure waiting time distribution, more precisely on the its index of polynomial decay -let us call it α. One kind is for α > 1, stating in [5] that, under a certain monotonicity extra condition, the usual phase transition on the infection parameter, let us call it λ, is nontrivial, that is, there exists a nontrivial critical value λ c such that we have that the contact process on Z started with a single infected individual dies out almost surely for λ < λ c . The second kind of result holds for α < 1 and says in [4] that, under certain fairly mild regularity conditions, λ c = 0, that is, we have survival of contact process with positive probability on any infinite graph and any λ > 0.
The present work looks again at the second situation above. The main factor behind the second kind of result is the occurrence with large probability of a tunneling event at a large time, say T, where an infected individual located at the edge of the region currently explored by the infection -think of the underlying graph as Z, and the unexplored region as the one to the right of the infected individual in question -sees a sequence of individuals whose current inter cure waiting times are of order T . This makes for larger and larger probability of spreading the infection to unexplored regions at larger and larger times, yielding positive probability of spreading it to all the space in the long run.
This picture suggests that we may not need infinite space to spread the infection forever, and that is the issue we analyse in the present article. We consider here a finite connected graph, and inter cure waiting time distributions in the basin of attraction of an α-stable law, with α < 1, and give upper and lower bounds on critical size k c of the graph in terms of α, above which we have survival as above, and below which the infection dies out for any λ. The bounds are quite sharp, leaving a gap of indetermination of size at most 1.
In comparison with the approach and conditions for the result of [4] , we believe that there is room for relaxing our sufficient conditions for survival for any λ > 0, in the direction of the conditions of [4] , since the approaches are similar (but it is not so clear how an upper bound on k c would depend on α). On the other hand, as will become clear below, our extinction result relies much more heavily on our regularity assumption on the inter cure waiting time distribution.
The remainder of this article is organized in three more sections. We next describe the model, auxiliary results, and our bounds, which are collected in a single result, Theorem 2.3. The remaining two sections are devoted to our upper and lower bounds for k c , one section for each, in this order.
Preliminaries and Main Result
Let us fix some notation and then define our model and describe our results.
We will consider versions of a renewal process R = {S n = T 1 + . . . + T n ; n ∈ N}, with waiting times {T i } i∈N given as usual by i.i.d. non-negative random variables. Let U denote the associated renewal measure, given, we recall, by U(B) = n≥1 P (S n ∈ B) for every Borel set B ∈ B(R). For t > 0, let N(t) = sup{n ∈ N; S n ≤ t} denote the number of renewals of R up to time t. We also consider the current time and excess time at t of R, given respectively by
In this article, we will take the common probability distribution µ of the waiting times in the basin of attraction of an α-stable law, that is,
where L(·) is a slowly varying function, and α is a parameter, in principle, in (0, 1], which in our context will be called cure index.
Let us recall two known results concerning renewal processes with such distribution, to be used below.
Theorem 2.1 (Theorem 2 in [2] ). Let µ be as above with 1/2 < α ≤ 1. Then, for every h > 0, as t −→ ∞,
where
The second result is contained in the celebrated Dynkin-Lamperti Theorem, for which we refer again to [2] (paragraph right below (9.1), Section 9), or to [3] , Chapter XIV.3. Theorem 2.2. Let µ be as above with 0 < α < 1. Then
We now define the Renewal Contact Process (RCP), denoted by (ζ t ) t≥0 . Given a connected graph G = (V, E), a random variable T , a cure index α as above, and an infection rate λ > 0, we construct the RCP on G graphically,à la Harris, as follows: Let T, {T x n } x∈V,n∈N be i.i.d. random variables with distribution µ as in (2.1), and let {X e n } e∈E,n∈N be i.i.d. random variables with rate λ exponential distribution, independently of {T x n } x∈V,n∈N . For x ∈ V , let R x denote the renewal process with marks given by {S
In the rest of this paper, R denotes any renewal process with the same distribution as R x . Furthermore, for e ∈ E, R e denotes the rate λ Poisson process given by {S e n = X e 1 + · · · + X e n ; n ∈ N}. Throughout the text E x (·), C x (·), E e (·) and C e (·), denotes the excess time and current time of the process R x , x ∈ V , and R e , e ∈ E, respectively.
Given these processes, the RCP is constructed according to the usual recipe: if s < t and x, y ∈ V , a path from (x, s) to (y, t) is a càdlàg function on [s, t] for which there exist times t 0 = s < t 1 < · · · < t n = t and x 0 = x, x 1 , . . . , x n−1 = y in V such that assumes x i in [t i , t i+1 ), and
. . , n − 1. We define now, for each t ≥ 0, the function of the state of the individuals, ξ t : V −→ {0, 1}. The model starts with a single infected individual, i.e., for some v 0 ∈ V , ξ 0 (x) = 1 ⇐⇒ x = v 0 , and for t > 0, ξ t (x) = 1 ⇐⇒ there exists a path from (v 0 , 0) to (x, t). We say that the individual x ∈ V is infected at time t, if ξ t (x) = 1, and healthy otherwise. In this case, the set of infected individuals at time t, is given by ζ t = {x ∈ V ; ξ t (x) = 1}.
The main result of this paper is Theorem 2.3. Given 1/2 < α < 1, for any random variable T whose distribution is in the basin of attraction of an α-stable law, and any finite connected graph G = (V, E), the RCP (ζ t ) t≥0 is such that
Remark 2.4.
(1) Note that the bounds in our theorem are quite sharp; writing 
Survival
In this section we prove the second item of the Theorem 2.3. The idea of the proof consist in showing that there exists a sequence of polynomially increasing time intervals, such that, with positive probability the following events take place: in each such interval, there exists an individual free of cure marks; each interval intersects the next, and in this intersection there exists a sub-polynomially sized interval where all individuals get infected. So if there exists a single infected individual at the beginning of the sequence, and the above events occur, then the infection survives forever.
Given the graph G = (V, E) and the random variable T of Theorem 2.3, and having fixed the infection rate λ > 0, we start by choosing two constants as functions of λ and G that will be used in this section. Since |V | > 1/(1 − α) we can choose ǫ > 0 in such way that β := |V |(1 − α − 3ǫ) > 1. And since the graph G = (V, E) is connected, there exist l ≥ 1 and a spanning path τ = (e 1 , e 2 , · · · , e l ), where e i = v i−1 , v i ∈ E, i = 1, · · · , l, is an edge of G, with the following property: for each pair of vertices (x, y) ∈ V 2 , τ has a sub-path τ (x, y) = (e i , e i+1 , · · · , e i+j ), with v i−1 = x and v i+j = y for some 1 ≤ i ≤ l and j ≥ 0. We note that there is a bound on l in terms of |V |, namely l ≤ 2|V |. As a function of λ and l, we choose γ > max{1, l/λ}. From now on, ǫ and γ are fixed.
With the objective to estimate the probability of existence of intervals without marks of the renewal process R, we derive the following corollary of Theorem 2.1.
, and let M t = {n ≥ 1 ; S n ∈ (t, t + 1]} be the number of renewal marks of R in the interval (t, t + 1]; then we have
for all t > t 0 . Thus, making h = 1 in Theorem 2.1, we get that
, and thus may conclude that the left hand side is bounded above by 1/t 1−α−ǫ for all t sufficiently large.
Noticing that if E(t) ∈ (s, s + 1], then necessarily E(t + s) ≤ 1, we have the following corollary to the above proposition.
Corollary 3.2. For all m ∈ N and for all t >t 1 , we have
Proof. It is enough to observe that
We will use Corollary 3.2 to show that, with high probability, certain intervals with polynomially growing size are free of cure events. For each n ∈ N, let b n = γ log(n) and c n = ⌈b |V |(α+ǫ)+1 n ⌉. It follows that there exists n 0 , such that c n b n < n ǫ /2, ∀n ≥ n 0 . Then, for each n ≥ n 0 , we define
It follows that t n ≥ n j=n 0 j ǫ /2, hence, for all n large enough t n > n. Consider now the event A n = {∃x ∈ V ; E x (t n ) > (n + 1) ǫ }. In this event, at least one of the individuals has no cure during the interval (t n , t n + (n + 1) ǫ ). The next proposition gives a lower bound for the probability of occurrence of this event.
Proposition 3.3. There exists n 1 ∈ N, such that, for n > n 1 , we have
Proof. Let us take n large enough and t n > n so that we may apply Corollary 3.2 to get
The next step is to show that, with high probability, at least one of the following c n intervals with size b n , is free of all cure processes R x , x ∈ V . We begin with the following lemma:
Lemma 3.4. There existst 2 > 0, such that, if t >t 2 , then, for all s > 0, we have
Proof. We start with the case s ≤ t, where there exists t * such that
for all t > t * . For the other case, namely s > t, we have that
To conclude the proof, taket 2 = max{t * , s * }.
Let t 0 > 0 be fixed, and consider the sub-σ algebra F t 0 of the underlying σ algebra of the model consisting of renewal events taking place up to time t 0 . We have the following lemma.
Lemma 3.5. Given t 0 > 0, then, for all t >t 2 and all x ∈ V , almost surely
where we used Lemma 3.4 in the last passage.
For n > n 0 , we define B n = {∃j ∈ [0, c n ) ∩ Z; E x (t n + jb n ) > b n , ∀x ∈ V }. Observe that, on the occurrence of B n it is assured that at least one of the c n intervals of size b n has no event of cure. Using the lemma above, we get an upper bound for the probability of B n .
Proof. For simplicity, we write C n,j = {∃x ∈ V ; E x (t n + jb n ) ≤ b n }. Then we have
Since the events C n,i , where 0 ≤ i < j, occur before t n + jb n , using the Lemma 3.5, we have
We use the memory loss of the exponential distribution to show that, with positive probability, in each one of the c n intervals, we have the occurrence of a stairway of infection. Given t > 0, and recalling the spanning path τ = (e 1 , . . . , e l ), presented above, on the second paragraph of this section, we define the following random variables:
Observe that, since from every pair (x, y) ∈ V 2 , τ has a sub-path starting at x and ending at y, if at time t there is at least one infected individual in V , then, whenever E x (t) > Y t l − t for all x ∈ V , we will have that all individuals are infected at time Y t l . Proposition 3.7. Given m > n 2 ∈ N, the event
Proof. Observe that, due to the memory loss of the possibly infection distribution, for all t, the random variables i = 1, 2, . . . , l, are i.i.d. exponentially distributed with rate λ. Hence,
It readily follows that
and since b n = γ log(n), taking logarithms, we obtain that, for some constant c > 0, Finally, since γ was chosen in such way that γλ > l, and c n = ⌈(b n ) |V |(α+ǫ)+1 ⌉, the latter sum in convergent and thus, the product above is positive. (2) of Theorem 2.3. Using the propositions above we can conclude the proof of Theorem 2.3 (2). Let us start with some definitions. For each t > 0, we say that a configuration ω ∈ Ω is t − bad, if there exist s ≥ t and {n x ∈ N, x ∈ V }, such that S x nx = s, for all x ∈ V . This means that there is an instant s after or equal to t, where each individual of V simultaneously gets a cure mark, each one of his respective cure process R x . We say that ω is bad if it is 0 − bad, and is good otherwise.
Proof of item
Let n 3 = n 1 ∨ n 2 , where n 1 and n 2 are given in Proposition 3.3 and Proposition 3.6, respectively. Given m > n 3 ∈ N, we defineÃ m = ∩ n≥m A n . Since ǫ > 0 was chosen in such way that β = |V |(1 − α − 3ǫ) > 1, it follows from Proposition 3.3 and the union bound that P (Ã c m ) → 0 as m goes to infinity. Since {ω is t-bad, ∀t > 0} ∩Ã m = ∅, if we suppose that P (ω is bad) = 1, then by the strong Markov property of our system we have that P (ω is t-bad, ∀t > 0) = 1, which in turn implies that P (Ã m ) = 0, in contradiction with what we just argued. Thus, we have that P (ω is good) = p > 0.
Recalling the event C n,j defined in the proof of Proposition 3.6, we have that P (C n,1 ) goes to 0 as n goes to infinity. Now, we defineB m = C C m,1 ∩ (∩ n>m B n ). Remembering that γ > 1, applying again the union bound and Propositions 3.3 and 3.6, we obtain
for m large. We fix now m > n 3 ∈ N satisfying (3.1). Now see that, if at time t m there exists a infected individual, and the eventsÃ m ,B m and C m occur simultaneously, then the infection survives forever. That is,
Follow from the independence between the cure and infection process, that our probability measure is given by P = P 1 × P 2 , where P 1 and P 2 are the marginal probabilities of the cure process and infection process respectively. Analogously, let Ω = Ω 1 × Ω 2 . Since the event {ω is good} ∩Ã m ∩B m , only depends of cure process, we can write {ω is good} ∩Ã m ∩B m = Λ × Ω 2 . Thus, from (3.1),
Given the independence between the cure and infection processes, it is enough to argue that in the event {ω is good}, we have that ζ s = ∅ with positive probability for any s. But this should be quite clear since in that event, which depends solely on the renewal processes, there are no obstacles for the spread of the infection in any finite time.
Wrapping up, we may write
Extinction
In this section we prove the first item of the Theorem 2.3. The idea consists in creating a sequence of disjoint random time intervals which, for the infection to survive, would be required to contain at least one mark of any of the cure processes. We then resort to a domination argument to show that we may find a subsequence of those intervals with bounded lengths, and the result readily follows from that. Given G = (V, E) and T as in Theorem 2.3, we start defining time intervals (S n , S n+1 ]. For this, recalling that v 0 ∈ V is the single one initially infected individual, for each individual x ∈ V , let
And define, x 1 = arg max{X 1,x ; x ∈ V }.
Given t * > 0, for a given n ∈ N, we assume defined X m,x , W m,x , X m , S m , x m , m = 1, . . . n, x ∈ V , and set
Analogously, we define X n+1 = max{X n+1,x ; x ∈ V }, S n+1 = S n + X n+1 , for each individual x ∈ V , W n+1,x = X n+1 − X n+1,x , and also set x n+1 = arg max{X n+1,x ; x ∈ V }. The conditional distribution of X n+1,x on the past is given by
where, we recall, E(·) denotes the excess time of a renewal process R.
A necessary condition for the infection to survive is that in each one of the time intervals (S n , S n+1 ], there is at least one mark of some infection process R e , e ∈ E. It readily follows that
We will show below that P (lim n→∞ X n = ∞) = 0 by resorting to a domination argument.
4.1. Domination. We will control the behavior of the random variables (X n ) n∈N through Theorem 2.2 and two technical propositions, as follows. Proposition 4.1. Given 0 < η < 1, there exists t η > 0 such that
Proof. We claim that there exists t η > 0 such that
Indeed, since L is slowly-varying, we have that lim t→∞ L(et)/L(t) = 1; thus, there exists t η where the claim is true for n = 1 and t > t η . Let s = e n t, and write
.
Since s > t > t η , and supposing the claim is true for t > t η and a given n ∈ N, then we have that the same is true for n + 1, and the claim follows by induction.
Fixing t > 0, and conditioning on the variable C(t) = t − S N (t) , whose distribution function we denote by F t , we have that
Hence, with the same t η , the result follows directly from the claim above.
Recalling the constant C α in the Theorem 2.1 and Theorem 2. 
We observe that Φ is differentiable at 0, with Φ ′ (0) = E[log(Y )] < 0 and Φ(0) = 1. Hence, there exists 0 < θ < α, with Φ(θ) < 1, that is E[Y θ ] < 1. Let N ∈ N be such that log(N) ∈ N, and consider a j = j/N, if j = 0, . . . , N 2 , and
, and consider the following truncation of Y :
For given µ such that E[Y θ ] < µ < 1, it follows by dominated convergence that, for N sufficiently large,
Let a = (1 + η)/e α . From now on, we fix 0 < η < 1 so that ae θ < 1. Given ρ > 0, for each j ∈ N, we define
We also define C N,ρ = j≥1 p N,ρ,j . Recalling that (4.5) holds for N sufficiently large, and since ae θ < 1, then N and ρ can be chosen in such way that the following inequality is true
In the following, N and ρ are fixed and satisfy Inequality (4.7). In this case, we denote C N,ρ simply by C.
We define an auxiliary probability space, ([0, ∞), F , P), where F = σ(I j ; j ∈ N) and for each j ∈ N, P(I j ) = p j , where
LetỸ : [0, ∞) −→ (0, ∞), be a random variable in this space given by
It follows directly from (4.6), (4.7) and (4.8), thatỸ satisfies E[Ỹ θ ] < µ/C. We now apply Theorem 2.2 and Proposition 4.1 to establish our second technical proposition. Proposition 4.2. There exists t * > 0 and 1/2 > δ > 0 such that, for each t 1 , . . . , t M > t * , whenever V 1 , . . . , V M are independent random variables with marginal distributions such that for i = 1, . . . , M
and V ≡ max{V i ; i = 1, . . . , M}, then P (V ∈ I j ) < Cp j , ∀j ∈ N.
Proof. If 1 ≤ j ≤ N 2 , then we use Theorem 2.2 to obtain
Using the continuity of the limiting distribution of E(t)/t as t → ∞, it follows that, for t 1 , . . . , t M large enough and δ small enough, P (V ∈ I j ) < Cp j , ∀j ≤ N 2 . Recalling that a j = e log(N )+j−N 2 for all j ≥ N 2 , it follows from Proposition 4.1 that if t > t η , then for all j > N 2 we have that
Observe that for all j > N 2 and δ small enough, we have for all possible cases of the marginal distributions of V i , i = 1, . . . , M that
In the next proposition, we finally obtain the above mentioned domination. Let {Ỹ m } m∈N be i.i.d. random variables with the same distribution asỸ in (4.9). Proposition 4.3. Lett = t * /δ. Then, for every n 0 , m ∈ N,
Proof. For each n ∈ N and x ∈ V , we define (4.10)
We set Z n+1 = max{Z n+1,x ; x ∈ V }. Since δ < 1/2 -see Proposition 4.2 -, we have 2t * <t. Notice also that for each x ∈ V , we have W n,x ≤ X n . Therefore, if X n >t then
Therefore, Z n+1 ≥ X n+1 /X n whenever X n >t. From whence we get that (4.11) P X n 0 >t, X n 0 +1 ≥ X n 0 , . . . , X n 0 +m ≥ X n 0
Consider now the set Λ = γ := (j 1 , . . . , j m ) ;
We have that the last expression in (4.11) satisfies (4.12) P X n 0 >t, Z n 0 +1 ≥ 1, . . . ,
To simplify the notation, we define the random vector ξ : Ω → R (n 0 −l−1)|V | , denoted by, ξ = (ξ m,x ) {1≤m≤n 0 +l−1, x∈V } , where ξ m,x (ω) = W m,x (ω). Notice that A l is measurable in the σ-algebra generated by ξ. Let ψ denote the function associating ξ to (X n 0 , Z n 0 +1 , . . . , Z n 0 +l−1 ), and make R l = (t, ∞) × I j 1 × . . . × I j l−1 . LetF denote the distribution function of ξ. Thus, P ({Z n 0 +l ∈ I j l } ∩ A l ) = ψ −1 (R l ) P (Z n 0 +l ∈ I j l | ξ = y) dF (y) = ψ −1 (R l ) P max x∈V Z n 0 +l,x ∈ I j l ξ = y dF (y). (4.13) Since A l ⊂ {X n 0 +l−1 >t}, using the Markov Property described in (4.1) and the definition of Z n+1 given in (4.10), we obtain (4.14) P max x∈V Z n 0 +l,x ∈ I j l ξ = y = P max V x (y) ; x ∈ V, x = x n 0 +l−1 ∈ I j l , where V x (y) ∼        E y n 0 +l−1,x y n 0 +l−1,x , if y n 0 +l−1,x ≥ t * , E y n 0 +l−1,x + t * y n 0 +l−1,x + t * + t * t , if y n 0 +l−1,x < t * .
Recalling that δ = t * /t, note that the variables V x (ω), x ∈ V \ {x n 0 +l−1 }, satisfy the conditions of Proposition 4.2 with M = |V | − 1. Hence, for all y ∈ ψ −1 (R l ), we have P max V x (y) ; x ∈ V, x = x n 0 +l−1 ∈ I j l < Cp j l .
Replacing this in (4.13) and (4.14), we get
Cp j l dF (y) = Cp j l P (ξ ∈ ψ −1 (R l )) = Cp j l P (A l ).
Thus, (4.11) and (4.12) yield (4.15) P X n 0 >t, X n 0 +1 ≥ X n 0 , . . . , X n 0 +m ≥ X n 0 X n 0 >t, X n 0 +l ≥ X n 0 , ∀l ∈ N = 0.
It follows, as noted above -see paragraph of (4.2) -, that P (ζ t = ∅, ∀t > 0) = 0 for every λ > 0. 
Appendix

