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u = 0 on ∂Ω,
which has been studied otherwise by elaborated abstract theories.
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1. Introduction
We are concerned in this paper with a variational approach for the following prescribed mean
curvature boundary value problem:
⎧⎨
⎩−div
( ∇u√
1+ |∇u|2
)
= f (x,u) in Ω,
u = 0 on ∂Ω,
(1.1)
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{
−div{[α(x)+ |∇u|γ ] 1γ −1|∇u|γ−2∇u}= f (x,u) in Ω,
u = 0 on ∂Ω,
(1.2)
where Ω is a bounded region with Lipschitz boundary in RN (N  1), f :Ω × R → R is
a Carathéodory function, γ  1, and α is a nonnegative continuous function on Ω . Note that (1.2)
has a variational structure where the principal operator has as potential the following functional
J (u) =
∫
Ω
[(
α + |∇u|γ )1/γ − α1/γ ]dx. (1.3)
Also, when α ≡ 1 and γ = 2 then (1.2) reduces to (1.1) (nonparametric case) and when α ≡ 0 then
we have J (u) = ∫
Ω
|∇u|, i.e., the case of parametric minimal surfaces or 1-Laplacian problems. The
parametric minimal surface problem was presented, for example, in Part I of [16], where minimization
problems associated to the functional J (u) = ∫
Ω
|∇u| and related matters were studied in detail.
We also refer to [9–11] and their references for various problems with the 1-Laplacian which were
investigated by different approaches.
We shall study problem (1.2) in this paper; the discussions here could be extended to problems
with area-type potential functionals of the form
J (u) =
∫
Ω
Ψ (x,∇u)dx, (1.4)
where Ψ is an appropriate function on Ω ×RN such that Ψ (x, ·) is convex with linear growth.
Assuming f (x,0) = 0, we see that u ≡ 0 is always a (trivial) solution of (1.2). A variational ap-
proach is adopted here for the existence of nontrivial solutions of (1.2) (and in particular (1.1)). Also,
we use a relaxed formulation of this problem in a space of functions of bounded variation, which
was developed in e.g. [3,13–15,28]. The existence theorems established in most of those works are
however concerned with solutions as global minimizers of the corresponding energy functionals. We
also refer to e.g. [2,4,6–8,18–21,23,25,26,29–33] and the references therein for recent discussions con-
cerning solutions of the prescribed mean curvature problem related to that considered here. [18] is
about the existence of positive solutions of a more classical type by an upper and lower solution
approach. [4,19,32] are concerned mostly with one-dimensional problems (ordinary differential equa-
tions), while in [25] and [8], problems with some symmetrical structures were studied. In [5], either
one-dimensional case or cases with symmetry were considered. We are interested here in multi-
dimensional problems without symmetry.
In [23], we followed a variational approach to study an eigenvalue problem related to (1.1) by
formulating it as a variational inequality in a space of functions of bounded variation, which allows
us to consider solutions other than global minimizers. A main obstacle of this variational approach
is the lack of a compactness condition of Palais–Smale ((PS) for short) type. To overcome this dif-
ﬁculty, it seems that there have been two different existing approaches. The ﬁrst approach, given
in [8,25,26], is based on a variational theory for nonsmooth functionals. Problems containing area-
type operators without symmetry structures such as (1.1) was studied in [26]. It was implied from
the assumptions of [26] (cf. Remark 4.7(b)) that the result there was valid for the prescribed mean
curvature problem (1.1) only for one-dimensional problems, i.e., when N = 1. Another approach to
investigate problem (1.1) with a possible parameter in the lower order term (eigenvalue problem) was
considered in [22] and [23]. The main tool there was a version of the Mountain pass theorem for
variational inequalities without a (PS) condition. In both methods, the existence results were derived
as consequences of elaborated abstract theories.
In this paper, we propose another way to study problems of type (1.1) or (1.2) by the regular
Mountain pass theorem for smooth equations (in ﬁnite dimensional spaces) together with the usual
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theories. As consequences, we obtain comparable and improved results compared to the approaches
mentioned above. Another advantage of this approach is its potential for numerical approximation of
saddle point solutions of (1.1) or (1.2) by those in ﬁnite dimensional problems.
The paper is organized as follows. In Section 2, a precise weak formulation of (1.2) as a variational
inequality is given, together with some useful properties of the involved convex functional. Our ap-
proximation process and the existence theorem on nontrivial solutions (Theorem 3.5) are presented
in Section 3. In Section 4, we consider some justiﬁcations and applications of the general result in
Section 3 to certain particular but interesting cases by examining some suﬃcient conditions for the
abstract settings in Theorem 3.5.
2. Variational formulation – Auxiliary results
2.1. Variational formulation
Let us start with a weak formulation of the relaxed problem of (1.2) as a variational inequality
in a space of functions of bounded variation (cf. [23]). Let B denote an open bounded region with
smooth boundary such that Ω ⊂ B. B could be chosen as an open ball with suﬃciently large radius
that contains Ω . We extend α to a function in C(B) such that
α0 :=max
B
α = max
Ω
α and min
B
α = min
Ω
α. (2.1)
Let j :B ×RN → [0,+∞) be deﬁned by
j(x, s) = [α(x) + |s|γ ]1/γ − [α(x)]1/γ , ∀x ∈ B, s ∈RN . (2.2)
We have j ∈ C(B ×RN ), j(x, ·) is convex and j(x,0) = 0 for any x ∈ B. Its recession function j∞ is in
this case
j∞(x, s) = lim
t→+∞
j(x, ts)
t
= lim
t→+∞
[α(x)+ |ts|γ ]1/γ
t
= |s|, ∀x ∈ B, s ∈ RN . (2.3)
As in [23], we put
X = {u ∈ BV(B): u = 0 a.e. on B \Ω}.
X is a (Banach) subspace of BV(B) with the usual BV-norm restricted on X . X is equipped here with
the equivalent norm
‖u‖ = ‖u‖X =
∫
B
|∇u| (u ∈ X).
In view of (2.3), we see that the relaxed functional for J in (1.3) with homogeneous Dirichlet bound-
ary condition is given by (see e.g. [1] and [12, Section 5.3])
J˜ (u) =
∫
Ω
j(·,∇u) +
∫
∂Ω
j∞(·,u|∂Ω · ν)dHN−1
=
∫
j
(·,∇ua)dx+ ∫ d∣∣∇us∣∣+ ∫ j∞(·,u|∂Ω · ν)dHN−1Ω Ω ∂Ω
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∫
B
j
(·,∇u˜a)dx+ ∫
B
d
∣∣∇u˜s∣∣
=
∫
B
j(·,∇u˜), (2.4)
where u|∂Ω is the trace of u on ∂Ω (in the sense of BV-function), HN−1 is the Hausdorff measure
on ∂Ω , ν is the outward unit normal vector on ∂Ω , and
u˜ =
{
u in Ω,
0 in B \Ω. (2.5)
The above formulation means that by going from BV(Ω) to X , one can absorb the boundary integral
term resulted from the relaxation back to the integral and the boundary condition is reﬂected in the
deﬁnition of X .
We extend f (and thus F ) to B by assigning the zero value on B \ Ω , i.e.,
f (x,u) = 0 for x ∈ B \ Ω, (2.6)
and put
J (u) =
∫
B
j(·,∇u)
=
∫
B
[
α + |∇u|γ ]1/γ − ∫
B
α1/γ dx. (2.7)
Since J is convex and continuous on X , we see from (2.4) and (2.7) that the relaxed problem of (1.2)
can be formulated as the following variational inequality:
⎧⎨
⎩ J (v) − J (u) −
∫
B
f (·,u)(v − u)dx 0, ∀v ∈ X,
u ∈ X .
(2.8)
More details on this formulation were given in [23] for (1.1), i.e. when α ≡ 1 and γ = 2; the extension
to the more general case of (1.2) is straightforward.
Since J (0) = 0 and J (u) 0,∀u ∈ X , we have from the assumption f (·,0) = 0 that u = 0 is a trivial
solution of (2.8). We are concerned here with the existence of its nonzero solutions.
2.2. Auxiliary results
In this section, we collect some useful deﬁnitions and properties related to the variational inequal-
ity (2.8). First, let us put
X0 =
[
W 1,10 (Ω)
]∼ = {v ∈ X: v|Ω ∈ W 1,10 (Ω)}
= {u˜: u ∈ W 1,10 (Ω)}(⊂ W 1,1(B)),
where u˜ is the extension of u as in (2.5). There are natural bijective correspondences between X , X0
and BV(Ω), W 1,10 (Ω) deﬁned by the usual restriction and extension by 0 on B \Ω . As the restriction
of the BV-norm on W 1,1(Ω) is the usual Sobolev norm ‖ · ‖W 1,1(Ω) , it follows that X0 is a closed
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(X0,‖ · ‖). Therefore, there exists a sequence of linearly independent functions {v j: j ∈ N} in X0 such
that
∞⋃
n=1
Yn is dense in
(
X0,‖ · ‖
)
, (2.9)
where Yn = span{v j: 1  j  n}. Without loss of generality, we can assume that v j |Ω ∈ C∞c (Ω),∀ j ∈ N and
v1(x) 0, ∀x ∈ Ω (2.10)
(C∞c (Ω) is the set of all functions in C∞(Ω) with compact support in Ω).
Let Z = C0(B,RN+1) be the space of all continuous functions from B to RN+1 vanishing on ∂Ω .
Then Z is a Banach space with the usual sup-norm and BV(B) and therefore X are put in duality
pairs with Z by the bilinear form 〈·,·〉 :BV(B) × Z → R,
〈
u, (z0, z1, . . . , zN )
〉= ∫
B
uz0 dx+
N∑
k=1
∫
B
zk
[
d(∂ku)
d‖∂ku‖
]
d‖∂ku‖,
where ‖∂ku‖ is the total variation measure of the Radon measure ∂ku and d(∂ku)d‖∂ku‖ is the Radon–
Nikodym derivative of ∂ku with respect to ‖∂ku‖. As usual, we denote by σ(X, Z) the weakest
topology on X that makes all linear functionals 〈·, z〉 (z ∈ Z ) continuous. In other words, σ(X, Z)
is generated by the prebasis
{〈·, z〉−1(ω): z ∈ Z , ω open in R}.
We have the following convergence properties of σ(X, Z).
Lemma 2.1. (See [24, Lemma 2.1].) Let {un} ⊂ X, u ∈ X. Then
un → u in σ(X, Z) (2.11)
if and only if
un → u in L1(B)
(
or equivalently un|Ω → u|Ω in L1(Ω)
)
, (2.12)
and
{un} is a bounded sequence in X . (2.13)
In the following theorem, we collect some useful properties of J , whose veriﬁcations are given
in [1] and [24]. In [24], they were proved for the area functional (that is for J given above with
α ≡ 1 and γ = 2); however, the extensions to the other values of α and γ are straightforward and
are therefore omitted here.
Lemma 2.2. (See [24, Proposition 2.2, Lemma 2.3] and [1, Facts 3.3 and 3.4].) (a) The functional J :BV(B) → R
given by (2.7) is convex and continuous on BV(B) and thus on X.
(b) J is lower semicontinuous on X with respect to the L1-topology and thus with respect to σ(X, Z).
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quence {un} in X0 such that
un → u in σ(X, Z), (2.14)
and
J (un) → J (u) as n → ∞. (2.15)
3. Existence of nontrivial solutions by ﬁnite dimensional approximation
Let H be deﬁned by
H(u) =
∫
B
F
(
x,u(x)
)
dx, (3.1)
where F (x,u) = ∫ u0 f (x, t)dt (u ∈ R). It follows from (2.6) that F (x,u) = 0 if x ∈ B \ Ω . Therefore, the
integral in (3.1) is in fact on Ω only. We now consider some assumptions related to the shapes of J
and H . First, we need to deﬁne a gauge function with certain useful properties.
(A1) Let [·]∗ : X → [0,∞], u → [u]∗ , be a function with the following properties:
[u]∗ > 0, ∀u ∈ X \ {0}, [0]∗ = 0; (3.2)
lim
r→∞[ru]∗ = ∞, ∀u ∈ X \ {0}; (3.3)
the function [ · ]∗ is continuous on X . (3.4)
Note that (3.3) is trivially satisﬁed if (3.2) holds and [ · ]∗ is homogeneous, i.e.,
[ru]∗ = rδ[u]∗, ∀r  0, u ∈ X,
for some δ > 0. In particular, the above conditions (3.2)–(3.4) are all satisﬁed if [ · ]∗ is a continu-
ous norm on X . As will be seen later, some useful choice of [ · ]∗ for our problem here could be
a functional associated with J , or a norm such as ‖ · ‖X , or ‖ · ‖Lβ for some β ∈ [1,N(N − 1)−1].
Concerning the lower order term, we assume the following growth conditions.
(A2) There exist q ∈ [1,N(N − 1)−1), η > 1, and d1,d2, ξ1 > 0 such that∣∣ f (x, ξ)∣∣ d1|ξ |q−1 + d2, for a.e. x ∈ Ω, all ξ ∈ R, (3.5)
and
f (x, ξ)ξ  ηF (x, ξ) > 0, for a.e. x ∈ Ω, all ξ ∈ [ξ1,∞). (3.6)
It is clear that (3.5) and (3.6) also hold for almost all x ∈ B instead of x ∈ Ω . We have from (3.5)
that
∣∣F (x, ξ)∣∣ d1
q
|ξ |q + d2|ξ |, ∀ξ ∈ R, a.e. x ∈ Ω. (3.7)
Hence, for all u ∈ X ,
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∫
B
F (x,u)
∣∣∣∣=
∣∣∣∣
∫
Ω
F (x,u)
∣∣∣∣
 d1
q
‖u‖qLq + d2|Ω|1/q
′ ‖u‖Lq . (3.8)
(A3) Assume that there exist A, B : [0,∞) →R such that
J (u) A
([u]∗), ∀u ∈ X, (3.9)
and
H(u) B
([u]∗), ∀u ∈ X . (3.10)
Lemma 3.1. Assume that (A3) holds and that
sup
0<s<∞
[
A(s)− B(s)]> 0, (3.11)
then there exist ρ0 > 0 and ε0 > 0 such that
I(u) := J (u) − H(u) ε0, (3.12)
for all u ∈ X with [u]∗ = ρ0 .
Proof. The proof is immediate from (3.9)–(3.11). 
On the other hand, we have the following lemma on the other geometric condition of the Moun-
tain pass lemma.
Lemma 3.2. If (A1)–(A3) and (3.11) are satisﬁed then there exists r0 > 0 such that
I(r0v1) < 0, (3.13)
and
[r0v1]∗ > ρ0, (3.14)
where ρ0 is given in Lemma 3.1.
Note that (A3) and (3.11) are not needed in the following proof of Lemma 3.2 but are assumed
instead in Lemma 3.1 for the existence of ρ0.
Proof of Lemma 3.2. It follows from (3.6) and (3.7) that there are d3,d4 > 0 such that for a.e. x ∈ B,
F (x, ξ) d3ξη − d4ξ, ∀ξ  0. (3.15)
Moreover, since γ  1 and α  0 on Ω , it is easy to check that
[
α(x)+ sγ ]1/γ  [α(x)]1/γ + s, for a.e. x ∈ B, all s 0, (3.16)
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J (u)
∫
B
|∇u|, ∀u ∈ X0. (3.17)
For any r > 0, we have
I(rv1) r
(∫
B
|∇v1| + d4
∫
B
v1
)
− rη
(
d3
∫
B
vη1
)
.
Since
∫
B v
η
1 > 0 (cf. (2.10)) and [rv1]∗ → ∞ as r → ∞, there exists r0 > 0 satisfying (3.13) and (3.14)
with ρ0 given in Lemma 3.1. 
Let Γ = {γ ∈ C([0,1], X): γ (0) = 0, γ (1) = r0v1} and Γn = {γ ∈ C([0,1], Yn): γ (0) = 0,
γ (1) = r0v1}. The following lemma is about the existence of nontrivial critical points of I|Yn .
Lemma 3.3. Under assumptions (A1)–(A3) and (3.11), for each n ∈ N, there exists un ∈ Yn such that
J (v) − J (un)
∫
B
f (x,un)(v − un), ∀v ∈ Yn, (3.18)
and
I(un) = inf
γ∈Γn
max
t∈[0,1] I
[
γ (t)
]
. (3.19)
Proof. Note that since Yn ⊂ C1c (B), J |Yn is of class C1 in Yn and for all u, v ∈ Yn ,
〈
( J |Yn )′(u), v
〉
Y ∗n ,Yn =
∫
B
[
α + |∇u|γ ] 1γ −1|∇u|γ−2∇u · ∇v dx. (3.20)
Therefore, I|Yn is of class C1 in Yn with
〈
(I|Yn )′(u), v
〉
Y ∗n ,Yn =
〈
( J |Yn )′(u), v
〉
Y ∗n ,Yn −
∫
B
f (·,u)v dx, ∀u, v ∈ Yn. (3.21)
Let us check that I|Yn satisﬁes the usual (PS) condition. For this purpose, suppose that {uk} is
a sequence in Yn such that {I(uk)} is bounded and
(I|Yn )′(uk) → 0 in Y ∗n .
We prove that {uk} is bounded in Yn . In fact, there exists M1 > 0 such that
∣∣I(uk)∣∣ M1, ∀k ∈ N, (3.22)
and ζk := (I|Yn )′(uk) ∈ Y ∗n satisﬁes
‖ζk‖Y ∗n → 0, (3.23)
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∫
B
[
α + |∇uk|γ
] 1
γ −1|∇uk|γ−2∇uk · ∇v dx−
∫
B
f (·,uk)v dx = 〈ζk, v〉Y ∗n ,Yn , (3.24)
for all v ∈ Yn , all k ∈ N. Letting v = uk in this equation yields
∫
B
[
α + |∇uk|γ
] 1
γ −1|∇uk|γ dx−
∫
B
f (·,uk)uk dx= 〈ζk,uk〉Y ∗n ,Yn , ∀k ∈ N. (3.25)
(3.6) implies that there is d5  0 such that
∫
B
f (·,u)u dx η
∫
B
F (·,u)dx− d5, ∀u ∈ X . (3.26)
Hence,
∫
B
[
α + |∇uk|γ
] 1
γ 
∫
B
[
α + |∇uk|γ
] 1
γ −1|∇uk|γ
=
∫
B
f (·,uk)uk dx+ 〈ζk,uk〉Y ∗n ,Yn
 η
∫
B
F (·,uk)dx− d5 − ‖ζk‖Y ∗n ‖uk‖. (3.27)
From (3.22), we have
∫
B
F (·,uk)dx J (uk) − M1,
and thus
J (uk) η
∫
B
F (·,uk)dx− d5 − ‖ζk‖Y ∗n ‖uk‖ −
∫
B
α1/γ dx
 η J (uk) − ‖ζk‖Y ∗n ‖uk‖ − d5 − α1/γ0 |B| − ηM1 (3.28)
(α0 is given in (2.1)). Therefore,
d5 + α1/γ0 |B| + ηM1  (η − 1) J (uk)− ‖ζk‖Y ∗n ‖uk‖

(
η − 1− ‖ζk‖Y ∗n
)‖uk‖ − (η − 1)α1/γ0 |B|, ∀k ∈ N. (3.29)
Since η > 1 and ‖ζk‖Y ∗n → 0, this inequality implies that {‖uk‖} is bounded. Because Yn is ﬁnite
dimensional, the Bolzano–Weierstrass theorem directly implies the (PS) condition.
Next, we immediately have from (3.11)–(3.12) and (3.13)–(3.14) that the usual structural condi-
tions of the Mountain pass theorem are fulﬁlled. In fact, for γ ∈ Γn , since γ (0) = 0 and [γ (1)]∗ =
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from (3.12), maxt∈[0,1] I[γ (t)] I[γ (t0)] ε0. We have
cn = inf
γ∈Γn
max
t∈[0,1] I
[
γ (t)
]
 ε0 > 0 =max
{
I(0), I(r0v1)
}
. (3.30)
From the (regular) Mountain pass theorem (cf. e.g. [27]), there exists un ∈ Yn such that
I(un) = cn, (3.31)
and
( J |Yn )′(un) =
〈
f (·,un), ·
〉
Y ∗n ,Yn in Y
∗
n . (3.32)
Since J is convex, this is equivalent to (3.18). 
Next, let us prove the boundedness of the sequence {un}.
Lemma 3.4. Assume (A1)–(A3) and (3.11). For each n ∈ N, let un be a solution of (3.18) and (3.19), whose
existence is guaranteed by Lemma 3.3. Then the sequence {un} is bounded in X.
Proof. Let γ1 ∈ Γ1 be ﬁxed. Since γ1 ∈ Γn , ∀n ∈ N, we have from (3.19),
(0<)ε0  I(un) = cn  max
t∈[0,1] I
(
γ1(t)
)
. (3.33)
This shows that {I(un)} is a bounded sequence in R. The proof of the boundedness of {un} is now
similar to that of the (PS) condition. Since un satisﬁes (3.32), we have as in (3.24),
∫
B
[
α + |∇un|γ
] 1
γ −1|∇un|γ−2∇un · ∇v −
∫
B
f (·,un)v dx = 0, ∀v ∈ Yn,
and by choosing v = un , one gets as in (3.25),
∫
B
[
α + |∇un|γ
] 1
γ −1|∇un|γ −
∫
B
f (·,un)un dx= 0, ∀n ∈ N.
From (3.33), we have
∫
B F (·,un)dx J (un) −maxt∈[0,1] I(γ1(t)) and as in (3.27)–(3.29),
J (un)
∫
B
[
α + |∇un|γ
] 1
γ −1|∇un|γ −
∫
B
α
1
γ
 η
∫
B
F (·,un)dx− d5 − α
1
γ
0 |B|
 η J (un) − η max
t∈[0,1] I
(
γ1(t)
)− d5 − α 1γ0 |B|.
Hence,
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t∈[0,1] I
(
γ1(t)
)+ d5 + ηα 1γ0 |B| (η − 1)[ J (un) + α 1γ0 |B|]
 (η − 1)‖un‖, ∀n ∈N.
Since η > 1, this shows that {‖un‖} is bounded and thereby completes our proof. 
We are now ready to prove our main result of this section.
Theorem 3.5. Under assumptions (A1)–(A3) and (3.11), there exists a nontrivial solution u of (2.8) that is the
σ(X, Z)-limit of a subsequence of {un}, where {un} is a sequence of solutions of (3.18)–(3.19) in Yn, whose
existence is guaranteed by Lemma 3.3.
Proof. Let {un} be a sequence of solution of (3.18)–(3.19). {un} is bounded thank to Lemma 3.4.
Note that each un satisﬁes the inequality (3.18). Let v ∈ X , from Lemma 2.2(c), one can choose a
sequence {vn} in X0 such that vn → v in σ(X, Z) and J (vn) → J (v). Since ⋃n∈N Yn is dense in
(X0,‖ · ‖) and J is continuous (in the norm topology) in X and thus in X0, we can choose from the
sequence {vn} (by approximating its terms by functions in ⋃n∈N Yn) another sequence {v˜nk } (which
is, generally, not a subsequence of {vn}) such that {nk} is a subsequence of N, v˜nk ∈ Ynk , ∀k ∈ N,
v˜nk → v in σ(X, Z), (3.34)
and
J (v˜nk ) → J (v) as k → ∞. (3.35)
From (3.18), one has
J (v˜nk ) − J (unk ) −
∫
B
f (·,unk )(v˜nk − unk )dx 0, ∀k ∈N. (3.36)
From Lemmas 3.4 and 2.1, by passing to a subsequence of {unk }, still denoted by {unk } for simplicity,
we have u ∈ X such that
unk → u in σ(X, Z). (3.37)
Since the embedding BV(B) ↪→ Lq(B) is compact, we have v˜nk → v and unk → u in Lq(B). From (3.5)
and a standard argument based on the Dominated convergence theorem, we get
f (·,unk ) → f (·,u) in Lq
′
(B), (3.38)
and
F (·,unk ) → F (·,u) in L1(B). (3.39)
It follows that
f (·,unk )(v˜nk − unk ) → f (·,u)(v − u) in L1(B). (3.40)
From (3.37) and Lemma 2.2(b), we have
J (u) lim inf
k→∞
J (unk ). (3.41)
Letting k → ∞ in (3.36) and using (3.35), (3.40), and (3.41), we see that u satisﬁes (2.8).
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have
f (·,unk )unk → 0 in L1(B).
Letting v = 0 in (3.18) (with n = nk) yields
(0) J (unk )
∫
B
f (·,unk )unk dx,
and thus lim J (unk ) = 0. It follows from (3.39) that
∫
B F (·,unk )dx → 0. Combining these limits, one
gets
0< ε0  cnk = J (unk ) −
∫
B
F (·,unk )dx → 0.
This contradiction shows that u = 0 and therefore completes our proof. 
4. Justiﬁcations and examples of general conditions
In this section, we consider some interesting particular cases of the above general but abstract
conditions in Theorem 3.5.
4.1. Norms as gauge function
We consider here some norms on X that are natural choices for the gauge function [ · ]∗ .
It is clear from (3.8) that if we choose [ · ]∗ = ‖ · ‖Lq then (3.10) holds with B(s) = d1q sq +d2|Ω|1/q
′
s
for s  0 (we recall that 1  q < NN−1 ). If [ · ]∗ = ‖ · ‖(= ‖ · ‖X ) then we need the following Poincaré
inequality for functions in X :
Theorem 4.1. (See [23, Theorem 3.1].) For each β ∈ [1,N/(N − 1)], there exists Cβ > 0 such that
(∫
B
|u|β dx
)1/β
 Cβ
∫
B
|∇u|, ∀u ∈ X . (4.1)
It follows from (3.8) and (4.1) that
∣∣H(u)∣∣ d1
q
Cqq‖u‖qX + d2C1‖u‖X , ∀u ∈ X, (4.2)
and in this case (3.10) holds with B(s) = d1q Cqq sq + d2C1s. Related to (3.9) we have the following
estimate.
Lemma 4.2. For all u ∈ X,
J (u)
[
α0|B|γ +
(∫
B
|∇u|
)γ ]1/γ
− α1/γ0 |B| (4.3)
(α0 is given in (2.1)).
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F (σ , s) = (σ + sγ )1/γ − σ 1/γ ,
it is easy to check that F is nonincreasing in σ . Hence,
J (u) =
∫
B
{[
α(x) + ∣∣∇u(x)∣∣γ ]1/γ − [α(x)]1/γ }dx

∫
B
{[
α0 +
∣∣∇u(x)∣∣γ ]1/γ − α1/γ0 }dx. (4.4)
Let j0 :RN → [0,∞) be the convex function deﬁned by
j0(s) =
(
α0 + |s|γ
)1/γ − α1/γ0 . (4.5)
We have as in (2.3) that j∞0 (s) = |s|, ∀s ∈ R and therefore J0(u) =
∫
B j0(∇u) is well deﬁned for all
u ∈ BV(B) and, in particular, for all u ∈ X .
Note that since j0 and J0 are particular cases of j and J (when α ≡ α0 = constant) Lemma 2.2
holds for J0 instead of J . Also, (4.4) means that
J0(u) J (u), (4.6)
for all u ∈ X0 and thus for all u ∈ X . On the other hand, since ∇u ∈ [L1(B)]N , by Jensen’s inequality
applied to the convex function P (x) = (α0 + |x|γ )1/γ , x ∈R, one gets
[
α0 + |B|−γ
(∫
B
|∇u|
)γ ]1/γ
 |B|−1
∫
B
[
α0 + |∇u|γ
]1/γ
.
Hence
[
α0|B|γ +
(∫
B
|∇u|
)γ ]1/γ
− α1/γ0 |B|
∫
B
{[
α0 + |∇u|γ
]1/γ − α1/γ0 }.
This estimate, together with (4.4), proves (4.3) in the case u belongs to W 1,1(B). In particular, (4.3)
holds for all u ∈ X0.
For u ∈ X , note from Lemma 2.2(c) that there is a sequence {un} ⊂ X0 that converges to u in the
sense of (2.14) and (2.15). For each n ∈N, we have inequality (4.3), i.e.,
J (un)
[
α0|B|γ +
(∫
B
|∇un|
)γ ]1/γ
− α1/γ0 |B|. (4.7)
From (2.14) and the lower semicontinuity of the functional u → ∫B |∇u| with respect to the L1(B)-
topology (see e.g. [16] or [12]), we obtain (4.3) by passing to the limit in (4.7). 
In view of (4.3), we see that (3.9) holds with
A(s) = (α0|B|γ + sγ )1/γ − α1/γ0 |B|, (4.8)
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A(s) = (α0|B|γ + Cγq sγ )1/γ − α1/γ0 |B|. (4.9)
4.2. Functional as gauge function
In this section, we show that the functional J0 can be used as another suitable gauge function [ · ]∗
for Theorem 3.5. We ﬁrst have the following lemma.
Lemma 4.3. (a) For each c > 0, the functional ‖ · ‖c : L1(B) → [0,∞),
u → ‖u‖c = inf
{
λ > 0:
∫
B
j0(u/λ) c
}
, (4.10)
is a norm on L1(B) equivalent to ‖ · ‖L1(B) . In fact, we have
‖u‖L1(B)  ‖u‖1 
[(
α
1/γ
0 + 1
)(|B| + 1)]−1‖u‖L1(B), ∀u ∈ L1(B). (4.11)
(b) Put j˜0 :R→ [0,∞),
j˜0(t) =
(
α0 + |t|γ
)1/γ − α1/γ0 , t ∈R. (4.12)
Then, the estimate
∫
B
j˜0(u)dx
{
2−γ ‖u‖γ1 if
∫
B j˜0(u)dx 1,
2−1‖u‖1 if
∫
B j˜0(u)dx> 1,
(4.13)
holds for all u ∈ L1(B).
(c) The following estimate holds for all u ∈ X:
J0(u)
{
[2(α1/γ0 + 1)(1+ |B|)]−γ (
∫
B |∇u|)γ if J0(u) 1,
[2(α1/γ0 + 1)(1+ |B|)]−1(
∫
B |∇u|) if J0(u) > 1.
(4.14)
Proof. (a) The proof of the statements in (a), in particular of (4.11), was given in [24] where the area
functional (i.e., α ≡ 1 and γ = 2) was considered. The extension to our case is straightforward and its
details are therefore omitted.
(b) Note that j0(s) = j˜0(|s|), ∀s ∈ RN . Elementary calculations show that the convex function j˜0
satisﬁes
j˜0(2t) 2γ j˜0(t), ∀t ∈R. (4.15)
Using mathematical induction based on (4.15), one can readily prove that for all u ∈ L1(B), all
m ∈ N∪ {0},
∫
B
j˜0(u)dx 2−mγ ⇒ ‖u‖1  2−m. (4.16)
In fact, for m = 0, if ∫B j˜0(u)dx  1, then ‖u‖1  1 by (4.10). Assume (4.16) is true with m for all
u ∈ L1(B). Let us prove it for m + 1. Suppose that ∫B j˜0(u)dx  2−(m+1)γ . From (4.15), we have
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∫
B j˜0(u) 2−mγ . Hence, from (4.16) with 2u instead of u, we must have ‖2u‖1  2−m ,
i.e., ‖u‖1  2−(m+1) . This completes the proof of (4.16).
Assume
∫
B j˜0(u)dx  1. There exists m ∈ N ∪ {0} such that
∫
B j˜0(u)dx  2−mγ . It follows
from (4.16) the following implication
ln(
∫
B j˜0(u)dx)
γ ln 2
−m ⇒ ln(‖u‖1)
ln 2
−m, ∀m ∈ N∪ {0}.
Thus,
ln(
∫
B j˜0(u)dx)
γ ln 2
+ 1 ln(‖u‖1)
ln2
,
and therefore, ln‖u‖1  1γ ln(
∫
B j˜0(u)dx) + ln 2. We have
‖u‖1  2
[∫
B
j˜0(u)dx
]1/γ
,
which shows the ﬁrst estimate in (4.13). To prove the second estimate, we just note the following
implication
∫
B
j˜0(u)dx 2m ⇒ ‖u‖1  2m, ∀u ∈ L1(B), ∀m ∈ N∪ {0},
which can be veriﬁed easily as in (4.16) by using mathematical induction and the convexity of j˜0
instead of (4.15). The rest of the proof is similar to that in the ﬁrst estimate in (4.13) and is therefore
omitted.
(c) Assuming u ∈ X and J0(u) 1, let us prove the ﬁrst estimate in (4.14). Consider ﬁrst the case
where u ∈ X0. We have |∇u| ∈ L1(B) and
∫
B j˜0(u)dx = J0(|∇u|) 1. Therefore from (4.11) and (4.13),
J0(u) 2−γ
∥∥|∇u|∥∥γ1
 2−γ
[(
α
1/γ
0 + 1
)(|B| + 1)]−γ ∥∥|∇u|∥∥γL1(B). (4.17)
Assume now u ∈ X (and J0(u)  1) then by using Lemma 2.2(c) with J0, one can choose a se-
quence {un} in X0 such that (2.14) holds and moreover J0(un) → J0(u) as n → ∞. Since J0(u)  1,
by rescaling un if necessary, we can assume also that J0(un)  1, ∀n. Since un ∈ X0, we have (4.17)
for un . By passing to the limit in (4.17) (with un instead of u), and using Lemma 2.1 together with the
lower semicontinuity of u → ∫B |∇u| with respect to the L1-topology, we see that (4.17) also holds
for u. The ﬁrst estimate in (4.14) is proved. The proof of the second estimate in the case J0(u) 1 is
similar. 
Combining Lemma 4.3 and Theorem 4.1 yields the following estimate.
Corollary 4.4. For all u ∈ X, we have
∫
B
|u|q dx
{
Cqq [2(α1/γ0 + 1)(1+ |B|)]q[ J0(u)]q/γ if J0(u) 1,
Cqq [2(α1/γ0 + 1)(1+ |B|)]q[ J0(u)]q if J0(u) 1.
(4.18)
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tion j˜0 in (4.12).
Lemma 4.5. There exists C > 0 such that
∫
B
j˜0(u)dx C
∫
B
j˜0
(|∇u|)(= C ∫
B
j0(∇u)
)
, ∀u ∈ X . (4.19)
Proof. The proof of this lemma follows the same lines as those in the proof of Lemma 57 of [17], in
which an estimate similar to (4.19) (cf. [17, Eq. (5.11)]) was established for Young functions and Orlicz–
Sobolev spaces. The main ingredients there are Jensen’s inequality and approximation by smooth
functions. Because Jensen’s inequality is valid for convex functions and in particular for the convex
function j˜0 here and the needed approximation procedure is also valid in the Sobolev spaces W
1,1
0 (B)
and W 1,10 (Ω), we see that (4.19) holds for all u ∈ X0. Moreover, by following the proof of Lemma 57
of [17], and combining with the following extension of (4.15),
j˜0(kt)
{
kγ j˜0(t), ∀t ∈R, k ∈ (1,+∞),
k j˜0(t), ∀t ∈R, k ∈ [0,1],
(4.20)
we see that the constant C in (4.19) can be chosen as
C =
{ [2diam(B)]γ if 2diam(B) 1,
2diam(B) if 2diam(B) 1
= 2diam(B)(max{1,2diam(B)})γ−1. (4.21)
To prove (4.19) for u ∈ X , we use Lemma 2.2(c) again to approximate u by a sequence {un} ⊂ X0
satisfying (2.14) and (2.15) with j0 and J0 instead of j and J . Since un → u in L1(B), (3.16) and the
Lebesgue Dominated convergence theorem show that
∫
B
j˜0(un)dx →
∫
B
j˜0(u)dx. (4.22)
Since un ∈ X0, the estimate in (4.19) holds for un for all n ∈ N. Passing to the limit in (4.19) with un
(instead of u) and using (4.22) and (2.15), we see that (4.19) holds true for all u ∈ X as well. 
Now, let us check that J and H satisfy (3.9)–(3.10) with some choices of [ · ]∗ , A, and B and under
some appropriate conditions. Assume that there is a constant σ ∈ [0,+∞) such that
limsup
t→0
F (x, t)
j˜0(t)
< σ , (4.23)
uniformly for almost all x ∈ B. As a consequence, for σ1 ∈ [0, σ ), there exists s1 ∈ (0,+∞) such that
F (x, t) σ1 j˜0(t), (4.24)
for a.e. t ∈ B, all t ∈ [−s1, s1]. On the other hand, since q  1 it follows from (3.7) that there exists
d5 > 0 such that
F (x, t) d5|t|q, for all t with |t| > s1. (4.25)
If s1  1, the d5 can be chosen as d5 = d1q−1 + d2. If 0 < s1 < 1, then one can choose d5 =
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d5 = max
{
1, s−q1
}(
d1q
−1 + d2
)
.
Combining (4.24) and (4.25) gives us
F (x, t) σ1 j˜0(t) + d5|t|q, for all t ∈ R, a.e. x ∈ B. (4.26)
Hence, from (4.18), (4.19), and (4.21),
H(u) σ1
∫
B
j˜0(u) + d5
∫
B
|u|q dx
 2σ1 diam(B)
(
max
{
1,2diam(B)})γ−1 J0(u)
+ d5
[
2Cq
(
α
1/γ
0 + 1
)(|B| + 1)]q[ J0(u)]q/γ , (4.27)
if u ∈ X , J0(u) 1 and
H(u) 2σ1 diam(B)
(
max
{
1,2diam(B)})γ−1 J0(u)
+ d5
[
2Cq
(
α
1/γ
0 + 1
)(|B| + 1)]q[ J0(u)]q,
if J0(u) 1.
In what follows we choose the gauge function [ · ]∗ in (A1) as
[u]∗ = J0(u), ∀u ∈ X,
then [ · ]∗ clearly satisﬁes (3.2)–(3.4) in (A1). Moreover, because of (4.6), we see that (3.9) and (3.10)
hold with A(s) = s and
B(s) = 2σ1 diam(B)
(
max
{
1,2diam(B)})γ−1s
+max{1, s−q1 }(d1q−1 + d2)[2Cq(α1/γ0 + 1)(1+ |B|)]q
{
sq/γ if s 1,
sq if s > 1
= 2σ1 diam(B)
(
max
{
1,2diam(B)})γ−1s
+max{1, s−q1 }(d1q−1 + d2)[2Cq(α1/γ0 + 1)(1+ |B|)]q{[1− h(s − 1)]sq/γ + h(s − 1)sq},
with h being the usual Heaviside function
h(s) =
{
0 if s 0,
1 if s > 0.
Let us assume that
2σ1 diam(B)
(
max
{
1,2diam(B)})γ−1 < 1,
i.e.,
σ1 <
(
2diam(B))−1(max{1,2diam(B)})1−γ , (4.28)
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σ 
(
2diam(B))−1(max{1,2diam(B)})1−γ (4.29)
in condition (4.23) above.
Remark 4.6. (a) Note that σ in (4.29) could be a large number if diam(B) is small, i.e., B and equiv-
alently Ω are small regions. In any case, (4.23) and (4.29) always hold if one assume a stronger
condition, such as
limsup
t→0
F (x, t)
j˜0(t)
 0 uniformly for a.e. x ∈ B, (4.30)
or a more restrictive, yet usually assumed condition (in several special cases of our problem) such as
lim
t→0
F (x, t)
j˜0(t)
= 0, (4.31)
uniformly for a.e. x ∈ B.
(b) Since j˜0(t) ≈ α
1
γ −1
0 γ
−1|t|γ as t → 0 (with obvious modiﬁcation in the case of parametric
problem α0 = 0), we can replace j˜0(t) by α
1
γ −1
0 γ
−1|t|γ in (4.23), (4.30), or (4.31).
Assuming (4.28) (or (4.29)), one has
A(s) − B(s) =
{
C1s − C2sq/γ if s ∈ (0,1],
C1s − C2sq if s ∈ (1,∞), (4.32)
where C1 = 1− 2σ1 diam(B)(max{1,2diam(B)})γ−1 and
C2 = max
{
1, s−q1
}(
d1q
−1 + d2
)[
2Cq
(
α
1/γ
0 + 1
)(
1+ |B|)]q
are positive numbers. Note that condition (3.11) in Lemma 3.1 and Theorem 3.5 is satisﬁed if
sup
s∈(0,1]
[
C1 − C2s
q
γ −1]> 0, (4.33)
or
sup
s∈(1,∞)
[
C1 − C2sq−1
]
> 0. (4.34)
Note that if γ < q then (4.33) is always fulﬁlled since C1 − C2s
q
γ −1 > 0 for all s > 0 suﬃciently small.
If γ  q, then (4.33) or (4.34) holds if and only if C1 > C2, which is satisﬁed if for example d1 and d2
are small, i.e., f is a “small” function.
Remark 4.7. (a) By combining the particular choices of [ · ]∗ , A, and B in Sections 4.1 and 4.2 with
the conditions in Theorem 3.5, we obtain various suﬃcient conditions for the existence of nontrivial
solutions of (2.8). These conditions are special cases of the general conditions (A1), (A3), and (3.11) in
Section 3 but are easier to verify.
(b) Note that in the case of an eigenvalue problem, i.e.,
f (x,u) = λ f¯ (x,u), x ∈ B, u ∈R, (4.35)
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of f and F , then f given in (4.35) and the associated mappings F and H satisfy, in this case, the
conditions (3.5), (3.6), and (3.8) with a factor |λ|.
In this case, if there is a constant K such that limsupt→0 F¯ (x,t)j˜0(t)  K uniformly for a.e. x ∈ B,
then (4.23) with σ given by (4.29) is clearly satisﬁed for all λ suﬃciently small. Hence, we have
the existence of nontrivial solutions (eigenfunctions) of (1.1) for all λ suﬃciently small, i.e., all λ
suﬃciently small are eigenvalues of (1.1) with f given by (4.35).
(c) In the case of an eigenvalue problem as in (b), i.e., f is given by (4.35), related to the prescribed
mean curvature equation (α(x) ≡ 1 and γ = 2) the above arguments, with the gauge [ · ]∗ chosen as in
Section 4.1, give us existence results similar to those in [23]. However, here we study a more general
problem (α is a function in x and γ is any number in [1,∞)), which includes both the parametric
and nonparametric problems as particular cases. Moreover, our method here is completely different
and is based on just the usual approximation by ﬁnite dimensional spaces approach.
(d) Related to the work in [26], we note that the area-type functional we consider here can
depend on the space variable x. Another point worth mentioning is that in [26], it is assumed
(cf. [26, Assumption (α), p. 466]) the existence of α ∈ [1, nn−1 ) such that
lim inf
ξ→0
Ψ (ξ) −Ψ (0)
|ξ |α > 0, (4.36)
and
lim
s→0
G(x, s)
|s|α = 0, (4.37)
where n, Ψ , and G are the counterparts of N, j, and F here. It follows directly from the above con-
ditions that, for example in the case of a mean curvature problem, i.e., when Ψ (or j in our notation
here) is the area function, α ≡ 1 and γ = 2, since
lim inf
ξ→0
√
1+ ξ2 − 1
|ξ |α > 0
only if α  2 (in (4.36)). Under assumptions (4.36) and (4.37) in [26], we must have 2 < nn−1 , i.e.,
n = 1 (the problem is one-dimensional). Our choice of [ · ]∗ = J0 above, in the particular case when
γ < q, give us an existence result similar to that in Theorem 4.9 of [26]. On the other hand, the
results established above in Sections 3 and 4 apply to other cases and in higher dimensions as well.
Furthermore, in (4.23), which is the counterpart of (4.37), we do not need to assume the limit to be 0
(see also Remark 4.6).
Finally, we have seen above that problem (1.2) could be investigated alternatively by using here
some elementary arguments based on the regular Mountain pass theorem, rather than invoking gen-
eral critical point theories for nonsmooth functionals as in [26] or [22,23].
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