We present a new compilation of Type Ia supernovae (SNe Ia), a new dataset of low-redshift nearbyHubble-flow SNe and new analysis procedures to work with these heterogeneous compilations. This "Union" compilation of 414 SN Ia, which reduces to 307 SNe after selection cuts, includes the recent large samples of SNe Ia from the Supernova Legacy Survey and ESSENCE Survey, the older datasets, as well as the recently extended dataset of distant supernovae observed with HST. A single, consistent and blind analysis procedure is used for all the various SN Ia subsamples, and a new procedure is implemented that consistently weights the heterogeneous data sets and rejects outliers. We present the latest results from this Union compilation and discuss the cosmological constraints from this new compilation and its combination with other cosmological measurements (CMB and BAO). The constraint we obtain from supernovae on the dark energy density is Ω Λ = 0.713 −0.066 (sys). While our results are consistent with a cosmological constant, we obtain only relatively weak constraints on a w that varies with redshift. In particular, the current SN data do not yet significantly constrain w at z > 1. With the addition of our new nearby Hubble-flow SNe Ia, these resulting cosmological constraints are currently the tightest available.
INTRODUCTION
The evidence for dark energy has evolved from the first hints, for the case of a flat Universe (Perlmutter et al. 1998; Garnavich et al. 1998; Schmidt et al. 1998) , through the more definite evidence for the general case of unconstrained curvature Perlmutter et al. 1999 ), to the current work which aims to explore the properties of dark energy (for a review see Perlmutter & Schmidt 2003) . Several new cosmological measurement techniques and several new Type Ia supernova (SN Ia) datasets have helped begin the laborious process of narrowing in on the parameters that describe the cosmological model. The SN Ia measurements remain a key ingredient in all current determinations of cosmological parameters (see, e.g., the recent CMB results (Dunkley et al. 2008) ). It is therefore necessary to understand how the current world dataset of SN Ia measurements is constructed, and how it can be used coherently, particularly since no one SN Ia sample by itself provides an accurate cosmological measurement.
Until recently, the SN Ia compilations (e.g., Riess et al. 1998 ) primarily consisted of a relatively uniform high-redshift (z ∼ 0.5) dataset from a single study put together with a low-redshift (z ∼ 0.05) sample collected in a different study or studies. However, once there were several independent datasets at high redshift it became more important and interesting to see the cosmological constraints obtainable by combining several groups' work. Riess et al. (2004 Riess et al. ( , 2007 provided a first compilation analysis of this kind, drawing on data chosen from Perlmutter et al. (1999) ; Riess et al. (1998) ; Schmidt et al. (1998) ; Knop et al. (2003) ; Tonry et al. (2003) and Barris et al. (2004) . Many of the subsequent cosmology studies have used this compilation as the representation of the SN Ia sample, in particular the selection of supernovae that Riess et al. (2004 Riess et al. ( , 2007 nicknamed the "Gold" sample. Other recent compilations that have been used are that of and Davis et al. (2007) .
At present a number of updates should be made to the SN Ia datasets, and a number of analysis issues should be addressed, including several that will recur with every (1) It is important to add a new low-redshift SN Ia sample to complement the large and rapidly growing number of distant SNe. Especially valuable are the SNe in the smooth, nearby Hubble-flow (z above ∼ 0.02). Since this part of the Hubble diagram is currently not well constrained, new nearby SNe lead to a relatively large incremental improvement (Linder 2006) . It is interesting to note, that the largest contribution in this redshift range still comes from the landmark Calan/Tololo survey (Hamuy et al, 1993) .
(2) The analysis should reflect the heterogeneous nature of the data set. In particular, it is important that a sample of poorer quality will not degrade the impact of the higher quality data, such as the Supernova Legacy Survey (SNLS) and ESSENCE high-redshift datasets which have recently been published.
(3) The different supernova datasets should be analyzed with the same analysis procedure. The previous compilations combined measurements and peak-magnitude fits that were obtained with disparate lightcurve fitting functions and analysis procedures, particularly for handling the color correction for both extinction and any intrinsic color luminosity relation.
(4) A reproducible, well-characterized approach to selecting the good SNe Ia, and rejecting the questionable and outlier SNe, should be used. Previous compilations relied to a large extent on the heterogeneous classification information provided by the original authors. The selection process was somewhat subjective: The Gold compilation of Riess et al. (2004 Riess et al. ( , 2007 excluded SNe that Knop et al. (2003) considered comparably wellconfirmed SNe Ia.
(5) To the extent possible, the analysis should not introduce biases into the fit, including some that have only recently been recognized as being present in methods of determining extinction properties of SNe Ia.
To reach the goal of carrying out these improvements, we present in this paper a new SN compilation, a new nearby-Hubble-flow SN Ia dataset, and new analysis procedures. Several additional smaller enhancements are also presented.
With respect to Goal (1), it is important to note that both nearby and distant supernovae are needed to measure cosmological parameters. The brightness of nearby supernovae in the Hubble flow is compared to that of high redshift supernovae, which -following the dynamics of the Universe -might appear dimmer or brighter than expected for a reference cosmology. Nearby SNe lightcurves typically have better observational coverage and signal-to-noise ratio (SNR) than their high-redshift counterparts. However, they are significantly more difficult to discover since vast amounts of sky have to be searched to obtain a sizable number of supernovae, due to the small volume of the low redshift Universe. We present lightcurves from the Supernova Cosmology Project (SCP) Spring 1999 Nearby Supernova Campaign (Aldering 2000) , which consisted primarily of wide-field magnitude limited searches and extensive photometric and spectroscopic follow-up observations using a large number of ground-based telescopes. We provide BVRI lightcurves for 8 nearby supernovae in the Hubble flow.
We then address Goal (2) by combining the new data sample with published data of nearby and distant supernovae to construct the largest Hubble diagram to date (but presumably not for long). In this combination we adjust the weight of SNe belonging to a sample to reflect the dispersion we determine for the sample. With our prescription, SN samples with significant unaccountedfor statistical or systematic uncertainties are effectively deweighted.
All SN lightcurves are fitted consistently in the observer frame system using the spectral-template-based fit method of Guy et al. (2005) (also known as SALT). Where possible, the original band pass functions are used (Goal (3)).
To address Goal (4) we adopt a robust analysis technique based on outlier rejection which we show is resilient against contamination. The analysis strategy was developed to limit the influence of human subjectivity. Spectroscopic classification is arguably the most subjective component of SN cosmology (primarily because of the observational challenges associated with high redshift supernova spectroscopy) and we avoid decisions whether to include a specific SN that are based on spectroscopic features that go beyond that of the authors' classification.
Following Conley et al. (2006) , the full analysis chain was developed in a blind fashion, that is, hiding the best fitting cosmological parameters until the analysis was finalized. This helps resist the impulse to stop searching for systematic effects once the "right" answer is obtained. We derive constraints on the cosmological parameters, taking care to test and remove possible sources of bias introduced in the fitting procedure (Goal (5)).
The paper is organized as follows. In Section 2 we methodically present the data reduction and photometric calibration of the lightcurves from the SCP Nearby 1999 Supernova Campaign: the reader more interested in Goals (2-5) and the subsequent cosmological analysis might want to only skim this section. In Section 3 we combine the new supernovae with a large set of nearby and high redshift supernovae from the literature and fit the full set of lightcurves in a consistent manner. We then proceed to determine stringent constraints on the dynamics of the Universe. Section 4 explains the methods employed for cosmological parameter estimation, which includes blinding the analysis and using robust statistics. We evaluate the systematic errors of the measurements in Section 5 and summarize the resulting constraints on Ω M , Ω Λ , w, and other parameters in Section 6.
A NEW SAMPLE OF NEARBY SUPERNOVAE
The SN lightcurve data presented in this paper were obtained as part of the SCP Nearby 1999 Supernova Campaign (Aldering 2000) . The search portion of this campaign was designed to discover Type Ia supernovae in the smooth nearby Hubble flow, and was performed in collaboration with a number of wide-field CCD imaging teams: EROS-II , NGSS (Strolger 2003) , QUEST-I (Rengstorf et al. 2004) , NEAT and Spacewatch . In some cases the wide-field searches were focused entirely on supernova discovery (EROS-II and NGSS), while in other cases the primary data had different scientific goals, such as discovery of near-earth objects (NEAT, Spacewatch), quasars or micro-lenses (QUEST-I). The wide-field cameras operated in either point and track (NGSS, NEAT, EROS-II) or driftscan (QUEST-I, Spacewatch) modes, and in total covered hundreds of square degrees per night. Over a two month period beginning in February 1999, a total of more than 1300 square degrees was monitored for SNe. Since the search was magnitude limited-no specific galaxies where targeted-it resembles typical searches for high redshift supernovae. This is important because common systematics effects, such as Malmquist bias, are then expected to more nearly cancel when comparing low redshift with high redshift supernovae.
A total of 32 spectroscopically-confirmed SNe were discovered by the search component of this campaign. Of these, 22 were of Type Ia and 14 (of these) were discovered near maximum light, making them useful for cosmological studies. In addition, early alerts of potential SNe by LOTOSS (Filippenko et al. 2001 ) and similar galaxytargeted searches, and the WOOTS-I (Gal-Yam & Maoz 2000) and MSACS (Germany et al. 2004) clustertargeted searches, provided a supplement to the primary sample as the wide-area searches ramped up. Extensive spectroscopic screening and follow-up was obtained using guest observer time on the CTIO 4-m, KPNO 4-m, APO 3.5-m, Lick 3-m, NOT, INT, MDM 2.4-m, ESO 3.6m, and WHT 4.2-m telescopes. The results of these observations have been reported elsewhere: Kim et al. (1999b) ; Aldering et al. (1999) ; Strolger et al. (1999a) ; Gal-Yam et al. (1999) ; Strolger et al. (1999b) ; Nugent et al. (1999a,c) ; Kim et al. (1999a) ; Blanc et al. (2004) ; Strolger et al. (2002) ; Garavini et al. (2004 Garavini et al. ( , 2005 ; Folatelli (2004); Garavini et al. (2007) . Photometric follow-up observations were obtained with the LICK 1-m, YALO 1-m, CTIO 0.9-m, CTIO 1.5-m, MARLY, Danish 1.5-m, ESO 3.6m, KPNO 2.1m, JKT 1-m, CFHT 3.6-m, KECK-I 10-m, WIYN 3.5-m and MLO 1-m telescopes. These consist of U BV RI photometry with a nominal cadence of 3-7 days. The followup observations were performed between February and June 1999 and additional reference images to determine the contribution of host galaxy light contamination were obtained in spring 2000.
From this campaign we present BV RI lightcurves for the eight Type Ia SNe, that fall into the redshift range 0.015 < ∼ z < ∼ 0.15 and for which we where able to obtain enough photometric follow-up data: SN 1999aa (Armstrong & Schwartz 1999; Qiao et al. 1999) , SN 1999ao (Reiss et al. 1999) , SN 1999ar (Strolger et al. 1999a ), SN 1999aw (Gal-Yam et al. 1999 and SN 1999bi, SN 1999bm, SN 1999bn, SN 1999bp Kim et al. (1999a . Further information on these SNe is summarized in Table 1 . Photometric data on SN 1999aw have already been published by Strolger et al. (2002) ; here we present a self-consistent reanalysis of that photometry. 2.1. Data reduction & photometric calibration The data were preprocessed using standard algorithms for bias and flat field correction. Additionally, images that showed significant fringing were corrected by subtracting the structured sky residuals obtained from the median of fringing-affected images. Reflecting an original goal of this program -to obtain data for nearby SNe Ia matching that of the high redshift data of Perlmutter et al. (1999) -we have employed aperture photometry to measure the SN lightcurves. For measurement of moderately bright point sources projected onto complex host galaxy backgrounds in fields sparsely covered by foreground stars, aperture photometry has higher systematic accuracy, but slightly lower statistical precision, than PSF fitting. We used an aperture radius equal to the FWHM of a point source, as determined from the field stars in the image. The aperture correction, which is defined as the fraction of total light which is outside the FWHM radius, is determined by approximating an infinite aperture by a 4×FWHM radius aperture. The aperture correction for a given image is then obtained by a weighted average for all the stars in the field.
In all, photometric observations employed a total of 12 different telescopes and 14 different detector/filter systems. This presented the opportunity to obtain a more accurate estimate of systematic errors induced by different instrumental setups -which might otherwise be masked by apparent internal consistency -and thereby come closer to achieving calibration on a system consistent with that of high-redshift SNe as required for accurate measurement of the cosmological parameters. Of course the need to account for the specific characteristics of these many different instruments, and their crosscalibration, made the calibration a particularly challenging component of this analysis, which we have addressed in a unique fashion.
Our photometric calibration procedure is subdivided into three parts: 1) Determination of zero points, color terms and atmospheric extinction for photometric nights on telescopes at high-quality sites, simultaneously employing observations of both Landolt (1992) standard stars and SN field tertiary standard stars.
2) Use of the tertiary standard stars to simultaneously determine color terms for all other instruments, and zero points for all other images.
3) Determination of SN magnitudes. This includes the SN host subtraction and photometric correction necessary for non-standard band passes.
In steps 1 and 2 the robustness of the fits was ensured by heavily de-weighting significant outliers, using an automated iterative prescription. Elaborating further on step 1, the instrumental magnitudes were converted to magnitudes on the standard BV (RI) KC system using the relation:
wherem x is the instrumental magnitude measured in band x, m x and m y are the apparent magnitudes in bands x and y, χ is the airmass, m zp is the zero point and k x and c x are the atmospheric extinction and filter correction terms for band x. A simultaneous fit in two bands of standard stars cataloged by Landolt (1992) and our SN field stars allowed determination of m zp , k x , χ and c x , as well as m x and m y for our tertiary standard stars. In total 125 Landolt standards, spread across 16 photometric nights, were used for calibration in B, V , R and I, respectively. Accordingly, the uncertainties on the night and telescope dependent terms k x and c x are typically very small. Their covariance with the other parameters is properly accounted for. The catalog of tertiary standard stars generated as a by-product of this procedure are reported in Appendix B.
Then, in step 2, the apparent magnitudes from the tertiary standard stars were used to determine color terms for all remaining instruments and zero points for all images. Since BV RI do not require airmass-color cross terms over the range of airmasses covered by our observations, and since absorption by any clouds present would be grey, it was possible to absorb the atmospheric extinction into the zero point of each image. The catalog of tertiary standard stars includes both rather blue and red stars, therefore allowing reliable determination of the color terms. The color terms obtained for all instruments are summarized in Table 7 of Appendix A.
In order to determine the counts from the SN in a given aperture, the counts expected from the underlying host galaxy must be subtracted. In our approach, the image with the SN and the reference images without SN light are first convolved to have matching point-spread functions. Stars in the images are used to approximate the PSF as a Gaussian, which for the purposes of determining the convolution kernel needed to match one PSF to another is usually adequate. The instrumental magnitudes of objects (including galaxies) in the field are then used to determine the ratio of counts between the images. For a given image, the counts due to the SN are obtained by subtracting the counts from the reference image scaled by the ratio of counts averaged over all objects. Note that with this approach the images are never spatially translated, thereby minimizing pixel-pixel correlations due to resampling.
Several contributions to the uncertainty were evaluated, and added in quadrature: photon statistics, uncertainties in the image zero points and uncertainties in the scaling between reference and SN image. Additionally, possible systematic errors introduced during sky subtraction and flat-fielding are evaluated using field stars. The variance of field star residuals is used to rescale all uncertainties. Additionally, an error floor is determined for all instruments by investigation of the variance of the residuals as a function of the calculated uncertainty. Such an error might occur due to large scale variation in the flat-field. An appropriate error floor was found to be typically 1-2 % of the signal counts.
Band pass determination
The band passes for all telescopes have to be established in order to correct for potential mismatches to the Landolt/Bessell system (Landolt 1992; Bessell 1990) .
The band pass is the product of the quantum efficiency of the CCD, the filter transmission curve, the atmospheric transmission and the reflectivity of the telescope mirrors. Figure 2 .1 shows the band pass curves for the various instruments used in this work. The relevant data were obtained either from the instrument documentation or through private communication.
We test for consistency of the band passes using synthetic photometry (for a related study see Stritzinger et al. (2002) ). For this, stellar spectra which best match the published U BV RI colors of our standard stars are selected from the catalog of Gunn & Stryker (1983) . The spectra that best match the published colors of the standard stars are further adjusted using cubic splines to exactly match the published colors. For instruments without standard star observations, a second catalog is generated using our determination of BV RI magnitudes of field stars. With the spectra of standard and field stars at hand we perform synthetic photometry for the various band pass functions. The band pass functions are then shifted in central wavelength by ∆λ until they optimally reproduce the observed instrumental magnitudes. The change in color-term, c x , when shifting the pass band is dc x /dλ ≈ 0.001, 0.0008, 0.0005, 0.0003 [1/Å] for B, V , R and I, respectively. An alternative procedure is to evaluate the color terms for a given band pass in an analogous way as for the observed magnitudes (see equation 1). We then determine the wavelength shift to apply to the band passes in order to reproduce the instrumental color terms. The two approaches agree on average to within 1Å with an RMS of about 20Å. The results are summarized in the Table 8 of Appendix A. The associated systematic uncertainty on the photometric zero point due to this shift depends on the color of the object and for B − V ≤ 1 will remain below 0.02 mag.
LIGHTCURVES
3.1. Lightcurves from the SCP Nearby 1999 Supernova Campaign Figure 2 shows the BV RI lightcurves from the SCP Nearby 1999 campaign (the data are provided in Table 10). Different telescopes are marked by different symbols. Empty symbols represent uncorrected photometric data and filled symbols represent data corrected for non-standard band passes, the so called Scorrections (Suntzeff 2000) . The S-corrections represent the magnitude shift needed to bring the data obtained with different band passes to a common standard system (in our case the Bessell system). The S-corrections are obtained from a synthetic photometry calculation using the "instrument dependent" band pass functions described above and a spectrophotometric lightcurve model. The spectrophotometric SN lightcurve model was adjusted using spline-functions to match the colors of the lightcurve models of our SNe. The lightcurve models are shown in Fig. 2 to guide the eye only. They are obtained in two different ways depending on the quality of the available photometric data. For the four SNe with z < 0.1, we have used the fit method explained in Wang et al. (2006) which has six parameters per band. This method allows effective fitting of R and I band data, which exhibits a second "bump" of variable strength appearing approximately 30 days after the maximum. However, since this fit method has six free parameters per fitted band one can use it only for lightcurves with dense temporal sampling with high signal-to-noise. For the more distant SNe 1999ar, 1999bi, 1999bm, 1999bn we use a more constrained lightcurve fitting method based on template matching. A library of template lightcurves obtained from well observed supernovae is K-corrected to the observed redshift. The best matching lightcurve is chosen as a model for the supernova. The lightcurve models along with the S-corrections shown in Figure 2 are meant to guide the eye and will not be used in the remainder of the paper; we continue with the concept of using instrumental magnitudes along with instrumentdependent passbands when fitting the lightcurve parameters.
The lightcurve parameters such as peak magnitude, stretch and color at maximum are obtained using the spectral template method of Guy et al. (2005) which is described in more detail in section 3.3. The method is well suited to this task since it uses telescope-specific band pass functions for modeling the observer-frame lightcurves. The B-(left) and V -band (right) observerframe lightcurves are shown in Figure 3 , along with the lightcurves predicted by the spectral template for the corresponding band pass. In the bottom part of the plots we show the residuals from the model prediction. In most cases the model describes the data reasonably well, with χ 2 /DOF ∼ 1. Systematic deviations, such as observed in the late-time behavior of the B-band lightcurve of SN 1999aw, are likely to be attributable to the limitations of the two-parameter spectral template model in capturing the full diversity of Type Ia supernovae lightcurves. Figure 4 (right and middle) shows the fitted B − V color at maximum, as well as the stretch distribution. The stretch distribution has one low stretch supernova (SN 1999bm) , but is otherwise dominated by supernovae with larger stretches. Two lower stretch SNe Ia were found in these searches, but are not presented here because of their faintness -in one case combined with proximity to the cuspy core of an elliptical host -prevented an analysis using the techniques described here. In any case, the larger number of high stretch supernovae is not very significant (a K-S test resulted in a 20% probability that the two distributions are consistent with each other).
For two of the eight supernovae, lightcurve data have previously been published. Jha et al. (2006) ; Krisciunas et al. (2000) ; Altavilla et al. (2004) present independent data on SN 1999aa. When comparing the fit results for SN 1999aa we find agreement to within 1% in maximum B-band luminosity, color and stretch. Spectroscopic and photometric data on SN 1999aw are previously reported by Strolger et al. (2002) . While the raw data of Strolger et al. (2002) are largely the same as that presented here, the reduction pipelines used are independent. A main difference is the treatment of nonstandard band passes. We report the original magnitudes and correct for non-standard band passes during the fit of the lightcurve, while in Strolger et al. (2002) corrections based on the color coefficient have been applied to the data. When fitting for peak B-band magnitude, color and stretch we obtain differences of ∆B = 0.04, ∆(B − V ) = 0.02 and ∆s = 0.005. Figure 4 (left) shows the redshift distribution relative to the sample of other nearby supernovae (see 3.2 for a definition of that sample). As can be seen, the distribution extends to redshifts z ∼ 0.15, an underpopulated region in the Hubble diagram.
Literature supernovae
Here we discuss the set of previously published nearby and distant supernovae included in the analysis. Not all SN lightcurves are of sufficiently good quality to allow their use in the following cosmological analysis. For all supernovae in the sample, we require that data from at least two bands with rest-frame central wavelength between 3470Å (U -band) and 6600Å (R-band) exist and that there are in total at least five data points available.
Further, we require that there is at least one observation existing between 15 days before and 6 days after the date of maximal B-band brightness, as obtained from an initial fit to the lightcurves (see section 3.3). The 6 day cut is scaled by stretch for consistency. In addition, we observed that for a smaller number of poorer lightcurves, the uncertainties resulting from the fits are unphysically small compared to what is expected from the photometric data. In these cases, we randomly perturb each data point by a tenth (or if necessary by a fifth) of its photometric error and refit the lightcurves. The remaining 16 SNe, where convergence can not be obtained even after perturbation of the data, are excluded from further analysis (note that these SNe are generally poorly measured and would have low weight in any cosmological analysis).
For the nearby SN sample, we use only supernovae with CMB-centric redshifts z > 0.015, in order to reduce the impact of uncertainty due to host galaxy peculiar velocities. We checked that our results do not depend significantly on the value of the redshift cut-off (tested for a range z = 0.01 − 0.03). The number of SNe passing these cuts are summarized in Table 2 . Each individual supernova is listed in Table 11, and the last column indicates any cuts that the supernova failed.
The list contains 17 supernovae from Hamuy et al. (1996) , 11 from Riess et al. (1999) , 16 from Jha et al. (2006) , and 6 from Krisciunas et al. (2004a Krisciunas et al. ( ,b, 2001 . Our lightcurve data for SN 1999aa are merged with that of Jha et al. (2006) . To this list of nearby supernovae from the literature we add the new nearby supernovae presented here. For SN 1999aw, we use only the lightcurve data presented in this paper. Hence the sample contains 58 nearby supernovae.
The sample of high redshift supernovae is comparably heterogeneous. We use all of the 11 SNe from Knop et al. (2003) that have lightcurves obtained with HST. Of the 42 supernovae from Perlmutter et al. (1999) , 30 satisfy the selection cuts described above (as can be seen in the photometry data of Table 12 ). Of the 16 SNe used by the High-Z Team (HZT) Garnavich et al. 1998; Schmidt et al. 1998) , two are already included in the Perlmutter et al. (1999) sample and of the remaining 14, 12 pass our cuts.
Included also are 22 SNe from Barris et al. (2004) , and the 8 SNe from Tonry et al. (2003) that are typed to be secure or likely SNe Ia. We do not use SN 1999fv and SN 1999fh, as the number of available data points does not exceed the number of lightcurve fit parameters.
We add the 73 SNe Ia from the first year of SNLS , of which one does not pass the first phase cut (03D3cc). Note that, in Astier et al. (2006) , 2 of the 73 supernovae were excluded from their cosmological parameter fits because they were significant outliers (see discussion in section 4.3). Riess et al. (2004 Riess et al. ( , 2007 have published 37 supernovae which were discovered and followed using HST. Of these, 29 passed our lightcurve quality cuts. This sample contains the highest redshift supernovae in our compilation. Finally, we use the 84 SNe from the ESSENCE survey ), of which 75 pass our cuts. 3.3. Lightcurve fitting The spectral-template-based fit method of Guy et al. (2005) (also known as SALT) is used to fit consistently both new and literature lightcurve data. This method is based on a spectral template ) which has been adapted in an iterative procedure to reproduce a training set of nearby SNe U BV R lightcurve data. The training set consists of mostly z < 0.015 SNe and hence does not overlap with the sample we use for determination of cosmological parameters. To obtain an expected magnitude for a supernova at a certain phase, the model spectrum is first redshifted to the corresponding redshift followed by an integration of the product of spectrum and band pass transmission. The spectral-template based fit method has the advantage that it consistently allows the simultaneous fit of multi-band light curves with arbitrary (but known) band pass transmission functions. In view of the large number of filters and instruments used for the new nearby SN samples as well as the very diverse lightcurve data found in the literature, this is particularly important here. In addition, frequent practical problems associated with K-corrections-such as the propagation of photometric errors-are handled naturally.
The spectral template based fit method of Guy et al. (2005) fits for the time of maximum, the flux normalization as well as rest-frame color at maximum defined as c=B − V | t=Bmax + 0.057 and time-scale stretch s. It is worth noting that by construction, the stretch in SALT has a related meaning to the conventional time-axis stretch (Perlmutter et al. 1997; Goldhaber et al. 2001) . However, as a parameter of the lightcurve model it also absorbs other, less pronounced, stretch dependent lightcurve dependencies. The same is true for the color c.
Recently, direct comparisons between alternative fitters, such as SALT, its update ) as well as MLCS2k2 show good consistency between the fit results, e.g. the amount of reddening ). Our own tests have shown that for well observed supernovae, the method produces very consistent results (peak magnitude, stretch) when compared to the more traditional method of using light-curve templates (Perlmutter et al. 1997 ). However, we noticed that fits of poorly observed lightcurves in some cases do not converge properly. Part of the explanation is that in the case of the spectral template based fit method, the data before t < −15 days is not used as an additional constraint. More typically, the SALT fitter can fall into an apparent false minimum and we then found it necessary to restart it repeatedly to obtain convergence. Note that the small differences between the lightcurve fit parameters of Table 11 and the values shown in Table 10 of (2007)) and a few cases where we found it necessary to remove an extreme outlier photometry point from the lightcurve.
The lightcurves from and the Iband lightcurves of 4 supernovae of P99 (SNe 1997O, 1997Q, 1997R, and 1997am , see also Knop et al 2003) need a different analysis procedure, since in these cases the light of the host galaxy was not fully subtracted during the image reduction. We hence allow for a constant contribution of light from the host galaxy in the lightcurve fits. The supernovae were fit with additional parameters: the zero-level of the I-band lightcurve in case of the four SNe from the P99 set and the zero-level of all the bands in case of the Tonry et al. (2003) data. The additional uncertainties due to these unknown zerolevels have been propagated into the resulting lightcurve fit parameters.
The fitted lightcurve parameters of all SNe can be found in Table 11 which is also available in electronic form 42 .
HUBBLE DIAGRAM CONSTRUCTION AND COSMOLOGICAL PARAMETER FITTING
The full set of lightcurves as described in section 3.2 have been fitted, yielding B-band maximum magnitude m max B , stretch s, and color c=B − V | t=Bmax + 0.057. In this section, these are input to the determination of the distance modulus. The analysis method is chosen to minimize bias in the estimated parameters (see section 4.2). An outlier rejection based on truncation is performed which is further described in section 4.3, before constraints on the cosmological parameters are computed.
Blind analysis
Following Conley et al. (2006) , we adopt a blind analysis strategy. The basic aim of pursuing a blind analysis is to remove potential bias introduced by the analyst. In particular, there is a documented tendency (see for example Yao et al. (2006) ) for an analysis to be checked for errors in the procedure (even as trivial as bugs in the code) up until the expected results are found but not much beyond. The idea of a blind analysis is to hide the experimental outcome until the analysis strategy is finalized and debugged. However, one does not want to blind oneself entirely to the data, as the analysis strategy will be partially determined by the properties of the data. The following blindness strategy is used, which is similar to the one invented in Conley et al. (2006) . The data is fit assuming a ΛCDM cosmology, with the resulting fit for Ω M stored without being reported. The flux of each supernova data point is then rescaled according to the ratio of luminosity distances obtained from the fitted parameters and arbitrarily chosen dummy parameters (in this case Ω M = 0.25, Ω Λ = 0.75). This procedure preserves the stretch and color distribution, and as long as the fitted parameters are not too different from the target parameters approximately preserves the residuals from the Hubble diagram. In developing the analysis, one is only exposed to data blinded by the procedure described above. Only after the analysis is finalized and the procedure frozen, is the blinding turned off.
Note that this prescription allows -in a consistent way -the inclusion of future data samples. A new data sample would be first investigated in a blind manner following the tests outlined in section 4.4, and if no anomalies are observed, one would combine it with the other data sets.
Unbiased parameter estimation
Type Ia supernova obey a redder-dimmer relation and a wider-brighter relation (Phillips 1993) . The redderdimmer relation in principle can be explained by dust extinction; however, the total to selective extinction ratios generally obtained empirically are smaller than expected from Milky-Way-like dust (Tripp 1998; Tripp & Branch 1999; Parodi et al. 2000; Guy et al. 2005; Wang et al. 2006) . At the same time, the exact slope of the stretchmagnitude relation is not (yet) predicted by theory. The absence of a strong theoretical prediction motivates an empirical treatment of stretch and color corrections. Here we adopt the corrections of Tripp (1998) (see also Tripp & Branch (1999) ; Wang et al. (2006) ; Guy et al. (2005) and Astier et al. (2006) ):
Since the β-color correction term must account for both dust and any intrinsic color-magnitude relation, it is clearly an empirical approximation. The validity of β-color correction relies on only one assumption, that is, nearby supernovae and distant supernovae have an identical magnitude-color relation. If either the intrinsic SNe properties or the dust extinction properties of the supernovae are evolving with redshift, these assumptions may be violated. Observational selection effects may also introduce biases which invalidate equation 2. These potential sources of systematic error will be evaluated in section 5.1.
The χ 2 corresponding to that of Eq. 2 is given as:
The sum in the dominator represents the statistical uncertainty as obtained from the light-curve fit with C ij representing the covariance matrix of fit parameters: peak magnitudes, color and stretch (i.e. C 11 = σ 2 mB ) and c i = {1, α, −β} are the corresponding correction parameters. σ tot represents an astrophysical dispersion obtained by adding in quadrature the dispersion due to lensing, σ lens = 0.093z (see Section 5.6), the uncertainty in the Milky-Way dust extinction correction (see Section 5.8) and a term reflecting the uncertainty due to host galaxy peculiar velocities of 300 km/s. The dispersion term σ sys contains an observed sample-dependent dispersion due to possible unaccounted-for systematic errors. In section 4.3 we discuss the contribution σ sys further.
Note that Eq. 3 can be derived using minimization of a generalized χ 2 . Defining a residual vector for a supernova R = (µ B − µ model , s − s ′ , c − c ′ ) and supposing that the light-curve fit returns covariance matrix C, we can write
Here, s ′ and c ′ take the role of the true stretch and color, which have to be estimated from the measured ones. Minimizing this equation over all possible values of s ′ and c ′ gives the χ 2 in Eq. 3. The χ 2 is minimized, not marginalized, over α and β; marginalization would yield a biased result due to the asymmetry of the χ 2 about the minimum.
Frequently, Eq. 3 is minimized by updating the denominator iteratively, i.e. only between minimizations (see for example Astier et al. (2006) ). As shown in Fig.  5 and discussed next, this method produces biased fit results, an artifact previously noted by Wang et al. (2006) .
We use a Monte Carlo simulation to estimate any biases from the fitting procedure. Random supernova samples resembling the observed one are generated and then fitted. The true stretch and color are sampled from a normal distribution of width 0.1 and for the peak magnitude an intrinsic dispersion of 0.15 magnitudes is assumed. A further dispersion corresponding to the measurement errors is added. By construction, the SN samples have the same redshift and stretch, color and peak magnitude uncertainties as the real sample. The test values for α and β were chosen as 1.5 and 2.5. This bias on α and β, as would be obtained from the iterative method's fits to the simulated data sets, is visible in Figure 5 as the unshaded histogram. The large potential bias on β (∆β ∼ −0.5), if the χ 2 had been chosen according to Equation 3 with the iteratively updated denominator, is a result of the fact that the measurement error on c for high redshift SNe is similar to and often even exceeds the width of the color distribution itself.
We have investigated other sources of bias in the fitted parameters. A measurement bias will be introduced because overall, brighter SNe will have smaller photometric errors, and hence larger weights, than dimmer ones. If the photometric error bars are small enough that the intrinsic dispersion dominates the uncertainty, this bias will be small. Hence low-redshift, well observed SNe are biased less than high-redshift, poorly observed SNe, resulting in biased cosmological parameters. This bias was studied using the Monte Carlo simulation described above. For the sample under investigation it was found to introduce a bias δM = 0.01. In principle this bias can be corrected; however, since it is roughly a factor of three smaller than the statistical or systematic uncertainties, we choose not to carry out this step. Figure 6 shows the distribution of rest-frame B-band corrected magnitude residuals (left) from the best fit as obtained with the full data set. The right plot shows the pull distribution, where the pull is defined as the corrected B magnitude residual divided by its uncertainty. The distributions have outliers which, if interpreted as statistical fluctuations, are highly improbable. Hence these outliers point to non-Gaussian behavior of the underlying data, due to either systematic errors in the observations, contamination or intrinsic variations in Type Ia SNe. The fact that an outlier is present even in the high quality SNLS supernova set (see Table 3 ) suggests that contamination or unmodeled intrinsic variations might be present. However, other samples that typically were observed with a more heterogeneous set of telescopes and instruments show larger fractions of outliers, indicating additional potential observation-related problems. In order to limit the influence of outliers, we use a robust analysis technique. First, the SN samples are fit for M , the absolute magnitude of the SNe, using median statistics (see Gott et al. (2001) for a discussion of median statistics in the context of SN cosmology). The quantity minimized is χ = SNe
Robust statistics
, where the uncertainty σ in the denominator includes the covariance terms in the denominator of the right hand side of Equation 3. We then proceed to fit each sample by itself using the α, β, and Ω M from the combined fit, as χ is not a well-behaved quantity for small numbers of SNe.
For each sample, we remove SNe with a pull exceeding a certain value σ cut relative to the median fit of the sample. Currently available algorithms, which correct the peak magnitude using, e.g., stretch or ∆m 15 , are capable of standardizing SNe Ia to a level of ∼ 0.10 − 0.15 magnitudes. To reflect this we add in quadrature a systematic dispersion to the known uncertainties. The list of known uncertainties include observational errors, distance modulus uncertainties due to peculiar velocities (with ∆v =300 km/s) and gravitational lensing (relevant only for the highest redshift SNe; see section 5.6 for a discussion). The additional systematic dispersion has two components: a common irreducible one, possibly associated with intrinsic variations in the SN explosion mechanism, as well as an observer-dependent component. To obtain self-consistency the systematic dispersion is recalculated during the analysis. One starts by assuming a systematic dispersion of σ sys = 0.15 magnitudes, then computes the best fitting cosmology for the particular sample using median statistics, removes the outlier SNe with residuals larger than a cut value σ cut , iterates σ sys such that the total χ 2 per degree of freedom is unity, and in a final step redetermines the best fitting cosmology using regular χ 2 statistics to obtain an updated σ sys . From that point in the analysis, after outliers are rejected and σ sys determined, only regular χ 2 statistics are applied. When using a robust analysis, it is necessary to check that a) in the absence of contamination the results are not altered from the Gaussian case and b) in presence of a contaminating contribution, the impact of it is indeed reduced. In order to investigate this, we begin with a model for the contamination. We assume the data sample to be composed of two types of objects, one representing the desired SNe Ia and a second contribution characterizing the contamination. We then use a maximum-likelihood analysis of the observed pull distribution shown in 6 (right) to determine the normalization, width and mean of the contaminating distribution. The uncontaminated pull distribution is assumed to be a Gaussian distribution of unit width and zero mean. The observed pull distribution is best fitted by an additional contaminating contribution that is 50% wider (σ m = 0.23 mag) and which has a mean shifted by ∆m = 0.3σ m , normalized to 18 % of the area. A mock simulation that is based on this superposition of two normal distributions illustrates the benefits of using the robust analysis. Figure 7 (right) shows the bias of the mean relative to the center of the main component as a function of the outlier rejection cut value. Outlier rejection can reduce the bias by a factor of three with a remaining bias of less than 0.01 magnitude. Even for a wide range of contaminant parameters (σ m = 0.15 − 2; ∆m = 0 − 2 magnitudes) the bias obtained for the robust analysis remains below 0.015 magnitudes. Only in cases where the contamination is larger than 30% does the outlier rejection algorithm become unstable.
Besides reducing the potential bias due to contamination, robust statistics can also lead to tighter parameter constraints through reduction of the intrinsic dispersion. The right panel of Figure 7 shows for the simulated data the average standard deviation as a function of the outlier rejection cut for the 16 % contamination case described above. As a reference, the case of a single uncontaminated population of SNe is shown as well. Note that a cut at 3σ reduces the dispersion noticeably in the case of a contaminated sample, while the uncontaminated single population is affected negligibly (the standard deviation is reduced by 1.3 %, e.g. from 0.15 to 0.148 magnitudes).
For the real data, we consider two values σ cut = 2, 3 as well as the case in which all SNe are kept. We chose as our main cut value σ cut = 3 since, after application of the outlier rejection, standard χ 2 statistics is still a good approximation while at the same time a potential bias introduced by contamination is significantly reduced. Note also that the impact of individual SNe that have residuals close to σ cut is small for large statistics: an additional SN will shift the mean distance modulus of N SNe by at most σ cut / √ N SNe standard deviations. Hence for N SNe > ∼ 10 and σ cut = 3 the algorithm can be considered stable relative to fluctuations of individual SNe. Figure 8 illustrates the heterogeneous character of the samples. It shows the Hubble and residual diagrams for the various samples, as well as the histogram of the SN residuals and pulls from the best fit. The difference in photometric quality is illustrated in the right-most column of Fig. 8 , by showing the error on the color measurement. As can be seen, some samples show a significant redshift dependent gradient in the errors, while others have small, nearly constant errors (most notably the sample of Knop et al. (2003) ). The sample of Astier et al. (2006) shows a small color uncertainty up to z ≤ 0.8, and degrades significantly once the color measurement relies on the poorer z-band data (c.f. SALT2 , which is capable of incorporating lightcurve data bluer than rest-frame U).
Sample characteristics, dispersion and pull
Our analysis is optimized for large, multi-color samples such as that of Astier et al. (2006) , since these now dominate the total sample. There is often a better analysis approach for any given specific sample that would emphasise the strengths of that sample's measurements and yield a tighter dispersion and more statistical weight. However, for this combined analysis of many samples it was more important to use a single uniform analysis for every sample, at the cost of degrading the results for some of the smaller samples. This particularly affects some of the very earliest samples, such as Riess et al. (1998) , Perlmutter et al. (1999) , and Barris et al. (2004) , where the color measurements had originally been used with different priors concerning the dust distribution. Treating these samples with the current analysis thus gives significantly larger dispersions (and hence less weight) to these samples than their original analyses. As a check, we have verified that by repeating the analysis according to Perlmutter et al. (1999) we reproduce the original dispersions. Figure 9 shows diagnostic variables used to test for consistency between the various samples. The leftmost plot shows the systematic dispersion and RMS around the best fit model. One expects that there is an intrinsic dispersion associated with all SNe, which provides a lower limit to the sample dependent systematic dispersion. To estimate the intrinsic dispersion one can look at various quantities, as for example the smallest σ sys or, perhaps more appropriate, by the median of σ sys . The median of σ sys , which is about 0.15 mag (shown as the leftmost dashed vertical line), is a robust measure of the intrinsic dispersion, as long as the majority of samples are not dominated by observer dependent, unaccountedfor uncertainties.
As a test for tension between the data sets, we compare for each sample the average residual from the best fit cosmology. This is shown in the middle panel of Fig.  9 . As can be seen, most samples fall within 1σ and none deviate by more then 2σ. The larger samples show no indication of inconsistency. This changes if one considers, instead of the mean, the slope, dµ residual /dz, of the residuals as a function of the redshift. The right panel of Fig. 9 shows a large fraction of significant outliers in the slope. The largest slope outlier is found for the Miknaitis et al. (2007) sample (see also the middle panel of Fig. 8 ). The sign of the slope is consistent with the presence of a Malmquist bias (see Wood-Vasey et al.
(2007) for a discussion). The uncertainties associated with such a Malmquist bias are discussed in Section 5.5. While in general there is no clear trend in the sign of the slope deviations, it is clear that any results that depend on the detailed slope, such as a changing equation of state, should be treated with caution.
SYSTEMATIC ERRORS
Detailed studies of the systematic effects have been published as part of the analysis of individual data sets. The list includes photometric zero points, Vega spectrum, lightcurve fitting, contamination, evolution, Malmquist bias, K-corrections and gravitational lensing, which have also been discussed in earlier work by authors of this paper (Perlmutter et al. 1997 Knop et al. 2003; Astier et al. 2006; Ruiz-Lapuente 2007; .
Some sources of systematic errors are common to all surveys and will be specifically addressed for the full sample. Other sources of systematic errors are controlled by the individual observers. The degree with which this has been done for the various data samples entering the analysis is very different. The SNLS-which is using a single telescope and instrument for the search and followup, and which has detailed multi-band photometry for nearly all its SNe-has a strong handle on a subset of the observation-dependent systematics uncertainties. With the exception of the ESSENCE SN data sample, other high redshift samples are smaller and will contribute less to the final results.
We handle the two types of systematic errors separately: systematic errors that can be associated with a sample (e.g. due to observational effects), and those that are common to all the samples (e.g. due to astrophysical or fundamental calibration effects). To first order, the measurement of cosmological parameters depends on the relative brightness of nearby SNe (z ∼ 0.05) compared to their high redshift counterparts (z ∼ 0.5). If low and high redshift SNe are different, this can be absorbed in different absolute magnitudes M . We hence cast the common systematic uncertainties into an uncertainty in the difference ∆M = M low−z − M high−z . 'We have chosen z div = 0.2 as the dividing redshift as it conveniently splits the samples according nearby and distant SN searches. Note, however, that our resulting systematic errors change by less than 25% of its value for z div in the range 0.1 − 0.5. In addition we allow for a set of extra parameters, ∆M i , one for each sample i.
Systematic uncertainties are then propagated by adding these nuisance parameters to µ B :
∆Mi being added to the χ 2 as defined through Eq. 3. We have checked that this treatment of systematic errors is consistent (in our case to better than 5 % of its value) with the more common procedure, applicable to one-dimensional constraints, in which part of the input data is offset by ±σ ∆M to obtain the systematic variations in the resulting parameter (e.g. w or Ω M ).
In the following we discuss the different contributions to σ ∆M , and summarize them in section 5.9. The result- 
TABLE 3
Shown is the number of SNe passing the different outlier rejection cuts, as well as the sample dependent systematic dispersion (σsys) and the RMS around the best fit model. The compilation obtained with the σcut = 3 cut will be referred to as the Union robust set.
No Outlier Cut σcut = 3 σcut = 2 Set SNe σsys(68%) RMS (68%) SNe σsys(68%) RMS (68%) SNe σsys(68%) RMS (68%) Hamuy et al. (1996) 17 0.14 ing systematic errors on the cosmological parameters are discussed in section 6.
Stretch & evolution
With the large statistics at hand one can test the errors associated with the empirical stretch and color corrections. These corrections would become sources of systematic error if a) different SN populations were to require different corrections and b) if the SN populations were to show differences between nearby and distant objects (either due to selection effects or due to evolution of the SN environment).
A potential redshift dependence of the correction parameters can be tested by separately fitting low redshift and high redshift objects. For this test, a ΛCDM cosmology was assumed with Ω M = 0.28 and Ω M = 0.72 (the values we obtain from the fit of the full sample); however, the results are rather insensitive to the assumed cosmological parameters. The obtained fit parameters α and β are presented in table 4.
The values of β at high and low redshift agree very well, providing strong constraints on evolution of the colorcorrection. Such evolution effects could arise, for example, due to a different mix of dust reddening and intrinsic color at different redshifts. The fact that β agrees so well supports the choice of the empirical color correction 43 . The α at low-redshift and high-redshift are only marginally consistent with each other. We will take the difference at face value and estimate the impact it would have on the final result. The average stretch is s ≈ 0.96 and hence the difference in the average stretch correction is 1 − s ∆α ≈ 0.015. If α indeed is redshift dependent and this was not accounted for, one would obtain a bias of ∆M = 0.015 mags.
Effects of potentially different SN populations should be considered as well. It has recently been argued by Scannapieco & Bildsten (2005) and Mannucci et al. (2006) that one needs to allow for two types of SNprogenitor timescales to explain the observed rates in different galaxy types. One class of objects traces the star formation rate directly, while the second class has a delay time trailing the star formation rate by a few billion years. If indeed two populations are present, they might evolve differently with redshift. It is therefore important to check that the empirical corrections suit both populations. To test the effect of different SN populations one can subdivide the sample according to SN sub-types or host environments Howell et al. 2007 ). Sullivan et al. (2006) have found using well observed SNe and hosts from SNLS that the stretch of a light curve is correlated with its host environment as well as with the two classes of SN-progenitor systems postulated by Scannapieco & Bildsten (2005) ; Mannucci et al. (2006) . Therefore, we divide the SN sample into two approximate equally large samples with s < 0.96 and s ≥ 0.96. The two independent samples are then fitted, with the results shown in Table 4 . The resulting parameters Ω M (for a flat Universe) and w (for a flat Universe together with BAO+CMB) for the two samples are less than 1σ apart and hence there is no evidence for an underlying systematic effect. Nevertheless, this will be a very important number to watch, once future high quality SN data sets will be added. (Note that, while the resulting values of αs for the two samples are consistent with each other, they appear inconsistent with the value obtained for the complete sample. This apparent inconsistency arises in part due to a bias introduced by dividing the stretch distribution in the middle. Larger stretch SNe, misclassified due to measurement errors as belonging to the low stretch SNe sample, as well as lower stretch SNe, misclassified as belonging to the large stretch SNe sample, will for both samples result in a α biased to larger 43 Note that if β were not obtained by fitting but instead was fixed, e.g. β = R B = 4.1, a bias can be expected (and might have already been observed, see Conley et al. (2007) ) if the average reddening changes as a function of redshift.
values.)
We have also investigated whether the sample can be sub-divided according to the color of the SNe. We found that the results of such a test can be very misleading. While in principle one would expect to find that the best fitted cosmological parameters do not depend on color selection criteria (e.g. c < c cut and c > c cut ), we find by means of Monte Carlo simulation described in Section 4.2 that a significant bias is introduced into the measurements. This bias is also observed in the data. For example, by choosing c cut = 0.02 we find that for our sample of SNe Ω M changes by ±0.1. The bias arises from truncating an asymmetric distribution. In the case of color, the asymmetry in the distribution is introduced by the fact that extinction by dust leads only to reddening. Hence the number of objects which would belong to c true < c cut but, due to a large measurement error, are fitted with c observed > c cut , are not compensated by objects misclassified in the opposite way. The number of misclassified objects is a function of the measurement errors, and hence is larger towards higher redshift. The simulated data sets result in a significant bias both in Ω M as well as β. The size of the bias, however, depends on assumptions made for the underlying color distribution. Hence, for the current data sample, splitting the data set in two color bins introduces a bias so large and difficult to control, that the results of the test become meaningless. Note that if one had very small error bars on the color measurement over the full redshift range (as obtained from a dedicated space based survey (Aldering 2005) ), the bias can be kept small. This would allow for additional tests of systematic uncertainties due to reddening corrections.
Sample contamination
As discussed in Section 4.3, the method of robust statistics was applied to limit the effect of outliers, which could be present if the data is contaminated by non Type Ia SNe, or by other events which do not have the standard candle properties of regular SN Ia. It was shown in Section 4.3 that the bias due to contamination can be limited for this analysis to ∆M = 0.015 mag, which we hence use as the uncertainty due to contamination.
In previous compilations, such as that of Riess et al. (2004 Riess et al. ( , 2007 , no formal outlier criteria were applied. Instead, with some exceptions, the original classifications made by the authors of the data sample were used. Spurious candidates are sometimes removed from the data samples by hand (see for example Astier et al. (2006) ), making it extremely difficult to estimate the effect of the remaining contamination. Our method of outlier rejection provides a simple and objective alternative.
Lightcurve model & K-corrections
The lightcurve model (Guy et al. 2005 ) is a parametric description with two free parameters. As such it has limitations in capturing the full diversity of Type Ia SNe. By visual inspection we find, for example, that the fitted maximum magnitude can differ from the data by a few hundredths of a magnitude. A particular problem could arise if the observation strategies for nearby and distant SNe differ. In fact, the high-redshift data sets have on average earlier observations of the lightcurve, which is a result of the rolling-search techniques frequently used to find and follow-up SNe. Hence, when comparing low-z to high-z SNe, the fitted lightcurve parameters are obtained from slightly different parts of the lightcurve. The mismatch between template and the data lightcurve might thus be more pronounced in one sample than the other. To quantify the effect, we have performed an extensive Monte Carlo simulation. A set of BVR lightcurve templates are obtained from a quartic spline fit to data including the well observed SNe 1990N, 1994D, 1998aq, 2001el, 2002bo, 2003du, 2004eo, and 2005cf (Strovink 2007 . The templates are then used to sample random realizations of the lightcurves with cadence, signal-tonoise and date of the first detection of the nearby and distant SN sample. These simulated lightcurves are then fitted. The difference in the stretch and color corrected peak magnitude between the nearby and distant sample can be used to estimate the systematic uncertainty. For the nine templates we obtain the average difference between nearby and distant SNe of −0.02 magnitudes with an RMS scatter of 0.015. We adopt an associated systematic uncertainty of ∆M = 0.02 magnitudes due to this.
There is another source of uncertainty arising from the diversity of SNe Ia lightcurves. If a certain class of SNe is misrepresented (for example if they are brighter than average for their typically fitted stretch value) and if the fraction of such SNe changes as a function of redshift, it will lead to a systematic bias in the cosmological parameters. Section 5.1 has addressed this issue by subdividing the sample according to stretch and redshift. If a significant lightcurve misrepresentation were present, one would expect to see differences in the fitted lightcurvecorrection parameters. No statistically significant differences have been observed and we assign no additional contribution to the uncertainties from such an effect.
The lightcurve model is based on a spectral template series. It thereby eliminates the need for a separate Kcorrection (see Section 3.3). The model has been trained with nearby SNe data and hence will be affected by systematic errors associated with that training data. These are largest for the U-band, which suffers from low training statistics and difficult flux calibration. However, the validity of the model in the U-band has been verified with the SNLS data set to better than 0.02 magnitudes ). Here we adopt their assessment of the resulting systematic error of ∆M = 0.02.
Photometric zero points
With present methods, ground based photometric zero point calibration is generally limited to an accuracy of > ∼ 1% (Stubbs & Tonry 2006) . The largest contribution to the photometric error of the peak magnitude arises from the color correction ∆M ∼ β∆c. The color measurement is based on the measurement of the relative flux in two (or more bands), and as a result some of the uncertainties cancel. Nevertheless, since the color of SNe at different redshifs are obtained from different spectral regions, the uncertainty in the reference Vega spectrum limits the achievable accuracy to ∆c ≈ 0.01 − 0.015 mag (Stritzinger et al. 2005; Bohlin & Gilliland 2004) .
Here we assume an uncertainty of ∆M = 0.03 for the photometric peak magnitude due to zero point calibration. Part of this uncertainty is common to all samples (as the same set of calibration stars is being used), while the other part is sample dependent (e.g. tied to the calibration procedure) and we divide the error equally among the two categories.
Malmquist bias
Malmquist bias arises in flux limited surveys, when SNe are detected because they are overly bright. What matters for cosmology is whether the bias is different for the low-z and high-z samples. Perlmutter et al. (1999) , Knop et al. (2003) and Astier et al. (2006) have evaluated the effects of Malmquist bias for the SCP and SNLS SN samples as well as the nearby SN sample and found that they nearly cancel. Since an individual estimate of Malmquist bias for all the different samples is beyond the scope of this work, we attribute a conservative systematic uncertainty of ∆M = 0.02 for all samples, which is consistent with previous estimates.
In addition, we investigated whether the significant redshift dependence of the Hubble residuals observed for the Miknaitis et al. (2007) sample (see section 4.4), if interpreted as due to Malmquist bias, exceeds our claimed uncertainty. A simulation was performed in which we introduced a magnitude cut-off such that the resulting slope, dµ/dz, matches the observed slope of −0.6. The associated Malmquist bias with that sample is then ∼ 0.05 mags. If this is compared to the average Malmquist bias obtained for magnitude limited searches, the extra bias is only 0.03 mags larger-not much larger than the systematic uncertainty we have adopted. While we do not treat the ESSENCE data sample differently from the others, we note that made their extinction prior redshift-dependent to account for the fact that at higher redshifts an increasingly larger fraction of the reddened SNe was not detected. The linear color correction employed in our analysis is independent of a prior and therefore unaffected by a redshift dependent reddening distribution.
Gravitational lensing
Gravitational lensing decreases the mode of the brightness distribution and causes increased dispersion in the Hubble diagram at high redshift. The effect has been discussed in detail in the literature (Sasaki 1987; Linder 1988; Bergström et al. 2000; Holz & Linder 2005) . We treat lensing as a statistical phenomenon only, although with the detailed optical and NIR data available for the GOODS field, the mass-distribution in the line-of-sight and hence the lensing (de)magnification may be estimated for individual SNe (Jönsson et al. 2006) . Important for this work is that they find no evidence for selection effects (i.e. Malmquist bias) due to lensing of the high redshift SNe.
Considering both strong and weak lensing, Holz & Linder (2005) found that lensing will add a dispersion of 0.093 × z mag, which if the statistics of SNe is large enough, can be approximated as an additional Gaussian error. Here, we added the additional dispersion from gravitational lensing in quadrature to the "constant" systematic dispersion and observational error.
This effectively deweights the high redshift SNe. However, only for the highest redshift SNe is the additional uncertainty comparable to that of the intrinsic dispersion. Flux magnification and demagnification effects due to over-or under-densities of matter near the line of sight cancel. But one obtains a bias if magnitudes instead of fluxes are used. However, the bias is 0.004 × z mag and therefore still much smaller than the statistical error on the luminosity distance obtained from the ensemble of high redshift SNe.
While not yet relevant for this analysis, future high-statistics samples will have to take this effect into account.
Another potential bias is introduced by the 3σ outlier rejection, since the lensing PDF is asymmetric. Using the PDFs of Holz & Linder (2005) we have checked that the bias is never larger than 0.006×z mag. We take the worst case value of 0.009 magnitude (i.e. for a SNe at z ≈ 1.5) as a conservative systematic uncertainty for gravitational lensing, since this is still an almost negligible value.
Gray intergalactic dust
The possibility that SNe are dimmed due to hypothetical gray intergalactic dust, as suggested by Aguirre (1999) , was constrained byÖstman & Mörtsell (2005); Mörtsell & Goobar (2003) by studying the colors of highredshift quasars. Applying their constraints on intergalactic dust, we find that the cosmological parameters are shifted by about one statistical standard deviation, i.e. for a flat Universe ∆Ω M = −0.03. This should not be considered a systematic uncertainty, but rather an upper limit on the effect of hypothetical large grains of cosmic dust in the line of sight.
Galactic Extinction
All lightcurve data were corrected for Galactic extinction using the extinction law of Cardelli et al. (1989) using an R V of 3.1. The E(B −V ) values were derived from the sky map of Schlegel et al. (1998) and have a typical statistical error of 10%. For nearby SNe we hence obtain an additional uncertainty of (6) where β is the color correction coefficient from Eq. 2. We add this statistical error in quadrature to each nearby SNe. High redshift SNe are measured in redder bands and, since R R ≈ β, are less affected by Galactic extinction.
There is also a common systematic error of 10% in the overall reddening normalization. The average Galactic E(B − V ) for the low redshift sample is 0.063 and we add 0.063 · 0.2 = 0.013 mag systematic uncertainty to ∆M . .7% confidence level contours on Ω Λ and Ω M plane from the Union SNe set. The result from the robustified set, obtained with a σcut = 3 outlier cut, is shown as filled contours. The empty contours are obtained with the full data set (dotted line) and σcut = 2 outlier rejected data set (dashed line). As can be seen, outlier rejection shifts the contours along the degenerate axis by as much as 0.5σ towards a flat Universe. In the remaining figures, we refer to the σcut = 3 outlier rejected set as the Union set.
Summary of systematic errors
In our treatment of the above systematic errors we distinguish between systematic errors common between datasets, which are largely of astrophysical nature, and the more observer dependent ones associated with individual samples. Table 5 summarizes what are considered the relevant contributions to the systematic uncertainties in this analysis. They are propagated into the final result through Eq. 5.
COSMOLOGICAL FIT RESULTS
Our analysis of cosmological model fits includes both statistical and systematic errors. The individual contributions to the systematic error identified in Table 5 are of very different nature and hence are assumed uncorrelated. We hence obtain the combined systematic error by adding in quadrature the individual contributions. The resulting error was propagated according to the prescription described in Section 5. Our constraints on the matter density Ω M , assuming a flat Universe, are summarized in Table 6 . Both statistical (68 % CL) and systematic errors are quoted. Figure 11 plots our results for the joint fit to the mat- ter density and cosmological constant energy density, Ω M and Ω Λ , and the effect of varying the outlier cut, while Fig. 12 illustrates the effects of systematics. For comparison with previous work, Figure 13 shows our joint constraints on Ω M and Ω Λ (statistical error only) and the Riess et al. (2007) constraints obtained from the Gold compilation of data primarily from the HZT, SCP and SNLS ) and a recent compilation of Davis et al. (2007) , which is based on lightcurve fits from Riess et al. (2007) About half the improvement can be attributed to the new SCP Nearby 1999 SNe. Their impact is evident in the rightmost column of Fig. 13 (as well as in Fig.  14) . The impact of these SNe is somewhat larger because the sample has a best-fit systematic uncertainty of zero. If instead one would introduce the requirement that σ sys ≥ 0.1, there would be an increase of about 10% in the uncertainties of the cosmological parameters. Figure 13 shows the constraints on the equation of state parameter w (assumed constant) and Ω M . A flat Universe was assumed. Again, the constraints are consistent with, but stronger than, those from Riess et al. (2007) and Davis et al. (2007) . The current SN data do not provide strong constraints on the equation of state parameter w by itself, since it is to a large extent degenerate with Ω M . However, the degeneracy can be broken by combining with other measurements involving Ω M . Figure 14 shows the constraints obtained from the detection of baryon acoustic oscillations (BAO) (Eisenstein et al. 2005) and from the five year data release of the Wilkinson Microwave Anisotropy Probe (CMB) (Dunkley et al. 2008) . The constraints from the CMB data follow from the reduced distance to the surface of last scattering at z = 1089 (or shift parameter). It is important to realize that for parameter values far from the concordance model, the shift in the sound horizon must also be taken into account. The reduced distance R is often written as
where the Hubble parameter is
. The WMAP-5 year CMB data alone yields R 0 = 1.715 ± 0.021 for a fit assuming a constant w (Komatsu et al. 2008; WMAP-website 2008) . Defining the corresponding
2 one can then deduce constraints on Ω M and w. However, this assumes a standard matter (and radiation) dominated epoch for calculating the sound horizon. The more proper expression for the shift parameter accounts for deviation in the sound horizon:
Since dark energy is generally negligible at high redshift, the factor in square brackets is usually unity (for example, it deviates from unity by less than 1% even for w 0 = −1, w a = 0.9, i.e. w(z = 1089) = −0.1). However, for extreme models that upset the matter dominated behavior at high redshifts, the correction will be important in calculating whether the geometric shift parameter accords with CMB observations (apart from any issue of fitting other observations). Violation of early matter domination causes the "wall" in likelihood apparent in Fig. 16 . Also see, for example, Linder & Miquel (2004); Wright (2007 and the middle column the constraints from Davis et al. (2007) . While our results are statistically consistent with the previous work, the improvements in the constraints on the cosmological parameters are evident. The right column shows the impact of the SCP Nearby 1999 data.
a redshift z = 0.35. Percival et al. (2007) have derived BAO distances for z = 0.2, in addition to the z = 035 SDSS-data point, using the combined data from SDSS and 2dFGRS. However, some points of tension were noted between the data sets (Percival et al 2007, see also Sánchez & Cole (2008) ), especially evident for ΛCDM models. We confirm this observation and found that the z = 0.2 data point, if combined with SN and CMB data according to the prescription in Appendix A of Percival (2007) leads to an 2.5 sigma inconsistency. Neither the z = 0.35 BAO data point from Percival et al. (2007) nor the slightly weaker constraint from Eisenstein et al. (2005) shows such kind of tension. Given the differences between the two data sets, we use the z = 0.35 SDSS data point of Eisenstein et al. (2005) , but with the caveat that BAO constraints need further clarification. Eisenstein et al. (2005) provides a constraint on the distance parameter A:
to be A(z = 0.35) = 0.469 ± 0.17. Note that BAO also depend on accurate accounting of the sound horizon and receive the same correction factor shown in brackets in Eq. 9. This results in a similar wall to the acceptable confidence contour reflecting violation of early matter domination. To see that such violation has severe implications, note that most models above the wall have a total linear growth factor a factor ten below the concordance cosmology. The joint constraints from SN data, BAO, and CMB are shown in Fig. 14 and the corresponding numbers are given in Table 6 . As can be seen, the constraints obtained from combining either BAO or CMB with SNe data give consistent results and comparable error bars, while the combination of all three measurements improves only the statistical error. The impact of including systematic errors (only from SNe, from Eq. 5) is shown in the upper right panel of Fig. 14. The results quoted so far were derived assuming a flat Universe. Allowing for spatial curvature Ω k , our con- straints from combining SNe, CMB and BAO are consistent with a flat ΛCDM Universe (as seen in Table 6 ). Fig.  15 shows the corresponding constraints in the Ω M − Ω Λ plane. Finally, one can attempt to investigate constraints on a redshift dependent equation of state (EOS) parameter w(z). Initially we consider this in terms of
shown by Linder (2003) to provide excellent approximation to a wide variety of scalar field and other dark energy models. Later, we examine other aspects of time variation of the dark energy EOS. Assuming a flat Universe and combining the Union set with constraints from CMB, we obtain constraints on w 0 , the present value of the EOS, and w a , giving a measure of its time variation, as shown in Fig. 16 . (A cosmological constant has w 0 = −1, w a = 0.) Due to degeneracies within the EOS and between the EOS and the matter density Ω M , the SN dataset alone does not give appreciable leverage on the dark energy properties. By adding other measurements, the degeneracies can be broken and currently modest cosmology constraints obtained. Fig. 16 (left) shows the combination of the SN data with either the CMB constraints or the BAO constraints. The results are similar; note that including either one results in a sharp cut-off at w 0 +w a = 0, from the physics as mentioned in regards to Eq. 9. Since w(z ≫ 1) = w 0 +w a in this parameterization, any model with more positive high-redshift w will not yield a matter-dominated early Universe, altering the sound horizon in conflict with observations.
Note that BAO do not provide a purely "low" redshift constraint, because implicit within the BAO data analysis, and hence the constraint, is that the high redshift Universe was matter dominated (so the sound horizon at decoupling is properly calculated). Thus, one cannot avoid the issue of modeling how the dark energy EOS behaves at high redshifts by using this constraint rather than the CMB. (We differ here from Riess et al. 2007 , who treat BAO as a low-redshift constraint.) SN data are especially useful in constraining w(z) because there is no dependence at all on the high redshift behavior, unlike CMB and BAO data.
As one might expect, because of the different orientations of the confidence contours and the different physics that enters, combining both the CMB and BAO constraints with the SN data clears up the degeneracies somewhat, as seen in Fig. 16 , with and without systematics. Inclusion of curvature does not substantially increase the contours.
We emphasize that the wall in w 0 -w a space is not imposed a priori and does not represent a breakdown of the parameterization, but a real physical effect from violating early matter domination. Nevertheless, we can ask what limits could be put on the early dark energy behavior -either its presence or its equation of stateif we do not use the w 0 -w a parameterization. A simple, but general model for w(z) creates a series of redshift bins and assumes w is constant over each bin. The constraints from this are shown in Fig. 17 . Note that the data points are correlated. Riess et al. (2007) made a somewhat similar investigation with the emphasis on the impact of the highest redshift SNe. A difference to the work of Riess et al. (2007) is that we do not decorrelate the constraints in the different redshift bins. While this implies that the bin-wise constraints shown in Fig. 17 are correlated, it ensures that the w-constraints shown for a given bin are confined to the exact redshift range of the bin. If instead one applies a decorrelation procedure, some of the tight constraints from lower redshifts feed through to higher redshifts (i.e. z > 1). See de Putter & Linder (2007) for general discussion of this issue. Unlike Riess et al. (2007) , we additionally place a w bin at higher redshift than the SN data (z > 2), to account for the expansion history of the early Universe, and do not fix w in this bin. The Riess "strong" prior has a fourth bin for z > 1.8, but fixes w = −1. The "strongest" prior does not have a fourth bin. Forcing either of these behaviors on the z > 2 Universe results in unfairly tight constraints and the dan- -68 % constraints on w(z), where w(z) is assumed to be constant over each redshift bin. The left column combines the Union SN set with BAO constraints only, while the right column includes also constraints from the CMB. The top row illustrates the fact that only extremely weak constraints on the equation of state exist at z > 1. The bottom row shows a different binning that minimizes the mean bin error. Note that for z > 2 (dark gray-"No SN constraint") only upper limits exist, basically enforcing matter domination, coming from either CMB data or, in the case without CMB data, from requiring substantial structure formation (a linear growth factor within a factor of 10 of that observed).
ger of bias (Linder 2007; de Putter & Linder 2007) ; in failing to separate the SN bins from those of the CMB and BAO essentially the entire constraint in the redshift z > ∼ 1 bin is from the CMB (see also Wright 2007) . Consider the top row of Fig. 17 . These results are for bins with z < 0.5, 0.5 < z < 1.0, 1.0 < z < 2.0 and z > 2.0. The only constraint that can be concluded from the highest redshift bin is that w [2,∞] < ∼ 0, but this constraint comes entirely from CMB and BAO, which requires that the early Universe is matter-dominated (see the above discussion of the wall in the w a − w 0 plane). We then look at the z = 1 − 2 bin for constraints on w which would be due to the z > 1 SNe and we find essentially no constraint.
The lowest redshift bin is constrained to w [0,0.5] ≈ −1±0.1. The next bin is compatible with -1, but the central value is high. This deviation from -1 seems to be due to the unexpected brightness (by about 0.1 magnitudes) of the Hubble data at z > 1 (see Fig. 10 ). (Recall that w at some z influences distances at larger redshifts.) We clearly see that to be sensitive to appreciable deviations from w = −1 such as 0.1 mags at z ∼ 1, which is key to constraining theories of dark energy, one requires better statistics for the very high-redshift supernovae (and comparably good systematics).
Given that the strongest constraints on w are contained in the first bin, one might attempt to search for a redshift dependence of w at lower redshifts by changing the borders of the bins. The smallest errors are obtained roughly with the binning z < 0.1, 0.1 < z < 0.4, 0.4 < z < 2.0, and 2.0 < z. These constraints are shown in the bottom row of Fig. 17 . The results are similar to the results from the other binning, with the lowest two bins centered around w = −1 and the next bin centered around a more positive value. No significant redshift dependence is observed. Note the tight limit on the 0.4 < z < 2 bin is not saying w(z > 1) ≈ −1, even approximately, since the leverage on w(z) is coming from the 0.4 < z < 1 part of the bin (this illustrates the importance of considering multiple binnings).
To sum up, even in combination with current BAO and CMB data, current SN data sets cannot tell us whether an energy density component other than matter existed at z > 1, and cannot tell us whether such a component if it existed had an equation of state with negative pressure. In the future, however, SN data that achieves Hubble diagram accuracy of 0.02 mag out to z = 1.7 will be able to address these questions and provide independent checks of the z > 1 Universe.
Note that while constraints on a possible redshift dependency of w have been shown in Figures 16 and 17 , we do not present values for the projected, one-dimensional constraints for several reasons. First, the bounds are still very weak and as a result the error bars show highly nongaussian errors (as visible in Fig. 16 ). In addition, our treatment of systematic errors has not been optimized for a redshift dependent w and a potential systematic redshift dependence of the distance modulus is only partially taken into account. As a consequence, the resulting (already large) systematic errors on w(z) would be underestimated.
In this analysis so far we have not excluded any SNe based on extreme values of stretch or color, therefore including also the peculiar class of under-luminous 1991bg-like SNe that are typically associated with small stretch values. After unblinding, in an effort to study the robustness of our results, we have introduced a stretch cut, s > 0.6, to eliminate SN1991bg-like SNe from the sample. The most significant consequence of this cut came with the removal of SN 1995ap, a supernova in the Riess et al. (1998) sample. By itself the removal of this one supernova can change the cosmological fit parameters in the Ω M − Ω Λ and Ω M − w planes by nearly 1σ along the more degenerate contour axis (and away from a flat Universe). However, without SN 1995ap, the test for tension between data sets that we applied in Section 4.4 would show the Riess et al. (1998) dataset to be a 3.5σ outlier and one would be forced, unless the tension can be resolved otherwise, to remove the data set from the compilation. The net result of the s > 0.6 cut would then be a 0.25σ change in w, Ω M and Ω Λ in the direction of the more degenerate contour axis. The results presented in this paper are based on the sample without the stretch cut; however, since the parameters along the direction of the degeneracy are well constrained once CMB or BAO data are added, the combined constraints essentially do not depend on whether or not the stretch cut is applied.
CONCLUSION
The cosmological parameter constraints from the Union SN Ia compilation shown in Figures 12, 14, 16 and 17 reflect the current best knowledge of the world's Type Ia supernova datasets. Specifically, in addition to the older data, they include the new datasets of nearby Hubble-flow SNe Ia we presented in this paper, the recent large, homogeneous, high-signal-to-noise SNLS and ESSENCE datasets published by Astier et al. (2006) and Miknaitis et al. (2007) as well as the high redshift supernovae in Riess et al. (2004 Riess et al. ( , 2007 . Equally important is that a number of outstanding analysis issues have been addressed that improve the reliability and reduce the biases of the current Union SN Ia compilation, and should stand us in good stead for future compilations. We are making the ingredients and results of the Union compilation available at the associated web site 44 and we intend to provide occasional updates to this as new information becomes available.
Several conclusions can be drawn from the new larger SCP Union SN Ia compilation that could not be approached with smaller datasets. In particular the large statistics can be used to address systematic uncertainties in novel ways.
We test for evolution by subdividing the sample into low-stretch and high-stretch SNe. According to recent evidence ) these two samples might be dominated by different progenitor systems (Scannapieco & Bildsten 2005; Mannucci et al. 2006) , which are likely to show different evolution. Hence performing consistent but independent cosmology fits for the two sub-samples provides a powerful test for potential evolutionary effects. The resulting cosmological fit parameters are found to be consistent. This comparison is particularly meaningful, as the statistical uncertainties from the subsamples are comparable to the total (stat + sys) uncertainties obtained from the full sample.
With the larger Union dataset, it is possible to begin to examine the rate of true outliers from the Hubbleplot fit. It appears that the current selection criteria for SNe Ia can find very homogeneous sets of supernovae, but not perfectly homogeneous sets. With these criteria, there are apparently true outliers, at the percent level for the SNLS sample and up to 10% for other samples. The analysis performed here was made robust to outliers, reducing the associated error on cosmological parameters to a level comparable to other sources of systematic error.
Compilations offer the chance to test for observer dependent systematic effects, i.e. tension between the datasets. The blind analysis performed here is an important element in rigorous estimation of systematics. While in general we find a high degree of consistency between samples, we see modest tension when comparing the slope of the Hubble-residuals as a function of redshift, dµ/dz. For the present compilation, our cosmology results are expected to hold within the quoted systematic uncertainties. However, once the homogeneous datasets get larger-and the systematic errors dominate over the statistical ones for the different sets-such tests will become even more important, as they allow one to perform cross-checks with different datasets calibrated in different ways. Future data samples can be added to the Union set, by first blinding the data and then performing a diagnostic analysis similar to the one performed here. Only after any inconsistencies can be resolved, would the new data be unblinded.
We proposed a scheme to incorporate both sample dependent and common systematic errors. We showed in Section 5 that systematic errors can be approached by treating the systematics as a normal distribution of a parameterized systematic term. We find that the combination of SNe constraints with CMB constraints, due to their larger complementarity with SNe data, results in smaller systematic errors than the combination with BAO constraints. Adding BAO, CMB and SNe constraints leads to yet smaller statistical error bars, while the error bars including systematics do not improve.
The robustness of the detection of the accelerating expansion of the Universe is continually increasing as improved systematics analysis is reinforced by larger SN data sets. The current knowledge of the nature of dark energy is still modest, however, with the uncertainty on the assumed-constant equation of state only under 10% if multiple probes are combined. The current "world" estimate presented here employing the full set of current SN data, plus other measurements, gives a best constraint of w = −0.969
−0.066 (sys) on a constant EOS parameter w at 68.3% confidence level. However, allowing for time variation in the dark energy equation of state further opens the possibilities for the physics driving the acceleration, consistent with all current observations. In particular, present SN data sets do not have the sensitivity to answer the questions of whether dark energy persists to z > 1, or whether it had negative pressure then.
On the positive side, with the more sophisticated analyses and tests carried out here, we still have encountered no limits to the potential use of future, high accuracy SN data as cosmological probes. New data sets for nearby, moderate, and high redshift well-characterized SNe Ia are forthcoming and we expect realistic, robust constraints to catch up with our optimistic hopes on understanding the accelerating Universe. Note. -1 The observations were made in the Bessell R and I band and the data is presented as flux, with a common zero-point of zp = 30 magnitudes. Multiple data points for a given night were combined into a single data point. Since reference images where used to subtract the host galaxy light, the data points are correlated. We recommend using the data from the web-link "http://supernova.lbl.gov/Union", which includes the covariance matrix. More information about the SNe can be found in Perlmutter et al. (1999) .
