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Abstract
We show that the optimal stopping boundary for the American put option is convex in the standard
Black–Scholes model. The methods are adapted from ice-melting problems and rely upon studying
the behavior of level curves of solutions to certain parabolic differential equations.
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1. Introduction
An American put option is an instrument which gives the owner the right to sell one
asset of a certain stock at a fixed price at any time prior to some pre-determined expiration
time T . In this paper the stock price S is modeled under a unique risk-neutral probability
measure by a geometric Brownian motion
S(u) = s exp
{(
r − σ
2
2
)
u + σW(u)
}
.
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Brownian motion. Given a strike price K > 0, the arbitrage-free price P of a put option is
given as a function of the current stock price s > 0 and the current time t  T by
P(t, s) = sup
0γT−t
Ee−rγ
(
K − S(γ ))+. (1)
In this expression the supremum is taken over all random times γ that are stopping times
with respect to the filtration generated by the Brownian motion W . It is well known, see
[10,14] and [9] for more detailed presentations, that the supremum is attained for the stop-
ping time
γt,s = inf
{
u 0; (t + u,S(u)) /∈ C},
where the continuation region C is defined by
C := {(t, s) ∈ (−∞, T ) ×R+; P(t, s) > (K − s)+}.
It is also known that the continuation region can be described as
C = {(t, s); s > s(t)}
for some time-dependent function s(t) > 0. The graph
{
(t, s); s = s(t)}
of s is called the optimal stopping boundary. The function s is non-decreasing, infinitely
differentiable away from t = T (see [3]) and satisfies
lim
t→T s(t) = K and limt→−∞ s(t) =
2rK
2r + σ 2 .
Numerical experiments suggest that the continuation region C is convex. In Section 2 we
provide analytical results that imply the convexity of s. To do this we use the well-known
fact that the pair (P (·, ·), s(·)) is a solution to a certain parabolic free boundary problem.
The methods rely upon working with level curves of a certain function v which on the
optimal stopping boundary satisfies v = −x˙ (v is defined in (7) and x(·) is a dimensionless
version of the optimal stopping boundary, see (3)). This technique, which uses the max-
imum principle to control the level curves, is inspired by [7] where convexity of the free
boundaries for certain ice-melting problems is proved; see also [5,6].
Remark. The optimal stopping boundary in the Black–Scholes model has of course been
studied extensively in the literature. In particular, many authors have dealt with certain
non-linear integral equations for the optimal stopping boundary; see, for example, [2,8,9,
11,12,15] and references therein.
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It is well known, see, for example, [14], that the price P(t, s) and the optimal stopping
boundary s(t) together is a solution to the following free boundary problem: Find P and s
so that

Pt (t, s)+ σ 22 s2Pss(t, s)+ rsPs(t, s)− rP (t, s) = 0 if s > s(t),
P(t, s) = K − s if s = s(t),
Ps(t, s) = −1 if s = s(t),
P(T , s) = (K − s)+.
(2)
Indices here (and in the sequel) indicate differentiation with respect to the indicated vari-
ables. Instead of the option price P(t, s) and the optimal stopping boundary s(t), we work
in this paper with the dimensionless functions f (τ, x) and x(τ) defined by
Kf (τ, x) = P(t, s) and s(t) = Kex(τ), (3)
where s = Kex and T − t = 2τ/σ 2. Note that it follows from (2) and (3) that the function
f is a solution to

fτ (τ, x) = Lf (τ, x) if x > x(τ),
f (τ, x) = 1 − ex if x = x(τ),
fx(τ, x) = −ex if x = x(τ),
f (0, x) = (1 − ex)+.
(4)
Here Lf = fxx + (C − 1)fx − Cf and C := 2r/σ 2 > 0. Also note that
lim
τ→0x(τ) = 0 and limτ→+∞ x(τ) = ln
2r
2r + σ 2 . (5)
Our main result is the following
Theorem 2.1. The free boundary x(τ) appearing in (3) is convex as a function of τ .
Consequently, in the notation of the introduction, the function s(t) describing the optimal
stopping boundary of the American put option is strictly convex. In fact,
s(t)s¨(t) s˙2(t) > 0 (6)
for all t < T .
For the proof we shall need a series of lemmas, but first we introduce the function v.
Inspired by [7], see also [5,6], we define
v(τ, x) := fτ (τ, x)
fx(τ, x) + ex (7)
for points (τ, x) such that fx(τ, x)+ex = 0. Recall that, in the notation of the introduction,
Ps −1 and Pss  0 in the continuation region. We also have that
Pss
(
t, s(t)
)= 2
σ 2s2(t)
(
Pt
(
t, s(t)
)− rs(t)Ps(t, s(t))+ rP (t, s(t)))
= 2rK2 2 > 0,σ s (t)
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Lemma 2.2 below. It follows that Ps > −1 in C . Thus, using the fact that fx = sPs/K =
exPs we find that fx + ex > 0, so v is defined everywhere in
D := {(τ, x); x > x(τ)},
the continuation region in τx-coordinates. Moreover, since increasing t in (1) gives a
smaller supremum, t → P(t, s) is non-increasing. Thus fτ  0 everywhere, so v is non-
negative in D.
We now focus on the behavior of v and its level curves near the free boundary
Ψ := {(τ, x); x = x(τ)}.
Since f (τ, x)+ ex ≡ 1 on Ψ , i.e., since Ψ is a level curve of the function f + ex , it seems
plausible that the last inequality in
v
(
τ, x(τ )
)= fτ (τ, x(τ ))
fx(τ, x(τ ))+ ex(τ) =
(f + ex)τ (τ, x(τ ))
(f + ex)x(τ, x(τ )) = −x˙(τ ) (8)
holds. Strictly speaking, however, v is not defined on the boundary Ψ since
fx
(
τ, x(τ )
)+ ex(τ) = 0,
but it is possible to continuously extend v up to the boundary so that (8) holds, see
Lemma 2.3 below. First, however, we collect some useful properties of the derivatives
of the pricing function f on the free boundary.
Lemma 2.2. At points (τ, x(τ )), τ > 0, of the free boundary the pricing function f satisfies
fτ = 0,
fτx = −Cx˙,
fxxx = −Cx˙ − (C2 − C) − ex,
fτxx = Cx˙2 + (C2 − C)x˙,
fττ = Cx˙2,
fττx = −Cx¨ − Cx˙3 − (C2 − C)x˙2,
and
fτxxx = −Cx¨ − Cx˙3 − 2(C2 − C)x˙2 −
(
C(C − 1)2 + C2)x˙.
Proof. Differentiating the equality
f
(
τ, x(τ )
)= 1 − ex(τ)
with respect to τ and using the smooth fit condition fx(x(τ ), τ ) = −ex(τ) gives fτ = 0.
Differentiating
fx
(
τ, x(τ )
)= −ex(τ)
with respect to τ and using fxx = fτ − (C − 1)fx +Cf gives fτx = −Cx˙. Next, fxxx can
be found by differentiating the equation
fτ = fxx + (C − 1)fx − Cf
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fxxx = −Cx˙ − (C2 − C) − ex
we can determine fτxx on the boundary by differentiating the equality
fxx
(
τ, x(τ )
)= fτ (τ, x(τ ))− (C − 1)fx(τ, x(τ ))+ Cf (τ, x(τ ))= C − ex(τ).
Similarly, fττ can be found from
fττ = Lft
and fττx can be found by differentiating
fτx
(
τ, x(τ )
)= −Cx˙(τ ).
Finally, fτxxx = fττx − (C − 1)fτxx + Cfτx . 
Remark. Since fτ  0 it follows from the strong maximum principle applied to the func-
tion fˆ := eCτfτ , which satisfies the parabolic equation
fˆτ = fˆxx + (C − 1)fˆx
in D, that fτ > 0 in D. Consequently v > 0 in D. Since fτ = 0 on the free boundary and
fτ > 0 in D, the strong maximum principle yields fτx(τ, x(τ )) > 0 for all τ > 0. Thus it
follows from fτx = −Cx˙ on the boundary that x˙(τ ) < 0 for τ > 0.
Lemma 2.3. We have that
lim
(τ,x)→(τ0,x(τ0))
v(τ, x) = −x˙(τ0),
where (τ, x) ∈D and τ0 > 0. In other words, v can be continuously extended up to the free
boundary by
v
(
τ, x(τ )
)= −x˙(τ ). (9)
Similarly,
vτ
(
τ, x(τ )
)= −x¨(τ )
and
vx
(
τ, x(τ )
)= 0
(both in the limit sense). Moreover, if x¨(τ0) = 0 for some τ0 > 0, then vx has the same
sign as −x¨(τ0) in a neighborhood of (τ0, x(τ0)).
Proof. Let U be the intersection of a small neighborhood of (τ0, x(τ0)) with D¯, and let
D1 and D2 be positive constants so that∣∣fτxx(τ, x(τ ))∣∣D1
and ∣∣fxxx(τ, x(τ ))+ ex(τ)∣∣D2
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h1(τ, x) := fτ (τ, x) − fτ
(
τ, x(τ )
)− (x − x(τ))fτx(τ, x(τ ))
and
h2(τ, x) :=
(
fx(τ, x)+ ex
)− (fx(τ, x(τ ))+ ex(τ))
− (x − x(τ))(fxx(τ, x(τ ))+ ex(τ))
in the (one-dimensional) Taylor expansions of fτ and fx + ex , respectively, satisfy∣∣hi(τ, x)∣∣Di(x − x(τ))2, i = 1,2,
for all (τ, x) ∈ U . Since the constants D1 and D2 can be hold fixed when shrinking the
neighborhood U , Eq. (9) follows from
v(τ, x) = fτ (τ, x)
fx(τ, x) + ex
= fτ (τ, x(τ ))+ (x − x(τ))fτx(τ, x(τ ))+ h1(τ, x)
fx(τ, x(τ ))+ ex(τ) + (x − x(τ))(fxx(τ, x(τ ))+ ex(τ)) + h2(τ, x)
= −(x − x(τ))Cx˙(τ ) + h1(τ, x)
(x − x(τ))C + h2(τ, x) .
Similarly, using the equalities of Lemma 2.2 we find that
vτ (τ, x) = −(x − x(τ))
2C2x¨(τ ) + h3(τ, x)
(x − x(τ))2C2 + h4(τ, x)
and
vx(τ, x) = −(x − x(τ))
3C2x¨(τ )/3 + h5(τ, x)
(x − x(τ))2C2 + h4(τ, x) ,
where∣∣hi(τ, x)∣∣Di(x − x(τ))3, i = 3,4,
and ∣∣h5(τ, x)∣∣D5(x − x(τ))4
for points (τ, x) in the intersection of some neighborhood of (τ0, x(τ0)) with D¯. From this
the remaining statements of the lemma follow. 
Next we introduce regular level curves Γα on which v = α. Regular values are values
of v such that the gradient of v is not vanishing. We first consider level curves which have
a point in common with the free boundary Ψ . We view these level curves as starting on
the free boundary and going into the continuation region. According to (9), if the starting
point is (τ0, x(τ0)), then v = −x˙(τ0) on the curve. We also introduce the set
A := {−x˙(τ ); x¨(τ ) = 0},
which can be interpreted as the set of irregular values of v on the boundary.
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a level curve on which v = α starting at (τ0, x(τ0)) ∈ Ψ . Moreover, assume that α /∈ A.
Then the τ -coordinate of Γα is decreasing, and Γα leaves the continuation region D at the
origin.
Proof. First note that applying the differential operator ∂τ −L to the equality (fx +ex)v =
fτ gives
vτ = vxx + hvx,
where
h(τ, x) = C − 1 + 2fxx + e
x
fx + ex ,
i.e., v is the solution to a parabolic partial differential equation with no zeroth order term
in the continuation regionD. If the τ -coordinate of Γα is first decreasing for some interval
and then increasing, then there is a region whose parabolic boundary is contained in Γα .
Consequently v ≡ α in this region and hence v ≡ α everywhere by analytic continuation.
Therefore the τ -coordinate cannot first decrease and then increase. In order to show that
the τ -coordinate is decreasing it is thus sufficient to show that the τ -coordinate of Γα is
decreasing close to the free boundary Ψ . Lemma 2.3 and the assumption α /∈ A implies
that vτ (τ0, x(τ0)) = −x¨(τ0) = 0 and vx(τ0, x(τ0)) = 0. Since level curves are orthogonal
to the gradient, this means that Γα leaves the free boundary in the x-direction. Moreover,
since vτ and vx have the same sign in a neighborhood of (τ0, x(τ0)), the τ -coordinate of
Γα has to be strictly decreasing close to the free boundary. It follows that the τ -coordinate
of Γα is decreasing.
To show that Γα leaves the continuation region at the origin, note that since α /∈ A, the
arguments above give that Γα cannot leaveD at some other point of Ψ . Indeed, in that case
the τ -coordinate is decreasing at both end-points of Γα , and thus there has to be a region
whose parabolic boundary is contained in Γα , which is impossible. Moreover, recall that
f can be represented as
f (τ, x) =
0∫
−∞
(1 − ey)Φ(τ, x − y) dy + C
τ∫
0
x(τ−u)∫
−∞
Φ(u,x − y) dy du,
where the fundamental solution Φ to the parabolic operator ∂t −L is given by
Φ(τ, x) = 1
2
√
πτ
exp
{
−(x + (C + 1)τ )
2
4τ
+ x
}
.
It is straightforward, compare Lemma 3.1 in [3], to check that
fτ (τ, x) = Φ(τ, x) + C
τ∫
0
Φ
(
u,x − x(τ − u))x˙(τ − u) du.
It follows that
lim
x0→∞
sup v(τ, x) = 0
{(τ,x); ττ0, xx0}
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But v = 0 on the set {(x,0); x > 0}, so Γα has to leave the continuation region at the
origin. 
Since v(τ, x(τ )) = −x˙(τ ), convexity of x(·) follows if we can show that v(τ, x(τ )) is
decreasing in τ . Thus we only need to show that the regular level curves, starting at points
(τ, x(τ )) of the free boundary and ending at the origin, are ordered decreasingly at the
origin. To do this we want to exclude the possibility of level curves of v with both end
points at the origin. Below we denote such curves “loops at the origin.” By “inside a loop”
we mean in the region bounded by the loop.
Lemma 2.5. Assume that Γα is a level curve which is a loop at the origin. Then v > α
inside Γα .
Proof. Consider the functions
w = w
(τ, x) := fτ
fx + (1 + 
)ex
for 
 > 0. By applying the differential operator ∂τ −L to the equality (fx + (1+ 
)ex)w =
fτ it is straightforward to check that w in the continuation region satisfies
wτ = wxx + (2w + g)wx,
where
g(τ, x) = 1 − C + 2C f + (1 + 
)e
x
fx + (1 + 
)ex .
Note that g is bounded in D (recall that 0  f  1 and −ex  fx  0). We claim that if
there is a level curve γβ of w on which w = β forming a loop at the origin, then w > β
inside γβ . To see this, consider the region Ωδ , δ > 0, which is the intersection of the half-
plane {τ  δ} with the region bounded by γβ . In this region, define the function u = uδ as
the unique solution to the semi-linear equation{
uτ = uxx + (2u + g)ux in Ωδ,
u = β on γβ ,
u = 0 on t = δ.
Then 0  u  β by the maximum principle. Moreover, since the potential 2u + g is
bounded in Ωδ it follows (for example, by using stochastic representation) that u = uδ → β
as δ → 0. Next, note that the function f := w − u satisfies

fτ = fxx + (2u+ g)fx + wxf in Ωδ,
f = 0 on γβ ,
f  0 on t = δ.
Since wx is bounded in Ωδ it follows from the maximum principle (applied to the function
f˜ = e−Ctf for some constant C large enough) that f  0, i.e., w  u. Consequently
w  β inside γβ . Using the strong maximum principle we find that w > β inside γβ .
Now, since w(τ, x) = w
(τ, x) → v(τ, x) as 
 → 0 for all points (τ, x) in the continu-
ation region, it follows that if Γα is a loop at the origin for v, then v > α inside Γα . 
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Γα is not a loop at the origin.
Proof. Assume that Γα is a loop. Note that it follows from Lemma 2.5 and the maximum
principle that if Γβ is another level curve forming a loop at the origin, then either Γα is
inside Γβ or Γβ is inside Γα , i.e., there exists only one “set of loops.” Now, consider times
τ so that v(τ, x(τ )) = −x˙(τ ) are regular values of v, and let the τ ’s be so small so that
the corresponding level curves Γ−x˙(τ ) starting at (τ, x(τ )) leave the continuation region
between the free boundary Ψ and Γα . Since v > α inside Γα , it follows from the maximum
principle that such level curves are ordered increasingly from Ψ to Γα . Consequently, if
there is a loop, then x(τ) is concave for small values of τ . This is in contradiction to the
known asymptotics
x(τ) ∼ −√−2τ ln τ (10)
for small τ ; see, for example, [1,3] or [13]. Thus the level curves of v cannot form loops
originating from the origin. 
Proof of Theorem 2.1. We know that the regular level curves of v starting on the free
boundary have to leave the continuation region at the origin. Since there are no loops at
the origin, all level curves leaving C at the origin are ordered by the maximum principle.
Because of the known asymptotics for x(τ) for small τ , see (10) (or for large τ , see (5))
they have to be ordered decreasingly away from the free boundary Ψ . Now, if x(·) is
not convex, then there is some interval [τ1, τ2] in which x¨(τ ) < 0. Thus x˙(τ ) is strictly
decreasing in this interval. Hence by Sard’s theorem, for almost every τ ∈ [τ1, τ2], the
corresponding level curve v = −x˙(τ ) is indeed regular in C ∪ Ψ . Taking two such regular
curves we arrive at a contradiction.
Finally, the first inequality in (6) now follows from x¨(τ ) 0 and
s(t)s¨(t) = s˙2(t) + x¨(τ )σ
4
4
s2(t),
and the second inequality follows from
s˙(t) = −x˙(τ )s(t)σ
2
2
> 0
(recall the remark following Lemma 2.2). 
Remark. Using the maximum principle it can be seen that all level curves of v originating
from the origin leave the continuation region at some points of the free boundary. More-
over, such level curves are the only existing ones, i.e., they cover the whole continuation
region D.
Note added of proof
It has come to the author’s attention that the main result of this paper also has been
obtained in the recent work [4].
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