We extend the results of our previous paper [1] from knots to links by using a formula for the Jones polynomial of a link derived recently by N. Reshetikhin. We establish a relation between the parameters of this formula and the multivariable Alexander polynomial. This relation is illustrated by an example of a torus link.
Introduction
This paper is an expansion of our previous work [1] . We will try to extend the results of that paper from knots to links. Our main tool will be the formula for the Jones polynomial of a link proposed recently by N. Reshetikhin 2 [2] .
We start by briefly reviewing the notations of [1] (they will be used throughout this paper) as well as some of its results. Let L be an n-component link in a 3-dimensional manifold M. We assign an α j -dimensional SU(2) representation to each component L j of L. E. Witten introduced in [3] an invariant Z α 1 ,...,an (m, L; k) which is a path integral over the gauge equivalence classes of SU(2) connection A µ on M:
Tr α j Pexp
here S CS is the Chern-Simons action
h is a "Planck's constant":h n are the quantum nloop corrections to the contribution of M c . The 1-loop correction is a determinant of the quadratic form describing the small fluctuations of S CS (A µ ) around a stationary phase point.
Its major features were determined by Witten [3] , Freed and Gompf [6] , and Jeffrey [5] (some further details were added in [7] ):
here H c is an isotropy group of M c (i.e. a subgroup of SU (2) which commutes with the holonomies of connections A (c) µ of M c ), N ph is expressed [6] as M is the first Betti number of M. τ R is a Reidemeister-Ray-Singer torsion. It was observed in [5] that √ τ R defines a ratio of volume forms on M c and H c .
In a particular case of a rational homology sphere (RHS ), the 1-loop correction to the contribution of the trivial connection is e iS (tr) Basing on our calculation of Witten's invariant of Seifert manifolds we conjectured in [7] that S (tr) 2 (M) = 3λ CW (M), (1.8) here λ CW is Casson-Walker invariant of M (it was calculated for Seifert manifolds by C. Lescop in [11] ).
Witten has suggested in [3] a surgery formula for the invariant Z(M; k). We need to introduce some notations in order to describe it. We pick two basic cycles on the boundaries 2 of the tubular neighborhoods Tub(L j ) of the link components
has a unit intersection number with C (j) 1 , it is defined only modulo C (j) 1 . We denote as l ij the linking numbers of the link components. The self-linking number l jj is a linking number between L j and C (j) 2 .
A surgery on a link component L j is determined by an SL(2, Z Z) matrix U (p j ,q j ) :
The surgery means that we cut Tub(L j ) out and glue it back in such a way that the cycles
2 on the boundary of the complement M \ Tub(L j ) are glued to the cycles C Let M ′ be a manifold constructed by n surgeries U (p j ,q j ) on the components of the link L. Then, according to [3] ,
is a representation of the group SL(2, Z Z) in the k + 1-dimensional space of affine SU(2) characters:
(see e.g. [5] and references therein), Φ(U (p,q) ) is the Rademacher function: 12) s(p, q) is a Dedekind sum:
φ fr is a framing correction (all Witten's invariants are reduced to the canonical framing, see e.g. [6] ):
The mathematical proof of the invariance of eq. (1.10) was given by N. Reshetikhin and V. Turaev [4] . They also formulated general conditions on the elements of that formula that would guarantee its invariance.
In our previous paper [1] we gave a "path-integral" proof of the following conjecture which P. Melvin and H. Morton [10] formulated for M = S 3 :
The trivial connection contribution to the Jones polynomial of a knot K in a RHS M can be expressed as
here ν is a self-linking number of K and J(α, K) is a function that has the following expansion in K −1 series:
The dominant part of this expansion is related to the Alexander polynomial of K:
the integer numbers m 2 and d are defined in [1] ,
We combined the results of this proposition with the finite Poisson resummation formula in order to derive a knot surgery formula for the loop corrections to the trivial connection contribution to Witten's invariant of a RHS : 
here the function J(α, K) comes from eq. (1.16) 
. . , a n ) (1.20)
3 I am indebted to N. Reshetikhin for sharing the results of his unpublished research.
here a j are 3-dimensional vectors with fixed length
and L m ( a 1 , . . . , a n ), P l,m ( a 1 , . . . , a n ) are homogeneous invariant (under SO(3) rotations) polynomials of degree M. In particular, An example of this formula for a torus link is derived in Appendix 1.
In our paper [13] we proved this proposition by deriving a set of Feynman rules to calculate the coefficients of the polynomials L m and P ml . These rules allowed us to establish We also conjectured a relation between the coefficients of the polynomials L m and Milnor's linking numbers:
. . , a n ) = 0 for all l < m, then the coefficients of the polynomial
. . , a n ) are proportional to the mth order Milnor's linking numbers l
is a 3-dimensional vector formed by Pauli matrices.
We will need especially the polynomials L 3 , L 4 and P 0,2 :
We demonstrated in [13] that the coefficients l
ijk and l (4) ij,kl are proportional to triple and quartic Milnor's linking numbers.
An obvious condition
imposes a relation between the polynomials L m and P m,l . It allows us to express the numbers P m,0 through the coefficients of other polynomials . For example,
In this paper we will extend the Propositions 1.1 and 1.2 to links by using the Resheti- 
here e 2πia i are the holonomies of the U(1) flat connection in M \Tub(L) around the meridians
1 of the link components L j .
We take the limit K −→ ∞ of the integral in eq. 
1 :
In contrast to the knot complement considered in Section 2 of [1] , there may be irreducible flat connections in M \ Tub(L) even if the phases α i /K are arbitrarily small (see, e.g.
Appendix 2). Besides, there is not just one but 2 n−1 reducible flat connections due to the fact that a diagonal SU(2) holonomy fixed up to a conjugation by eq. (2.2) corresponds to two U(1) holonomies related by a Weyl reflection, i.e. differing by the sign of the exponent (the overall change of signs however does not change the gauge equivalence class of the SU (2) connection).
We calculate the integral of eq. (1.20) by the stationary phase approximation method.
Let us first assume that all | a j | ≪ 1. Then we should look for the extrema of the quadratic form (1.22) constrained by conditions (1.21). These extrema satisfy equations
3)
The solutions to these equations do indeed correspond (up to an overall SO(3) rotation)
to flat connections in the link complement for small phases | a j | (see Appendix 1, for more 8 details on flat connections in the link complement see [13] ). Equations (2.3) are obviously satisfied when all the vectors a j are parallel:
here n is a unit vector and
There are 2 n−1 such inequivalent configurations depending on the choice of signs for a j in . To obtain this approximation we introduce the local coordinates x j in the vicinity of the stationary phase point (2.4):
We may retain only a quadratic part of the exponent in eq. (1.20):
µ are coordinates of the vectors x j . A quadratic form M ij,µν may receive contributions from all the polynomials L m :
L m (a 1 n, . . . , a i x i , . . . , a j x j , . . . , a n n).
9
The matrix L ij comes from L 2 :
In our approximation the integration measure for x i is reduced to
Also we should retain only the following part of the preexponential factor in eq. (1.20):
. . , a n n) (2.11)
(the polynomials P 0,l (a 1 n, . . . , a n n) do not depend on the orientation of n). What remains is a gaussian integral over x j , which would produce a square root of the determinant of the 2n × 2n matrix M ij,µν . However there is a small problem: this matrix has two zero modes: 12) which originate from SO(3) rotations of n. Zero modes appear quite often in calculations of the Alexander polynomial. They should be removed from the determinant and the integration over the direction of n should be performed with an appropriate measure. The removal of the zero modes is achieved either by taking a second derivative of the characteristic polynomial of M ij,µν at zero, or by taking any of non-zero second rank minors of two diagonal elements:
here M ′′ is a (2n − 2) × (2n − 2) matrix obtained from M ij,µν by crossing out the columns and rows to which the two diagonal elements M ii,11 and M jj,22 belong (det M ′′ does not depend on the choice of i and j). Finally after using eq. (1.7) as the 1-loop formula for Z (tr) (M; k)
we get the following formula for the contribution to the Jones polynomial coming from the reducible flat connection related to the configuration (2.4):
(2.14)
. . , a n n) , 
. . , a n n) 
Taylor Series
The bilinear form
ν includes only two basic bilinear structures coming from the r.h.s. of eq. (2.8): x i · x j and n · ( x i × x j ). Therefore the matrix M ij,µν has the following block structure:
here A and B are a symmetric and an antisymmetric n × n matrices. As a result, the characteristic polynomial of M ij,µν is a square of another polynomial of x and matrix elements M ij,µν . Also a matrix element M ij,µν is proportional to a i and a j . This together with the particular form of the zero modes (2.12) guarantees that det M ′′ is proportional to n j=1 a j 2 .
Thus we conclude that the r.h.s. of eq. (2.15) can be expanded in Taylor series in phases a i .
The first two terms of this expansion are used in C. Lescop's surgery formula for CassonWalker invariant, so we are going to find their expression.
To get the first term in Taylor series we retain only the terms L i,j x i · x j in the r.h.s. of eq. (2.8). Then the matrix M ij,µν splits into a direct sum of two equal matrices L ij :
here L ′ is any of the minors of diagonal elements of L ij (they are all equal). Thus the first term in Taylor expansion of the Alexander polynomial is a polynomial in a i of degree n − 2:
This expression coincides 4 with the formula of [14] .
Obviously, eq. 
. (3.6)
4 I am thankful to C. Lescop for checking this.
Multiplying the preexponential factor of the integral of eq. (1.20) by an extra scalar product ( a i · a j ) is equivalent to taking a derivative ∂ l ij . By applying this trick to the factors (3.5) and (3.6) we arrive at the formula
We consider l ij and l ji as independent variables when we take derivatives in this formula.
The coefficients p ij , l 
. . , a n ). 
Basic properties of the Alexander Polynomial
We are going to check whether the r.h. when a n = 0. Consider the matrix M ′′ ij,µν . Suppose for simplicity that the diagonal elements M nn,11 and M nn,22 do not belong to the two columns and rows that were removed from M ij,µν .
Then it is not hard to see that the part of det M ′′ which is proportional only to the second power of a n , must include both these elements. As a result,
is a (n − 4) × (n − 4) matrix obtained by "reducing" the (n − 2) × (n − 2) matrix M ′′ : two rows and two columns containing the elements M nn,11 and M nn,22 are removed and a n = 0 is substituted in all other matrix elements.
Suppose now that we remove the nth component L n of the link L. We denote the remaining link as L [n] . To calculate its Jones polynomial we have to substitute α n = 1 in eq. (1.20). Then | a n | = 1/K and the contribution of the configuration (2.4) for 1 ≤ j ≤ n−1 to the integral (1.20) in the leading order in K is equal to
After extracting the U(1) Reidemeister-Ray-Singer torsion from this expression we find that
. . , a n−1 n, 0)
Comparing eqs. (4.1) and (4.3) we conclude that 
is the link L with nth component removed. 
iπsign(
or, equivalently,
The integral over a n should be calculated in the following way. We first separate the part of the sum
. . , a n ) which is linear in a n :
and introduce a new variable x instead of a N :
. . , a n ) (4.8)
After substituting eq. (4.8) into the integral (4.6) we separate the terms of the exponent that do not depend on x. These terms form the exponent of the representation eq. (1.20) for
We leave the term ( a 1 , . . . , a n ) and sin π | an| q | a n | −1 (the latter factor is in fact analytic in a n since its expansion contains only even powers of | a n |).
Thus, similar to the integral (1.19) , what remains is a bunch of gaussian integrals over x.
The limit on the powers of K versus powers of x in the expansion of preexponential factor is weaker than that of eq. 
To determine what happens to the multivariable Alexander polynomial under the surgery U (p,q) on the link component L n we have to find the contribution of the configuration (2.4) to the integral (4.5) to the leading order in K. In view of Conjecture 1.4, the integral over a n is dominated by the stationary phase point
We need only the 1-loop approximation to this integral:
and we have to take only the contribution of the configuration (2.4) with a n = a 
The Link Surgery Formula
Now we turn to the subject of our main concern: the surgery formula for the contribution 
The symbol [ a j =0] means that we take only the contribution of the stationary phase point 
We can use eq. (5.1) in order to derive explicit surgery formulas for the first two loop
which is consistent with eq. (1.7) and
In view of eq. (1.8) we assume that
We did not compare eqs. (5.5), (5.4), (3.4) and (3.7) directly to the surgery formula of [14] . However the latter formula was derived from Walker's surgery formula by using the properties (4.4) and (4.12) of the multivariable Alexander polynomial. Since our formula also satisfies these properties, we assume that it is consistent with the results of [14] .
Discussion
The results of this paper are based on the Reshetikhin's formula (1.20) which separates the exponent of order K from the preexponential factor of order at most K 0 . This separation allowed us to extract the large k asymptotics of the Jones polynomial of a link and of the link surgery formula (1.10).
Assuming that Conjecture 1.1 is correct we see the relation between the leading part of the multivariable Alexander polynomial when its arguments are close to 1, and Milnor's linking numbers of the knot. Slighly generalizing the results of [15] and [16] we may say Another open question is a calculation of the contributions of nontrivial connections as well as the extension of this discussion beyond the rational homology spheres. Some experimental results on Witten's invariant for these cases are provided in [6] , [5] , [7] and [1] , while a study of Casson's invariant of the manifolds with nontrivial rational homology was carried out in [14] . However, all these results seem to require a more detailed analysis.
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K 4π The relation between the group elements corresponding to the crossing point P The relations (A2.2) describe the structure of π 1 (S 3 \ Tub(L)).
Suppose that we have a one-parametric family of homomorphisms
here G is a Lie group and λ We substitute the images of the homomorphism (A2.3) into the relations (A2.2) and expand them in powers of t. At order t 1 we observe that the elements λ
i,j do not depend on j, so we denote them simply as λ i = λ 
