Abstract. -In this article, we study the commutativity between the pull-back and the push-forward functors on constructible functions in Cluckers-Loeser motivic integration.
Introduction
Let k be a characteristic zero field. By analogy with integration over local fields, Kontsevich introduced in [16] an integration theory on finite dimensional vector spaces over k((t)), called motivic integration, with values in a Grothendieck ring of varieties K 0 (V ar k ). Later, Cluckers -Loeser in [8] (announced in [4] , [5] ) generalized that construction allowing in particular integrals with parameters in the context of henselian valued fields of equal characteristic zero, and in [14] , Hrushovski -Kazhdan treated the case of algebraically closed valued fields of equal characteristic zero.
For any definable sets X, given by a first order formula in the Denef-Pas language, Cluckers -Loeser construct in [8] an algebra C(X) of constructible motivic functions defined on X, and in [7] and [9] they enlarge it in an algebra C(X) exp of exponential constructible functions. Moreover, for any definable function f : X → Y , they define a pull-back functor f * : C(Y ) exp → C(X) exp , an abelian subgroup I Y C(f ) exp of C(X) exp of f -integrable constructible functions and a push-forward functor f ! : I Y C(f ) exp → C(Y ) exp which corresponds to an integration along fibers of f . Roughly speaking, for any definable set X, there exists integers m, n and r such that for any k-field extension K, the set of K-rational points X(K) is contained in K((t)) m × K n × Z r . Such definable set admits a cell decomposition and similarly to the construction of the integration against Euler characteristic in the real semialgebraic setting, the construction of the functor f ! is given by an induction process on the valued field dimension. We recall in the first section of this article main ideas, definitions and results of these constructions.
In [19] the second author introduced a notion of definable distributions in CluckersLoeser motivic setting. He introduced also a notion of motivic wave front set, which allows him, as in the real setting [13] or in the p-adic setting [12] and [3] , to study the pull-back of a distribution by a function which requires the natural following commutativity relation between pull-back and push-forward functors Theorem. -Let X, W and W ′ be definable sets over k, let γ be a definable morphism from W to W ′ . We denote by π W the projection from W × X to W and by π W ′ the projection from W ′ × X to W ′ . Let 
In this article, we start in section 1 by recalling main definitions and ideas of Cluckers-Loeser motivic integration. Then, in section 2, we prove above theorem in a slightly more general context (lemma 1.18 and theorem 1.19) following all different steps of the construction of the theory as the induction process on the valued field dimension using cell decompositions and the computation at the residue and value group levels.
Motivic integration and constructible motivic functions
For the reader's convenience we shall start by recalling briefly some definitions, notations and constructions from [8] and [9] that will be used in this article. For an introduction to this circle of ideas we refer to the surveys [6] , [2] and [11] and the notes [4] , [5] and [7] .
1.1. Denef-Pas, Presburger language. -We fix a field k of characteristic zero and we denote by Field k the category of fields containing k. For any field K in this category we consider the field of Laurent series K((t)) endowed with its natural valuation ord : K((t)) \ {0} −→ Z extended by ord 0 = +∞, and with the angular component mapping ac : K((t)) → K defined by ac (x) = xt −ord x mod t if x = 0 and ac (0) = 0.
We shall use the three sorted language introduced by Denef and Pas in [17] 
with sorts corresponding respectively to valued field, residue field and value group variables. The languages L Val and L Res are the ring language L Rings = (+, −, ·, 0, 1) and the language L Ord is the Presburger language L PR = {+, −, 0, 1, ≤} ∪ {≡ n | n ∈ N, n > 1}, with ≡ n symbols interpreted as equivalence relation modulo n. Symbols ord and ac will be interpreted respectively as valuation and angular component, so that for any K in Field k the triple (K((t)), K, Z) is a structure for L DP,P . We shall also add constant symbols in the Val-sort and in the Res-sort for elements of k((t)), resp. of k.
We will work with the L DP,P -theory H ac ,0 of structures whose valued field is Henselian, with characteristic zero residue field , and with value group Z. Denef and Pas proved in [17] the following theorem on elimination of valued field quantifiers. Theorem 1.1 (Denef-Pas [17] , Presburger [18] ). -Every formula φ(x, ξ, α) without parameters in the L DP,P -language, with x variables in the Val-sort, ξ variables in the Res-sort and α variables in the Ord-sort is H ac ,0 -equivalent to a finite disjunction of formulas of the form
The theory H ac ,0 admits elimination of quantifiers in the valued field sort.
Definable subassignments.
-From now on we will work with the DenefPas language enriched with constant symbols in the Val-sort and in the Res-sort for elements of k((t)), resp. of k, and we will denote this language also by L DP,P .
Definable subassignments and definable morphisms.
-Let ϕ be a formula respectively in m, n and r free variables in the various sorts. For every field K in Field k , we denote by h ϕ (K) the subset of
consisting of points satisfying ϕ. The assignment K → h ϕ (K) is called a definable subassignment or definable set. For instance we will denote by { * } the definable subassignment h[0, 0, 0] defined by K → Spec K. A definable morphism F between two definable subassignments h ϕ and h ψ is a collection of applications parametrized
such that the graph map K → GraphF (K) is a definable subassignment. Definable subassignments and definable morphisms are precisely objects and morphisms of the category of definable subassignments over k denoted by Def k . More generally, for any definable subassignment S in Def k , we will consider the category Def S of definable subassignments over S whose objects are definable morphisms θ Z in Def k from a definable Z to S and morphisms are definable maps g :
Sometimes, instead of using θ Z , we will simply say that Z is a definable set in Def S . . For every point y = (y 0 , k(y)) of Y , the fiber X y is the object of Def k(y) defined by the formula ϕ(x, y 0 ) which has coefficients in k(y) and k(y)((t)). Taking fibers at y gives rise to a functor i *
The dimension Kdim S of S is naturally defined as dim W . More generally, the dimension of a subassignment S of h[m, n, r] is defined as the dimension Kdim p(S) where p is the projection from h[m, n, r] to h[m, 0, 0]. It is proved in [8] , using results of Pas [17] and van den Dries [20] , that isomorphic definable subassignments in Def k have the same dimension.
1.3. Grothendieck rings and exponentials. -
The category RDef exp
k . -For any definable subassignment Z in Def k , the subcategory RDef Z of Def Z whose objects are definable morphisms π Y , with Y a subassignment of a product Z × h[0, n, 0], n a non negative integer and π Y the canonical projection on Z, has been introduced in [8] . More generally, in [9] motivic additive characters were considered in this context through the category RDef exp Z whose objects are triples (π Y , ξ, g) with π Y a definable set in RDef Z , ξ a definable morphism from Y to h[0, 1, 0] and g a definable mor- 
Additivity. For π Y and π Y ′ definable subassignments of some π X in RDef Z and for
Compatibility with reduction. For any π Y in Def Z , for any definable morphism f from Y to h[1, 0, 0] with ord f (y) ≥ 0 for any y ∈ Y we have
with f the reduction of f modulo (t). 
This Grothendieck group is endowed with a ring structure by setting 
can be viewed as the exponential (at the valued field level of the definable morphism g from Z to h[1, 0, 0], said otherwise, it is a motivic additive character on the valued field evaluated in g. More precisely, by relations (R3) and (R5), E can be interpreted as a universal additive character which is trivial on the maximal ideal of the valuation ring. This is compatible with specialization to p-adic fields as explained in Section 9 of [9] . 
Pull-back and push
, induced by the fiber product. Furthermore, if f is a morphism in RDef Z ′ , then composition with f induces a morphism f ! : [10] , [15] , [9] and [1] ), for instance over the field Q p itself, one fixes an additive character Ψ : K → C × trivial on pZ p and non trivial on the set ord x = 0 and one denotes by A p the ring
For any X contained in some Q m p and definable for the Macintyre language, it is natural to define the A p -algebra of constructible functions on X denoted by C(X) and generated by function of the form |f | ord (h) where f and h are definable functions from X to Q p and h does not vanish. In [9] , also a variant with additive characters is introduced, called constructible exponential functions on X and denoted by C(X)
exp . The algebra C(X) exp is generated by C(X) and functions of the form ψ(g) with g : X → Q p with ψ a nontrivial additive character on Q p .
Analogously, in [8] Cluckers and Loeser consider the ring
where L is a symbol, and they define the ring C(Z) of constructible motivic functions on a definable set Z by
where P(Z), called ring of Presburger constructible functions, is the subring of the ring of functions from the set of points of Z to A, generated by constant functions, definable functions from Z to Z and functions of the form L β with β a definable function from Z to Z. 
is an isomorphism.
Constructible exponential functions. -For any definable set
exp of constructible exponential functions is defined in [9] by
namely the ideal generated by the characteristic functions 1
exp . This family of ideals is a filtration of the ring C(Z) exp and the graded ring associated
is called ring of constructible exponential Functions.
Remark 1.9. -Constructible Functions can be compared to the equivalence classes of Lebesgue measurable functions (equality up to a zero measure set). In this article we will just write function for Function; the difference still being visible in the notation
• The cell Z C,c,α,ξ with basis C, center c, order α and angular component ξ, is
Note that this definable set is a family of balls B(c(y) + ξ(y)t α(y) , α(y) + 1) parametrized by the base C. The axiom (Axiom 8), below gives the push-forward morphism corresponding to the projection of this cell on its base C, that is, integration in the fibers of this projection map.
• The cell Z C,c with basis C and center c is
The change of variables formula (theorem 1.14) gives in particular, the push-forward morphism corresponding to the projection of that cell on its base.
More generally, a definable subassignment Z of S[1, 0, 0] for some S in Def k is called a 1-cell or a 0-cell if there exists a definable isomorphism
called presentation of the cell Z, where the base C is contained in S[0, s, r] and such that the morphism π • λ is the identity on Z with π the projection to S[1, 0, 0].
Let us state a variant of Denef-Pas Cell Decomposition theorem [17] , theorem 7.2.1 of [9] , that will be used in the proof of the projection lemma 1.18 in subsection 2.3.
1. The definable set X is a finite disjoint union of cells.
For every ϕ in C(X) there exists a finite partition of X into cells
Indeed, the fiber product along f induces a pull-back morphism from
exp and the composition by f induces also a pull-back morphism from P(Z ′ ) to P(Z). These pull-backs are compatible with their tensor product.
More generally, the constructible exponential function 
satisfying natural axioms implying its uniqueness, see theorems 10.1.1 and 13.2.1 in [8] and theorem 4.1.1 in [9] . The elements of I S C(θ Z ) exp are called θ Z -integrable motivic constructible exponential functions on Z or simply θ Z -integrable functions.
exp is all of C(S) exp , namely, every function in C(S) exp is already integrable up to S itself, with the identity map S → S as structural morphism.
The functor I exp S and the integrable functions are constructed simultaneously. The functor I S is first defined in [8] in the setting without exponential and extended in [9] in the exponential setting to I exp S . In particular, for any
exp is a graded subgroup of C(Z) exp defined as
Remark 1.13. -Sometimes we will simply say S-integrable instead of θ Zintegrable and write I S C(Z) exp when the structural morphism θ Z is implicitly clear.
The natural morphism of graded groups from I S C(θ Z ) to I S C(θ Z ) exp is injective. We will use the following axioms (see theorem 10.1.1 in [8] and §13.2 in [9] ):
Axiom 4 (Push-forward for inclusions).
′ be the corresponding inclusion and θ Z and θ Z ′ the corresponding restriction of θ T to Z and
. By compatibility with the tensor product, we get a morphism
For every constructible function ϕ in C(Z), the class
The morphism (1.1) is also compatible with the morphism i ! from K 0 (RDef
We obtain in such a way a morphism 
which allows to define a ring morphism
where π ! is defined above.
Furthermore, as π sends subassignments of Z to subassignments of Y of the same dimension, there are group morphisms π ! :
exp which restricts to a morphism
Axiom 6 (Projection along Z-variables). 
This defines a morphism π ! :
, which induces by tensor product a graded group morphism
exp using the fact that the canonical morphism exp we have the equality
Axiom 8 (Volume of balls; 1-cell).
-Let θ Y be in Def S , and 
By Axiom 8, the volume of a ball {z ∈ h[1, 0, 0] | ord (z − c) = α, ac (z − c) = ξ} with α in Z, c in k((t)) and ξ in k, ξ = 0 is L α−1 . This is natural by analogy with the p-adic case. 
The previous axiom is also natural by analogy with the p-adic case, where an additive character evaluated in the identity function and integrated over a large ball is naturally zero. Theorem 1.14 (Change of variables formula, theorem 5.2.1 of
We give some ideas of the construction of this push-forward and refer to [8] and [9] and to the surveys [2] , [6] and [11] for further details. For instance, we fix a base S, we consider a definable morphism f : Y → S where Y is a subassignment of some h[m, n, r] and we denote by Γ f the graph of f . By functionality the morphism f ! is the composition p ! • i ! where i : Y → Γ f and p : Γ f → S are the canonical injection and projection. Thus, it is enough to know how to construct the push-forward morphisms for injections and projections. The case of definable injection is done using extension by zero of constructible functions, and an adjustment with a Jacobian to match the induced measures. Using the axiom of the volume of balls and the change of variables formula, we observe that the construction of the push-forward morphism for a projection is done by induction on the valued field dimension. • π ! where π : Γ f → S ′ and p (m−1) : S ′ → S are canonical projections. The construction does not depend on the order of such projections and the main tool is the cell decomposition theorem stated above. Once the valuative dimension is zero we have to define a push-forward of a projection from some S[0, n ′ , r ′ ] to S. This is done using the independence between the residue field and the value group, coming from theorem 1.1, see for instance Proposition 1.8. The push-forward along residue variables is simply the push-forward induced by composition at the level of Grothendieck ring cf. In this example, we illustrate the computation of the integration along a projection f : S × Y → S with Y = h[1, n, r]. We will use this computation in subsection 2.3. Let ϕ be a constructible function in C (S[1, n, r] ). By the cell decomposition theorem (theorem 1.10), there is a cell decomposition of S[1, n, r] adapted to ϕ denoted by (Z i ) i∈I . For any i in I, the cell Z i has a presentation (λ i , Z Ci ), and there is a constructible function ψ i in C(C i ) such that
Zi where Z Ci is a subassignment of some h[1, n + n i , r + r i ], C i is a subassignment of h[0, n + n i , r + r i ], p i : Z Ci → C i and q i : C i → S are the projections. By a refinement of the cell decomposition we can assume that for any i, the restriction ϕ |Zi is either zero or has the same K-dimension as Z i . By the additivity axiom (Axiom 2) ϕ will be f -integrable if and only for any i in I the restriction ϕ |Zi is f -integrable and in that case
For any i in I, we consider the commutative diagram
Using equation (1.2), the projection axiom (Axiom 3) and the Fubini axiom (Axiom 1), the following statement are equivalent -the restriction ϕ |Zi is f -integrable, -the constructible function p *
gration of a 0-cell given by (Axiom 7) or a 1-cell given by (Axiom 8). The q i -integrability condition and the q i -integration can be treated by proposition 1.8 and (Axioms 5 and 6). If all these constructible functions are integrable then We consider two cases.
• Integration along the projection π 
and the following diagram 
. By construction there exists also a unique definable functioñ Finally by their construction they consider two definable morphisms
Then, using all these notations they define . Then, using integration along a residue variable (see Axiom 5) and integration along one valued field variable explained above, Cluckers and Loeser define In [19] , the second author introduced a notion of definable distributions in CluckersLoeser motivic setting. He introduced also a notion of motivic wave front set of a definable distribution, which allows him, as in the real setting [13] or in the p-adic setting [12] and [3] , to study the pull-back of a distribution by a function which requires the natural following commutativity relation between pull-back and pushforward functors that we prove in section 2. 
This lemma can be generalized in the following way 
Proofs
In subsection 2.1, we state and prove three lemmas allowing us to prove lemma 1.18 and theorem 1.19 in an inductive way following step by step the motivic integration construction in [8] and [9] . In subsection 2.2 we prove theorem 1.19 as a corollary of 1.18. In subsection 2.3 we give a proof of the projection lemma in the case of constructible functions without exponential, then in subsection 2.4 we give the proof of the general case with exponential. 
The equality (2.1) is then implied by the equality 
are two definable maps and ϕ P is a Presburger function in P(W ′ × S X). Then, the main point is that the fiber product Z × (W ′ ×S X) (W × S X) of p and γ × Id X is isomorphic to the fiber product of i W ′ • p and γ × Id Y . Indeed, this is a consequence from a direct computation or from the fact that (W × S X, i W , γ × Id X ) is isomorphic to the fiber product of γ × Id Y and i W ′ and the result follows from the classical pull-back lemma in the following diagram 
integrable (with equivalence if γ is onto) and in that case
• for any constructible exponential function
-integrable (with equivalence if γ is onto) and in that case
(2.4) (γ × Id Z ) * (g ′ ! [ψ]) = g ! [(γ × Id Y ) * ψ].
then, for any constructible exponential function
ϕ in C(W ′ × S X) exp , if [ϕ] is (g ′ • f ′ )- integrable then (γ × Id X ) * [ϕ] is (g • f )-
integrable (with equivalence if γ is onto) and in that case
Proof. -The lemma follows from Fubini axiom (see Axiom 1) and the assumptions. Indeed, let ϕ be a constructible exponential function in (2.4) implies the result. Furthermore, we obtain the equality (2.5) by a direct computation using (2.3), (2.4) and Fubini axiom
Reduction lemma. -
Remark 2.3. -Let S be a definable set and W be a definable set in Def S . Let m, n and r be some non negative integers. The fiber product W × S S[m, n, r] is isomorphic to W [m, n, r] and we identify them in the following. Proof. -Considering the assumption and the diagram
the lemma follows from the extension lemma 2.1 and the splitting lemma 2.2.
2.2. Proof of theorem 1.19. -In this subsection, we assume lemma 1.18 true and we prove theorem 1.19 as a consequence of the extension lemma 2.1 and the splitting lemma 2.2.
Proof. -Let S be a definable set in Def k and γ : W → W ′ be a definable morphism in Def S . Let f : X → Y be a definable morphism in Def S . We denote by Γ f the graph of f , by i f : X → Γ f the canonical injection. In the following we will identify canonically W × S Γ f and
We consider the following commutative diagram
The theorem follows from this diagram and the splitting lemma 2.2 (or very similar arguments) whose assumptions are satisfied by application of • the extension lemma 2.1 for the diagram
• the projection lemma 1.18 (relatively to Y ) for the diagram
2.3. Proof of the projection lemma for constructible functions without exponentials. -We prove in this subsection the projection lemma 1.18 for constructible functions in C(W ′ × S X)-case. The exponential case will be proved in subsection 2.4.
Case
-In this subsection, we prove lemma 1.18 in the case X = S[0, 0, r]. We use remark 2.3 and notations of lemma 1.18. Let ϕ be a constructible function in C(W ′ × S X). By proposition 1.8 we write ϕ = ϕ W ′ ⊗ ϕ P , where ϕ W ′ is a constructible function in C(W ′ ) and ϕ P is a Presburger function in 
In particular,
is the unique Presburger function in P(W ) such that for any w in W , for any q > 1
But, for any q > 1 and
• γ and we deduce the equality 2 of lemma 1.18. 
and is π W -integrable. As (W ×X, π W , γ×Id X ) is isomorphic to the fiber product W × W ′ (W ′ × X) of γ and π W ′ , we deduce similarly to the case X = S[0, 0, r], by the classical pull-back theorem, that Y × W ′ ×X (W × X) and Y × W ′ (W × X) are isomorphic, which induces the equality 2 of lemma 1.18. 
We denote by π the projection from X to Y which is an isomorphism. The product W × S X is also a 0-cell of base W × S Y and center c W = c • π Y where π Y is the projection from W × S Y to Y . As well the product W ′ × S X is a 0-cell of base
We prove lemma 1.18 for the constructible function ϕ = 1 W ′ ×S X and the diagram
By definition of the pull-back of a Presburger function we have 
Remark that by definition of p W and p W ′ , the order ord Jac
. Similarly, the order ord Jac p W • p 
Then, the equality 2 of lemma 1.18 follows from the equality
2.3.6. Proof of the projection lemma 1.18. -Using the reduction lemma 2.4, it is enough to consider the case where X is equal to the definable set S[m, n, r] for m, n and r some non-negative integers. We use remark 2.3 and notations of lemma 1.18. The projection lemma 1.18 is proved by induction on m. The base case m = 0 is ever considered in paragraph 2.3.3 and using the splitting lemma 2.2, it is enough to prove the projection lemma 1.18 for the diagram
and where π W and π W ′ are the canonical projections.
We prove now the case of diagram (2.6) using the cell decomposition theorem 1.10 and the specific cases of 0-cell and 1-cell in paragraphs 2. 
where the diagram is commutative, p ′ i and π ′ i are the canonical projections and -if (W ′ × S X) i is a 0-cell, then the integer r i is equal to 0 and the isomorphism λ 
Taking the pull-back by the definable morphism γ × Id X , we deduce a cell decomposition ((W × S X) i ) i∈I of W × S X adapted to (γ × Id X ) * ϕ. More precisely, for any i in I, we define the cell (W × S X) i as the definable set (γ × Id X ) −1 (W ′ × S X) i . This cell has a presentation (Z Ci , λ i ) where Remark 2.5. -This achieves the proof of lemma 1.18 in the C(W × S X)-case, which implies that theorem 1.19 is also true in this setting. We will use both of them in the proof of lemma 1.18 in the C(W × S X) exp -context. f f ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲
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