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Abstract
A local Hausdorff dimension is defined on a metric space. We study its
properties and use it to define a local Hausdorff measure. We show that in
the case that in the local Hausdorff measure is finite we can recover the global
Hausdorff dimension from the local one. Lastly, for a variable Ahlfors Q-regular
measure on a compact metric space, we show the Ahlfors regular measure is
strongly equivalent to the local Hausdorff measure and that the function Q is
equal to the local Hausdorff dimension.
Mathematical Subject Classification: 28A78
Keywords: local hausdorff dimension, local hausdorff measure, variable Ahlfors
regularity, metric measure space, multifractal analysis.
1 Introduction
Many of the central ingredients in this paper have long been known. The general
Carathe´odory construction of metric measures may be found in Federer [3]. The
definition of local dimension used in this paper may be found in [7]. A definition of
a variable Hasdorff measure, akin to the λQ defined here, may be found in [5]. Often
local dimension is defined through a measure, what we here call the local dimension
of a measure. The latter use is often seen in connection with Multifractal Analysis[1].
The equality of Q with the Hausdorff dimension in an Ahlfors Q-regular space with
constant Q is well known[6]. However, neither the equality of a variable Q with the
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intrinsically defined local Hausdorff measure, nor the strong equivalence of measures,
in the case of a compact space, between the local Hausdorff measure and a variable
AhlforsQ-regular measure, seem to be known. The result seems to be of interest since
it provides a concept of local dimension that can be defined for any metric space that
agrees with the the concept of local dimension often used in multifractal analysis,
in the often restrictive case that the latter exists. Moreover, the strong equivalence,
in the sense defined below, of the local Hausdorff measure to the variable Ahlfors
regular measures provides a concrete realization of such “multifractal” measures.
The layout of this paper is as follows. We introduce notation and present back-
ground information in the remainder of the introduction. We define and investigate
properties of the local Hausdorff dimension and local Hausdorff measure and an
equivalent local open spherical measure in the next section. Lastly we focus on vari-
able Ahlfors Q-regular measures in the case of a compact metric space and connect
Q to the local Hausdorff dimension and the Q-regular measure to the local Hausdorff
measure.
For (X, ρ) a metric space, we denote the open ball of radius 0 ≤ r ≤ ∞ about
x ∈ X by Br(x). We denote the closed ball of radius r by Br[x]. For A ⊂ X
we let |A| := diam(A) = sup[0,∞]{ρ(x, y) | x, y ∈ A}. Throughout the paper, let
C := P(X), and let B be the collection of all open balls in X, where ∅ = B0(x) and
X = B∞(x) for any x ∈ X. By a covering class we mean a collection A ⊂ P(X)
with ∅, X ∈ A . We will primarily work with the covering classes C = P(X) and
B. For A a covering class, let Aδ := {U ⊂ A | U at countable, |U | ≤ δ for U ∈
U , A ⊂ ∪U }.
Recall an outer measure on a set X is a function µ∗ : P(X)→ [0,∞] such that
µ∗(∅) = 0; if A,B ⊂ X with A ⊂ B then µ∗(A) ≤ µ∗(B); and if (Ai)
∞
i=1 ⊂ P(X)
then µ∗(∪∞i=1)Ai) ≤
∑∞
i=1 µ
∗(Ai). The second condition is called monotonicity, and
the last condition is called countable subadditivity.
A measure µ on a σ-algebra M is called complete if for all N ∈ M with µ(N) = 0,
P(N) ⊂ M .
The following theorem is basic to the subject. See [4] for a proof.
Theorem 1.1. (Carathe´odory) If µ∗ is an outer measure on X then if M ∗ := {A ⊂
X | ∀E ⊂ X [ µ∗(E) = µ∗(E ∩A) + µ∗(E ∩ Ac) ] }, M ∗ is a σ-algebra and µ∗|M ∗ is
a complete measure.
Now suppose (X, d) is a metric space. Sets A,B ⊂ X are called positively
separated if dist(A,B) = inf{d(x, y) | x ∈ A, y ∈ B } > 0. An outer measure µ∗ on
X is called a metric outer measure if for all A,B ⊂ X with A,B positively separated,
µ∗(A ∪ B) = µ∗(A) + µ∗(B).
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The Borel sigma algebra is the smallest σ-algebra containing the open sets of X.
Elements of the Borel σ-algebra are called Borel sets. A Borel measure is a measure
defined on the σ-algebra of Borel sets. The following proposition is well known. See
[2] for a proof.
Proposition 1.2. If µ∗ is a metric outer measure on a metric space X, then M ∗
contains the σ-algebra of Borel sets. In particular, µ∗ may be restricted to a Borel
measure.
For τ : C → [0,∞] with τ(∅) = 0, let µ∗φ,δ(A) := inf{
∑
U∈U τ(U) | U ∈ Cδ(A)}
and µ∗τ (A) = supδ>0 µ
∗
τ,δ(A). The verification of the following proposition is straight-
forward.
Proposition 1.3. µ∗τ is a metric outer measure.
Note we may restrict to any covering class A containing ∅ and X by setting
τ(U) =∞ for U ∈ C \A .
It then follows that the µ∗τ measurable sets contain the Borel sigma algebra. Let
µτ be the restriction of µ
∗
τ to the Borel sigma algebra. Then by Caratheodory’s
Theorem, µτ is a Borel measure on X.
For s ≥ 0 let Hs be the measure obtained from the choice τ(U) = |U |s for
U 6= ∅ and τ(∅) = 0. Hs is called the s-dimensional Hausdorff measure. Let λs be
the measure obtained by restricting τ to the smaller covering class B of open balls.
Concretely, let λs be the measure obtained by setting τ(B) = |B|s for B a non-empty
open ball, τ(∅) = 0, and τ(U) = ∞ otherwise. We call λs the s-dimensional open
spherical measure.
We call Borel measures µ, ν on X strongly equivalent, written µ ≃ ν, if there
exists a constant C > 0 such that for every Borel set E, 1
C
ν(E) ≤ µ(E) ≤ Cν(E).
The proof of the following lemma, while straightforward, is included for com-
pleteness.
Lemma 1.4. For any s ≥ 0, λs ≃ Hs.
Proof. It is clear that Hs ≤ λs. Conversely, let A be a Borel set. We may assume
A 6= ∅. Also, we may assume Hs(A) < ∞, since otherwise the reverse inequality
is clear. If s = 0 then H0 is the counting measure. So let H0(A) = n < ∞. Let
x1, ..., xn be an enumeration of the elements of A. Let r be the minimum distance
between distinct elements of A. For 0 < δ < r let Bi = B δ
2
(xi) for each i. Then
(Bi)
n
i=1 ∈ Bδ(A) and λ
0,∗
δ (A) ≤ n = H
0(A). Hence λ0(A) ≤ H0(A). So we may
assume s > 0. Let ǫ > 0. Let δ > 0 and let U ∈ Cδ(A) with
∑
U∈U |U |
s < ∞.
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We may assume U 6= ∅ for each U ∈ U . Choose xU ∈ U for each U ∈ U . Let
U0 = {U ∈ U | |U | = 0},U1 := {U ∈ U | |U | > 0}. Then for each U ∈ U0 choose
0 < rU < δ such that
∑
U∈U0 r
s
U <
ǫ
2s
. For U ∈ U1 let rU = 2|U |. Then let BU :=
BrU (xU ) for U ∈ U . It follows that (BU)U∈U ∈ B4δ(A) and λ
s,∗
4δ (A) ≤
∑
U∈U |BU |
s ≤
2s(
∑
U∈U0 r
s
U +
∑
U∈U1 r
s
U) ≤ ǫ+ 4
s ∑
U∈U |U |
s. Hence λs(A) ≤ 4sHs(A).
Let X be a metric space and A ⊂ X. Let 0 ≤ t < s. Then if (Ui)
∞
i=1 ∈ Cδ(A)
then Hsδ (A) ≤
∑
i |Ui|
s ≤ δs−t
∑
i |Ui|
t. So Hsδ (A) ≤ δ
s−tH tδ(A) for all δ > 0.
Suppose H t(A) < ∞. Then since δt−s−−→
δ→0+
0, Hs(A) = 0. Similarly, if Hs(A) > 0
and t < s, H t(A) =∞. It follows sup{s ≥ 0 | Hs(X) = ∞} = inf{s ≥ 0 | Hs(X) =
0}. We denote the common number in [0,∞] by dim(A). It is called the Hausdorff
dimension of X. Since Hs ≃ λs, we also have dim(A) = sup{s ≥ 0 | λs(A) = ∞} =
inf{s ≥ 0 | λs(A) = 0}.
2 Local dimension and measure
Lemma 2.1. If A ⊂ B ⊂ X then dim(A) ≤ dim(B).
Proof. By monotonicity of measure, Hs(A) ≤ Hs(B). So Hs(B) = 0 implies
Hs(A) = 0. Therefore dim(A) = inf{s ≥ 0 | Hs(A) = 0} ≤ inf{s ≥ 0 | Hs(B) =
0} = dim(B).
Let O(X) be the collection of open subsets ofX. For x ∈ X, let N (x) be the open
neighborhoods of x. Define dimloc : X → [0,∞] by dimloc(x) := inf{dim(U) | U ∈
N (x)}. By Lemma 2.1, dimloc(x) = inf{dim(Bǫ(x)) | ǫ > 0}.
Theorem 2.2. dimloc is upper semicontinuous. In particular, it is Borel measurable.
Proof. Let c ≥ 0. If c = 0 then dim−1loc([0, c)) = ∅ ∈ O(X). So let c > 0. Then
suppose x ∈ dim−1loc([0, c)). Then there exists a U ∈ N (x) such that dim(U) < c.
Then for y ∈ U , since U is open there exists a V ∈ N (y) with V ⊂ U. So dimloc(y) ≤
dim(V ) ≤ dim(U) < c. Hence x ∈ U ⊂ dim−1loc([0, c)). Therefore dim
−1
loc([0, c)) is
open.
Lemma 2.3. If A is a Borel set and 0 ≤ s1 ≤ s2 then λ
s2(A) ≤ λs1(A).
Proof. If U ∈ Bδ(A) and U ∈ U then diam(U)
s2 ≤ δs2−s1diam(U)s1 . Hence
diam(U)s2 ≤diam(U)s1 for 0 < δ < 1. The result follows.
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For U ⊂ X,U 6= ∅, let τ(U) = |U |dim(U). Set τ(∅) = 0. Then Hloc := µτ is called
the local Hausdorff measure. If we restrict τ to B then the measure λloc := µτ is
called the local open spherical measure.
Lemma 2.4. If dim(X) <∞ then Hloc ≃ λloc.
Proof. Clearly Hloc ≤ λloc. Let A be a Borel set. We may assume Hloc(A) <
∞ and A 6= ∅. Let ǫ > 0, 0 < δ < 1
4
, U ∈ Cδ with U 6= ∅ for U ∈ U and∑
U∈U |U |
dim(U) < ∞. Let xU ∈ U for each U ∈ U . If |U | = 0 then U is a singleton
and so dim(U) = 0. Hence there are at most finitely many U ∈ U with |U | = 0. Let
U0 be the collection of such U ∈ U . Let m := minU∈U0 dimloc(xU ). let 0 < r < δ
such that (2r)m ≤ 1. Then, for U ∈ U0, U ⊂ Br(xU) and, since 0 < 2r < δ < 1
and m ≤ dimloc(xU) ≤ dim(Br(xU)), |Br(xU )|
dim(Br(xU ) ≤ (2r)m ≤ 1. For U ∈ U0
set rU := r. Let U1 be the collection of U ∈ U with |U | > 0. For U ∈ U1
let rU := 2|U |. Then for U ∈ U let BU := BrU (xU ). Then (BU)U∈U ∈ B4δ(A)
and, since 4|U | ≤ 4δ < 1 and dim(U) ≤ dim(BU) ≤ dim(X) < ∞ for U ∈ U ,∑
U∈U |BU |
dim(BU ) ≤
∑
U∈U0 1 +
∑
U∈U1(4|U |)
dim(U) ≤ 4dim(X)
∑
U∈U |U |
dim(U). Hence
λloc ≤ 4
dim(X)Hloc.
Proposition 2.5. If d0 is the dimension of X, then H
d0 ≪ Hloc.
Proof. Suppose N ⊂ X is Borel measurable with Hloc(N) = 0. Let ǫ > 0. Then
for all δ > 0 there exists a Uδ ∈ Cδ(N) such that
∑
U∈Uδ |U |
dim(U) < ǫ. But since
for U ∈ Uδ, {U} ∈ Cδ(U), and since H
d0,∗
δ is an outer measure, for 0 < δ < 1 we
have Hd0,∗δ (N) ≤
∑
U∈Uδ H
d0
δ (U) ≤
∑
U∈Uδ H
dim(U)
δ (U) ≤
∑
U∈Uδ |U |
dim(U) < ǫ. Hence
Hd0(N) ≤ ǫ. Since ǫ > 0 was arbitrary, Hd0(N) = 0.
The following two propositions relate the pointwise dimension to the global di-
mension.
Proposition 2.6. Suppose X is separable with Hausdorff dimension d0. Let A :=
dim−1loc([0, d0)). Then H
d0(A) = 0. In particular, Hd0(X) = Hd0(dim−1loc({d0})).
Proof. A is open since d is upper semicontinuous. For x ∈ A let Ux ∈ N (x) with
dim(Ux) < d0 and Ux ⊂ A. Then the Ux form an open cover of A. Since X has a
countable basis, there exists a countable open cover (Uk) of A with the property that
for all x there exists a k with x ∈ Uk ⊂ Ux. In particular dim(Uk) ≤ dim(Ux) < d0.
Let Aj := ∪k≤jUk. Then, since H
s(Aj) ≤
∑
k≤j H
s(Uk) for any s ≥ 0, dim(Aj) ≤
maxk≤j dim(Uk) < d0. So H
d0(Aj) = 0 for all j. But by continuity of measure,
Hd0(A) = supj H
d0(Aj) = 0. Since d ≤ d0 the other result follow immediately.
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Proposition 2.7. Let X be a separable metric space. Then dim(X) = supx∈X dimloc(x).
Moreover, if X is compact then the supremum is attained.
Proof. Clearly supx∈X dimloc(x) ≤ dim(X). Conversely, let ǫ > 0. For x ∈ X let
Ux ∈ N (x) such that dim(Ux) ≤ dimloc(x)+
ǫ
2
. Then the (Ux)x∈X form an open cover
of X. Since X is separable it is Lindelo¨f. So let (Uxi)i∈Z+ be a countable subcover.
Then if supi∈Z+ dim(Uxi) = ∞ then also dim(X) = ∞. Else if supi∈Z+ dim(Uxi) <
t then H t(Uxi) = 0 for all i and so H
t(X) ≤
∑∞
i=1H
t(Uxi) = 0. So dim(X) ≤
t. Hence dim(X) = supi∈Z+ dim(Uxi). Then choose j ∈ Z+ such that dim(X) ≤
dim(Uxj )+
ǫ
2
. Then dim(X) ≤ dimloc(xj)+ ǫ ≤ supx∈X dimloc(x). Hence dim(X) =
supx∈X dimloc(x).
Now suppose X is compact. Let d0 := dim(X). It remains to show that there
exists some x ∈ X with dimloc(x) = d0. Suppose not. Then clearly d0 > 0. Let
m ≥ 1 such that 1
m
< d0. Then the sets Un := dim
−1
loc[0, d0 −
1
n
) for n ≥ m form an
open cover of X. By compactness there exists a finite subcover. So there exists an
N > 0 such that X = dim−1loc[0, d0 −
1
N
). Hence supx∈X dimloc(x) ≤ d0 −
1
N
< d0, a
contradiction.
3 Variable Ahlfors Q-regularity
Suppose (X, d) is compact. For Q : X → [0,∞) continuous, define Q−, Q+, Qc :
B → [0,∞) by Q−(U) = infx∈U Q(x), Q
+(U) = supx∈U Q(x). For arbitrary Q : X →
[0,∞) define Qc : B → [0,∞) by Qc(Br(x)) = Q(x). Then for Q˜ : B → [0,∞)
with Q− ≤ Q˜ ≤ Q+, let λQ˜ := µτ , where τ is restricted to B and defined by
τ(B) := |B|Q˜(U), τ(∅) = 0.
For Q : X → [0,∞), we call X Q-amenable if 0 < λQc(B) < ∞ for every non-
empty open ball B of finite radius in X. In the case of X compact this is equivalent
to λQc being finite with full support.
Proposition 3.1. If X is Q-amenable with Q continuous then dimloc(x) = Q(x)
for all x ∈ X.
Proof. Let B = Br(x) a non-empty open ball, q
− := Q−(B), q+ := Q+(B), d0 :=
dim(B). Let B′ := B r
2
(x) Then if d0 < q
−, dim(B′) ≤ d0 < q
− so λq
−
(B′) = 0. Let
0 < δ < min{ r
8
, 1}. Let U ∈ Bδ(B
′) and U ∈ U . We may assume U ∩ B′ 6= ∅,
since otherwise U may be improved by removing such a U. Say U = BrU (xU).
Moreover, we may assumue rU ≤ 2δ. Indeed, if |U | = 0 and rU > δ then U =
Bδ(xU) so we may take rU = δ in that case. If |U | > 0 then if rU > 2|U | then
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BrU (xU ) = B2|U |(xU ) so we may take rU = 2|U | ≤ 2δ. Say w ∈ U ∩ B
′. Then
if z ∈ U, ρ(z, x) ≤ ρ(z, xU ) + ρ(xU , w) + ρ(w, x) ≤ 2rU +
r
2
≤ 4δ + r
2
< r. So
U ⊂ B. Hence q− ≤ Qc(U) and since |U | ≤ 1, |U |q
−
≥ |U |Q
c(U). So λQc(B′) = 0,
a contradiction. If d0 > q
+ then since Br(x) = ∪
∞
n=1Br− 1
n
(x), it is straightforward,
using countable subadditivity of the measures Hs and the definition of Hausdorff
dimension, to verify that dim(Br(x)) = supn≥1 dim(Br− 1
n
(x)). Since d0 > q
+, let N
so that dim(Br− 1
N
(x)) > q+. Let r′ = r− 1
N
and B′ = Br′(x). Then λ
q+(B′) =∞. Let
0 < δ < 1
4N
. Let U ∈ Bδ(B
′) and U ∈ U .Wemay assume U∩B′ 6= ∅, say w ∈ U∩B′.
As before we may assume rU ≤ 2δ and so if z ∈ U then ρ(z, x) ≤ 2ru+r
′ ≤ 4δ+r′ < r.
So U ⊂ B. Hence Qc(U) ≤ q
+. Since |U | < 1, |U |q
+
≤ |U |Qc(U). Hence λQc(B′) =∞,
a contradiction. Hence Q−(B) ≤ dim(B) ≤ Q+(B) for every non-empty open ball
B. The result then follows since Q is continuous.
A Borel measure ν on a metric space X is said to have local dimension dν(x) at
x if limr→0+
log(ν(Br(x)))
log(r)
= dν(x). Since the limit may not exist, we may also consider
upper and lower local dimensions at x by replacing the limit with an upper or lower
limit, respectively.
If Q : X → (0,∞) is a bounded function, then a measure ν is called Ahlfors
Q-regular if there exists a constant C > 0 so that 1
C
ν(Br(x)) ≤ r
Q(x) ≤ Cν(Br(x))
for all 0 < r ≤ diam(X) and x ∈ X.[5] It can be immediately observed that such a
measure ν is Q-amenable and has dν(x) = Q(x) for all x .
A function p on a metric space (X, ρ) is log-Ho¨lder continuous if there exists a
C > 0 such that |p(x)− p(y)| ≤ −C
log(ρ(x,y))
for all x, y with 0 < ρ(x, y) < 1
2
.
Lemma 3.2. For X compact, if Q : X → (0,∞) log-Ho¨lder continuous, Q˜ : B →
[0,∞) with Q− ≤ Q˜ ≤ Q+, then λQ
+
≃ λQ
−
≃ λQ˜.
Proof. Let U open with 0 < |U | < 1
2
. Then for x, y ∈ U, |Q(x) − Q(y)| ≤ −C
log(|U |)
.
Hence 0 ≤ log(|U |)(Q−(U) −Q+(U)) ≤ C. Then |U |Q
+(U) ≤ |U |Q
−(U) ≤ eC |U |Q
+(U).
The result follows.
The following lemma may be found in [5].
Lemma 3.3. If ν is Ahlfors Q-regular then Q is log-Ho¨lder continuous.
Proof. By Ahlfors regularity, there exist constants C1, C2 such that ν(Br(x)) ≤
C1r
Q(x), rQ(x) ≤ C2ν(Br(x)) for all 0 < r ≤ diam(X), x ∈ X. Let x, y ∈ X with
0 < r := ρ(x, y) < 1
2
. Say Q(x) ≥ Q(y). Since Q is bounded, let R < ∞ be an
upper bound for Q and let eC := C1C22
R. Then since Br(y) ⊂ B2r(x), r
Q(y) ≤
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C2ν(Br(y)) ≤ C2ν(B2r(x)) ≤ C1C22
RrQ(x) = eCrQ(x). Hence d(x, y)|Q(y)−Q(x)| ≥ e−C .
So |Q(x)−Q(y)| ≤ −C
log(ρ(x,y)
.
Hence, in particular, if ν is Ahlfors Q-regular then Q is continuous. A Borel
measure ν is regular if for every Borel set A,
ν(A) = sup{ν(F ) | X ⊃ F closed } = inf{ν(U) | A ⊂ U open }.
We state the following classical result. We state the proof here for completeness,
following [8].
Lemma 3.4. A finite Borel measure on X is regular.
Proof. Let M := {A | sup{ν(F ) | X ⊃ F closed } = inf{ν(U) | A ⊂ U open }}.
Since X is both open and closed, X ∈ M . Suppose A ∈ M . Then for ǫ > 0 if
F ⊂ A ⊂ U with F closed, U open, and ν(U \ F ) < ǫ, then U c ⊂ Ac ⊂ F c,
U c closed, F c open, and ν(F c \ U c) = ν(U \ F ) < ǫ. It follows that Ac ∈ M . Let
(An) ⊂ M . Then for ǫ > 0, for each n let Fn ⊂ An ⊂ Un with Fn closed, Un open, and
ν(Un \Fn) <
ǫ
2n+1
. Then let A = ∪An. Let N large so that ν(∪
N
n=1Fn) > ν(∪nFn)−
ǫ
2
.
Then let F = ∪Nn=1Fn, U = ∪Un. Then F ⊂ A ⊂ U, F is closed, U is open, and
ν(U\∪nFn) = ν(U)−ν(∪nFn) <
ǫ
2
. So ν(U\F ) = ν(U)−ν(F ) < ǫ. So A ∈ M . Hence
M is a σ−algebra. Let A ⊂ X closed. Then ν(A) = sup{ν(F ) | X ⊃ F closed }. Let
Un = B 1
n
(A). Then A ⊂ Un, each Un is open, and ∩nUn = A. So infn ν(Un) = ν(A) by
continuity of measure, since ν(X) <∞. Hence ν(A) ≤ inf{ν(U) | A ⊂ U open }} ≤
infn ν(Un) = ν(A). Hence M contains all Borel sets.
Proposition 3.5. If ν is a finite Ahlfors Q-regular Borel measure on a separable
metric space then ν ≃ λQc.
Proof. Since Q is bounded, let R > 0 be an upper bound for Q and let C1, C2
constants such that ν(Br(x)) ≤ C1r
Q(x), rQ(x) ≤ C2ν(Br(x))for all x ∈ X and 0 <
r ≤ diam(X). Let A ⊂ X be Borel measurable. Then for δ > 0 let (Bi)i∈I ∈ Bδ(A).
Say Bi = Bri(xi). Let r
′
i = sup{ρ(xi, y) | y ∈ Bi}. Then Bi ⊂ {y | ρ(xi, y) ≤ r
′
i} =
Br′
i
[x]. Note, by Ahlfors regularity, ν(Br′
i
+1(xi)) < ∞. So by continuity of measure
ν(Br′
i
[xi]) = infn≥1 ν(Br′
i
+ 1
n
(xi)) ≤ C1 infn≥1(r
′
i +
1
n
)Q(xi) = C1r
′Q(xi)
i . It follows that
ν(A) ≤
∑
i∈I ν(Bi) ≤ C1
∑
i r
′Q(xi)
i ≤ C1
∑
i |Bi|
Q(xi). Hence ν(A) ≤ C1λ
Qc
δ (A) ≤
C1λ
Qc(A).
Let A be open. Let δ > 0. Since X is separable, let (Bi)i∈I ∈ B δ
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(A) such that
∪Bi = A. Then by the Vitali Covering Lemma, there exists a disjoint subcollection
(Bj)j∈J , J ⊂ I of the (Bi)i∈I such that A ⊂ ∪j∈J5Bj. Let Qj = Q(xj), where xj is the
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center of Bj . Let rj be the radius of Bj . Then λ
Qc
δ (A) ≤
∑
j |5Bj|
Qj ≤ 10R
∑
j r
Qj
j ≤
10RC2
∑
j ν(Bj) ≤ 10
RC2ν(A). Since δ > 0 was arbitrary, λ
Qc(A) ≤ C210
Rν(A). Let
B ⊂ X Borel measurable. Since ν is regular, for ǫ > 0, let A ⊂ X open with B ⊂ A
such that ν(B) ≥ ν(A)− ǫ. Then λQc(B) ≤ λQc(A) ≤ 10RC2(ν(B) + ǫ). Since ǫ > 0
is arbitrary, λQc(B) ≤ 10RC2ν(B).
Theorem 3.6. Let X be a compact metric space. Then if ν is an Ahlfors Q-regular
Borel measure then Q = dimloc and ν ≃ Hloc.
Proof. Since X is compact, ν is finite. Hence by the previous proposition ν ≃ λQc .
Hence X is Q amenable and Q is continuous, as it is log-Ho¨lder continuous. So
Q = dimloc . Let B be a non-empty open ball. Then clearly Q
−(B) ≤ dim(B).
By continuity Q+(B) = Q+(B¯), where B¯ is the closure of B. By compactness, B¯ is
compact. Hence, as we have shown, dim(B¯) = supx∈B¯ dimloc(x) = Q
+(B¯) = Q+(B).
Therefore Q− ≤ dim(B) ≤ Q+ on B. Hence, by log-Ho¨lder continuity, λQc ≃ λloc.
Finally, since λloc ≃ Hloc and since ≃ is transitive, we have ν ≃ Hloc.
Hence if a compact space admits an Ahlfors Q-regular Borel measure then that
measure is strongly equivalent to the local measure.
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