This paper proposes a force-based compliance control method utilizing visual information that can be integrated with a haptic system for motion navigation tasks. The force generated on the basis of useful image information of the tracked object is utilized to provide a response to the bilateral control system. An eye-to-hand approach is used to magnify the information from the vision sensor. The control strategy, image processing method, and integration techniques are elaborated upon in detail. Four experiments were conducted using different distances between the camera and object to validate the proposed integration method. The effectiveness of the proposed method was evaluated through a comparison with the conventional bilateral control method.
Introduction
In recent years, there have been great expectations surrounding the development of sophisticated robot technology that can directly support human activities. A human-support robot should be able to adapt to a human environment. A visual sensing technique is a good candidate for integration with a robot system for such environmental adaptation (1) . There have been many studies on the integration of visual sensing techniques with robot systems. One of the most popular research topics is visual servoing. Visual servoing is effective not only for the robust tracking of a target object (2) (3) but also for effective robot motion control (4) (5) . However, the pure position-feedback-based visual servoing is not suitable for human-robot interaction. This is because the robot motion based on it is not compliant with the reaction force generated by the physical interaction with the environment, including a human. Compliance with the reaction force is necessary to realize safe interaction with the environment (6) . Thus, the development of a force-feedback-based approach that utilizes visual information is essential to realize safe physical interaction (7) . As for a human support robot, the master-slave robot system has recently attracted much attention. A bilaterally controlled master-slave robot can realize haptic interactions between the human, robot, and environment. The conventional research on bilateral control systems has mainly focused on a) Correspondence to: Muhammad Herman Jamaluddin. E-mail:
muhammad-jamaluddin-sp@ynu.jp * Yokohama National University 79-5, Tokiwadai, Hodogaya-ku, Yokohama, Kanagawa 240-8501, Japan * * Graduate School of Maritime Sciences, Kobe University 5-1-1, Fukaeminami, Higashinada-ku, Kobe, Hyogo 658-0022, Japan the realization of haptic communication. The introduction of a visual sensing technique to a bilateral control system will dramatically improve the interactive function. Indeed, visual information can improve the perception (8) and recognition (9) . Moreover, visual information can improve the manual manipulation from the viewpoint of motion navigation. Thus, vision-based navigation should be based on the forcefeedback approach to avoid significantly disturbing the physical interaction. However, few studies have been conducted on the integration between compliant motion navigation based on visual information and a bilateral control system. This paper presents a force-based compliance controller that utilizes visual information. Then, a method of integrating a force-based compliance controller and a bilateral control method for a soft motion navigation task is proposed. In addition, the magnification effect of the force feedback, taking into account the size of the object in the image plane, is also discussed. The new contribution of this study is the experimental verification of the utility of the proposed integration method for soft motion navigation. This paper is organized as follows. The modeling of the force-based compliance control method that utilizes visual information is described in Sect. 2. Then, the method for integrating the force-based compliance controller and the bilateral motion system is proposed in Sect. 3. Next, in Sect. 4, the experimental procedures for evaluating the system's performance are explained. The effectiveness of the proposed method is discussed in Sect. 5. Finally, Sect. 6 concludes the paper.
Force-Based Compliance Control Method Utilizing Visual Information
The movement of an object from one position to another can be modeled as depicted in Fig. 1 . On an image plane, a pixel's coordinates can be referred to as P(p x , p y ). In this Fig. 1 . Modeling concept of force-based compliance control study, only changes in an object's location along the horizontal axis are considered, which only affect the values of p x . The location of a moving object can be detected by using a camera, which will be elaborated in the next section. Thus, the mechanical model of one moving object along the horizontal axis of the image plane can be described as
where M is the virtual object's mass, whereas K and D are the virtual spring and virtual damper coefficients, respectively. The term p initial x is the initial position of the object, and p res x is the current object's position in the image plane (pixel value).
Then, (1) can be restructured as the proportional derivative (PD) position controller shown in (2):
where K pv is a virtual position coefficient, and K vv is a virtual velocity coefficient.
As a result of the movement, the system will generate a virtual responsive force F res x as the feedback of the spring and damper in order to move back to its original position. This can be defined as
Further, this force will be used as a manipulator's reference force for navigation purposes. Because the object moves to the right on the horizontal axis of the image plane, the manipulator's reference force F re f x will be in the negative direction of F res x . Hence,
and for the same virtual object's mass, M, it leads tö
Then, (5) can be simplified to 
Finally, the virtual force generated from the visual information in the image plane can be described as
Integration of Force-Based Compliance Control Utilizing Visual Information with Haptic Bilateral Control
This section will explain the introduction of the forcebased compliance controller that utilizes the vision system to the haptic bilateral control system, including its magnification effect.
Vision-based System
The appropriate useful information from the image of the dedicated object will be used to compute a coordinate trajectory response for the system. If the vision system detects a change in the object's location (treated as positioning error), this information will be sent to the controller, and a response will be sent to the bilateral control system to take action.
In this study, the object coordinate recognition is performed by using single camera technique with single coordinate identification. To simplify the object detection, a marker is attached to the object surface. In this study, a 2-cm blue line is used as an object marker, as shown in Fig. 2 . In the image plane, the coordinate is extracted from a single pixel of the object marker. The coordinate extraction method uses several image-processing techniques. There are four processes: color detection, image binarization, corner detection, and centroid identification.
First, the blue color in the image grabbed by the camera will be detected. The blue color acquisition intensity is set from 0 to 255. Next, the detected blue color of the object marker will be filtered using the image binarization process. The blue areas will be assigned a value of "1," whereas everything else will be assigned a value of "0," which represent white and black, respectively. Thus, only the object marker can be seen on the screen with white pixels. Then, a corner detection process is performed to find the left-most and right-most coordinates of the marker. The centroid of the object marker can be identified using this process. The average of the coordinates will be calculated to find the center point, which will later be used as the object's reference coordinate for the whole system.
Visual Navigation Technique
The distance that an object moves in the image plane will be found in pixels. Therefore, to convert it to an actual distance for the manipulator's reference, a scaling converter S x needs to be used to calculate the ratio between the actual length of the marker and the length (in pixels) on the image plane (10) . This can be described as If (9) is considered, the resulting movement for the manipulator's reference x re f img can be written as
Hereafter, it also affects the calculation of the virtual force generated from the visual information, F re f x . Therefore, the converted value of virtual force F re f img can be further elaborated as
The navigation process for the moving object uses a camera that is located above the object (facing down). The camera is mounted on an adjustable camera stand that allows it to be raised to different heights. This is also known as the camera distance magnification process. The height of the camera is justified as the distance d between the camera and the object surface. Figure 3 shows the positions of the camera, object, and manipulator, along with the coordinate frame.
The object's size may appear to be bigger if the camera is lowered down. This makes it look like another object mass is being used for the navigation process. Thus, as a countermeasure to this effect, a new generalization of the distance's magnification function α needs to be considered and can be stated as
where d initial is the initial distance between the camera and the object, and d current is the current distance between the camera and the object after being magnified. The values of S x and α are changed in a relative way by this magnification effect. Now, by considering the distance's magnification function, the virtual force generated from the visual information for the manipulator's force reference F cmd img can be revised as follows:
It is found that if the camera is close to the object, or if the camera zooms in, the virtual force based on visual information can be magnified. 
Bilateral Control System
A haptic environment can be realized by using the bilateral control of a master and slave system. A force sensation that occurs in the slave environment can be perceived on the master's control side and vice versa. To enable the operator to accurately perceive a force sensation, both the force and position feedback should be transferred bidirectionally. In this study, two X-Y tables are used to realize the bilateral motion system. An X-Y table is depicted in Fig. 4 .
The bilateral control concept uses the total accelerationẍ di f in the differential mode and the total force F com in the common mode (11) on both the master and slave systems, wherë
To satisfy this control requirement, the differential mode and common mode are respectively position-controlled and force-controlled using a disturbance observer (DOB) (12) and reaction force observer (RFOB) (13) , respectively. In the differential mode, the position controller C p can be described asẍ
and in the common mode, the force controller C f can be described as
where
Here, K p , K v , and K f are the position, velocity, and force coefficients, respectively.
In this control method, low pass filters (LPF) are implemented in the PD controller to prevent noise and chattering. These LPFs can be described as follows:
where g is the cut-off frequency. Their position coefficient K p and velocity coefficient K v are set based on the natural frequency ω n to demonstrate the critical damping ratio effect, as shown below: 
Introduction of Force-Based Compliance Control Utilizing Visual Information to Bilateral Control System
As described in the preceding section, a virtual force can be generated from information gathered from the vision system. The integration of a force-based compliance controller utilizing visual information with the haptic system can support a task involving careful and precise contact. The integration of these control methods, including the scaling and magnification factor of a static camera (eye-to-hand approach), is a novelty of this study.
For the respective changes in a specific object's location or position captured by the vision sensor, the force-based compliance controller will generate equivalent dedicated forces to trigger the whole system to take action. A generated force may produce changes in the computed force of the control system for both the master and slave manipulators, along with changes in its position feedback. To realize the integration with bilateral contact motion, the average value of the master and slave motor's position x ave bil will be considered as a feedback for the force-based controller, where
Thus, the summation result of the image accelerationẍ re f img of the force-based compliance controller can be written as
To maintain the stability of the control strategy, the produced virtual force will be treated as a command value in the force common mode of the bilateral control system. It will serve as a force reference for the master and slave manipulator. Hence, from (13), the total computed force F com can be described as Figure 5 shows the integration of the force-based compliance controller with the bilateral control system. Further, it is demonstrated that this integration will depend on two conditions: 1) the output of the force-based controller (F cmd img ) will be used as an input to the bilateral system and 2) the output of the bilateral system (x ave bil ) will be used as an input to the force-based compliance controller. Thus, the system will be the same as the conventional bilateral control if these two conditions are excluded. The complete flow of the block diagram of this integration system is depicted in Fig. 6. 
Experiment
In this section, the experimental setup and dedicated steps are elaborated to confirm the validity of the proposed method.
The performance of this proposed method will be discussed in the next section.
Experimental Setup
In this experiment, two X-Y tables are used as the master and slave manipulator systems. Each manipulator can be moved in the horizontal (xplane) and vertical (y-plane) directions. A horizontal movement is used to give a response for the position and force feedback from the generated virtual force utilizing visual information. A vertical movement is used for the purpose of object manipulation using the stick attached to the manipulator to feel its stiffness.
The vision sensor used in this experiment is a standard web camera with a maximum resolution of 1280×1024 pixels and a frame rate of 30 fps. This camera does not have a zoom function. The magnification process needs to be done manually. It is mounted on a camera stand with an adjustable height. The performance of the virtual force generated by this intentional camera visualization will be evaluated and kept for reference and further enhancement. Figure 7 shows the experimental setup for this experiment.
The camera needs to track a moving object. In this study, a rectangular object is used (8 cm length × 4 cm width × 6 cm height). The object is made of foam sponge and is white in color. The object marker is attached to its surface. It is mounted on one linear motor so that a designed standard repeated movement can be utilized. In addition, the various positions of 2-cm red, green, and yellow lines are printed out and placed in the background of the object. This is to show the effectiveness of the image-processing technique. The positions of the object and its mover are shown in Fig. 8 .
The image-processing program was developed using the OpenCV library under the Microsoft Visual Studio software. It is driven by the Windows 7 operating system with an Intel Core 2 Duo microprocessor chip. The developed program will process the captured image and send the resulting coordinate to the bilateral controller with a sampling time of 33 ms. At the same time, the bilateral controller is driven by a real time Linux operating system with the same type of microprocessor through a PCI motor driver connection. The sampling time for the bilateral controller is set to 0.1 ms. These two computers communicate through a standard UTP network cable.
Experimental Measures
In order to show the validity of the proposed system, the experiments are conducted based on several steps. Specifically, there are two experiments with the same repeated task but different camera magnifying conditions. The steps of the task are described below.
• Step 1 The object is moved 2.00 cm to the left and back to the original position. Continuously, it is moved 2.00 cm to the right and back again to the original position. The linear motor that acts as the object's mover is programmed to perform these movements with a sinus command characteristic. This step is conducted during the period of 10 to 29 s of the experimental time. At this point, an attempt is made to show how the bilateral control of the master and slave system responds to the generated virtual force.
• Step 2 A 20.0-N force is exerted at the master manipulator side. This force is exerted horizontally in the left direction of the X-Y table. This step is conducted during the period of 30 to 39 s of the experimental time. Here, the responses of the slave manipulator and force-based compliance controller utilizing visual information are analyzed.
• Step 3 A 2.50-kg cylindrical block is placed at the slave manipulator side (on the left), and it acts like a contact object. Then, the same 20.0-N force is exerted at the master manipulator. This step is conducted during the period of 40 to 49 s of the experimental time. This is done to examine the extent of the reaction of the bilateral system and force-based compliance system.
• Step 4 This step is conducted for object manipulation purposes. The master manipulator approaches and touches the object. It is moved vertically. The stiffness characteristic of the object that is manipulated by the tooltip at the slave manipulator can be felt by the operator. This step is conducted during the The steps mentioned above needed to be performed for each experiment. Initially, the experiment was conducted with the distance d, between the camera and the object set at 20.0 cm. Then, for the second experiment, the distance was set at 10.0 cm to utilize the magnification zooming-in function. In order to confirm the validity of the proposed integration method, the experimental results for two cases are compared: one using the proposed method and the other using the conventional bilateral control without the integration of the force-based compliance controller utilizing visual information. In this case, although there was no integration with the force-based compliance controller, the data from the camera were still recorded to show the movement of the object. Moreover, to reduce the noise generated by the web camera, the filter was designed and applied to the system. The noise should have been greatly reduced. Thus, a small cutoff frequency value was considered. Table 1 lists the control parameters used for the bilateral controller and force-based compliance controller for the entire experiment. The damping ratio characteristics for both systems were designed to allow critical damping with the natural frequency ω n equal to 100 rad/s for the bilateral controller and 50.0 rad/s for the visual force controller. The designed values were experimentally tuned to obtain the best performance. These had to meet the requirement of soft navigation with low stiffness manipulation to assist operators. The response data for each manipulator and camera were recorded and saved for the analysis.
Results and Discussion
The effectiveness of the image-processing techniques can be assessed by referring to the visualization results, as shown in Fig. 9 . Based on that figure, the program successfully detected the blue line marker even though there was a variety of colors in the background. It filtered out all the other image information, which left only one line of white pixels that represented the intentional object marker. It was also successful at locating the centroid point by referring to the detected corners. The size comparison could easily be made between the camera-object distances of 20.0 cm and 10.0 cm. The resulting pixel length of the object marker was longer when the distance was 10.0 cm compared to the 20.0-cm distance, which resulted in a smaller S x value. The object size was also magnified. The value for the weighting magnification function α in the second experiment can be calculated as follows:
After the scaling conversion, the center point coordinate of the object marker was sent to the bilateral controller in real time when the experiment was conducted. The recorded data for each experiment are plotted in several graphs, as depicted in Fig. 10 to Fig. 13 . The data are divided into the position, force, and velocity responses for the horizontal and vertical movements of the haptic manipulators. The performance of the proposed method and its comparison with the conventional method will be explained further.
Position Response
The bilateral system provided a good position tracking response with the proposed method. This can clearly be seen in Fig. 10((a) and (d) ), and Fig. 12((a) and (d) ). At the same time, it also managed to give a good reaction to a synchronous move following the tracking position of the object created by the virtual force. For the horizontal movements of the 20.0-cm camera-object distance, the application of a 20.0-N force to the master manipulator affected the position change on both bilateral systems. There was a displacement of approximately 7 mm, and it could only generate a displacement of approximately 6 mm if there was an obstacle on the slave side. Here, the effectiveness of the compliance controller could be clearly shown when the image had been magnified. When the cameraobject distance was set at 10.0 cm, even though the same 20.0-N force was applied, both manipulators could only generate displacements of approximately 3.5 mm (without an obstacle) and 3 mm (with an obstacle). It seemed to be more difficult to manipulate the bilateral manipulator when magnification was applied (it became more strained).
In contrast, the bilateral system could not track and follow the movements of the object if the conventional method was applied, as shown in Fig. 11(a) and Fig. 13(a) . Thus, when a 20.0-N force was exerted, the bilateral manipulator was moved but did not have the ability to go back to its original position. Further, the operator had to move it to the original position manually to commence the manipulation task.
Force Response
The effects of the force responses of horizontal movements when utilizing the proposed method can be seen in the graphs in Fig. 10(b) and Fig. 12(b) . These graphs clearly show that a large force was generated by the force-based controller in response to an object movement if it was magnified, compared to the case when it was not. It can also be noticed that the integration system gave a correct response when the summation of the bilateral force was equal to the generated virtual force, as predicted. In step 3 of the experimental measures, the presence of an obstacle on the slave side caused the generation of a feedback force ( f s ). Because of this, an equal virtual force was generated to balance the total computed force responses.
On the other hand, even though the movement of the object generated the force, there were no effects with the conventional method. This can be seen in Fig. 11(b) and Fig. 13(b) , where neither manipulator was moved during object navigation. In step 2 and step 3, the object was not moved, but was static at the initial position. Thus, no virtual force was produced. Consequently, even though the master and slave manipulators moved, there was no reflection in the virtual force compliance controller. When the 20.0-N force was applied, the resultant forces were the same whether the camera was magnified or not.
Although the experiments performed in this study considered only the horizontal movements of an object, the vertical manipulator movements were also recorded to show the ability to feel the object's stiffness with haptic manipulation, together with the servoing tasks. This means that the operator can feel the haptic sensation of an object even if the object is moving. The position and force responses of these manipulation activities can be seen in Fig. 10((d) and (e)) and Fig. 12((d) and (e)) with the proposed method and in Fig. 11((d) and (e)) and Fig. 13((d) and (e) ) without the proposed method.
The results show that the purpose of motion navigation with soft tracking of the moving object was achieved. The Vision-Based Motion Navigation in Haptic Bilateral System Muhammad Herman Jamaluddin et al. Fig. 11 . Position, force, and velocity responses of horizontal and vertical manipulator movements for 20.0-cm camera-object distance by conventional method dedicated compliance controller was applied only to the horizontal axis and not to the vertical axis. Therefore, in the horizontal direction, the operator could feel the virtual force generated by the force-based compliance controller utilizing visual information, plus the environmental impedance. The operator could not directly feel the environmental stiffness. This is a kind of trade-off. If the stiffness of the compliance controller increases, almost rigid tracking with a hard virtual force feel can be realized. However, if this parameter is decreased to a low number, a human will feel the relative environmental stiffness (from the slave side). Yet, this will also decrease the motion tracking performance. Moreover, on the vertical axis, there was no influence from the compliance controller. Thus, the operator could accurately feel the stiffness of the object. These effects confirmed the validity of the proposed system. 
Velocity Response
The velocity responses of horizontal movements in both experiments are plotted in Fig. 10(c), Fig. 11(c), Fig. 12(c) , and Fig. 13(c) , whereas Fig. 10(f), Fig. 11(f), Fig. 12(f) , and Fig. 13(f) show the velocity responses of the vertical manipulator movements during the contact task. Noises seem to be present in the graphs. These noises can clearly be seen, especially during step 1 of the motion navigation task by the proposed method. It also reflected the generated force response.
These noises were caused by two factors: the hardware and software limitations. For the hardware constraint, a web camera with a low frame rate (30 Hz) and low resolution was used in the experiments. Thus, this low-performance camera generated much noise. The generation of much noise was also due to a software limitation, where a difference between the sampling times for the image-processing and manipulator controller was set. A delay occurred by this difference in the sampling times. In addition, the communication line between the two computers produced a poor response signal to the control part. Thus, it generated the noises in the system.
In the future, the hardware limitation can be overcome by using a higher frame rate camera. As for the software constraint, the implementation of a multi-rate sampling control technique and/or interpolation technique can realize a noise reduction.
Conclusion
This paper proposed a force-based compliance control method that utilizes visual information for a soft motion navigation task. It validity was shown by enhancing a haptic bilateral control's ability to track a moving object without any direct contact. Here, four experiments were conducted with different camera and object distances to evaluate the effectiveness of the system with and without the implementation of the proposed method. The techniques for a single camera, eye-to-hand approach for this force-based compliance control were considered and discussed. The weighting magnification function α between the camera and the object could be changed according to the size in the image plane. Based on the experimental results, it was verified that the magnification effect for the same object size caused different position and force responses in the horizontal manipulation task. It was also found that the camera-object distance was directly proportional to the scaling ratio between the original size object and the camera captured size. The proposed method of integrating the force-based compliance controller utilizing visual information with a haptic bilateral motion system will be effective at realizing tasks involving careful and precise contact, e.g., microscopic tele-manipulation.
In future work, the switching technique for the compliance controller will be considered for implementation during contact motion to enable the operator to accurately feel the environmental impedance in the steady state condition. In addition, the comparison technique for all the pixel intensities in every frame can be applied to replace the use of a marker for the magnification parameter identification. Moreover, a high-performance camera can be used, and a multi-rate sampling control technique and/or interpolation technique can be implemented in order to suppress the noise.
