Abstract-The work presented in this letter describes a tool for object tracking, notes insertion, and information retrieval, applicable to MPEG-2 sequences. Maximum compliance with the MPEG standard is sought, so the added information is transmitted as side information without affecting the actual video-audio stream as defined in the MPEG2 standard. Additional processing is added to a standard sequence, allowing for automatic tracking of one object across different groups of pictures. Results show that the proposed algorithm is capable to track objects with a good degree of precision. Features are included to alert the human operator when objects disappear, or must be considered lost, due to an excessive change in their shape.
I. INTRODUCTION

D
ESPITE todays merging of telecommunications and computer technology, each of these worlds looks at the other as being just a mean of doing things. Computer system providers and telecoms mutually benefit from each other but they tend to speak different "languages." A good example of this situation can be found in their respective approach to video data handling. Looking at a computer monitor, it is (now) natural to see different icons; each of them relates to a specific resource meaning and has different actions that may be associated with it. A TV screen, on the other hand, is traditionally linked to sharp images with bright colors and possibly good audio.
Interest is growing to support the capability to interact with a movie by retrieving information of any kind related to objects on the screen by simply selecting the object itself [1] , [2] . This process is often referred to as hypermedia, merging the hypertext concept with that of mixed information sources. Information must be linked to the video object, and the user can access it both sequentially and directly by means of queries such as "get all occurrences of such an object in the movie." Also, the link must be bidirectional, in that the viewer can either select the object and retrieve the information or select the type of information and go to the corresponding object.
These ideas are at the root of the new MPEG-4 [3] , [4] standard and, even more, of the under development MPEG-7 [5] . Such capabilities are, in part, already common practice in Internet browsers.
The aim of this work is the realization of a tool that could extend these capabilities to MPEG-2 [6] , [7] streams, allowing to track objects selected by a user throughout the sequence, to add arbitrary information to each object, and finally to retrieve this information. This tool is designed to act on already encoded MPEG-2 sequences without affecting the actual syntax of the coded stream that should remain fully compatible with any player. Both the added information and the control structure to access it are transmitted as side information. Because of the compatibility constraint with MPEG-2, the optimal approach is to use information generated by a standard codec and use it to construct a parallel structure that links together the object and its associated information. This is different from the MPEG-4 approach, where objects are the basis of the coding process.
The way in which the tracking has been realized, is through exploitation of the motion information already present in the bitstream and generated by the encoder. Doing this, we can satisfy one additional constraint: to add as little additional processing as possible to the complexity of a standard decoder.
Another important feature of the proposed scheme is that it is not necessary to decode the full sequence if the user wants to access only part of it.
The tool has been developed based on the MPEG-2 software coder implementing Test Model V available from the MPEG group. 1 The structure and basic functionalities are described in Section II, while some results of the tracking algorithm and remarks about the structure of the support information are given in Sections III and IV.
II. MARKING AND TRACKING
In the following, we will identify the information creator as the marker and the final user as the reader. Since the first phase of the process ("marking") is an off-line activity, in the sense that it cannot be carried out during real-time coding, the choice has been made to perform all object identification and information insertion at the decoder level, namely on an already encoded MPEG stream. This has a twofold advantage: 1) marker and reader activities are completely symmetrical and 2) this choice allows to eventually mark already coded sequences without the need to recode them.
To achieve this result, two main phases are required: object identification and object tracking. The focus of the work has been to realize a system to assist the marker by giving it the following capabilities: 1) extract from the original MPEG sequence the data needed to track the object; 2) follow the object automatically "as long as possible;" 3) trigger human intervention when the object approaches the borders of the scene or changes its shape over a given threshold.
The first step is related to the identification of the region of interest on the screen. We let the marker click his mouse to identify the image areas corresponding to the object to be tracked. Since the basic structure for motion estimation in MPEG-2 is the macroblock (MB), all the pixels in the MB corresponding to the click area are identified as being part of the object. Furthermore, the marker is requested to click on all the MB's of the object and not just those corresponding to its borders. Speaking in "MPEG 4" terms, what is activated at the beginning of the tracking is a precise "bounding box."
Knowledge about the different objects in terms of their MB's is stored in a structure that is isomorphic to that of the video signal, i.e., a matrix formed by as many elements as the number of MB's in the frame. The structure is described in Fig. 1 and can be seen as a three-level matrix. In the first level ("object layer"), all cells are set to zero except those selected by the marker. Each object is identified through a label (a simple integer) and this label is assigned to all cells whose positions in the object layer of the matrix correspond to those of the selected MB's. The other two levels contain the information of the horizontal and vertical components of the motion vectors as determined by the encoder.
Tracking is performed at the decoder, consequently the information about the movement of the MB's forming the object is consistently given by the relevant motion vectors (MV's) present in the bitstream.
Considering the IBBPBBPBBPBB structure of the group of pictures (GOP), and the fact that we have to compute forward tracking, just the vectors of the P frames have been taken into account throughout the GOP; the motion information of the B-frames would have been, in this case, redundant. Concerning the tracking of the MB's onto the ideal grid, if we consider that the positions of the different MB's are numbered in a raster scan order, we can find that, according to the displacement (e.g., left), MB in the next frame will occupy a position between places and of the discrete mask. Since we can only specify discrete positions, a threshold has been set in order to determine whether the MB has moved or not onto the ideal grid of 16 16 squares into which we divide the frame. If the visual information of an MB overlaps that of an MB in a neighboring position by more than 25%, then the new MB will also be considered part of the object, and both MB's will be tracked; if this quantity exceeds 75%, only the new one will be considered. The reader may refer to the Appendix for a pseudocode description of the algorithm. As an example, if MB has a horizontal vector of 4 pixels left (25% of the MB moved left), in the next frame also MB will be considered and tracked along with MB . In case motion continues in the same direction, the older MB will probably be lost in a subsequent frame. If the motion vector is instead 12 pixels left (75% of original MB moved left), only MB will be tracked. In this way, the algorithm keeps track of the smooth transition of the MB visual information onto the ideal grid and updates the position of the object, "switching on" the new positions and "switching off" the previous in the data structure of Fig. 1 . Note that by this procedure, objects can be "inflated" with respect to their original size.
In the MPEG syntax, I-frames are the reference for each GOP and represent the random access points to the stream. Consequently, it is important to determine the position of the tracked object with respect to these.
Considering the fact that the syntax restricts the information of the movement inside one GOP, one major problem has been how to follow an object until the next I frame, since it belongs to another GOP; if this were possible, then object tracking would have been allowed across GOP boundaries, ideally until the object exits the scene. The idea was to exploit the fact that, when the last two B frames of the GOP have to be decoded, both the last P frame of the th GOP and the I frame of the th GOP are stored in the memory of the decoder. The solution then has been to add two blocks at the decoder as shown in Fig. 2 , so that we have a possibility to perform a block-matching between the last P frame of GOP and the I frame of GOP . The motion vectors so obtained are the forward motion vectors that allow the MB's to be tracked from the last P frame of one GOP to the I frame of the successive one; in this way, two different GOP's can be linked together.
Depending on the energy of the error in the reconstructed image, in the P frames, the MPEG coder may be chosen to represent an MB either as predicted or intracoded. It is evident that, if the MB in a P-frame is coded intra (since block matching has failed), the information about the movement of that MB is lost in all subsequent frames and the structure of the object itself tends to become sparse. To avoid this loss of information, a constraint has been set to ensure that the object maintains its overall shape without holes deriving from MB's lost because of intracoding. Simply, the algorithm considers the MB's at the border of the tracked object and, if some MB's inside the border are lost, they are switched on again; we refer to this as "connected shape" hypothesis. Formally, we could write if . The motion vector of the recov- ered MB is updated with the average MV of the MB's that confine it and belong to the object where for otherwise.
So, it is clear that precise tracking of MB's that form the boundary of the tracked object is important. Another problem concerning tracking precision is related to the fact that an object can occupy only a fraction of the total 256 pixels in an MB. This may cause block-matching errors and may cause the object to disappear or be truncated. In MPEG, recovery is obtained by the transmission of the difference image, but since we only rely on motion information, the only solution is to detect shape changes in the structure of the selected macroblocks. Shape changes may be revealed by comparing the motion vectors of the different MB's forming the object: if their directions are not consistent for at least 25% of the MB's forming the object, then a warning is raised requesting human intervention.
III. TRACKING RESULTS
Results show that the algorithm performs well though it is slightly dependent on the object shape, with marginal results for highly rectangular objects. Figs. 3 and 4 show the results of the tracking algorithm for two well-known sequences: Flower Garden and Mobile and Calendar. In both cases, "easy" and "difficult" objects have been identified. The initial marking phase is performed at frame 1 and no other manual correction has been introduced. In Fig. 3 , the dormer window is tracked up to frame 97; that is, for 4 s of video, without major degradations. In Fig. 3 , the walking persons approach the border around frame 25; in this case, the algorithm calls for human intervention signaling that the tracked object may have disappeared. The small tree has also been marked for tracking; it can be hardly distinguished from the texture of the houses behind, and is soon lost because of the change in its shape. In  Fig. 4 , we see two very small objects on the wallpaper that are easy to identify, although the highlighted MB does not cover the whole object. In the same sequence, the ball and the train have also been selected for tracking; again, the location of the object is maintained, although the shape is slightly altered. Note that in all cases, the shape is indeed inflated compared to the starting one because of the described procedure. For this reason, the system raises a flag at frame 39.
Figs. 5 and 6 describe the goodness of the tracking algorithm dynamically; for each frame, the number of correctly identified MB's is related to the current number of MB's describing the object. In some cases, tracking has been forced to continue even after the warning about the change in shape had been raised. In these figures, the terms "correct" and "true" refer to the connected shape constraint; "true" macroblocks are those originally marked and still tracked, while "correct" counts also those macroblocks that have been added due to the additional constraint.
According to this definition, the "true" MB's are those correctly tracked by the algorithm following the MB's through their MV's and updated positions. Since, as we stated, some MB's in the P frames could be lost, the hypothesis of connected shape, similar to the bounding box concept, allows us to recover some of them and to observe a 20% improvement over the normal tracking, as shown in the graphs.
IV. INFORMATION ENCODING
Finally, a few remarks about the structure of the side information supporting the tracking process. This is actually divided in two parts: one containing the tracking information, the other providing access to additional contents.
An indexing file at the beginning is used to provide access to all the information related to each object. In our simple implementation, a textual description of the object is associated with the number that will identify it. For example, with the two men in the Flower Garden sequence, one is described as "black coat man" and the other as "white coat man." Obviously, any other kind of information could be associated with the object.
Concerning the dynamic part, the MPEG standard requires support of random and sequential access for which I frames form the access points. Consequently, we chose to identify all objects in an I frame with all the MB's selected by the tracking system in that I frame. Each object is assigned a unique identifier, limiting the maximum number of objects that can be tracked. This limit is not considered to be critical, as an 8-bits identifier will support 256 tracked objects. The information can then be accessed through both the frame number or the object number. The retrieval of the information is a dual process: either the information about the object can be accessed by clicking on the object during the playback or, given a textual description of the object we want to retrieve (provided that it is consistent with that given at the marking), all the frames where the object appears are retrieved by the tool. In the current implementation, a file is generated containing, for each I frame, the frame number, a list of the objects present in that frame, and, for each object, the coordinates of all the MB's covered by the object. The MB's coordinates are differentially coded from the first MB of the object in a raster scan of the image.
Considering a two-hour movie with an average of ten objects, each composed of ten MB's in every I frame, a little more than one megabyte is required for the indexing data. This forms a text file and can be compressed by about 40% using standard compression techniques, inducing a marginal increase in bandwidth requirements of about 1 kbit/s if the file is transmitted progressively with the movie. This obviously does not take into account the actual object-related information to be transmitted, as it can be downloaded only after a user request, as is common practice in Internet browsers.
V. CONCLUSION
The system proposed in this paper is built around the intrinsic features of the MPEG-2 coding scheme. As a consequence, it shares its known limitations in the motion-determination scheme with those of the block-matching algorithm, i.e., linear-rigid motion, occlusions, local failures, and block approximation. Also, in MPEG-2, no units smaller than an MB can be identified within a transport stream. This means that object identification and tracking can be quite crude unless a completely autonomous system is implemented in parallel. Despite these constraints, the proposed tool performs very well in assisting the information insertion/retrieval process. No segmentation techniques are used for the extraction and tracking of the objects; it relies exclusively on the motion information already provided by the MPEG encoder. This includes minimal overhead at the decoder. The tool exploits, for 75% of the tracking work, the information already present in the bitstream. The block-matching performance at the decoder, linking one GOP to another, is under investigation to improve its speed. Using multigrid logarithmic search block-matching and SIMD instructions, the overhead of tracking and block matching is not noticeable during the playback.
APPENDIX
We report the sketch of the C program that updates the tracking matrix. 
