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INTRODUCTION
Financial crises are not a new phenomenon. What seems to be new, however, is their increasing ability to become world-wide. During the last few decades the widespread liberalisation of capital movements has fostered fierce competition among financial services providers while a parallel process of technological innovation has supplied the means to move huge capital amounts quickly and safely across borders. In this new framework, financial markets quite often provide examples of the well-known "butterfly effect", the easing of the FED monetary policy in response to the collapse of LTCM being, perhaps, one of the most recent. Furthermore, it is hardly debatable that the weight of foreign assets in agents' portfolios has markedly increased during the last few years -Chart 1 shows, for example, the rising path of the direct and portfolio investment abroad of a number of selected countries. In these circumstances, it is argued that the international integration among domestic financial markets has grown to such a point as to render them too vulnerable to relatively unimportant news. Nevertheless, a more thorough analysis seems to be needed before reaching such a conclusion.
Indeed, the evidence above only reveals that, at least to some extent, financial market linkages have increased. Yet closer linkages do not necessarily imply higher financial market integration -i.e. an additional removal of barriers of any kind to cross-border financial transactions. Thus, it could be argued that not only financial markets but also economies, as a whole, have reached a higher level of internationalisation. Cross-border commercial linkages have increased as well. Moreover, it should be borne in mind that the same technological innovations that have paved the way for cross-border financial transactions have also increased the world-wide diffusion of information in real time. Accordingly, it could be the case that the main driving force behind the apparent increase in financial market linkages is the globalisation of the news that affects financial prices instead of a higher degree of market integration.
In our view, it is important to determine whether there has been a genuine increase in financial market integration. It is worth noting that the assessment of a hypothetical increase in financial market linkages will depend on the causes of the increase. In terms of welfare, for example, it should be clear that whereas a removal of barriers implies an increase in diversification opportunities -thus reducing the levels of risk that agents have to accept to obtain a given return-a greater globalisation of the relevant information set would mean exactly the opposite. Similarly, the implications of each scenario regarding the need for a global supervisor would be different if information, instead of markets, is more global.
The main goal of this paper is to investigate whether there has been a genuine increase in the degree of financial market integration during the nineties. To do this, we focus on stock markets and compute, first, a number of standard measures of financial market integration that, in our view, only measure financial market linkages. This will allow us to make a more formal assessment of the actual increase in financial market linkages and, at the same time, the shortcomings of these measures as indicators of financial market integration will become clearer. Second, we analyse whether there has been any notable advance in the degree of "pure" financial market integration by computing two alternative measures of market integration based on a refinement of the approach suggested in Chen and Knez (1995) .
The paper is organised as follows. After this introduction, Section 2 computes standard measures of market linkages that reveal a higher degree of linkage but are unable to show whether this is due to higher market integration or to other factors. Section 3 addresses into this question and computes direct measures of the changes in market integration during the nineties that show an increasing degree of market integration over this decade. Finally, Section 4 summarises the main results and points out some of their potential policy implications.
STANDARD MEASURES OF LINKAGES BETWEEN INTERNATIONAL STOCK PRICES
Perhaps the simplest approach in the literature to analyse the degree of market integration is that based on the computation of the correlation between returns on those markets that are thought to be more integrated than previously 1 . This approach is based on rather simple intuition: the more integrated markets are, the higher the co-movement between their prices. In this respect, Table 1 shows the correlation between weekly returns on seven selected stock exchanges -New York, London, Paris, Madrid, Frankfurt, Milan and Tokyo 2 -during the 1990-1994 and the 1995-1999 periods. In 15 out of the 21 possible combinations, correlation has increased in the second half of the nineties, with the Japanese stock exchange accounting for the remaining 6 cases. On average, the correlation between the returns on these stock exchanges increased from .42 during the period 1990-1994 to .54 during 1995-1999. 1 See, for example, Taylor and Tonks (1989) or Le (1991) .
2 Returns have been obtained as the first difference of the logarithm of a representative index for each stock exchange: S&P500, FTSE ALL-S, CAC40, IGBM, DAX30, MIB and NIKKEI225. See Annex 1 for details about the data used.
Although this evidence can be considered as supporting the view of a higher degree of financial market linkages, it is well known that higher correlation is neither a necessary nor a sufficient condition for greater market integration 3 . If markets are completely integrated and, therefore, there are no arbitrage opportunities, returns on different assets can be divided into a common component and an idiosyncratic one. The latter, however, may be sufficiently important as to render ex-post correlation rather low.
To illustrate this point, the bottom panel of Table 1 replicates the same exercise for seven selected sub-indexes of the New York Stock Exchange. Although there are no reasons to think that this stock exchange was less self-integrated during the first half of the nineties, 13 out of 21 correlations increased in 1995-1999. Moreover, the average correlation between groups of shares within the New York Stock Exchange in 1995-1999 is .47, lower than the average correlation between the selected national stock exchanges during the same period. Given that it is not reasonable to think that the degree of market integration is higher across stock exchanges than within any of them we have to conclude that this approach is flawed.
An alternative approach builds on the previous one and is aimed at measuring to what extent the returns on other markets can help to explain the returns on one particular market. Table 2 shows the main results of this approach, which consists here of a comparison between the (sum of the squared) residuals of a simple univariate autoregressive model for each return and the (sum of the squared) residuals of a VAR model for the seven returns considered. First of all, it has to be noted that the seven markets considered do not share common trading hours and consequently implications can not be drawn from comparisons between countries within the same period 4 . Nevertheless, we are not interested in the comparison between countries within the same period but in the comparison of different periods for the same country. Yet there is no reason to think that the implications of the different trading hours -whatever they might be-have changed in the second half of the nineties.
According to Table 2 , during the first half of the nineties the sum of the squared residuals is reduced, on average, by 6.98%, when other-market returns are taken into account to explain the behaviour of stock returns. During the second half of the decade, the reduction amounts to 14.04%, thus revealing a higher average degree of linkage between the markets considered. This increased linkage is moreover uniform across the seven countries and could even be underestimated in Table 2 given that the VAR approach adds only 6
parameters to each univariate model in the 1995-1999 period whereas 12 parameters are added in the 1990-1994 period. 5
In order to evaluate the magnitude of the recorded increases in linkages, the bottom panel of Table 2 replicates the exercise for the same seven sub-indexes of the New York Stock Exchange as in Table 1 , thus offering a useful yardstick. During the second half of the decade there is also an increase in the explanatory power of the other-market returns. Nevertheless this increase has three interesting features. First, it is clearly lower (from 1.27% to 1.76%) than that in the upper panel. Second, it is not uniform across sectors (only 4 out of seven show an improvement). And third, the levels of the reduction in the sum of squared residuals in each period are somewhat lower than those corresponding to the seven-country case (1.27% and 1.76% versus 6.98% and 14.04%). Accordingly, it could be concluded that the increase in the linkages between the returns on the stock exchanges chosen is quite genuine.
To further investigate the nature of the recorded increases in linkages, another sort of robustness test is offered in Table 3. This table replicates the same exercise as Table 2 but having eliminated the biggest outliers from the series. The idea behind this exercise is to test to what extent the previous results are due to the presence of a few big outliers that are common to all series -as, for example, when a sudden crisis emerges. Thus, days have been selected in which at least one of the seven series showed returns two standard deviations away from its average. For each of these dates (160 in total, i.e. a 6.53% of the sample) a dummy variable taking the value 1 on that day and 0 otherwise has been built. Finally, all these dummy variables have been used as a common set of interventions. That is, each stock exchange return has been regressed on all dummy variables and the residuals have been taken as the new returns to perform the same exercise as in Table 2 .
When outliers are removed, the sum of squared residuals is, on average, reduced even more sherply in 1995-1999 than in 1990-1994 (5.71% versus 5.37%) . Regarding individual country data, however, only in three out of the seven possible cases is the reduction higher in the second half of the nineties. Nevertheless, this comparison is to some extent flawed, because as commented above, in the first period the univariate models are enlarged with six more parameters than in the second period when the VAR model is estimated. This biases the results against the information content of other-market returns during 1995-1999.
To circumvent this problem, we have over-parameterised the second period by including an additional lag in the VAR model. After this modification, the reduction in the sum of squared residuals is, on average, higher in 1995-1999 (6.65% versus 5.37%) and affects 5 out of 7
5 In 1990-1994 the VAR model includes 2 lags, whereas in 1995-1999 a single lag is sufficient to eliminate any residual autocorrelation. Accordingly, when compared to the univariate model, the VAR adds 12 more parameters (2 lags x 6 countries) during the first period and only 6 (1 lag x 6 countries) during the second one.
countries. When compared to Table 2 , results in Table 3 are certainly less clear-cut but still point towards an increase in the linkages between stock prices. Nevertheless, it is not possible in this case either to draw any firm conclusion from the apparent higher financial market linkages on the changes in the degree of financial market integration. As a matter of fact, there are cases in which a lower predictive power of othermarket returns might be reflecting a higher degree of market integration. Thus, for example, it could be argued that if information flows efficiently, any relevant news -i.e. disregarding idiosyncratic shocks-would be immediately absorbed by all prices quoted on any market. Accordingly, in a model like the VAR estimated above, other-market (lagged) returns should not contain any relevant information provided that the own-market (lagged) returns are taken into account. From this standpoint, the results in Tables 2 and 3 might even be seen as pointing towards less efficiency in the transmission of information -i.e. greater barriers to financial trade and therefore less integration.
Tables 1 to 3 address the issue of market linkages by focusing on stock return levels. Nevertheless, there are also other statistical moments that could be analysed to draw further relevant information on the relationships between financial markets. In particular, it is also of interest to analyse whether there is greater linkage between stock price volatilities. In Engle, Ito and Lin (1988) , volatility linkages are explored to draw conclusions on market efficiency from the way information arrives in financial markets and is transmitted between them.
As it is well known, the question of how volatility should be measured has received an almost unanimous answer in the literature: by estimating the conditional variance of the series considered. There are, however, several models available to make such an estimate 6 . In this paper, we estimate the model proposed in Glosten, Jagannathan and Runkle (GJR) (1989) . This model consists of a small variation to the GARCH model proposed by Bollerslev (1986) . Nevertheless, this variation is highly significant since it allows the new model to capture an important feature of stock returns: the leverage or asymmetric effect firstly noted by Black (1976) . The importance of this innovation is highlighted in Engle and Ng (1993) , who perform an interesting horse race between several conditional variance models to explain the behaviour of the conditional variance of Japanese stock returns and conclude that "the best model is the one proposed by Glosten, Jagannathan and Runkle".
In this paper, we first estimate a GJR model for each of the residual series of the VAR model. These models are next enlarged to include the lagged (squared) residuals corresponding to the remaining markets as new explanatory variables. In particular, as we are interested in testing whether the role of the other-market residuals has increased, we include as new regressors each other-market (squared) residual and the product of each other-market (squared) residual times a step dummy variable which takes the value 1 during the period 1995-1999 and 0, otherwise. Consequently, a positive and significant value of the coefficient of the latter would imply an increasing role of the corresponding other-market volatility to explain the volatility of the own market.
Formally, It is worth noting that the VAR model includes the levels of the other-market returns as explanatory variables for each own-market return. Accordingly, the possibility can be ruled out that other-market squared residuals appear as significant in the conditional variance equation only as a consequence of (level) residuals being an omitted variable in the conditional mean equation. Table 4 shows the main results of the exercise. First of all, it has to be noted that the GJR models fit reasonably well, as shown by the standard goodness-of-fit tests reported in the table (CH1, CH5, T1, T2 and T3). The leverage effect -that is, the coefficient g 1 -is also important in all but one country. Regarding volatility linkages, however, the picture emerging from Table 4 is rather less clear-cut than that regarding the linkages between return levels.
In general, the estimated coefficients suggest that, compared to the weight of the innovations in the own market, other-market variability does not play an important role in explaining each own-market conditional variance. When the first and the second half of the nineties are compared, in three cases (Japan, France and USA) other-markets squared residuals account for a higher part of the own-market volatility during the 1995-1999 period. In Italy, there are no significant changes during the nineties. In another case (Germany) the role of other-market residuals is lower during the second half of the decade. And finally, there are two cases (UK and Spain) in which there seems to have been a simple change of protagonist. Thus, for example, UK volatility was more sensitive to the variability in France during the first half of the decade whereas during the second half Germany was the main source of additional volatility.
Thus, once the effects of other-market return levels are taken into account to explain the level of returns in each market, the evidence in Table 4 does not offer clear support to the view of an increasing volatility linkage during the nineties. Nevertheless, it has to be borne in mind that, as commented above, a more prominent role of innovations in a market to explain the volatility of other-market returns might be interpreted as a sign of informational inefficiency. Accordingly, the evidence in Table 4 could also be seen, at least to some extent, as a sign of a high degree of market integration.
All in all, the results in this section seem to give mild support to the existence of an increase in stock market linkages, which is clearer in the case of levels than in that of volatility. Nevertheless, it remains to be seen whether these greater linkages are the consequence of a genuine higher degree of market integration or merely reflect the greater globalisation of the main sources of the news which drives stock prices. Addressing this question is the main goal of the rest of this paper.
MEASURING FINANCIAL MARKET INTEGRATION

Conceptual framework
Perfect cross-market integration is generally understood as a situation in which there is no barrier of any kind to cross-border financial transactions, such as tariffs, taxes, restrictions on the trading of foreign assets, information costs or any other cost that makes it more difficult to trade across countries than within them. With perfect cross-market integration there are no cross-market arbitrage opportunities and the law of one price -i.e. portfolios with the same payoffs should have the same price in different markets-holds. It is worth noting, however, that, as suggested above, the law of one price or the absence of arbitrage opportunities can not be assessed from the analysis of the co-movement of the levels of financial asset prices or of their volatilities.
Although this point can be made without reference to any specific asset pricing model, it is easier to illustrate it if a particular model is considered. Thus, for the sake of simplicity, let us assume that assets are priced according to the well-know APT model. Under this model each (ex-post) asset price is equal to the sum of the products of a number of random factors (the sources of risk) multiplied by their coefficients (generally called risk prices) plus the realisation of an idiosyncratic shock. If markets are perfectly integrated these random factors have to be equally priced in each market. Accordingly, an increase in the degree of integration between markets that were previously segmented should increase the comovements of their prices due to the reduction in the differences between the prices of the common risk factors. Nevertheless, increases in the co-movements may also be the result of a greater intersection of the sets of risk factors affecting prices in both markets -possibly as a result of a greater globalisation of news-while differences in the risk prices remain.
Similarly, a reduction of the weight of the idiosyncratic shocks would also result in a higher ( )
where E(.) is the expectation operator, p i is the price of asset i, x i is the future payoff of that asset 8 , and N is the number of assets traded in the market studied. Expression [2] is derived by applying the law of iterated expectations to the equilibrium condition of a generic asset pricing model: prices of a future payoff on any traded security have to be equal to the expected product of the payoff and the intertemporal marginal rates of substitution 9 . All 7 In the literature other approaches that test for integration based on the notion of absence of arbitrage have been developed (for instance, Adler and Dumas use an international CAPM). However, as pointed out by Chen and Knez (1995) , the main shortcoming of these approaches is that any test of market integration is, at the same time, a test of the particular asset pricing model used.
random variables d satisfying equation [2] make up the family of admissible stochastic discount factors. It is found that under certain conditions the pricing structure of a market can be completely summarised by these discount factors. Chen and Knez (1995) showed that the law of one price holds across the two markets if and only if the intersection between their sets of admissible stochastic discount factors is not empty 10 . Based on this result, they proposed to measure the degree of market integration as the (square of the) minimum square distance between the sets of the admissible stochastic discount factors in the two markets 11 . Note that this measure is zero if and only if the two markets are perfectly integrated. A strictly positive value for this measure indicates the degree of segmentation: the lower the measure, the more closely integrated the two markets. Applying a result taken from Hansen and Jagannathan (1997) 12 , this measure can be interpreted as the maximum (squared) difference between the prices assigned by two markets to any unit-norm common payoff 13 . Thus, this measure reflects the magnitude of pricing discrepancy between the two markets and, to some extent, indicates the minimum costs necessary to prevent investors from taking advantage of the pricing discrepancy.
In order to implement the measure empirically, Chen and Knez (1995) proposed to use data on prices and payoffs for a sample of securities in two markets and to approximate population moments with sample moments. Formally, the set of admissible discount factors d in market j -D j -is made up of any vectors of dimension T -the number of time series observations-that satisfy the following N j restrictions 14 :
[3] j j dX OP = 10 They also proved that cross-market arbitrage opportunities do not exist if and only if the intersection between the sets of nonnegative admissible stochastic discount factor is not empty.
11 They called this the weak integration measure. They also proposed another measure --the strong integration measurewhich computes the same distance when only the nonnegative elements of those sets are taken into account 12 Hansen and Jagannathan (1997) showed that the least square distance between a random variable and the set of admissible stochastic discount factors of one particular market gives the maximum pricing error in using that random variable to price any unit-norm payoffs traded on that market.
where O is a vector of ones with dimension T, P j is the matrix of the prices of the N j securities traded in market j and X j is the matrix of the payoffs of the same securities.
It is worth noting that the value of the estimated integration measure depends on the combination of the values chosen for T and N A + N B . In particular, it is straightforward to show that if T is higher than N A + N B and the rank of X A+B is N A + N B 15 -i.e. two portfolios with equal payoffs, one from each market, cannot be constructed-the intersection between D A and D B will be non-empty because the system resulting from jointly considering [3] in both markets does have a solution. In this case the estimated integration measure will always be equal to zero. Note that in this situation cross-market arbitrage is not possible because we cannot form two portfolios with the same payoffs in both markets, not because both portfolios are equally priced. Thus, under these circumstances, the integration measure will be uninformative 16 .
Two lessons can be drawn from the previous comments. Firstly, when implementing the integration measure, attention has to be paid to the election of T, N A , and N B . Secondly, the absolute value of the integration measure is difficult to interpret. In other words, it would be preferable to use it in relative terms -i.e. comparing pairs of markets or periods.
In this paper, we apply the methodology described above to assess how market integration has changed during the nineties. More specifically, we compute two different integration measures -both based on this theory-for pairs of markets in the period 1990-94 and compare them with those obtained for the period 1995-99. To undertake this exercise we use daily data on prices and payoffs 17 denominated in US dollars for a sample of securities traded in three out of the seven stock exchanges considered in Section 2 -New York, Frankfurt and Madrid.
Unfortunately, in our data set the aggregate number of securities in any pair of markets is much lower than the number of time series observations in each of the periods studied. In 15 In empirical applications this tends to occur in (almost) all cases. At least this is what we obtain with our data set.
16 Chen and Knez (1995) estimated the degree of integration between the NASDAQ and the NYSE computing their integration measures, but they did not take into account this observation. The estimated figures they got are very low but nonzero probably as a result of the algorithm they applied, which can not produce a zero value as it stops when convergence is supposed to be reached.
17 The payoffs are computed taking into account splits, dividends and capital increases in addition to capital gains -i.e. price changes-. See Annex 1 for more details about the data used.
order to avoid the uninformative solution mentioned above, we have followed two alternative approaches. Under the first one, we compute the (square root of the) integration measure proposed by Chen and Knez (1995) using only monthly data, which left us with only 53 observations in each period 18 . This figure is lower than the total available number of assets in the American exchange, which overcomes the trivial solution. The problem with this approach is, firstly, that we lose some of the available information. Also, it should be recognised that this is a "tricky" approach since we force data to guarantee the existence of two portfolios -one from each market -with common payoffs. In fact, both portfolios might have different payoffs if we considered more periods.
The second approach relies on weekly data, which give us with 230 observations in each period. In this case, the problem of getting an uninformative zero value is overcome by computing mean distances between the sets of admissible discount factors instead of minimum distances. Of course, the mean distance between two sets could be strictly positive even if they do intersect 19 . Note that this measure has a different pricing error interpretation as it computes the mean -instead of the minimum-of the maximum absolute pricing errors when using the pricing rules implied by one market to price any unit-norm payoffs marketed on the other market 20 . Thus, this measure could be interpreted as the expected maximum pricing discrepancy between two markets. Alternatively, the latter measure can be interpreted in terms of the expected minimum distance between the sets of discount factors in markets A and B (D A and D B ) when expanding these markets to include all assets traded. To see this, note first that the higher the number of assets the more reduced the size of the sets D A and D B . Nevertheless, given that information is always limited these sets will tend to be too large and we will find a nonempty intersection -and, therefore, a zero minimum distance. Yet in this case, we can still distinguish between cases like those in Chart 2. In general, as the information set expands and sets D A and D B reduce, the minimum distance will tend to increase. If it becomes finally non-negative, it can be expected it to be higher in the left-hand situation. That is, the higher the mean distance between D A and D B , the higher the expected minimum distance, 18 The number of observations in the first period (1990-94) is higher than 53, but we have reduced the size to 53 in order to make the comparison between the periods fairer, given that, as we have shown, the sample size could affect the results.
19
To be more precise, as will be clear later, we introduce some restrictions that affect the value of the discount factors in order to simplify computation and to guarantee the existence of the mean.
provided the information set is large enough. Or put in a different way, the lower the mean distance, the higher the probability of having a non-empty intersection when the information set is ample enough.
The procedure we have followed to implement the two integration measures introduced in the previous paragraphs has two important features. Firstly, for each of the three markets studied we form a number of sub-markets by taking different samples of assets, each one having its associated set of admissible discount factors. This allows us to have -in each period-a set of integration measures, instead of point estimates, which varies according to the particular stocks included in each sub-market. Secondly, we not only estimate the integration measures between different markets, but we also estimate them within the same market 21 -the benchmark market. This allows us to have values of the integration measure for a market which is thought to be self-integrated. By construction these figures will generally be strictly positive in spite of the fact that the market is perfectly self-integrated.
So, we can have a set of values for the measures which could be used as reference values for perfectly integrated markets. Thus, the relative measures of integration -defined as the difference between the absolute integration measure between two different markets and that within the benchmark market-will be easier to interpret as integration measures -i.e. a significant positive value for this relative measure will suggest that markets are not perfectly integrated.
More specifically, the procedure we have followed involves -in both approaches and in each period-the following five steps:
One market is taken as a benchmark.
ii) A random group of N A securities is selected from among the assets available in the benchmark market. In what follows, this group of assets will be referred to as submarket A and D A will stand for the set of discount factors that price assets in that sub-market.
20 This interpretation follows after applying the result of Hansen and Jagannathan (1997) . See footnote 10.
21 In other words, in this case sub-markets A and B are made up of stocks belonging to the same market.
iii) 100 random combinations of groups of N B securities are selected in each of the three markets studied. In what follows, any of these groups of assets will be referred to as sub-market B, and D B will stand for the set of discount factors that price assets in those sub-markets. So, we have 300 sub-markets B -100 sub-markets for each of the three markets. For the benchmark market, stocks in sub-markets B are restricted to being different to those selected in step ii).
iv)
Distances 22 between the fixed set D A and the sets D B are computed. So, we get 100 distances for each of the three pairs of markets. These 100 distances are then averaged for each pair of markets. So, we finally have 3 average distances.
v)
Steps ii) to iv) are repeated 100 times.
The distances computed in step iv) are estimated using two different algorithms -one for the first approach and another for the second one-, which are described next. The integration measure of the first approach -i.e. the minimum distance between sub-markets A and B-is estimated following the algorithm proposed by Chen and Knez (1995) . The logic behind it is depicted in Chart 3. This algorithm involves two iterative steps. In the first step, the least uniform distribution defined in the interval (0.5-1.5) 23 . This procedure guarantees the existence of a finite mean and simplifies the computation.
The iteration process in both algorithms stops once the sum of absolute changes in the estimated distance measure for the last five iterations is less than 0.05 basis points 24 .
Least square distances and least square projections are estimated using the following expressions 25 : Table 5 shows the main results under the first approach -minimum distances between pairs of sets of discount factors-when the American market is used as the benchmark 26 and the number of assets in sub-markets A and B are, respectively, 44 and 10. In these conditions, the number of time series observations -53-is lower than the total number of assets in both sub-markets, but higher than the number of assets considered in each sub-market. Thus, we force an empty intersection between sets D A and D B provided the combined payoffs matrix has a rank of 54. More specifically, the table shows some descriptive statistics of the 100 averages of the minimum distances between the sets of discount factors of submarkets A and B for three different pairs of markets for the 1990-95 and 1995-1999 periods.
Results
23 As a consequence, we would expect the elements of the points selected in DB not to be too far away from this interval.
24 This stopping rule is similar to that suggested in Chen and Knez (1995) .
25 These expressions are the sample counterparts of those found by Hansen and Jagannathan (1997) , which are derived after solving the optimisation problem involved.
26 Due to the small number of available assets in the data set corresponding to the other two markets we could not take them as benchmark markets.
Two important features emerge from Table 5 . First, irrespective of the period considered, the mean of the minimum distance is lower for the pair USA-USA than for any other pair. This is a reasonable result that suggests a higher degree of market integration within the American market than between this market and either of the other two. Second, the mean of the minimum distance between every pair of markets is lower in 1995-99 than in 1990-95, suggesting an increase in the degree of integration in the second half of the decade. However, the same trend, although to a lesser extent, could be observed regarding the integration within the American market. This development may be explained by sample errors, which seem to be relatively important as suggested by the values of standard deviations.
As commented in Section 3.1, relative instead of absolute distances are probably to offer a clearer picture of the developments in the degree of market integration during the nineties. These measures are defined, for every replication, as the difference between the distance between pairs of sets associated with stocks traded in different markets and the distance computed with pairs of sets that price stocks in the benchmark market. Table 6 reports the main results of this exercise and Chart 4 plots the corresponding histograms. According to Table 6 , the mean minimum relative distance between markets has decreased during the second half of the decade. Chart 4 shows moreover, that not only has the average decreased, but the empirical distributions of the relative distances have shifted to the left in the second period. All this suggests an increase in the degree of integration between different markets during the nineties. Another interesting result is that the degree of integration between the Spanish and the American markets seems to be lower than that between the German and American markets in both periods considered.
Regarding the second approach -mean distances between sets of discount factors- Table  7 gives the main results when the benchmark is the American market and the number of assets in both sub-markets is equal to 10. Apart from the statistics reported in Table 5,  Table 7 also reports the results of the mean distances between the set of discount factors in the American market and a fixed set made up of all vectors whose components range between 0.5 and 1.5, which are used as a yardstick.
It is interesting to note that the two most prominent features that appeared in Table 5 are also present here. That is, first, the mean of the distances is lower in the pair USA-USA than in any other pair irrespective of the period considered, and second, the distances between pairs of different countries are lower in 1995-99 than in 1990-95. Interestingly, in this case the mean of the integration measure within the American stock exchange remains almost unchanged during the nineties (it is only slightly higher during the second period). Also, the average of the mean distances between the fixed set and the set of discount factors for the American assets is slightly higher during the second period.
Another interesting feature of the estimates resulting from the second approach is their low standard deviation compared with those obtained under the first approach. This possibly indicates that they are computed with a higher precision. Two different factors could explain the difference in precision: i) measures in the second approach are estimated with a larger data set, and ii) sample means are less sensitive to outliers than the sample minimum. Table 8 shows the main results of the analysis when relative distances are considered and chart 5 plots the corresponding histograms. The results of this analysis are similar to those reported under the first approach. Firstly, empirical distributions of the relative distances shift to the left in the second period, suggesting an increase in the degree of integration between different markets during the second half of the decade. Conversely, the change in the distribution of the mean distance between the fixed set and the set of discount factors in the American market only changes slightly during the second period, the mean of the distribution being almost the same. Secondly, the degree of integration between the Spanish and the American markets seems to be lower than that between the German and American markets in each of the periods considered.
Finally, as a sort of robustness check, a parallel exercise is performed taking the Spanish market as the benchmark 27 . Also, as a by-product of this exercise we obtain estimations of the degree of integration between the German and the Spanish markets. The number of assets in sub-markets A and B is again 10. The main results of this analysis appear in Tables 9 and 10 and Chart 6, which are, respectively, equivalent to Tables 7 and 8 and Chart 5. The results of this exercise are very similar to those obtained when the American market was the benchmark. In other words, the degree of integration between the Spanish market and the other two markets seems to increase during the second half of the decade. Interestingly, it is found that the integration between the German and the Spanish markets is, in both periods, higher than that between the Spanish and the American markets.
To sum up, the results of this section suggest that financial market integration between the domestic equity markets considered has increased during the nineties. This result seems to be robust as it holds for all the three possible pairs of markets and for both of the two measures of financial integration estimated.
CONCLUSIONS AND POLICY IMPLICATIONS
During the nineties, the linkages between national stock exchanges seem to have increased. Not only has the weight of foreign assets in agents' portfolios increased but so also have the correlation between stock indexes and the ability of each market return to explain the behaviour of returns on other markets. Nevertheless, it is worth noting that these indicators can not provide any information on the main driving forces behind these increasing linkages. In particular, as we have stressed in the paper, they can not be used to assess whether there has been a genuine increase in the degree of integration between national financial markets. This is an important shortcoming given that the welfare and policy implications of the apparent higher linkages differ according as to whether they are the consequence of greater market integration -i.e. less barriers of all kinds to free financial trade-or the consequence of, for example, a greater information globalisation in a world where barriers still remain.
Accordingly, we propose two refinements of a direct measure of financial market integration originally proposed by Chen and Knez (1995) and compute them for the American, German and Spanish stock exchanges in the nineties. Our analysis shows that during the nineties there has been an increase of the degree of integration among the markets considered.
This result has important implications when assessing the closer relationships observed between stock exchanges. Thus, for example, due to the entailed elimination of obstacles to free trade, greater financial market integration means higher financial market efficiency and an improvement in the risk-and-return combinations available to investors. This has to be viewed as a counter-argument to those who believe that markets are now too vulnerable to news due to their excessive links.
Greater market integration, on the other hand, reduces the ability of domestically focused policies to deal with the new problems arising in financial markets. It might be argued that the closer we are to a single world market, the greater the need for world-wide supervision, particularly if this greater integration is the result of solid structural trends, as seems to be the case. Whether such world-wide supervision should be provided by a single supervisor or by a very-closely-linked group of supervisors is, however, a different question.
ANNEX 1. DATA
In Section 2, we use overall indexes for seven stock exchanges and sector indexes for the American exchange. The overall indexes are the following:
-S&P 500 for New York 28 .
-FTSE all shares for London.
-CAC 40 for Paris.
-IGBM for Madrid.
-DAX 30 for Frankfurt.
-MIB all shares for Milan.
-NIKKEI 225 for Tokyo.
In all these indexes, stocks are weighted by their capitalisation and are calculated on a price-return basis -i.e. they only reflect capital gains. The source is the BIS, with the exception of the IGBM, where the source is the Banco de España.
The sector indexes for the American exchange are seven of the sector indexes of the S&P 500. They are the following:
-XF: financial sector.
-TECS: technology sector.
-HLTS: health care sector.
-CPGS: capital good sector.
-ENRS: energy sector.
-XU: utility sector.
-XT: transportation sector.
28 In fact, the S&P 500 index also includes stocks quoted in other exchanges such NASDAQ and AMEX. However, the number of assets quoted on the NYSE represents more than 90% of the total.
This data set is taken from Bloomberg.
In Section 3, we use information on prices and payoffs for a sample of (portfolios of) assets in each of three different markets -New York, Frankfurt and Madrid. The payoffs are indexes calculated on a total-return basis representing the performance of portfolios of assets, and prices are the same series but lagged one period. For the Frankfurt market we take the 19 CDAX sector indexes. These indexes are calculated by the Deutsche Börse with the gross dividends reinvested in the index and with correction for capital increases.
For the NYSE we construct total-return indexes for 80 of the industry indexes of the S&P 500. The computation is performed reinvesting gross dividends into those industry indexes. More formally, we use the following expression:
where TRI t stands for total return index in period t, d i is the sum of all gross dividendsexpressed in index points-paid in period i by stocks belonging to the index and I j for j=i,t, is the price index in period j. The information needed to construct the previous data set was taken from Bloomberg.
Finally, for the Madrid exchange, we construct 43 indexes representing the total return on 43 of the stocks which have been listed throughout the period studied. The total return is computed applying the previous expression, when the price index has been corrected for capital increases. The latter index is calculated after eliminating the impact of the correction for dividends made by the Bolsa de Madrid 29 in their individual price indexes. The source of the data we use to compute these indexes is the Banco de España for individual indexes and the Bolsa de Madrid for dividends.
29 Bolsa de Madrid calculates individual price indexes for those stocks belonging to the global index IGBM. These indexes are corrected for dividends in such a way that the drop in price on the ex-dividend day is eliminated, but as they are not reinvested into the index this correction was not useful for our purpose. That is why we have eliminated the impact of this correction. Table 1 . Correlation between stock indexes. Weekly data. 1990-4 1995-9 (b) 1990-4 1995-9 (b) 1990-4 1995-9 (b) 1990-4 1995-9 (b) 1990-4 1995-9 (b) 1990-4 1995-9(b) 1990-4 1995-9 (b) 1990-4 1995-9 (b) 1990-4 1995-9 (b) 1990-4 1995-9 (b) 1990-4 1995-9 (b) 1990-4 1995-9(b) 12 1995-9 (c) ( (1)- (2) 38 1995-9 (c) ( (1)- (2) 1995-9 (d) ( (1)- (2) (1)- (2) 
(a) See Annex 1 for a description of national and sectoral stock indexes (b) CH1 and CH5 are, respectively, tests for residual conditional variance up to orders 1and 5. Under the null (no residual variance) their distribution is chi-squared with 1 and 5 degrees of freedom (c) T1, T2 and T3 are, respectively, the sign, positive bias and negative bias tests in Engle and Ng (1993) . Under the null (no residual asymmetry and no positive or negative non-linearity) they display a Student-t distribution. Each average is computed for a fixed set DA and 100 differents sets DB. DA and DB are, respectively, the sets of admissible discount factors in sub-markets A and B, and are defined as the discount factors that price stocks belonging to sub-markets A and B. Submarket A is a sample of 44 stocks quoted in the benchmark market and sub-market B is a sample of 10 stocks quoted in the other market of the pair. This table shows, for each period and pair of markets, some summary statistics of the 100 averages of estimations of the relative minimum distances between the sets of discount factors in sub-markets A and B. For the pair USA-GER, the relative distance is calculated as the difference between averages of minimum distances when sub-markets A and B are made up, respectively, of stocks belonging to the American and German markets and averages of minimum distances when both sub-markets are made up of stocks belonging to the American market. Sub-market A is a sample of 44 stocks quoted on the benchmark market and sub-market B is a sample of 10 stocks quoted in the other market of the pair. Averages of mean distances are computed for a fixed set DA and 100 differents sets DB. DA and DB are, respectively, the sets of admissible discount factors in sub-markets A and B, and are defined as the discount factors that price stocks belonging to sub-markets A and B. Sub-market A is a sample of 10 stocks quoted in the benchmark market and submarket B is a sample of 10 stocks quoted in the other market of the pair.
In the pair USA-FIX, DB is the set formed by all vectors whose components range between 0.5 and 1.5. This distance is used as a yardstick. This table shows, for each period and pair of markets, some summary statistics of the 100 averages of estimations of the relative mean distances between the sets of discount factors in sub-markets A and B. For the pair USA-GER, the relative distance is calculated as the difference between averages of mean distances when sub-markets A and B are made up of stocks belonging, respectively, to the American and German markets and averages of mean distances when both sub-markets are made up of stocks belonging to the American market. Each average is computed with a fixed sub-market A, made up of 10 American stocks, and 100 different sets DB. Sub-market B is sample of 10 stocks quoted in one of the three studied markets. For the pair USA-FIX the relative mean difference is calculated as the difference between the mean distance between sub-market A and the fixed set and the average of the mean distances when both sub-markets are made up of stocks belonging to the American market. Averages of mean distances are computed for a fixed set DA and 100 differents sets DB. DA and DB are, respectively, the sets of admissible discount factors in sub-markets A and B, and are defined as the discount factors that price stocks belonging to sub-markets A and B. Sub-market A is a sample of 10 stocks quoted in the benchmark market and submarket B is a sample of 10 stocks quoted in the other market of the pair.
In the pair SPA-FIX, DB is the set formed by all vectors whose components range between 0.5 and 1.5. This distance is used as a yardstick. This table shows, for each period and pair of markets, some summary statistics of the 100 averages of estimations of the relative mean distances between the sets of discount factors in sub-markets A and B. For the pair SPA-GER, the relative distance is calculated as the difference between averages of mean distances when sub-markets A and B are made up of stocks belonging, respectively, to the Spanish and German markets and averages of mean distances when both sub-markets are made up of stocks belonging to the Spanish market. Each average is computed with a fixed sub-market A, consisting of 10 Spanish stocks, and 100 different sets DB. Sub-market B is a sample of 10 stocks quoted in one of the three studied markets. For the pair SPA-FIX the relative mean difference is calculated as the difference between the mean distance between sub-market A and the fixed set and the average of the mean distances when both sub-markets are made up of stocks belonging to the Spanish market. 
