Abstract. We consider the strictly convex quadratic programming problem with bounded variables.
Introduction
The purpose of the present paper is to describe a nite, dual Newton algorithm for the bound constrained quadratic programming problem. Let c 2I R n and H 2 I R n n be a given vector and a symmetric, positive de nite matrix, respectively. We seek y 2 I R n as the solution to the constrained quadratic programming problem min y f q(y) 1 2 y T H y ? c T y g subject to ? e y e : ( 
1.1)
Here, e 2 I R n is the vector of all ones.
The special form with unit bounds leads to particularly elegant duality results: In a straight forward way we demonstrate that the dual of (1.1) is a Huber M-estimator 7], i.e. a convex quadratic spline function F. This function is minimized using a special version of the Newton iteration with line searches 12].
The duality property has been derived in a more general setting by Li and Swetits 10], 11]. They also propose a Newton iteration, and our testing in Section 5 includes their implementation for the quadratic programming problem with simple bounds.
The main contribution of the present paper is to demonstrate how the implementation problems are overcome. We e ciently compute a guaranteed positive lower bound of the smallest eigenvalue of H, demonstrate how the Newton iteration can be implemented e ciently using factorization updates, and derive an e cient starting procedure. The numerical experiments indicate that the new method is computationally viable. In particular, we demonstrate that it is competitive with established software systems. We substantiate this claim in Section 5 where we present our computational results. In addition to the algorithm of Li and Swetits 10] we 1 compare with bqpd, a commercial software system for convex quadratic programming by R. Fletcher 4] , and to a primal-dual interior point algorithm by Han et al. 6] .
In a closely related paper 14] we discuss the solution of the quadratic programming problem via a dual`1-problem, which in its turn is solved via a series of Huber problems, cf. 13]. In 18] a more detailed account of the implementation of the present paper's algorithm is given.
The literature on quadratic programming is vast. We refer the reader to the paper by Mor e and Toraldo 16] for a list of references. Some recent papers include Coleman and Hulbert 2] and Li and Swetits 10], 11]. In 2] Coleman and Hulbert reformulate (1.1) as an uncontrained minimization problem involving an`1 term. This reformulation is obtained by manipulating the Karush-Kuhn-Tucker conditions of (1.1). They apply a superlinearly convergent modi ed Newton method to this reformulation. Li and Swetits 10], 11] derive their reformulation of the convex quadratic programming problem by starting from the Karush-Kuhn-Tucker optimality conditions and deriving an unconstrained problem whose minimizer coincides with an optimal solution to (1.1). They use several auxiliary results on monotone mappings to arrive at their equivalence results.
The rest of this paper is organized as follows. First, we give a technical preview of our approach in Section 2. We derive our dual problem in Section 3. Section 4 is devoted to the description of the proposed algorithm and implementational details, and we conclude with a detailed summary of our computational experience in Section 5.
Preliminaries
Let 1 > 0 denote the smallest eigenvalue of H, and let be a number such that 0 < < 1 . Further, let A 2 I R n n be a matrix that satis es A T A = H ? I : In Section 3 we show that (1.1) has the dual problem max The hyperplanes given by r j (x) = divide I R n into subregions, in each of which F(x) is a quadratic. So the dual problem is to minimize the piecewise quadratic function F. It is easy to show that F is di erentiable, and also that the gradient F 0 (x) = A( 1 W r + s) + x (2.4) varies continuously across the hyperplanes.
The minimizer x of F satis es g(x ) = 0, or x = A y ; (2.5a) where we have de ned y = ?( 1 W(x )r(x ) + s(x )) : (2.5b) In Section 3 we show that y = y and q(y ) = ?F(x ). Thus,
can serve as a gap function.
In the discussion of the algorithm we say that r i (and the ith column of A) is active at x, if s i (x) = 0 (and therefore w i (x) = 1). The dual active set is A = A(x) = f i j 1 i n^s i (x) = 0g :
From (2.5b) it follows that an active r i (x ) is equivalent with jy i j < 1, so the ith constraint in 
The Dual Problem
In this section we show that (1.1) has the dual problem max Our reference on duality in convex programming is the book by Rockafellar 19] An equivalent statement of this duality-optimality relation is summarized in the following theorem: Theorem 3.1. Let x be a minimizer of F, and let s = s(x) with W de ned accordingly. Then, the unique optimal solution of (1.1) is given by (3.4).
In the rest of the paper we are concerned with exploiting the above duality correspondence via a Newton-type algorithm.
The Algorithm
The algorithm for computing the solution to problem (1.1) can be stated as follows. The problem may be given in terms of R and c, in which case step 1 is omitted. Further, the algorithm is suited for \warm starts": If a problem with the same H has been solved previously, then steps 1 and 2 can be skipped. Also, step 3 can be replaced by information from the previous solution and the new c.
The algorithm for computing the minimizer x of F, (2.2) The work is dominated by solution of the system (4.3) in each iteration. However, the number of changes in active set between two consecutive iterations often is small compared with n, and in Section 4.4 we show how this can be exploited so that the determination of each Newton step is an O(n 2 ) process rather than O(n 3 ).
When the dual algorithm stops, we have the information needed to compute the solution to the QP problem, x := x ? h; r := r ? A T h ; (4.6) and use x, r and the corresponding s to restart the Dual Algorithm. This restart is allowed once, only. The condition (4.5) is rarely satis ed, but when it is, this re nement drastically improves the accuracy of y.
In the remaining parts of this section we describe some important computational modules used in the implementation of the dual algorithm.
Compute
The shift parameter in (2.1) should be smaller than 1 , the smallest eigenvalue of H. We choose it as = f 1 ; (4.7) where 0 < f < 1, and 1 is an estimate of 1 . In Section 4.3 of 18] we discuss the choice of f. The conclusion { supported by experiments { is that generally f = 0:5 is a good choice.
To explain our algorithm for computing 1 we introduce the singular value decomposition (SVD) for the Cholesky factor R, (4.1), (4.8c) The estimate 1 is computed in two major steps:
1 Compute (u; v): estimates of (U :;n ; ?1 n V :;n ).
2 Re ne the estimate by one step of simultaneous inverse iterations.
The pair (u; v) is computed by using ideas from some well-known condition estimators; see However, we use a \safety valve": If the matrix H? I is found to be inde nite { i.e. 1 { then we replace by := 0:1 . This is described more precisely at the end of Section 4.2.
Compute A
The matrix A in the Huber function is de ned by A T A = R T R ? I ; (4.9) where R is upper triangular, cf. (4.1). We choose also to let A have this property. We might compute it simply as the upper triangular Cholesky factor of H ? I. If, however, the problem is given directly by R, this approach would lead to unnecessary loss of accuracy. Instead we compute A via orthogonal transformation: From (4.9) we see that R T R = A T A + I ; (4.10a) which is equivalent with
where Q is orthogonal. The transformation is computed via a series of Householder re ections. Before the kth transformation the partly transformed matrix has the structure shown in gure 4.1 for n = 5, k = 3. If, for some k n the condition (4.11b) is not satis ed, then the process is repeated with := 0:1 . If this also fails, then the QP{algorithm gives an error return: The problem is too ill conditioned.
Starting Point
In (2.8) it was seen that if the sign vector s = s(x ) were known, then we could nd x = x s as the solution to the linear system (A WA T + I)x s = A(Wc ? s) :
Therefore, we look for a good strategy for choosing the initial s for the Newton iteration in the dual algorithm.
We experimented with a number of strategies, 18], and settled for the algorithm given in where A A consists of the columns fA :;j g with j 2 A, the active set. Between iterations there is usually only a few changes in A, and we are interested in a cheap (but accurate) updating of a triangular factorization of the coe cient matrix in (4.17).
We have chosen to use an untraditional factorization, viz.
AWA T + I = L T L ; (4.18) where L is a lower triangular matrix. This implies that the solution of (4.17) is done by a back substitution followed by a forward substitution. This choice is made because it leads to simple updatings: Let the active set be augmented
This shows that we can compute e L by an orthogonal transformation
The structure of the rightmost matrix is shown below for n = 8 and columns 2 and 5 entering the active set 2 6 6 6 6 6 6 6 6 6 4 (4.20) This is done using the update procedure and ideas from Section 4.2. Here, we check for severe loss of accuracy and signal an error return in that case. Remember that the columns of A that are removed have contributed to the current L.
Typically a change in active set involves that some columns of A leave and some enter. This
(4.21) The transformation is made in two steps. The details are discussed in 18]. The line search algorithm is similar to the algorithm of 12], and details can be found in 18].
Testing
The algorithm has been tested on a large number of problems generated as described in Section 5.1. In Section 5.2 we present three competing algorithms, and in Section 5.3 we give computational results.
Test Problems
The test problem generator is based on the Kuhn{Tucker condition Let (x; z; u; v) denote the current iterate, and let X; Z; U; V denote the diagonal matrices with (X) ii We also compare with a Simplex type method, viz. the bqpd package of Fletcher (1993) . This package has a broader range of applications. The option used in our comparisons addresses a generalized version of (1. It is interesting to note some similarities between our method and the method of Li and Swetits 10]:
Competing Methods
1 We have to compute so that 0 < < minf j (H)g, and Li and Swetits must nd so that 0 < < kHk ?1 2 = 1= maxf j (H)g. They use = kHk ?1 1 with a cost of about n 2 ops, i.e. about one quarter of the cost of computing , cf. Section 4.1. There is no speci c indication of how it should be done, however.
Computational Results
We implemented the new algorithm and the algorithm of Han et al. in Fortran77 with extensive use of BLAS, 3]. We used Fletcher's own Fortran77 implementation of bqpd except that we changed it to double precision. Also for the method of Li and Swetits 10] we used their own implementation, simpbd.
The tests we performed on an HP9000/800{K460, and timings were done with the -O option of the f77 compiler. The machine accuracy is " M = 2 ?52 ' 2:22 10 ?16 .
Below we give results for varying values of the parameters of the problem generator described in Section 5.1. In e.g. 6] such results are presented in the form of tables, where each entry is the average over 10 problems with xed value of the parameters, with a few, selected values of the parameter under discussion (e.g. the size of the problem with n = 100; 200; : : :; 500). Instead, we have chosen to show a \more continuous" variation (n = 100; 110; : : :; 500) with one instance of each. This presentation illustrates both the in uence of the parameter and the stochasticity in the problem generation.
As regards accuracy of the computed results, we introduce q err = jq(y) ? q(y )j jq(y )j and y err = ky ? y k 1 ; (5.13) where y is the solution generated as described in Section 5.1 and y is the computed solution.
Since ky k 1 = 1, both q err and y err are relative errors.
In In all the cases reported in Figure 5 Next, in Figure 5 .2 we consider the in uence of the condition number 2 (H). Here, the number of iterations grows slightly with ncond for pqf, hpy and lisw, but is constant for bqpd. At most one refactorization was used by pqf, and it is seen that the increasing number of iterations is not re ected in the computing time. Each iteration in the dual algorithm is an O(n 2 ) proces, wheras each iteration with hpy and lisw is an O(n 3 ) proces, cf. (5.8) and (5.12). In Figure 5 .2b we show the accuracy obtained. pqf, bqpd and lisw all determine the minimum value of q with a relative error which is small multiple of the machine accuracy, and the error in the computed y grows proportional with 2 (H), which is to be expected. The results from lisw could probably be improved by one nal step of iterative re nement. The results from hpy are orders of magnitude worse. (n, deg, nb, desc) = (300, 1, 50%, 0).
In Figure 5 .3 we give results for the in uence of the parameter deg, i.e. how well active are distinguished from non active equations. Both hpy and bqpd show very little sensitivity, whereas the the number of pqf{ and lisw{iterations grows slightly with deg. In none of the cases a refactorization was needed in pqf, and the accuracy is as described in connection with shows the e ect of the parameter nb, i.e. the number of active constraints. The number of iterations seems to be independent of nb for hpy, but grows slightly with this parameter for pqf and bqpd, although it does not re ect in the timings. In 8 (3) of the 41 cases shown one (two) refactorizations were used in pqf. For lisw the number of iterations is almost constant, but the computing time increases signi cantly when nb decreases, i.e. when the number of nonzero diagonal elements in D, (5.12) , increases. Finally, Figure 5 .5a{b shows the in uence of the descaling factor. Here, bqpd needs an almost constant number of iterations, and its timings show a marked decrease as desc grows. The interior point method hpy also performs faster for increasing desc, while pqf needs considerably more iterations (and up to three refactorizations). This re ects in the computing times, which are up to 0.7 times the hpy-time. Refering to the discussion in Section 4.3 we see that lisw performs well both when kHk 1 and kck 1 are of the same order of magnitude (desc 2) and when kHk 1 kck 1 (desc 5). In the range 2 < desc < 5 the number of iterations and the computing time increases signi cantly. (n, cond, deg, nb) = (300, 3, 1, 50%).
As regards accuracy, Figure 5 .5b shows that it is doubtful whether the solution can be obtained by \extrapolation" from the results of hpy: For desc 9 we nd 0:967 y err 1. Also bqpd has trouble nding y with full accuracy, while the extra e ort pays o with pqf, and lisw supplemented with a step of iterative re nement would also give the solution to full accuracy.
Conclusion
We have described a new method for solving quadratic programming problems with unit constraints. Careful attention to computational details has led to an e cient and accurate algorithm that compares favourably with both interior point and Simplex type methods. The method is easily modi ed to non unit box constraints, and we are currently working on a sparse implementation of the algorithm (together with Wolfgang Hartmann from SAS). The results of the sparse code will be reported elsewhere. Future projects include modi cation of the algorithm to general linear constraints.
