Introduction
The Kronecker first limit formula in the number field K is an expression of the value of the constant term in the Laurent expansion at s = 1 of the partial Dedekind zeta function ζ A (s), associated to an ideal class A of K (see Section 4.1 for details), and has deep applications in number theory. When K is the rational number field or an imaginary quadratic field such formulas are classical and well understood. The case of a real quadratic field is much harder. It was originally tackled by Hecke, and has been investigated in the fundamental works of Shitani [23] [24] and Zagier [33] [34] . As shown in [33] , the relevant zeta function is the zeta function associated to a quadratic form, namely a double zeta function of Dirichlet type like ζ 2 (s; a, b, c) = ∞ m,n=1 (am 2 + 2cmn + bn 2 ) −s , where a, b and c are positive real numbers (see Section 3.1 for details). Beside multiple zeta functions have been deeply studied, the analysis is usually based on the Fourier expansion of the theta function that applies when sums over the whole integer ring appear (see for example [6] ), namely when the zeta functions reduce to zeta functions of Eisenstein type. When we are concerned with Dirichlet sums, namely with sums over the natural integers, we loose a great amount of symmetries and the Poisson summation formula does not apply. As a result it is highly non trivial to obtain a generalization of the Kronecker formula for Dirichlet series.
However, in the recent work on zeta regularized products, the Kronecker first limit formula received a renewed interest, and various generalizations and different approaches have been investigated [32] [18] [17] [16] [28] . This interest is also motivated because the evaluation of the constant term in the expansion at s = 1 of the relevant zeta function is equivalent, in presence of a functional equation, to the study of the derivative of the zeta function at s = 0. The latter problem became of fundamental importance in various areas of mathematics and theoretical physics, since the value of the derivative of the zeta function at zero was used by Ray and Singer [22] in order to define the functional determinant of a linear operator.
In this note we pursuit the attempt of tackling the problem under a unified approach, namely we present a general method for evaluating the first terms in the asymptotic expansion of a class of abstract double zeta functions. The idea of a unified approach is not new, and has been developed with success by various authors (see Section 2 for more details and references on this subject). In particular, we introduced and investigated the zeta functions of a class of abstract sequences of complex numbers, that we called of spectral type in [27] . We review the definition and we give some further properties of this type of zeta functions in Section 2. Next, we consider double (or multiple) zeta functions of spectral type, and for them, we give a generalization of the Kronecker first limit formula. Our method provides an expression for the meromorphic extension of the zeta function associated to a double sequence of spectral type, and a formula for the value of derivative at zero. This is in Section 3, and the main result is Theorem 3.9, that is the natural generalization of Lemma 1 of [28] . In particular, we investigate in Section 4, the case of (twisted) sums of sequences, namely zeta functions of the form ζ(s) = ∞ m1,n=1 (λ 1,m + λ 2,n ) −s , where {λ j,m } are two sequences of spectral type. This is the natural setting for a generalization of the Kronecker first limit formula. Eventually, in Section 5 we analyze some applications to geometry.
Zeta invariants for sequences of spectral type
The idea of studying the properties of the zeta functions associated to a general class of sequences of complex numbers is probably due to Voros, who discussed in [31] the functional determinant det ζ (S +λ) and its relationship with the Weierstrass product for a general class of abstract admissible sequences. Similar analysis of the relationships between the determinant of the sequence S and the one of the shifted or non homogeneous sequence S + λ for more general class of sequences was discussed by Quine & alt. in [8] and [21] . The results of these works are essentially based on one side on the Mellin transform, that allows to use the knowledge of the full asymptotic expansion of the function e −λnt in order to obtain information on the analytic properties of the zeta function, and on the other on some general type Lerch formulas, relating ζ ′ (0, S +λ) with ζ ′ (0, S). A complete treatment of the subject from an abstract point of view was carried on by Jorgenson and Lang in [13] and [14] . Applications to Artin formalism and Cramér Theorem are given in [14] and [15] . The work of Jorgenson and Lang consider a very large class of sequences, and gives strong results that characterize this class and reproduce for the spectral functions associated to the sequences of this class some basic results characterizing the classical spectral functions appearing in analytic number theory. However, the authors are not particularly interested in regularized determinants, and the techniques developed do not provide particular advantages for this type of problems. We proposed in [27] (see also [28] and [29] ) an alternative approach, specifically devoted to investigating the zeta determinant. We introduced a class of abstract sequences that we call of sequences of spectral type (S-type), defined by requiring the existence of an asymptotic expansion of the logarithm of the Weierstrass product, and we gave a formula for ζ(0, S) and ζ ′ (0, S) for S of spectral type. Note that our sequences of spectral type correspond to the subclass called spectral case in [13] pg. 16 . We reobtained for these sequences some of the results of [13] with simpler proofs, and we gave further results necessary in order to deal with regularized determinants. We give in this section the definition and some new properties of sequences of spectral type.
Let S = {λ n } ∞ n=1 be a sequence of non vanishing complex numbers with unique accumulation point at infinity. We ordered S as 0 < |λ 1 | ≤ |λ 2 | ≤ . . . (if we need to include the number zero, we use the notation λ 0 = 0). The positive number e = e(S) = limsup n→∞ log n log |λ n | , is called the exponent of convergence of S. We are only interested in sequences with e(S) < ∞. If this is the case, then there exists a least integer p such that the series ∞ n=1 λ −p−1 n converges absolutely. If e is not an integer, p is the greater integer less than e; if e is an integer, p may be either e or e − 1. We assume e − 1 < p ≤ e (for e − 1 = p only in the pathological case when the associated zeta function converges for s = e integer), and hence we have p = [e] (the integer part). We call the integer p the genus of the sequence S, and we use the notation g = g(S) = p. The series Note that the regularized product log D(z) defined in [13] Section 2 differs from our Gamma function by a polynomial of degree g in z by Hadamard factorization theorem (see the proof of Proposition 2.6 of [27] for details on this point).
For further convenience, we use the variable λ = −z for the Gamma function, with the convention that the variable −λ is purely real on the negative part of the real axes. When necessary, in order to define the meromorphic branch of an analytic function, the domain for λ will be some open subset of C − [0, ∞) in the complex plane. Thus, for all λ ∈ ρ(S), we have
For each non negative integer k, and λ ∈ ρ(S), we define the following functions
where in particular,
This is a uniformly convergent series and we can take the limit for λ → ∞ that is 0. This implies that r(λ, S) can not have a term like (−λ) m and consequently log Γ(−λ, S) can not have a term like (−λ) m+1 , with m ≥ g.
If we assume that S ⊆ [c, ∞), for some c > 0, we can introduce a further spectral function, namely we define the heat function associated to S by (for real positive t)
that corresponds to the theta function defined at pg. 22 of [13] . These spectral functions are clearly strictly related to each others (under some general regularity's assumptions). In particular the following complex integral representations hold (see [25] and [27] Proposition 2.4).
As well known, the importance of the heat function is that its asymptotic expansion for small t gives information on the analytic properties of the zeta function. We show that all this type of information are actually contained in the asymptotic expansion of the logarithmic Gamma function, that in fact contains a larger number of information. More precisely, introducing the asymptotic sequences of functions (see [19] for asymptotic sequences and asymptotic expansions) f α,k (λ) = (−λ) α log k (−λ) and g δ,l (t) = t −δ log l t, where {α} and {δ} are any two sequences of real (more generally we can consider sequences of complex numbers with Re(α) → −∞) numbers with α, δ → −∞, and k = 0, 1, . . . , K α ∈ N, l = 0, 1, . . . , K δ ∈ N for each α and δ respectively (see also [3] pg. 372), we can prove (see [27] This result suggests to characterize our class of sequences precisely by the asymptotic properties of the associated logarithmic Gamma function. First, we introduce some notation. We use the notation (1) there exist c > 0 and 0 < θ < π, such that S is contained in the interior of the sector
2) the logarithm of the associated Gamma function has a uniform asymptotic expansion for large λ ∈ AD θ,c (S) = C − Σ θ,c of the following form
where {α} is a decreasing sequence of real numbers
We call the number α N the order of the sequence S, and we use the notation o(S). We call the open set AD θ,c (S) the asymptotic domain of S.
Note that the number N appearing in the above definition gives the number of elements in the sequence {α}, this number will appear in the following as related to the number of poles of the associated zeta function. We say that S is a sequence of spectral type of infinite order if this number is not finite, and we write o(S) = ∞. Note also that we will usually consider sequences with α 0 ≤ 0. Some conditions for a sequence to be of spectral type can be found in [27] or [13] . Remark 2.6. The point λ = 0 belongs by definition to the domain of analicity of Γ −1 (−λ, S) for a sequence of spectral type, and log Γ(−λ, S) has a zero of order g(S) + 1 at λ = 0.
Even if many useful results can be obtained for a generic sequence of spectral type, we will consider in this work only sequence of a particular subclass as defined below (see also [3] Section 9). 
for large λ in AD θ,a (S), and where
Remark 2.9. If S is a regular sequence of S-type, then α 0 ≤ e(S), and α 0 < g(S) + 1.
We give now the main results on regular sequences of S-type in this context. The first result follows from equation (2.5) and properties of special functions.
Proposition 2.10.
[27] Let S be a regular sequence of spectral type with finite exponent and order α N . Then, the associated heat function has the following asymptotic expansion for t → 0
where (here ψ is the Digamma function)
Note that the equations among the coefficients given in Proposition 2.10 are invertible provided α j ∈ N; moreover, c αj ,1 = 0, whenever α j ∈ N. Note also that, the formulas in Proposition 2.10 for the coefficients only hold for regular sequences of spectral type. For a generic S-sequence, it is not true for example that the coefficients c αj ,1 are null for α j a natural number.
Next, we give formulas for the zeta invariants of a regular sequences. This result corresponds to the classical result for the functional zeta function of a differential operator, see for example [12] . See also Theorem 3.4, 3.6 of [13] for a further generalization to a larger class of sequences. 
It is important to observe that all the formulas given Proposition 2.11 can be written using exclusively the coefficients a αj ,k appearing in the asymptotic expansion of the Γ-function. This follows from Proposition 2.10 or by direct computations (see also Proposition 2.15 below).
Theorem 2.12.
[27] If S is a regular sequence of spectral type of order α N ≤ 0, then the associated zeta function is regular at s = 0, and near s = 0
We call a regular sequence of spectral type simply regular if the unique logarithmic terms appearing in the expansion of log Γ(−λ, S) are of the form (−λ) k log(−λ), with integer k, and totally regular if also k ≥ 0. It is clear that the zeta function of a simply regular sequence of order α N has at most simple poles for Re(s) ≥ α N . It is also easy to see that, while there can be logarithmic terms in the expansion of the heat function of a simply regular sequence, namely of the type t k log t, with negative integer k, we have c αj ,1 = 0 for all α j for a totally regular sequence.
Remark 2.13. When S is a totally regular sequence of spectral type with order α N and genus g we can write the asymptotic expansion of the associated spectral functions as follows:
The main results concerning totally regular sequences are the following ones. First, we have formulas that express the coefficients a αj ,k as functions of the coefficients c αj ,k and some particular values of the zeta function (Proposition 2.14). Second, using the coefficients a αj ,k , we obtain a larger information on the values of the residues of the associated zeta function (Proposition 2.15). It should be observed that parallel results for the more general class of sequences considered there, are given in Section 3 and 5 of [13] , see in particular Theorem 2.1, 5.4 and Proposition 5.6. However, these results are given for the expansion of the function log D(−λ) defined at the beginning of Section 2, that differ from log Γ(−λ, S) by a polynomial in (−λ), determinated only up to a constant factor, as observed for example at pg. 42 of [13] . This constant factor is precisely the value of the derivative of the zeta function at zero we are looking for. Proposition 2.14. Let S be a totally regular sequence of spectral type with order α N and genus g. Then (recall α j ≤ g):
Proof. We adapt here a technique introduced in [25] . Integrate g times with respect to t in equation (2.5) . We obtain
is a regular function of s; in the t-integral (−λ) g log Γ(−λ, S) = 0 (in fact log Γ(−λ, S) has a zero of order g + 1 at λ = 0). Thus,
where r(s) is regular for all s (Re(s) > α N − ǫ). We use the expansion of the Γ-function and equations (6.25) and (6.26) in the appendix, in order to obtain (2.7)
By direct inspection of the above equation, since the zeta function can not have double poles and S is totally regular, it follows that a αj ,1 = 0, whenever α j is not an integer, or α j is an integer and α j ≤ −1 or α j ≥ g + 1. Now, if α j is not an integer or it is an integer and α j ≤ −1 or α j ≥ g + 1, then the zeta function has a pole at s = α j and
therefore, since by Propositions 2.10 and 2.11
we obtain that a αj ,0 = Γ(−α j )c αj ,0 . If α j is an integer and 0 ≤ α j ≤ g, using the expansion for s near α j = k of
, we obtain after some calculations
We distinguish two cases. First, if k = 0, then near s = 0
and using Proposition 2.11, this completes the proof. 
We conclude this section with some properties about sums and multiplication by a scalar for sequences of spectral type. All the proof are straightforward, up to 2.18, where we can use the Young inequality. Let S = {λ n } n∈N0 be a sequence and y a positive number. Denote by yS the sequence yS = {yλ n } n∈N0 . Let n = (n 1 , . . . , n I ) be an integer vector. If S i = {λ (i),ni } ni∈N0 , i = 1, . . . , I, is a finite set of sequences, we use the notation I i=1 S (i) for the sum of the sequences, namely the sequence 
, is a finite set of sequences, then 
Spectral decomposition
The aim of this section is to obtain the main zeta invariants of double sequences. It is clear that using multi indices the results extend to multiple sequences. Our strategy to deal with double sequences is to define a class of double sequences that can be decomposed as sums of simple sequences relatively to some fixed simple sequence, in a suitable way. The double sequences of this class are said to be spectrally decomposable, and are defined in the following Definition 3.1. The idea of this type of decomposition was suggested by the results of Brüning and Seeley (in particular see [3] ), and has already been applied with success in a number of cases [26] [28] [29] . For the zeta function associated to spectrally decomposable double sequences, we obtain conditions for regularity at s = 0 and a formula that gives the values of ζ(0) and ζ ′ (0) (Theorem 3.9). Let S = {λ n,k } ∞ n,k=1 be a double sequence of non vanishing complex numbers with unique accumulation point the infinity, finite exponent s 0 = e(S) and genus p = g(S). Assume if necessary that the element of S are ordered as 0 < |λ 1,1 | ≤ |λ 1,2 | ≤ |λ 2,1 | ≤ . . . . We use the notation S n (S k ) to denote the simple sequence with fixed n (k). We call the exponents of S n and S k the relative exponents of S, and we use the notation (s 0 = e(S), s 1 = e(S k ), s 2 = e(S n )). We define relative genus accordingly.
be a totally regular sequence of spectral type of order u ′ ≤ 0 with exponent r 0 , genus q, domain AD φ,d . We say that S is spectrally decomposable over U with power κ, length ℓ and asymptotic domain AD θ,c , with
′ , and θ ′ , with 0 < θ ′ < π, such that:
has spectral sector Σ θ ′ ,c ′ , and is a totally regular sequence of spectral type of order ≤ 0 for each n; (2) the logarithmic Γ-function associated to S n has an asymptotic expansion for large n uniformly in λ for λ in AD θ,c , of the following form
where σ h and ρ l are real numbers with
are polynomials in λ satisfying the condition P ρ l (0) = 0, ℓ and L are the larger integers such that σ ℓ ≤ r 0 and ρ L ≤ r 0 , and σ 0 and ρ 0 satisfy the condition u ′ < min(σ 0 , ρ 0 − 1).
The proof of the following lemma is essentially based on standard properties of double limits. When S is a double sequence, we consider the general case where we do not know an explicit expansion for log Γ(−λ, S), and hence we can not apply Theorem 2.12. On the other side we suppose that we do know such expansions for the sequences S n , and our aim is to use this information to obtain the result for S. We could write log Γ(−λ, S) = ∞ n=1 log Γ(−λ, S n ), and use this decomposition in the formula (2.5) for ζ(s, S). Then, we could proceed as in the proof of Proposition 2.14 using the known information on the expansion of S n , and eventually try to sum up on n. This procedure does not work. The series in n may not converge. To overcome this difficulty, the idea is to insert an s in the general term. In other words, we decompose the zeta function as:
The power κ is necessary to guarantee the existence of an asymptotic expansion of log Γ(−λ, S n ) for large n. 
for all n, and
for all σ h , for large λ uniformly in AD θ,c , and where a αj ,1,n = b σ h ,αj ,1 = 0 for all
Proof.
n S n is of spectral type for each n, we have that the sequences of powers α j appearing in the asymptotic expansion of the Γ-functions are all upper bounded by s 1 (by Proposition 2.11). Hence, they can all only accumulate at −∞, and hence we can collect them in a unique sequence {α j } N j=0 , starting at the bigger non vanishing one and where α N is the smaller of the order of the S n . Notice also that since the expansions of the log Γ(−λ, S n ) are all of order ≤ 0, it follows that α N ≤ 0. For the domain, if the condition in Definition 3.1 are satisfied, all the S n are contained in the positive spectral sector Σ θ,c . The same argument works for the φ σ h , and again we can reset α N to be the smaller of the orders and it will always be negative or null. The condition on the coefficients follows from the point (1) (the fact that S n is totally regular) of Definition 3.1 (see also Remark 2.13). 
Proof. By uniform convergence of the series, for Re(s) > s 0 , we can write
is well defined by the series since s 0 ≥ s 2 . Now, applying equation (2.6) of Lemma 2.3 to ζ(s, u −κs n S n ), when Re(s) > s 0 ≥ s 1 , s 2 , thanks to uniform convergence of the integral, we obtain the thesis. 
Moreover, the function P(s, λ, S, U ) is regular in s for Re(s) > −ǫ and has the following expansion for large λ uniformly in AD θ,c
where N was defined in Lemma 3.3 and the coefficients
are regular functions of s for Re(s) > −ǫ.
Note that T and P are regular does not mean that ζ(s, S) is regular, just that we need not to bother about the dependence on s coming from T .
Proof. We would like to expand T for large λ in order to proceed as in the proof of Proposition 2.14. We could use the expansion of log Γ(−λ, u −κ n S n ) for large λ to get that of T . Unfortunately, this does not work for the following reason. When we expand T and we perform the integrals in λ and t for each term, the resulting functions have poles in s at s = 0 and the sum over n also gives a pole in the same point, thus we get some terms with a double pole, and hence we can not use the formula (2.5) to compute the derivative in s at s = 0. What we can do, is to split in two terms, each one having only simple poles. We do this as follows. Since S is spectrally decomposable over U with power κ, we have the expansion (observe that log Γ(−λ,
This allows to split T in two terms
Since, by Definition 3.1, the term in brackets in the above sum is O(u −r0−ǫ n ) uniformly in λ for λ ∈ AD θ,c , it follows that
and hence P is regular when Re(κs + r 0 + ǫ) ≥ r 0 , i.e. Re(s) ≥ − ǫ κ . As κ > 0, P is regular at s = 0, uniformly for λ in AD θ,c . Thus we can get the expansion of P as follows. It is clear that the expansion for large λ of log Γ(−λ, S n ) gives that of log Γ(−λu κ n , S n ) (n fixed). Thus we can use the expansions given in Lemma 3.3. Substituting in the definition of P we have
since the series defining P is uniformly convergent for Re(s) > s 2 ,
where G = max(G ρ l ) ≤ p 2 , and we set p ρ l ,m = 0 for m > G ρ l ; then
This gives the coefficients stated in the thesis and since P(s, λ, S, U ) is regular at s = 0, this also shows that they are regular at s = 0. 
where r(s) is regular near s = 0 and
Substituting the decomposition of T given by Lemma 3.5, we obtain
Now, ζ 2 (s) can immediately be written as stated in the thesis, while ζ 3 (s) vanishes by direct calculation (using the integral given in the appendix). For ζ 1 (s), we can use the expansion given in Lemma 3.5 for P as follows. First, split the integral (Re(s) > s 0 )
For the second term, notice that P is regular for Re(s) ≥ 0, thus we can extend the s-domain to the non negative s-plane; also P diverges at most like a power in AD θ,c , and hence the λ integral is bounded due to the presence of the e −λt (t > 0); eventually, the t integral is also bounded by the same factor for all s. This means that the second term is the product of s Γ(s) with a function r 1 (s) that is regular for all Re(s) ≥ 0. For the first term, we need to rewrite the contour as Λ θ,c = Λ θ,−c − C c . In the integral on the new contour Λ θ,−c we can use the expansion of P, the other gives
since T (s, λ, S) = 0 because log Γ(0, S n ) = 0 by definition, and φ σ h (0) = 0 since λ = 0 belongs to AD θ,c . We are left with
where we can use the expansion of P, given in Lemma 3.5. We obtain (use equations (6.25) and (6.26) in the appendix)
with r 2 (s) regular near s = 0. Since by definition and Lemma 3.3, α N ≤ 0, near s = 0 the only non vanishing terms are those with α j = 0, hence
where r 3 (s) is regular near s = 0. Summing up we have the thesis.
Lemma 3.7. The functions Φ σ h (s) have at most a double pole at s = 0.
Proof. Just proceed as in the proof of Lemma 3.6 and use the asymptotic expansion given for φ σ h in Lemma 3.3. 
Proof. Let s be in a small neighborhood of s = 0. Then, by Lemma 3.6 (3.8)
where r(s) is regular. We are able to expand ζ(s, S) near s = 0, using the expansions of the single factors provided by the previous results. By Lemma 3.5 the functions A i,j (s) are regular near s = 0. By definition 3.1, the function ζ(s, U ) has at most simple poles, and therefore we have the expansion
near s = 0. By Lemma 3.7 and Remark 3.8, the functions Φ σ h (s) have at most a pole of order 2 at s = 0, and therefore we have an expansion of the form
Substituting these expansions and the classical expansion of 1/Γ(s) in equation (3.8) , after some calculations, we obtain the thesis.
The above result can be interpreted as follows. The assumption that S is spectrally decomposable over U implies that we can write the double sum defining the zeta function ζ(s, S) as a sum over n of a sequence of zeta functions indexed by n and weighted by some factor given by s-powers of the terms of the sequence U , namely
Then, in the complex integral representation of ζ(s, S), we can write the logarithmic Gamma function of S in a similar way (this is the function T defined in Lemma 3.4). This formulation allows to sum and subtract from the double sum defining the function T all the terms that are singular in s = 0, namely we decompose T = P − (T − P). This gives a decomposition of ζ(s, S) into two terms (see the proof of Lemma 3.6): the regular one (the function ζ 1 defined in the proof of Lemma 3.6), that comes from the function P defined in Lemma 3.5, and the singular one (that decomposes in turns into two parts for technical opportunity, ζ 2 and ζ 3 in the proof of Lemma 3.6), coming from the sums in the first formula of Lemma 3.5, and that depends on the invariants of the zeta function associated to the sequence U .
We can now read the contribution to the values of the finite part of ζ(s, S) and of its derivative at zero as follows. First, note that s = 0 is a pole of ζ(s, S) if and only if it happens that ζ(s, U ) has a pole exactely when s = x such that there exists a function φ x (λ) in the expansion of log Γ(−λ, u −κ n S n ) of point (2) of Definition 3.1, and the associated function Φ x (s) (defined in Lemma 3.6) has a double pole at s = 0. Assume that this is not the case. Then, ζ(s, S) is regular at zero, and there are precisely two contributions in its finite part. The first is −A 0,1 (0) that comes from the regular part of the decomposition described. In fact, it is completely given by coefficients of the expansion for large λ of the regular part P, see Lemma 3.5. The second contribution is given by the two sums
that are precisely the values of the two singular contributions appearing in the decomposition of Lemma 3.5. Next, in the formula for the derivative, similar contributions appear. In fact, by the assumption on decomposability, we can differentiate all the terms in the representation of ζ(s, S) given in Lemma 3.6, and evaluate them at zero. This gives again the regular part, −A 0,0 − A ′ 0,1 , and the singular one, given by the other sums appearing in the formula. A more detailed description of the terms appearing in the derivative will be given at the end of Section 4, for the case of a sequence S sum of two sequences of spectral type, and in the following examples.
3.1. Double quadratic zeta functions. [28] We recall in this section the case of the zeta function defined by the series 
. Then, using the notation of Definition 3.1, s 0 = e(S) = p = g(S) = 1, r 0 = e(U ) = q = g(U )
A uniform expansion for large m was given in [28] pg. 109. Comparing with (2) of Definition 3.1, we have
and this shows that we are in a particular case where the length of the decomposition is H = 0 (L < 0), h = 0, σ 0 = 1, and
This gives the function Φ 1 (s) defined in Lemma 3.6, with the expansion at s = 0:
Next, expanding for large λ, the relevant terms are (see [28] pg. 110)
where
with ∆ = c 2 − ab, and
Comparing with the expansions in Lemma 3.3, we obtain
Substitution in the formulas of Lemma 3.5 gives
We can now use the formulas in Theorem 3.9. Since Φ 1 (s) has no double poles, it follows that ζ 2 (s; a, b, c) = ζ(s, S) is regular at s = 0. By direct substitution of the values obtained in the formula given in Theorem 3.9, we get
For what concerns the derivative, we elaborate here the result given in [28] , in order to obtain a further representation of ζ ′ 2 (0; a, b, c), more suitable for comparing with [33] . For, let
and hence
Since it was proved in [28] pg. 112, that
all the quantity in the previous sum converges at s = 0 and we can write
This gives
We give an integral representation for the last sum as follows (this is suggested by the similar strategy adopted in [33] Section 5). It follows from equation (3.9) that
and this means that
This formula is closely related to equation (5.5) of [33] , and with the function F (z) studied in Section 7 of [33] (recall that in that work the author study the expansion at s = 1). We refer to [28] for other formulas for ζ ′ 2 (0; a, b, c), and particular subcases.
Twisted sums of sequences of spectral type and Kronecker formula
Let S i , i = 1, . . . , I be a finite set of totally regular sequences of spectral type. In this section we study the decomposition properties of the sum of the sequences with respect to one of them. The expansion of the zeta function associated to the sum of two of these sequences will give the generalized Kronecker first limit formula (see Theorem 4.8 below). By the results at the end of Section 2 on the sum of sequences, it is clear that we can assume I = 2 without loss of generality. We will use the notation with a subscript index between parenthesis X (i) to denote the sequence to which the quantity X is referred.
Let 
Theorem 4.2. Suppose that α (1) ,N (1) < −p (2) −1, and that −α (2) ,N (2) ≥ s (1) . Then, the sequence S (0) = {λ (1),n1 +λ (2),n2 } ni∈N0 is spectrally decomposable over S (1) , with power 1, finite length ℓ ≤ N (2) , and asymptotic domain AD c,θ , θ = max(θ (0) , θ (1) ) and c = min(c (0) , c (1) , 1 + c (2) /λ (1),n1 ). The length ℓ is the larger integer such that −α (2),ℓ ≤ s (1) , where α (2),h are the powers of the terms of the expansion of the Γ-function log Γ(−λ, S (2) ).
Proof. As a double sequence, S (0) has finite exponents (
). We prove that S (0) is spectrally decomposable with respect to S (1) . We need to check the requirements in Definition 3.1. We have that U = S (1) is a totally regular sequence of spectral type of order u ′ = α (1),N (1) , with exponent r 0 = s (1) , genus q = p (1) and domain AD θ (1) ,c (1) , 0 < c (1) < λ (1),1 . Let S n1 = {λ −1
(1),n1 λ n1,n2 } n2∈N0 , where λ n1,n2 = λ (1),n1 + λ (2),n2 . By Lemma 2.16, since λ (1),n1 is a positive real number for all n 1 , we know that S n1 is a totally regular sequence of spectral type with exponent s (2) , genus p (2) , spectral domain AD θ (2) ,1+c (2) /λ (1),n 1 , and order α (2) ,N (2) , for all n 1 . Thus we can take c ′ = 1 + c (2) /λ (1),n1 and θ ′ = θ (0) and the first half of requirement (1) of Definition 3.1 is satisfied. Since α (i),N i) ≤ 0 by assumption, the second half of the requirement (1) is also satisfied. In order to verify that the requirement (2) is satisfied we proceed as follows. We can decompose the Γ-function associated toS n1 as:
.
Applying Lemma 4.1, this gives (4.10)
are finite constants for each fixed λ (1),n1 . Next, recalling that
we can write
and hence (compare with Lemmas 2.1 and 2.2) we find that
By hypothesis and Definition 2.5, there exists an expansion of log Γ(−λ, S (2) ) for large λ. This can be used to obtain the expansion of each of the terms appearing in log Γ(−λ, S n1 ), as given in equation (4.10) (in particular also of the E p (2) k , using equation (4.11)). After some computations and using Remark 2.13, we have the expansion for large λ (1),n1 (where the K k,h,i are some constants)
(4.12)
(1),n1
).
Comparing this expansion with the one required at point (2) of Definition 3.1, observing that the polynomial appearing in the logarithmic terms vanish at λ = 0, and observing that the following disequalities hold if the assumptions in the hypothesis are satisfied (note that in the present case min(−α (2),0 , −p (2) − 1) = −p (2) − 1, see the beginning of Section 2):
we deduce that all the requirements at point (2) of Definition 3.1 are satisfied if we take as length of the decomposition the larger integer ℓ such that −α (2),ℓ ≤ s (1) . Eventually, note the value of κ = 1. This concludes the proof of the theorem. In particular, note that equation (4.12) also gives the functions φ, as shown in the next corollaries. Our next step is to find the explicit expression for the functions φ σ h and the polynomials P ρ l that we need in order to apply Theorem 3.9. This is done comparing the formula in equation (4.12) with the expansion of log Γ(−λ,S n ) given in point (2) of Definition 3.1. For, it is convenient to analyze separately the three type of terms appearing in equation (4.12) . The terms of the first type are
(1),n1 .
They can be compared with the terms
and this gives the identification of the indices: σ h = −α (2),h , for h = 0, . . . , H = N (2) . The terms of the second type are
Again, these are of the type of
and with h = p (2) − l, we have:
The terms of the last type are
and give terms of the type
Here we identify ρ l = −(p (2) − l), for l = 0, . . . , L = p (2) . Also note that the polynomial P ρ l (λ) vanish at λ = 0.
This analysis suggests to split the functions φ σ h (λ) appearing in point (2) of Definition 3.1 as follows.
Notation 4.3. We will write
with the identifications: σ h = −α (2) ,h in the first sum on the right side, and σ h = h − p (2) = −l and φ h−p (2) =φ −l in the last sum.
Using this notation and the previous analysis, we prove the following corollary. 
Corollary 4.5.
Proof. We compute the function Φ σ h (s) using Corollary 4.4 and the equations in the appendix. Note that the second term in bothφ σ h (λ) andφ σ h (λ) gives no contribution, since the contour does not involve the origin. Then, recalling the definition given in Lemma 3.6, we havẽ
the integral of the constant term vanishes, and we compute the first integral using equation (6.27 ) of the appendix. Note that the expansion at s = 0 is not uniform in the parameters. Therefore, we must first compute the value of the function for each possible allowed value of the parameters, and then obtain the expansion for small s. By a similar argument using equation (6.29) of the appendix, we can also computeΦ
Proof. Using the expansion of Γ(s + a) with a ∈ −N and a ∈ −N respectively, we obtain, near s = 0,
The previous corollaries and the following lemma are the principal steps in the proof of the main result of decomposition for the zeta function of a sum of two sequences. In fact, they show that we can obtain all the necessary information from the zeta functions of the summand sequences.
Lemma 4.7.
Proof. We use Lemma 3.5. By definition, we need the asymptotic expansion of log Γ(−λ, S n1 ) for large λ. Such expansion can readily be obtained from equation (4.12) at the beginning of the proof of Theorem 4.2. We get
where the E p (2) k (λ (1),n1 ) are finite constants. We just need the coefficients of the constant and of the logarithmic terms, so there are not contributions from the last two terms. Using the expansion given in Remark 2.13 for the first term, we obtain
This shows that the coefficient of the logarithmic term is
To find the coefficient of the constant term is a little bit harder. From one side, expanding
we see that the constant term of this part is
m . On the other side, recalling the powers of the binomial, we see that the unique contributions to the constant term of the term
α (2) ,h , in the expansion above are by the terms with positive integer exponents, namely
The reason for the equality is the following. First, notice that the sum over h is a finite sum even when N (2) = ∞. In fact, since the α (2),h form a decreasing sequence with unique accumulation point at −∞, there can be at most a finite numbers of non negative entries. Second, since s (1) is non negative, by the same reasoning as in the proof of Theorem 4.2, we can restrict the sum to h ≤ ℓ.
Collecting all together, the complete constant term is
The last contribution to the A x,j as given in Lemma 3.5, comes from the coefficients in the expansion for large λ of the functions φ σ h (λ). Actually, we only need the coefficients b σ h ,0,k . Using the formulas given in Corollary 4.4, and comparing with the formulas in Lemma 3.3, we obtain after some calculations
Rearranging, we have
Substituting these values in the formulas of Lemma 3.5 we have the thesis.
We are now in the position of giving the limit formula for S-sequences, namely the coefficients in the expansion
at s = 0. They are given in the following theorem, where the coefficients a (i),x,h and c (i),x,h are as in Remark 2.13.
Theorem 4.8. Suppose that α (1) ,N (1) < −p (2) −1, and −α (2) ,N (2) ≥ s (1) . Then, the zeta function associated to the sum sequence S (0) = {λ n1,n2 = λ (1),n1 +λ (2),n2 } ni∈N0 is regular at s = 0 and
Proof. By Theorem 4.2, S (0) is spectrally decomposable over S (1) with length ℓ and power κ = 1. Hence, we apply Theorem 3. 
by Corollary 4.6, Lemma 4.7 and Proposition 2.15. A further application of Proposition 2.15 gives the first formula stated in the theorem for ζ(0, S). The second formula in the theorem follows applying Proposition 2.14 (see also the remarks below). The proceedure followed in order to obtain the formula for the derivative is similar but much longer, and we omit the details.
It is important to observe that, applying Propositions 2.14 and 2.15, the formulas given in Theorem 4.8, can be written using only particular values or residues, i.e. zeta invariants, of the zeta functions associated to the two sequences S (i) . Explicit formulas are given in the next corollary. 
Some remarks on the formulas given in Theorem 4.8 and Corollary 4.9 are in order.
(1) The value of ζ(0, S (0) ) is given in the theorem by a simple formula where only the coefficients c (i),x,h of the asymptotic expansions of the heat functions of the two sequences (see Proposition 2.10) appear. This simple formula is a consequence of the general fact that the value of ζ(s, S (0) ) at zero is local, and therefore depends only on the expansion of the heat function f (t, S (0) ) for small t (by Mellin transform). This expansion can be obtained by taking the product of the two expansions of the f (t, S (i) ), and the formula follows. As well known a similar approach based on heat functions expansions is ineffective in general when the derivative of the zeta function at zero is concerned. (2) As observed after Theorem 3.9, there are two types of contributions coming from the decomposition of the sum defining ζ(s, S (0) ) (see Lemmas 3.4 and 3.5): those coming from the regular part, ζ 1 of Lemma 3.6, and those coming from the singular part, ζ 2 and ζ 3 . However, in the present case is characterized by two remarkable properties: first, s = 0 is a regular point, and second, there are no regular contribution to the finite part ζ(0, S (0) ). Both properties are consequences of the fact that S (0) is defined as linear combination of two sequences of spectral type. The properties of these type of sequences imply cancellations of some higher divergences in the sum as follows. The first property is due to the fact that the worst singularities of the two sequences (namely the double poles of the functions Φ σ h (s) of S (1) and the simple poles of ζ(s, S (2) ) never coincide (more precisely, if s = σ h is a pole for ζ(s, S (2) ), then Φ σ h (s) has not a double pole at s = 0). The second property follows from the fact that the coefficient a 0,1,n1 of the logarithmic term of log Γ(−λ,S n1 ) coincides with the sum of the coefficients b σ h ,0,1 of the logarithmic terms of the functions φ σ h (λ) see the proof of Lemma 4.7. This gives A 0,1 (s) = 0. This fact is not surprising if compared with the previous remark. For, the decomposition introduced in order to prove Theorem 3.9 is not necessary in order to compute the value of ζ(0, S), that accordingly is independent from the regular part (more precisely the contribution of the regular part vanishes). On the other side, the decomposition is necessary for ζ ′ (0, S (0) ), and the two contributions are both relevant here. This is discussed in the next remark. (3) By similar analysis as in the previous remark, we distinguish in ζ ′ (0, S (0) ) two contributions. The singular one, coming from ζ 2 and ζ 3 , is given by the first two lines (in the formula given in the theorem), and consists of two finite sums of products of the coefficients a (i),x,j of the expansions of the logarithmic Gamma function of the two sequences (see Lemma 3.3) and/or particular values of the two zeta functions ζ(s, S (i) ) (the conversion is done using Proposition 2.15). This contribution is the simpler one, and in fact decomposes completely on information coming from the zeta functions of the two summand sequences. The regular contribution has a more complicate description. It is the one in the last line of the theorem, and has been described more explicitely in the last four lines of the corollary. The analytic formulation of this contribution is clear: it is a 'regularized' double Weierstrass canonical product, where the regularized means the following. The inner product, defines a proper Weierstrass product, namely the function
Now, we consider the sequence of functions log Γ(λ (1),n1 , S (2) ), indexed by n 1 , and the sum
is well defined provided that we subtract all the divergent terms, namely all the terms in the expansion for large λ (1),n1 , i.e. for large n 1 , of the logarithmic Gamma function that behave like n x 1 with x ≥ −1. This is where the outer product comes from, and the subtract terms are those in the exponents. They correspond bijectively to the terms appearing in the singular part. See also the discussion of the two examples below, to clarify the nature of this regularized double product term. (4) The main difference between the formulation in the theorem and in the corollary is that in the theorem we gave some shorter formulas, where some coefficients of the asymptotic expansion of the functions log Γ(−λ, S (i) ) appear, while in the corollary we expanded as far as possible all this type of coefficients in terms of particular values of the zeta functions of the two summand sequences. We conclude this section with two examples. In the first, we illustrate our method by studying a simple well know classical case. In the second one we give the natural generalization of the classical Kronecker first limit formula for sequences of spectral type.
4.1. The classical Kronecker first limit formula. We describe the classical Kronecker first limit formula, and we show how to obtain this formula using Theorem 4.8. Recall that the Dedekind zeta function of a number field K is defined by
where a varies over the integral ideals of K and n(a) denotes their absolute norm, has an analytic continuation to the whole complex plane with a simple pole at s = 1, and satisfies the functional equation
where A(s) is a function with known analytic properties. The zeta function ζ K (s) can be decomposed into a finite sum
where A runs over the ideal class group of K. The Laurent expansion at s = 1 of ζ A (s),
is called the Kronecker first limit formula in the number field K, and the residue is independent of the ideal class A chosen. This fact is at the basis of the analytic determination of the class number of K. The evaluation of the finite part ρ(A) is great importance in analytic number theory. Using the functional equation of ζ A (s), we can reduce the Kronecker first limit formula to the expansion at s = 0
that shows the importance of the evaluation of the derivative of the zeta function in this context. The classical Kronecker first limit formula is the particular instance of equation (4.14) when the field is an imaginary quadratic field. In this case, the zeta function ζ A (s) reduces to the following zeta function (up to some known factors), called Eisenstein (or Epstein) zeta function
where τ = x + iy with y > 0, and the limit formula is
Using the opportune functional equation (see for example [20] Lemma 5), we obtain the expansion at s = 0
Since E(τ, s) = y s ζ(s, x, y), where
it is clear that we just need to study the zeta function ζ(s, x, y). It is also clear that ζ(s, x, y) decompose as the sum of zeta functions of the type described in Example 3.1. For simplicity, let consider here the particular case where x = 0. The relevant zeta function is
where S is the sequence
. This is a totally regular sequence of spectral type of exponent e = 1 2 , genus g = 0, infinite order N = ∞, α N = −∞. For, we have asymptotic expansions both for the the associated logarithmic Gamma function and for the associated heat function (see [27] Section 3.1):
From Remark 2.13 we obtain the indices α j = Thus S is totally regular. Moreover (compare with Proposition 2.14)
The associate zeta function is ζ(s, S) = ζ R (2s), and hence:
, it follows by Theorem 4.2 that S (0) is spectrally decomposable over S (1) . We deduce the length of the decomposition as follows. Since:
. . . so, in order to satisfy the condition: ℓ is the large integer such that −α (2),ℓ ≤ s (1) = 1 2 , we obtain ℓ = 2, and [|α (2) ,ℓ |] = [|α (2),2 |] = 0. Proceeding as above, we easily obtain the following information on the sequence S (1) = y 2 S. 1 − e −2πyn , and the Kronecker first limit formula for the zeta function ζ(s, y 2 S + S):
Using this results in equation (4.16), we obtain the expansion at s = 0 ζ(s, 0, y) = −1 − 2 log 2π − π 3 y + 4 log
to be compared with equation (4.15) , recalling that E(iy, s) = y s ζ(s, 0, y). 
4.2.
The generalized Kronecker first limit formula. Consider now the case where the sum sequence is S (0) = yS + S, with S some generic totally regular sequence of spectral type and y some positive real number. Then, ℓ = N (1) 
= g, and by Theorem 4.2, yS + S is spectrally decomposable over yS with finite length if α N < −g − 1. Assuming that this is the case, we can perform the same analysis as in the previous Section 4.1, and we obtain all necessary information on the indices, the coefficients, the length etc. A tedious but straightforward application of the formulas of Corollary 4.9 gives
and the generalized Kronecker first limit formula for the zeta function ζ(s, S + yS), 
The formula in equation (4.18) is a striking result, since the new spectral function η(τ, S) satisfies precisely the same functional equation satisfied by the classical Dedekind eta function appearing in the classical Kronecker first limit formula, described in Section 4.1. In fact, the symmetry of the double zeta function under twist of summation indices
implies that 
Some further applications
We consider two applications of our method in this section. These applications come from two cases of interest in geometry, namely we consider the zeta determinant of the Laplace operator of the cone over a compact manifold, and the zeta determinant of the Laplace operator of the product of two compact manifolds. For this reason, we first recall some basic facts about spectral properties of operators on manifolds, zeta determinants and analytic properties of the other spectral functions. In particular, we state these well known properties in the language of spectral sequences of Section 2.
Let M be a compact connected Riemannian manifold of dimension m. The (negative of the) metric Laplacian ∆ M has a positive real spectrum 0 < Sp + ∆ M = {λ 1 ≤ λ 2 ≤ . . . } (plus the possible null eigenvalue if M has no boundary), whose behavior for large n is known by the Weil formula:
. Moreover, it is well known (see for example [12] ) that there is a full asymptotic expansion for the trace of the heat kernel of the Laplacian for small t,
where the coefficients depend only on local invariants constructed from the metric tensor, and are in principle calculable from it (and all the coefficients of odd index vanish if the manifold has no boundary). We can apply the method of Section 2 to the sequence Sp + ∆ M . Using Propositions 2.10, 2.11, 2.14, 2.15 and Theorem 2.12, we can prove the following results. 
the point s = −k = 0, −1, −2, . . . are regular points and 
ν is a positive constant [7] . Note that, whenever the metric g can be obtained as induced metric by some embedding of C ν M in some Euclidean space, then the constant ν measures the singularity of C ν M . In fact, by passing to Cartesian coordinates, it is clear that C 1 M is a smooth Riemannian manifold in this case. Particular instances of this situations have been studied in [2] (m-ball), [26] (cone over a circle), and [30] (deformed spheres).
The zeta function on the cone C ν M , is defined by the series
2 , and by analytic extension elsewhere, and we are interested in the expansion of this function at s = 0. More precisely, the main purpose, in this context, is to provide formulas that relate the zeta invariants of the cone to the zeta invariants of the section, or, more generally, to some spectral invariants of the section, namely invariants that can be constructed using only the spectral information of the section. Therefore, our aim is to relate the coefficients of the expansion at s = 0 of ζ(s, Sp + ∆ Cν M ) to some spectral invariants of M .
For, following the standard approach [7] , we decompose the induced metric Laplacian on
on the eigenspaces of ∆ M , as in [3] or [26] , and we obtain the family of singular Sturm operators
that can be solved in term of Bessel functions (see [26] ). With the opportune boundary conditions, that generalize standard Dirichlet conditions (see [3] [26] [7] ), the positive spectrum of the metric Laplacian on the cone is
where the j 2 ν,k are the positive zeros of the Bessel function J ν . This means that the relevant zeta functions are:
where the second zeta function is the zeta function on the section of the cone, twisted by the parameter ν and shifted by the constant
. Note that, we must omit the zero mode when m = 1 in order to have a proper definition. Since the one dimensional case as been completely treated in [26] (see Example 5.4 below), we will assume m > 1 in the following; however, the approach presented here covers also the case m = 1.
The relevant sequences are
, and S = Sp + ∆ CνM . By Proposition 5.1, and using classical estimates for the zeros of Bessel functions, U and S are sequences of spectral type of genus , respectively. Next, we claim that the sequence S is spectrally decomposable over the sequence U . For, it is easy to see that S has relative genus (p 0 , p 1 , p 2 ) = and infinite order. The key point, in order to prove decomposability of S over U , is to show that the Fredholm determinant log Γ(−λ,S n ) associated to the sequenceS n = {S n /µ n }, has a uniform asymptotic expansion for large µ n . This is of course the key point in all development of spectral analysis on spaces with conical singularities, as can be seen reading the works of Cheeger. Such an expansion is known from asymptotic theory of special functions (see for example [19] 10.7). We obtain (see also [26] )
where the B k are the Bernoulli numbers, and the U k (z) are polynomials in z of order 3k. The first polynomials are given in [19] , where we can also find a recursive formula for the general ones. Writing
and this completes the proof of the decomposability of S over U . Using the functions φ(λ) given in equation (5.20) in the definition in Lemma 3.6, and the contour integral given in equation (6.30) of the appendix, we obtain the last functions necessary in order to apply Theorem 3.9, namely the functions Φ(s).
Note that the polynomial U h or D h represent a set of invariants that completely characterize the problem, namely the geometry of the cone, at least for what is concerned with the heat kernel and the zeta function. This emerges clearly from the results of [9] and [1] , as well as from the original results of Cheeger. In fact, all the formulas related to the analytic properties of the zeta function are given using information on the zeta function on the section and information contained in the above polynomials. Also note that D h (1) = − ζR(−h) h . Decomposability having been proved, we can now apply Theorem 3.9. We obtain 
Some remarks on this result are in order.
(1) An other interesting way of writing the last term in equation (5.23) is
(2) Equation (5.21) was given in [9] (equation (12)), and equation (5.22) in an incomplete form in [9] (equations (12) and (19)), and in complete form in [1] (equation (4.5)). The main result, equation (5.23) , is new in this form. However, it must be observed that a formula for the derivative of the zeta function at zero was also given in [1] (equations (9.8) or equations (3.8) plus (9.1) and (9.2)). The approach of [1] is based on purely heat kernels methods, and as a result the final formula for the derivative at zero contains a term (coming from their equation (9.2)) given by an integral of some complicate function, and should be compared with the last term appearing in equation (5.23). If we rewrite the last term of equation (5.23) in the more suggestive way as F (1), where
we see that the general term of the above series solves the integral appearing in the general term of the series in equation (9.2) of [1] . Therefore, the formula for the derivative at zero of the zeta function given in equation (5.23) can be interpreted as an evaluation of the integral appearing in the correspondent formula obtained using heat kernels methods in [1] . This fact is not too surprising, since the same happens in the number theoretical context as observed by Zagier in [34] pg. 154: namely, the finite term ρ(A) (see Section 4.1) in the Kronecker first limit formula for a real quadratic field was given by Hecke in 1917 by an expression where an integral involving some transcendental function appears. The main result of [34] is precisely to provide a series representation for this integral. In particular, comparing the result of Zagier (equation (5.4) and Section 7 of [34] ) with the function F (x) defined in equation (5.24)) the striking resemblance is clear. A similar behavior will reappear in the next case studied in Section 5.2. (3) If m is even, ζ(s, Sp + ∆ Cν M ) is regular at s = 0. In fact, we can apply for example Proposition 1 of [20] to write
where the e j (∆ M ) are the coefficients in the heat kernel expansion of ∆ M , namely
. Whenever m is odd, since j + 2k = m + 1, we have that in the above sum all the indices j of the heat coefficients e j (∆ M ) are odd, and therefore the coefficients vanish (recall M has no boundary). (4) If M = S m , the sphere of dimension m, and ν = 1, then
is regular at s = 0, where B k is the ball of dimension k. This is an expected result, since the k-dimensional ball is a compact connected Riemannian manifold. A throughfull analysis of this case was performed in [2] . However, this can also be deduced from the above formula as follows. It is known that the spectrum of the metric Laplacian on the sphere is Sp + = n(n + m − 1)
. Therefore, when ν = 1,
i.e. the eigenvalues are squares of natural numbers plus a constant. For general theoretical argument in zeta function theory (see for example [27] ), the zeta functions associated to these series are regular at s = − [26] . In such a case, the sequence S reduces to S = {j ν|n|,k } (with some care to multiplicity). Taking U = {νn}, explicit computations show that log Γ(λ, (νn) −2 S ν ) = − log I νn (νn √ −λ) − log We conclude with some remarks.
(1) We choose to omit the explicit formula for ζ ′ (0, Sp + ∆ M (1) + Sp + ∆ M (2) ) because it is essentially the same formula appearing in Theorem 4.8 or in Corollary 4.9, up to the values of the exponent, genus, length, etc. This is in fact a general formulation, valid for any two manifolds. The difference appears in applications, where the values of the zeta invariants of the two summand manifolds are explicitely known (see the following Example 5.6).
(2) We can use the coefficients e (i),k of the trace of the heat kernels to obtain the coefficients c (i),α,j (see equation (5.19)), and therefore using Proposition 2.14 some of the coefficients in the formula given in Corollary 4.8 for ζ ′ (0, Sp∆ M (1) +Sp∆ M (2) ). But in general, the information given by the e (i),k is not sufficient to obtain all the coefficients, since by Proposition 2.15, the value of the finite part of the zeta function at positive integer α = 1, . . . , g is given by the coefficients a α,j , and accordingly to Proposition 2.10 the a α,0 can not be obtained from the c α,k in this case. (3) As in Section 5.1, a result for the zeta determinant using pure heat kernels methods is possible in this case. For in the case of a product manifold, one can write the regular term in the Mellin transform of the heat function by adding and subtracting the singular part of the integrand (see for example [14] Section 3), since this singular part is known as it corresponds to the product of the expansions of the heat kernels of the factors. This approach provides a formula for the regularized determinant involving, in the regular part, a finite integral of some complicate function, and was used in a somehow formal way in [11] . Since some derivative of the logarithmic Gamma function Γ(−λ, S) is the Mellin Laplace transform of the heat function (see the proof of Proposition 2.7 of [25] for details), the result for ζ ′ (0, S (0) ) given in Theorem 4.8 and its corollary, is an evaluation of the finite integrals appearing in the formulas given in Section 3 of [11] . 
Appendix
We give in this appendix explicit formulas for some tricky countour integrals appearing in the text. Since the proofs can all be reduced to a common strategy, we give the proof of just one meaning case (see also [26] ).
Let Λ θ,c = {λ ∈ C | | arg(λ−c)| = θ}, 0 < θ < π, 0 < c < 1, a real, k = 0, 1, 2, . . . , then we have the following formulas 
