Uninorms, aka. FLe-algebras over [0, 1] , play a prominent role both in the theory and the applications of Aggregations and Mathematical Fuzzy Logic. In this paper the class of group-like uninorms is introduced and characterized. First, two variants of a general construction -called partial-lexicographic product -will be recalled; these construct group-like FLe-algebras. Then two particular ways of applying the partial-lexicographic product construction will be specified. The first method constructs, starting from R and modifying it in some way by Z's, what we call basic group-like uninorms, whereas with second method one may modify any group-like uninorm by using Z and a basic group-like uninorm to obtain another group-like uninorm. All group-like uninorms obtained this way have finitely many idempotent elements. On the other hand, we prove that given any group-like uninorm which has finitely many idempotent elements, it can be constructed by consecutive applications of the second construction (finitely many times) using only basic group-like uninorms. So any basic group-like uninorm can be built using the first method, and any group-like uninorm which has finitely many idempotent elements can be built by the second method using only basic group-like uninorms. In this way a complete characterization for group-like uninorms which possess finitely many idempotents is given. The paper is illustrated with several 3D plots of group-like uninorms.
Introduction
Mathematical fuzzy logics have been introduced in [3] , and the topic is a rapidly growing field ever since. In this field a crucial role is played by t-norms, t-conorms, and uninorms [7] . viber Since for any involutive FL e -chain t = f holds, one extremal situation is the integral case, that is, when t is the top element of the universe and hence f is its bottom one (this is essentially the t-norm case), and the other extremal situation is the group-like case when the two constants coincide. Prominent examples of grouplike FL e -algebras are lattice-ordered Abelian groups and odd Sugihara algebras, the latter constitute an algebraic semantics a logic at the intersection of relevance logic and fuzzy logic [2] . These two examples are also extremal in the sense that lattice-ordered Abelian groups have a single idempotent element, namely the unit element, whereas all elements of any odd Sugihara algebra are idempotent. In order to narrow the gap between the two extremal classes mentioned above, in [6] a deeper knowledge have been gained about the structure of group-like FL e -chains, including a Hahn-type embedding theorem, and a representation theorem by means of totally-ordered abelian groups and a there-introduced construction, called partiallexicographic product. The representation theorem has a crucial role in proving the results of this paper. First, we adopt the partial-lexicographic product construction to the setting of group-like uninorms, by introducing two particular ways of applying it. These applications use only R and Z. With these variants one can construct group-like uninorms having finitely many idempotent elements. Our main theorem asserts that all group-like uninorms having finitely many idempotent elements can be constructed by using these two variants.
Ultimately, it follows that all these uninorms can be constructed by the mentioned two variants of the partial lex-product construction using only R and Z.
Another interpretation of the same result is that all these uninorms can be built by the second variant of the partial lex-product construction using only basic grouplike uninorms. If understood this way then there is a striking similarity between this characterization and the well-known ordinal sum representation of continuous t-norms of Mostert and Shields (see [9] ) as ordinal sums of continuous archimedean t-norms: replace 't-norm' by 'uninorm', 'continuous' by 'group-like with finitely many idempotent elements', 'continuous archimedean t-norm' by 'basic group-like uninorm', and 'ordinal sum construction' by 'the second variant of the partial lex-product construction'. Besides, according to the classification of continuous archimedean t-norms, any continuous archimedean t-norm is order-isomorphic to either the Łukasiewicz t-norm or the Product t-norm, so there are two prototypes. In our setting basic group-like uninorms have ℵ 0 prototypes, one for each natural number.
Preliminaries
Definition 1. For a chain (a linearly ordered set) (X, ≤) and for x ∈ X define the predecessor x ↓ of x to be the maximal element of the set of elements which are smaller than x, if it exists, define x ↓ = x otherwise. Define the successor x ↑ of x dually. We say for Z ⊆ X that Z is discretely embedded into X if for x ∈ Z it holds true that
If H is subalgebra of an odd FL e -algebra X, and H is discretely embedded into X then we denote it by H ≤ d X. We denote by R and Z the odd FL e -chain of the reals and the integers, respectively. Crucial for our purposes will be the so-called partial lexicographic product construction. Denote the lexicographic product by ← ×. 
and let X V W ← ← × Y, the type III partial lexicographic product of X, V, W and Y be given by
where ≤ is the restriction of the lexicographical order of ≤ X and ≤ Y ∪{ ,⊥} to
In the particular case when W = V, we use the simpler notation
× Y and call it the type I partial lexicographic product of X, V, and Y. B. Assume that X gr is discretely embedded into X. Add a new element to Y as a top element and annihilator. Let V ≤ X gr . Let
and let X V ← × Y, the type IV partial lexicographic product of X, V and Y be given by
where ≤ is the restriction of the lexicographical order of ≤ X and ≤ Y ∪{ } to
(1)
In the particular case when V = X gr , we use the simpler notation X
× Y and call it the type II partial lexicographic product of X and Y.
The main theorem on which we shall rely on asserts that up to isomorphism, any odd FL e -chain which has only finitely many positive idempotent elements can be built by iterating finitely many times the type III and type IV partial lexicographic product constructions using only linearly ordered abelian groups, as building blocks.
Theorem 2. If X is an odd FL e -chain, which has only n ∈ N, n ≥ 1 idempotents in its positive cone then there exist linearly ordered abelian groups G i (i ∈ {1, 2, . . . , n}),
. . , n − 1}), and a binary sequence ι ∈ {III, IV } {2,...,n} such that X X n , where X 1 := G 1 and for i ∈ {2, . . . , n},
(2) Lemma 1.
[4] For any odd FL e -algebras A, B, C, it holds true that
that is, if the algebra on one side is well-defined then the algebra on the other side is well-defined, too, and the two algebras are isomorphic. 1 Note that intuitively it would make up for a coordinatewise definition, too, in the second line of (1) to define it as (x * , ⊥). But ⊥ is not amongst the set of possible second coordinates. However, since Xgr is discretely embedded into X, if (x * , ⊥) would be an element of the algebra then it would be equal to ((x * ) ↓ , ). 2 The rank of an involutive FLe-algebra is positive if t > f , negative if t < f , and 0 if t = f .
Structural description
Proposition 1. The following statements hold true.
1. Any type III extension which is not of type I has a gap outside its group part. 2. Any type IV extension which is not of type II has a gap outside its group part. 3. If an odd FL e -algebra has a gap outside its group part then any type I extension of it has a gap outside its group part, too. 4. If an odd FL e -algebra has a gap outside its group part then any type II extension of it has a gap outside its group part, too.
Proof. The statements are direct consequences of the definition of partial lexicographic products:
Lemma 2. For any odd FL e -algebras A, H, L, B, such that H ≤ A gr , it holds true that
that is, if the algebra on one side is well-defined then the algebra on the other side is well-defined, too, and the two algebras are isomorphic.
Proof. By definition, the left-hand side is well-defined if and only if
The right-hand side is well-defined if and only if
(ii) L gr is discretely embedded into L. Clearly, (ii) implies (i). Now, assume (i). Then L gr cannot be finite. Indeed, if L gr were finite then by taking its largest element l ∈ L gr , the element (1 H , l) ↑ must be greater than (1 H , l) since H×L gr is discretely embedded into (H×L)∪(A×{⊥ L }). Therefore, (1 H , l) ↑ is either equal to (1 H , l ↑ ) which is not in H × L gr since l was chosen the greatest element in L gr , or equal to (1 H , ) which is not in H ×L gr either. Thus, L gr is infinite, and hence for any (h, l) ∈ H×L gr it holds true that (h, l) ↑ = (h, l ↑ ) ∈ H×L gr and (h, l) ↓ = (h, l ↓ ) ∈ H × L gr , that is, (ii) holds.
, therefore the universe of the left-hand side is
On the other hand, the universe of L Hence the universe of the right-hand side is
so the underlying universes of the two sides coincide. Clearly, the unit elements are the same. Since the monoidal operation of a partial lexicographic product is defined coordinatewise, the respective monoidal operations coincide, too. Since both algebras are residuated and the monoidal operation uniquely determines its residual operation, it follows that the residual operations coincide, too, hence so do the residual complements.
If the underlying universes of two odd FL e -chains X, Y are order isomorphic then we will denote it by X o Y Lemma 3. Let A and D be odd FL e -chains, H ≤ A gr . The following statements are equivalent.
Proof. Sufficiency has been proved in [4, Proposition 8] . Denote C = A H ← ← × D for short. To prove the necessity, assume C o R.
(i) If D had a least element l then for some h ∈ H, (h, ⊥) < (h, l) would make a gap in C, a contradiction. An analogous argument shows that D cannot have a greatest element either. Next, if A had a least or a greatest element (l or g) then (l, ⊥) or (g, ⊥) would be the least or the greatest element of C, a contradiction.
(ii) If D is not densely ordered then there exists a gap a < b in D. Then for h ∈ H, (h, a) < (h, b) is a gap in C, a contradiction. If A is not densely ordered then there exists a gap a < b in A. Then (a, ) < (b, ⊥) is a gap in C when a ∈ H, and (a, ⊥) < (b, ⊥) is a gap in C when a ∈ A \ H, contradiction.
(iii) Let Q 2 be a countable and dense subset of C. We prove that Q :
} is a countable and dense subset of A. Indeed, Q is clearly nonempty and countable, too, since so is Q 2 . To show that Q is a dense subset of A, let a ∈ A \ Q arbitrary. Take an arbitrary open interval ]b, c[ containing a. Since Q 2 is a dense subset of C, we can choose an element (r, s)
In both cases, r ∈ Q and b < r < c holds, so we are done.
Next, we prove that H is countable. It suffices to prove H ⊆ Q since Q is a countable. Assume there exists h ∈ H \ Q. Then {h} × (D ∪ { , ⊥}) ⊂ C \ Q 2 would follow, showing that there is no element in Q 2 between (h, ⊥) and (h, ). However there should be, since D is nonempty. It is a contradiction to Q 2 being a dense subset of C.
Finally, we prove that (iv) To prove that A is Dedekind complete we proceed as follows. Take any nonempty subset of V ⊆ A which has an upper bound b ∈ A.
Because the second coordinate of any element of V 2 is ⊥, it follows that when (m, m 3 ) is an upper bound of V 2 then also (m, ⊥) is an upper bound of it. Therefore, (m, ⊥) ∈ C is the supremum of V 2 , and hence m is the supremum of V .
To prove that D is Dedekind complete we proceed as follows. Take any nonempty subset of V 3 ⊆ D which has an upper bound b 3 ∈ D. Choose an element h from H. -First we prove that A o R and B o R.
-Since partial lexicographic products clearly inherit the boundedness of their first component, and since D has neither least nor greatest element, it follows that C, and in turn, A has neither least nor greatest element. If B had a greatest element g then, since t C ∈ C gr , it would yield (t C , g) < (t C , B ) be a gap in D, a contradiction. Since B is involutive, it cannot have a least element either, because then it would have a greatest one, too.
-We prove that A and B are densely ordered. Assume A isn't. Then there exists
In all cases, there is a gap c < d in C such that c, d ∈ C \ C gr , thus yielding a gap (c, B ) < (d, B ) in D, a contradiction. If B were not densely ordered witnessed by a gap a 4 < b 4 then for t C ∈ C gr , (t C , a 4 ) < (t C , b 4 ) would be a gap in D, a contradiction.
-Next we prove that A and B are Dedekind complete. First assume B isn't. Then there exists a nonempty subset X 4 of B bounded above by b 4 ∈ B such that X does not have a supremum in B. Then for any a 2 ∈ C gr , the set {(a 2 , x) | x ∈ X 4 } ⊆ D is nonempty, it is bounded from above by (a 2 , b 4 ), and it does not have a supremum in D, a contradiction. Second, we assume that A is not Dedekind complete, that is, there exists a nonempty subset X of A bounded above by b ∈ A such that X does not have a supremum in A. Let -We prove that H and L gr are countable. Assume than any of them isn't. Then, since C gr = H × L gr , it follows that C gr is uncountable, too. In the preceding item, we proved that D 4 is nonempty. In complete analogy, we can prove that for any c 2 ∈ C gr , D c2 = {a 4 ∈ B | (c 2 , a 4 ) ∈ D 3 } is nonempty either. But it means that for any c 2 ∈ C gr , there is an element (c 2 , y c2 ) in D 3 . Since c 2 → (c 2 , y c2 ) is injective, it follows that D 3 is uncountable, a contradiction. -Finally we prove the statements about L.
(t H , l) ↑ is equal to (t H , l ↑ ) and it is in H × L gr . Thus, l ↑ ∈ L gr . Summing up, L gr is discretely embedded into L.
-If L had a greatest element g then (t H , g, B ) < (t H , L , B ) were a gap in D, a contradiction. Since L is involutive, it cannot have a least element either, because then it would have a greatest one, too.
-Next we prove that L is Dedekind complete. Let an arbitrary ∅ = L 1 ⊂ L be bounded above by l ∈ L. Then {(t H , l 1 , B ) | l 1 ∈ L 1 } ⊂ D is nonempty, it is bounded from above by (t H , l, B ), and since D is Dedekind complete, there exists a supremum (x, y, z) of it in D. Clearly, x = t H and for any l 1 ∈ L 1 , l 1 ≤ y ≤ l holds. The latest implies y ∈ L. But then y is the supremum of L 1 . Indeed, if for any l 1 ∈ L 1 , l 1 ≤ z < y would hold then (t H , z, B ) would also be an upper bound of L 1 , a contradiction.
-If there were a gap l 1 < l 2 in L formed by two non-invertible elements then D ⊃
We prove that D L is a countable and dense subset of L. Indeed, D L is clearly countable since so is D 3 , and
Assume that there is l 1 ∈ D L \ L such that l 1 is not an accumulation point of D L . Since L has neither least nor greatest element, there is s, v ∈ L such that s < l 1 < v and there is no element of D L strictly in between s and v. If l 1 ∈ L gr then choose a, b, c ∈ B such that a < b < c ; then (t H , l 1 , b) ∈ D is not an accumulation point of D 3 witnessed by its neighborhood D (t H , l 1 , a) < (t H , l 1 , c) ∈ D, a contradiction. Hence we can assume l 1 ∈ L \ L gr . If v ∈ L \ L gr then there exists w ∈ L such that l 1 < w < v since there exists no gap in L formed by two elements of L \ L gr , whereas if v ∈ L gr then w := v ↓ < v holds since L gr is discretely embedded into L, and L \ L gr l 1 = v ↓ ∈ L gr . In both cases s < l 1 < w < v follows. Therefore, (t H , l 1 , B ) is not an accumulation point of D 3 witnessed by its neighborhood
Lemma 5. Any linearly ordered abelian group G which is Dedekind complete and satisfies x ↓ < x < x ↑ is isomorphic (qua an FL e -algebra) to Z.
Proof. First we prove that G is archimedean. If not then there exists x, y ∈ G + such that for any n ∈ N, a (n) < b. Then X = {a (n) | n ∈ N} is bounded from above by b, and hence, using that G is Dedekind complete, it has a least upper bound m. It holds true that a (n) is strictly increasing since a ∈ G + : a n+1 = a n * • a ≥ a n * • 1 = a n holds since a is positive and * • is increasing in both arguments. If a n+1 were equal to a n for some n ∈ N then a cancellation by a n would imply a = 1, a contradiction to a > 1.
We obtain m / ∈ X since a n = m for some n ∈ N would then imply a n+1 > m, a contradiction to m being an upper bound of X. By the hypothesis m ↓ < m holds, and we state that m ↓ is an upper bound of X, too, otherwise there were an element a n ∈ X such that a n > m ↓ , that is, a n ≥ m, that is, a n = m since m is an upper bound of X, a contradiction. This contradicts to m being the least upper bound of X.
By Hölder theorem, archimedean totally ordered abelian groups are embeddable into R. Invoking the last assumption of the lemma, it follows that G is isomorphic to a discretely ordered subgroup of R, hence it is isomorphic to Z. The isomorphism naturally extends to an isomorphism between the respective FL e -algebras. Proof. Assume G o R. Then G is archimedean. Indeed, assume it is not. Then there exist two elements a, b > 1 in G such that for any n ∈ N, a n < b. Since G o R, G is Dedekind complete. Therefore, since {a n | n ∈ N} is bounded from above by b, it has a supremum m. We shall prove that m is an idempotent element, and it is different from the unit element 1, contradicting to G being a group. (i) m is idempotent: m * • m = (sup n∈N a n ) * • (sup n∈N a n ). Since G is residuated, * • distributes over arbitrary joins. Hence, (sup n∈N a n ) * • (sup n∈N a n ) = sup n∈N (a n * • a n ) = sup n∈N a 2n = m. (ii) m > 1: Since a 0 = 1 it is sufficient to prove that a n is strictly increasing, which holds true; adapt here the related proof of Lemma 5. Therefore, G is archimedean. By the Hölder theorem G embeds into the additive group of reals. Now, as it is well-known, a subgroup of the additive group of reals is either isomorphic to the the additive group of integers, or it is a dense subset of the reals. The G o R condition leaves only the latter case, and Dedekind completeness implies that the universe of G is equal to the set of real numbers. 
Lemma 8. Let n ∈ N, n ≥ 1. For i = 1, . . . , n, let G i be linearly ordered abelian groups.
Proof. Induction on n. If n = 1 then G 1 is a linearly ordered abelian group and G 1 o R. By Lemma 7, G 1 R. The case n = 2 is concluded by Lemmas 6 and 7. Assume the statement holds for k − 1. An application of Lemma 6 to G 1
By the induction hypothesis, for 2 ≤ i ≤ k − 1, G i Z and G n R, and we are done. We are ready to prove the main theorem: Theorem 3 is a representation theorem for those group-like uninorms which has finitely many idempotent elements, by means of basic group-like uninorms and the type I partial-lexicographic product construction. Alternatively, one may view Theorem 3 as a representation theorem for those grouplike uninorms which has finitely many idempotent elements, by means of Z and R and the type I and type II partial-lexicographic product constructions.
Theorem 3. (Representation by basic group-like uninorms) If U is a group-like uninorm, which has finitely many (m ∈ N, m ≥ 1) idempotents in its negative cone then there exists a sequence k ∈ N {1,...,m} such that U U m , where for i ∈ {1, . . . , m},
where for 2 < i ≤ m, H i−1 is a countable subgroup of (U i−1 ) gr .
Proof. Consider the group representation of U according to Theorem 2: Since X n U o R, X n cannot have any gaps, and by Proposition 1 it follows that all extensions in its group representation are either of type I or type II. More formally, there exist linearly ordered abelian groups G i (i ∈ {1, 2, . . . , n}),
. . , n − 1}), and a binary sequence ι ∈ {I, II} {2,...,n} such that U X n , where X 1 := G 1 and for i ∈ {2, . . . , n},
Induction on l, the number of type I extensions in the group representation. If l = 0 then by Lemma 1 the brackets can be omitted, thus U G 1 ← × G 2 ← × . . . ← × G n . By denoting k 1 = n − 1, Lemma 8 confirms U U k1 . Let l ≥ 1 and assume that the statement holds for l − 1, and that U has l type I extensions in its group representation. There are two cases:
If ι n = I then U X n−1 Hn−1 ← ← × G n and by Lemma 3, X n−1 o R, G n o R, and H n−1 is countable. By Lemma 7, G n R = U 0 . Applying the induction hypothesis to X n−1 concludes the proof.
If ι n = II then let j = max{i ∈ {1, . . . , n} | ι i = I}. Note that this set in nonempty, since l ≥ 1, that is, there is at least one type I extension in the group representation. Then
By Lemma 1 it is isomorphic to
and by Lemma 2 it is isomorphic to 
