The mechanical behaviour of a poroelastic medium permeated by multiple interacting fluid networks can be described by a system of time-dependent partial differential equations known as the multiple-network poroelasticity (MPET) equations or multi-porosity/multi-permeability systems. These equations generalize Biot's equations, which describe the mechanics of the one-network case. The efficient numerical solution of the MPET equations is challenging, in part due to the complexity of the system and in part due to the presence of interacting parameter regimes. In this paper, we present a new strategy for efficiently and robustly solving the MPET equations numerically. In particular, we introduce a new approach to formulating finite element methods and associated preconditioners for the MPET equations. The approach is based on designing transformations of variables that simultaneously diagonalize (by congruence) the equations' key operators and subsequently constructing parameter-robust block-diagonal preconditioners for the transformed system. Our methodology is supported by theoretical considerations as well as by numerical results.
1. Introduction. In this paper, we consider the preconditioned iterative solution of finite element discretizations of the multiple-network poroelasticity (MPET) equations. These equations traditionally originate in geomechanics where they are also known under the term multi-porosity/multi-permeability systems [1] . The MPET equations generalize Biot's equations [2] from the one network to the multiple network case, and multi-compartment Darcy (MPT) equations [17] from a porous (but rigid) to a poroelastic medium. Over the last decade, the MPT and MPET equations have seen a surge of interest in biology and physiology; e.g. to model perfusion in the heart [17, 12] , cancer [21] brain [11] or liver [3] , or to model the interaction between elastic deformation and fluid flow and transport in the brain [5, 6, 18, 23, 24, 25] .
Concretely, the quasi-static MPET equations read as follows [1] : for a given number of networks J ∈ N, find the displacement u and the network pressures p j for j = 1, . . . , J such that − div(2µε(u) + λ div uI) + j α j ∇ p j = f, (1.1a) s jṗj + α j divu − div K j ∇ p j + i ξ j←i (p j − p i ) = g j , (1.1b) where u = u(x, t) and p j = p j (x, t) for x ∈ Ω ⊂ R d (d = 1, 2, 3) and for t ∈ (0, T ]. Physically, the equations (1.1) describe a porous and elastic medium permeated by a number of fluid networks under the assumptions that the solid matrix can be modeled as isotropic and linearly elastic with Lamé constants µ > 0 and λ > 0, and the transfer between the networks is regulated by the corresponding pressure differences with exchange coefficients ξ j←i ≥ 0. For each network j, we define the Biot-Willis coefficient α j ∈ (0, 1] such that j α j ≤ 1, the storage coefficient s j > 0, and the hydraulic conductivity tensor K j = κ j /ν j > 0 with κ j and ν j being the permeability and fluid viscosity, respectively. Moreover, ∇ denotes the column-wise gradient, ε is the symmetric gradient, div denotes the (row-wise) divergence the superposed dot denotes the time derivative(s), and I denotes the identity matrix. On the right hand side, f represents body forces and g j sources (or sinks) in network j for j = 1, . . . , J.
The MPT equations represents a reduced version of (1.1) that result from ignoring the elastic contribution of the solid matrix. These equations then read as follows: for a given number of networks J ∈ N, find the network pressures p j for j = 1, . . . , J such that
where for i, j = 1, . . . , J, p j = p j (x) for x ∈ Ω ⊂ R d (d = 1, 2, 3), the parameters K j and ξ j←i remain the hydraulic conductivity and exchange coefficients, respectively, and g j again represents other sources (or sinks) in each network.
The relative size of the conductivities K j and the exchange coefficients ξ j←i may vary tremendously in applications. Large parameter variation is certainly present in applied problems of a physiological nature; a selection of representative parameter values, from research literature, is given in Table 1 .
Here, we see that the hydraulic conductivities span four orders of magnitude while the exchange coefficients span fourteen orders of magnitude. Hence, there is a need for preconditioners that are robust with respect to variations in parameters. Physiological applications, in particular, can benefit from preconditioners which are robust with respect to K j , ξ j←i and λ as in (1.1) and (1.2) .
With this in mind, parameter-robust numerical approximations and solution algorithms for (1.1) is currently an active research topic. In the nearly incompressible case λ 1, the standard two-field variational formulation of (1.1) is not robust. To address this challenge, we introduced and analyzed a mixed finite element method for the MPET equations based on a total pressure formulation in [15] . We note that the total pressure in case of one network was presented in [19, 14] . Hong et al. [7] shortly thereafter presented a three-field-type formulation involving the displacement, the network fluid fluxes and the network pressures targeting a range of parameter regimes. Uzawa and splitting schemes was further developed for the three-field-type formulations in [9, 8] . Alternatives to these fully coupled approaches in the form of splitting schemes has been analyzed by Lee [13] . Regarding the iterative solution and preconditioning of the coupled formulations, a robust preconditioner for Biot's equations (the case for J = 1) was presented by Lee et al. [14] . Hong et al. [7] presented both theoretical results and numerical examples regarding parameter-robust preconditioners.
In this paper, we present a new approach for preconditioning linear systems of equations resulting from a conforming finite element discretization of the total pressure variational formulation of the MPET equations. The key idea, as introduced for the MPT equations in [20] , to design a parameter-dependent transformation of the pressure variables p = (p 1 , . . . , p J ) into a set of transformed variablesp. The transformation should be such that the originally coupled exchange operator decouples while the originally decoupled diffusion operator stays decoupled (diagonal). The design of such a transform hinges on the concept of diagonalization by congruence and associated matrix theory. After transformation, we then define a natural block diagonal preconditioner for the transformed system of equations. This strategy yields a parameter-robust preconditioner, which we both prove theoretically and demonstrate numerically.
This manuscript is organized as follows. We introduce notation and review relevant preconditioning and matrix theory in Section 2. We briefly consider the reduced case of the MPT equations in Section 3 before turning to the analysis of the preconditioner for the MPET equations in Section 4. Finally, we present some conclusions and outlook in Section 5.
Preliminaries.
In this section, we briefly review preconditioning of parameterdependent systems in Section 2.1, matrix theory for diagonalization by congruence in Sections 2.2-2.3 and notation for the remainder of the manuscript in Section 2.4.
2.1.
Preconditioning of parameter-dependent systems. In this paper, we consider the preconditioning of discretizations of the systems (1.1) and (1.2) under large parameter variations. Therefore, we begin by summarizing core aspects of the theory of parameter-robust preconditioning as presented in [16] . We will apply this theory for formulations of the MPT equations (1.2) and MPET equations (1.1) in the subsequent sections.
Let X be a separable, real Hilbert space with inner product ·, · X , norm · X and dual space X * . Let A : X → X be an invertible, symmetric isomorphism on X such that A ∈ L(X, X * ) where L(X, X * ) is the set of bounded linear operators mapping X to its dual. Given f ∈ X * consider the problem of finding x ∈ X such that
The preconditioned problem reads as follows
where B ∈ L(X * , X) is a symmetric isomorphism defining the preconditioner. The convergence rate of a Krylov space method for this problem can be bounded in terms of the condition number κ(BA) where
Here, the operator norm A L(X,X * ) is defined by
Now, for a parameter ε (or more generally a set of parameters ε) consider the parameter-dependent operator A ε and its preconditioner B ε . Assume that we can choose appropriate spaces X ε and X * ε such that the norms
are bounded independently of ε. Similarly, we assume that we can find a preconditioner B ε such that the norms B ε L(Xε,X * ε ) and B −1 ε L(X * ε ,Xε) are bounded independently of ε. Given these assumptions, the condition number κ(B ε A ε ) will be bounded independently of ε. We will refer to such a preconditioner as robust in (or with respect to) ε.
Simultaneous diagonalization of matrices by congruence.
The following definitions and results from matrix theory [10] , in particular concepts related to simultaneously diagonalization of matrices by congruence, will be used in Sections 3 and 4.
By definition, a matrix C ∈ C n×n is diagonalizable if C is similar to a diagonal matrix i.e. there exists an invertible P ∈ C n×n such that P −1 CP is diagonal [10, Definition 1.3.6]. On the other hand, a matrix A is diagonalizable by congruence if there exists a P such that P T AP is diagonal. Further, matrices A, B ∈ C n×n are simultaneously diagonalizable by congruence if there exists a P such that P T AP and P T BP are both diagonal [10] .
Assume that A, B ∈ C n×n are symmetric and that A is non-singular. Then A, B are simultaneously diagonalizable by congruence if and only if C = A −1 B is diagonalizable [10, Theorem 4.5.17a-b p. 287]. In our case A will represent a positive definite, real and symmetric matrix; thus A −1 exists and is also symmetric. Moreover, B will be real and symmetric as well; therefore C = A −1 B will satisfy the identity
The above equation shows that C is similar to A −1/2 BA −1/2 . Since A −1/2 BA −1/2 is real and symmetric there exists an orthonormal matrix Q, i.e. Q −1 = Q T , and a diagonal matrix D such that
Thus, the matrix S −1 = QA 1/2 provides a similarity transformation diagonalizing C; i.e. S −1 CS = D. It follows from [10, Theorem 4.5.17 ] that such an A and B are therefore similar by congruence.
The construction of the congruence relation P , yielding both P T AP = D 1 and P T BP = D 2 , is straightforward for the case when C = A −1 B has n distinct eigenvalues. In this case C has n linearly independent eigenvectors; if {v 1 , . . . , v n } denote these eigenvectors then P = [v 1 , . . . , v n ] is the matrix whose j-th column is v j . When the eigenvalues of C are not distinct: P can be realized as the product of block-wise eigenvector matrices. The general procedure for this case is discussed in [10] and we will present an example in Section 3.
Change of variables versus diagonalization by congruence. Let A :
Q → Q * , B : Q → Q * be symmetric linear operators over a Hilbert space Q with n components. Consider the following variational problem: find p = (p 1 , . . . , p n ) ∈ Q such that
for all q ∈ Q, a given source f ∈ Q * and inner product ·, · . Now, introduce a change of variables of p into a new set of variablesp. We denote the (inverse) change of variables transform by P ; that is p = Pp,p = P −1 p.
Inserting the change of variables into (2.4), we obtain the alternative system of equations in terms ofp:
for allq where q = Pq. Thus, if there exists an invertible transform P that simultaneously diagonalizes A and B by congruence, the system (2.4) in the new variables (2.5) decouples and reduces to a diagonal system of equations:
where D A = P T AP and D B = P T BP are diagonal linear operators. The matrix theory summarized in Section 2.2 gives precisely the conditions for the existence and construction of such a P .
Notation.
In the subsequent manuscript, we use the following notation. Let Ω be an open, bounded domain in R d , d = 2, 3, with Lipschitz polyhedral boundary ∂Ω. We denote by L 2 (Ω) the space of square integrable functions on Ω with inner product ·, · and norm · . We denote by H m (Ω) the standard Sobolev space with norm · H m and semi-norm | · | H m for m ≥ 1 and H m (Ω; R d ) the corresponding d-vector fields. We use H m 0 to denote the subspace of H m (Ω) with vanishing trace on the boundary Γ ⊂ ∂Ω. We introduce the parameter-dependent L 2 -inner product and norm:
for α ∈ L ∞ (Ω), α(x) > 0, and p ∈ L 2 (Ω) (and similarly for vector or tensor fields).
Preconditioning the MPT equations via diagonalization.
We begin by summarizing our novel approach to variational formulations and associated preconditioning of the MPT equations. This approach was introduced in [20] . The core idea is to reformulate the MPT (and MPET) equations using a change of pressure variables p. In particular, we aim to find a transformation of the variables p →p such that the transformed system of pressure equations decouple. Here, we briefly illustrate the core idea, formulation of the MPT equations and resulting preconditioner, and refer to [20] for more details. This approach is then extended to the MPET equations in Section 4.
3.1. The MPT equations in operator form. We consider the MPT equations as defined by (1.2). We further impose homogeneous Dirichlet boundary conditions for all pressures: p j = 0 on ∂Ω for 1 ≤ j ≤ J. We write p = (p 1 , p 2 , . . . , p J ), and g = (g 1 , g 2 , . . . , g J ). Define ξ j = J i=1 ξ j←i for each 1 ≤ j ≤ J. The system (1.2) can be expressed in operator form as
We note that K is real, positive definite and diagonal (and thus invertible), and that E is real, symmetric and (weakly row) diagonally dominant by definition. In particular, E is symmetric positive semi-definite because of the identity
A naive block diagonal preconditioner B MPT can be constructed by taking the inverse of the diagonal blocks of A MPT . However, as we demonstrated in [20] , the resulting preconditioner is not robust with respect to variations in the conductivity and exchange parameters. In fact, the condition numbers increased linearly with the ratio between the exchange and conductivity coefficients.
Change of variables using diagonalization by congruence.
In this section we discuss a new formulation for the MPT equations, which in turn easily offers a parameter-robust preconditioner.
Let P ∈ R J×J be an invertible linear transformation defining a change of variables and letp andq be the new set of variables such that
with q = (q 1 , q 2 , . . . , q J ) and similarly forq,p. In light of the discussion in Section 2.3, we aim to find a transformation P that simultaneously diagonalizes K and E by congruence. We observe that C = K −1 E is diagonalizable since K is positive definite and diagonal, and E is symmetric. By matrix analysis theory, see Section 2.2 and references therein, there exists indeed such a P . Substituting (3.4) in (3.1) and multiplying by P T we can obtain a new formulation for the MPT equations that reads as follows: find the transformed pressuresp = (p 1 , . . . ,p J ) such that (3.5)Ã MPTp = (−K∆ +Ẽ)p = P T g, whereK = P T KP andẼ = P T EP are diagonal with (3.6)K = diag(K 1 , . . . ,K J ),Ẽ = diag(ξ 1 , . . . ,ξ J ).
3.3.
Preconditioning the transformed MPT system. As in [20] , we can immediately identify the following preconditioner for the transformed system (3.5):
, and the associated norm:
Clearly,Ã MPT andB −1 MPT are trivially spectrally equivalent. We refer to [20] for numerical experiments comparing the standard and transformed formulation and preconditioners.
3.4.
Finding the transformation matrix. The number of distinct eigenvalues of C = K −1 E will depend on the material parameter values K j and ξ j→i for 1 ≤ i, j ≤ J. In the common case where C has J distinct eigenvalues, the transformation matrix is easily defined as follows. Let λ 1 , . . . , λ J be the real eigenvalues of C, and let v 1 , . . . , v J be the corresponding normalized eigenvectors. Then,
will diagonalize K and E by congruence. In [20] , we presented numerical examples for the case of J distinct eigenvalues (with J = 2). However, cases with repeated eigenvalues are also easily constructed. For these cases, the transform P can be constructed by repeated application of block-wise eigenvector matrices, see [10] for the general procedure. In Example 3.1 below, we present an example on how to obtain the transformation matrix P in the case where one of the eigenvalues has algebraic multiplicity 2 with J = 3.
Example 3.1. In this example we show how to obtain the transformation matrix P for a three-network case when one of the eigenvalues of K −1 E has algebraic multiplicity 2. We remark that in this example P is not normalized. Let 
12)
In this specific case the eigenvalues λ 2 , λ 3 have algebraic multiplicity 2 and geometrical multiplicity 1. If we try to diagonalize K and E by congruence via P 1 , we obtain 
The final transformation matrix P that diagonalizes K and E by congruence is then: [14] and more generally the MPET equations [15] is a robust mixed variational formulation targeting the nearly incompressible case and incompressible limit (λ 1). The total pressure is defined as:
where 1 α = (α 1 , . . . , α J ), p = (p 1 , . . . , p J ) and α · p = J i=1 α i p i . The total pressure formulation of (1.1) then reads as follows: for t ∈ (0, T ], find the displacement vector field u and the pressure scalar fields p 0 and p j for j = 1, . . . , J such that 
for 1 ≤ j ≤ J where the new right hand sides g j for j = 1, . . . , J have been negated and contain also terms from the previous timestep. Again, we impose homogeneous Dirichlet boundary conditions for all network pressures: p j = 0 on ∂Ω for 1 ≤ j ≤ J.
Let V = H 1 0 (Ω) d , Q 0 = L 2 (Ω) and Q j = H 1 0 (Ω) for 1 ≤ j ≤ J and Ω ∈ R d . Let Q = Q 1 × · · · × Q J . As in Section 3, we write p = (p 1 , . . . , p J ), q = (q 1 , . . . , q J ), and g = (g 1 , . . . , g J ). Multiplying by test functions, and integrating second-order derivatives by parts, we obtain the following variational formulation of (4.3): find u ∈ V and p i ∈ Q i for i = 0, . . . , J such that
The bilinear forms a : V × V → R and b : V × Q 0 → R are defined as: 
4.2.1.
MPET as a parameter-dependent saddle point system. The system (4.3) or equivalently (4.4) can be viewed as a parameter-dependent saddle point problem with a penalty term (given by c). Thus, the equations fit well into Brezzi saddle point theory [4] and into the parameter-dependent preconditioning framework [16] summarized in Section 2.1. However, as we shall see, the structure is non-trivial.
In operator form, we can express (4.4) as
where C i for i = 2, 3 are given by the terms We can rewrite A MPET of (4.10) in the standard saddle point form
by considering the product space grouping V × (Q 0 × Q) and identifying
A good block preconditioner for this system, cf. Section 2.1, is of the form
It is crucial then that C + B 0 A −1 B T 0 is a coercive operator. Hence, it is common to assume that either C or B 0 A −1 B T 0 is coercive. This is, however, not obvious in our case. In detail, by definition (4.12), it is clear that the kernel of B 0 , and hence that of B 0 AB T 0 , is large. In particular Q 0 × Q ⊇ ker(B 0 ) = (0, p 1 , . . . , p J ) for p j ∈ Q j , 1 ≤ j ≤ J. On the other hand, C is not obviously uniformly coercive in the material parameters. We note that −τ K∆ is coercive on ker(B 0 ) but that the operator degenerates as the hydraulic conductivities K j (or time step τ ) decrease. Further, if the exchange coefficients are large relative to the hydraulic conductivities, the off-diagonal terms in E and thus C may become dominant. Furthermore, both E and L are non-definite: E has an (at least) one-dimensional kernel and L is rank 1.
A natural first attempt preconditioner (a direct extension of the preconditioner in [14] ) for this system, based on the diagonal blocks, is: (4.13)
However, this preconditioner is not robust with respect to the material parameters in general, and the hydraulic conductivity and the exchange coefficients in particular. We illustrate this in Example 4.1.
Example 4.1.
Let Ω = [0, 1] 2 ⊂ R 2 , and consider a structured triangulation T h of Ω constructed by dividing Ω into N × N squares and then subdividing each square by a fixed diagonal. Let J = 2. Consider a finite element discretization of (4.4) using the lowest order Taylor-Hood-type elements i.e. continuous piecewise quadratics for each displacement component, and continuous piecewise linear for all pressures [15] . Let τ = 1.0, µ = 1.0, s j = 1.0, α j = 0.5 for j = 1, 2 and K 1 = 1.0, and consider ranges of values for λ, ξ 1←2 and K 2 . Starting from an initial random guess, we consider a MinRes solver of the resulting linear system of equations with an algebraic multigrid (Hypre AMG) preconditioner of the form (4.13). The convergence criterion used was (Br k , r k )/(Br 0 , r 0 ) ≤ 10 −6 where r k is the residual of the k-th iteration. The resulting number of Krylov iterations are shown in Table 2 for ξ 1→2 = 10 6 and ranges of K 2 and λ. We observe that the number of iterations is moderate (≈ 30) for K 2 of comparable magnitude (10 6 ) to ξ 1←2 . The number of iterations increase with decreasing K 2 : up to ≈ 1000 for K 2 = 1. For large K 2 , the number of iterations seems independent of the mesh resolution N . In contrast, for smaller K 2 (relative to ξ 1→2 ), the number of iterations also increase with the mesh resolution. We note that the iteration counts do not vary substantially with λ.
Change of variables for the MPET equations.
In this section, we will explore to what extent it is beneficial to employ linear combinations of the multiple pressures as unknowns rather than the pressures themselves. In other words, we will explore the benefit of the approach introduced for the MPT equations in Section 3.2 for the MPET equations.
Again, we aim to find an invertible transformation R d+J+1 → R d+J+1 of the unknowns that leads to a (partial) diagonalization of the system of equations. We choose to keep the displacement and total pressure fixed, and consider transformations of the network pressures only. More precisely, we consider an invertible linear map P ∈ R J×J such that (p 1 , . . . , p J ) = P (p 1 , . . . ,p J ) 13) . Of note is the fact that the number of iterations grow for K 2 decreasing relative to ξ 2→1 = 10 6 , and for increasing N .
Applying this transformation of variables to the semi-discretized total pressure variational formulation of the MPET equations (4.4), we obtain the following variational formulation for the transformed variables: find the displacement u ∈ V , the total pressure p 0 ∈ Q 0 and the transformed pressuresp = (p 1 , . . . ,p J ) ∈ Q such that
The operator form of the transformed system (4.14) then reads as:
where A = −2µ div ε as before, we write B = div here and onwards,C i = P T C i P for i = 2, 3 andg = P T g. By inserting (4.11) and reordering, we note that
As used above, we will write (4.16)α T = P T α T .
Following the approach of Subsection 2.3, we aim to identify a transform P that simultaneously diagonalizes K and S + τ E + L by congruence yielding K = P T KP = diag(K 1 , . . . ,K J ), (4.17)Γ = P T (S + τ E + L) P = diag(γ 1 , . . . ,γ J ), (4.18) respectively. Since K is diagonal and invertible and S + τ E + L is symmetric, such a transform indeed exists and can be constructed as described in Section 2.2. Thus,
The following lemma summarize the useful properties of the transformed matrix operators. These properties will be used to demonstrate the spectral equivalence of a preconditioner in Subsection 4.5. 
In particular, the second block is the Schur complement of −λ −1 . Observe that we can rearrange this second block as (the inverse of) a summation:
The right-hand-side sum in (4.19) can be interpreted as taking a harmonic mean. The harmonic mean is dominated by the minimum of its arguments when its arguments are positive. In other words, consider the spectral decomposition of −∆ such that −∆u l = λ l u l . Then for a concrete eigenvector u l we obtain
Here, λ l is an increasing sequence of eigenvalues. Hence, the first elements of the sum, i.e., a 0 = 2µ and b 0 = 0 is a reasonable guess for the smallest value (as long as τ is not very small). This observation leads to the idea that a weighted mass matrix can suffice for defining a parameter robust preconditioner of (4.15). Concretely, we thus propose the following preconditioner for the transformed MPET system:
whereC 3 is a diagonal operator such that:
(4.21)C 3 = −τK∆ + Γ and where we have defined the diagonal matrix Γ as a partial version ofΓ:
We note that by this definition
By Lemma 4.2, we note that γ j > 0 andγ j > 0 for j = 1, . . . , J.
Finally, we define the following norm associated with the preconditioner (4.20) over V × Q 0 × Q: For concreteness, we here illustrate the form of the MPET equations and of the proposed preconditioner in a specific example. We consider the simple case of two networks with K 1 = K 2 = 1.0, s 1 = s 2 = 1.0, α 1 = α 2 = 0.5, λ = 1.0, ξ 1→2 = 0.0, and τ = 1.0. The transformation matrix in this case is
We remark that P is not normalized. The associated transformed MPET operator (expanded), cf. (4.15) and associated definitions, is then
and the proposed preconditioner will be in the following form:
The objective of this example was to illustrate the layout of the operators in a simple case. The results for more general numerical examples will be presented later.
Norm equivalence.
We remark thatÃ MPET is an indefinite operator whilẽ B MPET is positive definite. Hence, the two operators are not spectrally equivalent. However, we can prove thatÃ MPET is norm equivalent to the preconditionerB MPET defined by (4.20) in the sense that |Ã MPET | is bounded by the norm (4.25) under certain assumptions on the material parameters. These bounds are otherwise numerical and material parameter independent, i.e.B MPET defines a parameter-robust preconditioner forÃ MPET .
Lemma 4.4 (Continuity). LetÃ MPET be defined by (4.15), and consider the norm defined by (4.25) induced by the preconditionerB MPET . Consider the assumptions of Lemma 4.2, and additionally assume that 2µ λ, and that λ −1 min j s j . Then, there exists a constant C > 0, dependent on the number of networks J but independent of other material parameters, such that
Proof. By definition, redistributing the material parameter weights, and the Cauchy-Schwarz inequality, we obtain the preliminary upper bound
∇p j τKj ∇q j τKj + p j γj q j γj .
Since div u ≤ ε(u) and by the assumption that 2µ λ (and thus that λ −1 (2µ) −1 ), it follows that
Next, by the assumptions that λ −1 ≤ min j s j = s min and 0 < α j ≤ 1, we note that 
where the inf and sup are taken over the non-vanishing elements in V × Q 0 × Q.
Proof. Consider any (u, p 0 ,p) ∈ V × Q 0 × Q, and chooseq = −p, and q 0 = −p 0 . Let w ∈ H 1 (Ω; R d ) be such that
for a C 0 > 0 depending on the domain Ω via Korn's inequality, and next choose v = u + δw for δ > 0 to be further specified. We note that, with this choice of v, q 0 , and q,
with inequality constant depending only on the domain Ω and the choice of δ since
Therefore, it suffices to show that (4.33) Ã MPET (u, p 0 ,p), (v, q 0 ,q) (u, p 0 ,p) 2 B . Using the definition ofÃ MPET together with (4.32), we find that Ã MPET (u, p 0 ,p), (v, q 0 ,q) = ε(u) 2 2µ + δ ε(u), ε(w) 2µ + δ p 0 4.6. Numerical performance.
Example 4.6. In this final example we demonstrate the robustness of the block diagonal preconditioner (4.20) for a mixed finite element discretization of the transformed total pressure MPET equations (4.15). We consider the same test case, discretization and solver set-up as described in Example 4.1; the new preconditioner is the only modification. Parameter ranges are as follows: K 2 ∈ [10 −6 , 10 6 ], ξ 1←2 ∈ [10 −6 , 10 6 ] and λ ∈ [1, 10 6 ].
The resulting number of iterations are shown in Figure 1 for K 2 ∈ [10 −6 , 1] and ξ 1←2 ∈ [1, 10 6 ]; omitted values demonstrated similar behaviour. Each of the subplots in Figure 1 represent a fixed choice of K 2 and ξ 1←2 . In each subplot four curves are shown; these curves show the number of MinRes iterations corresponding to different values of λ, indicated by their respective symbols, at discretization levels N = 16, 32, 64 and 128. The stopping criterion was (Br k , r k )/(Br 0 , r 0 ) ≤ 10 −6 where r k is the residual of the k-th iteration. We observe that the number of iterations is moderate in general. Moreover, the number of iterations does not grow for smaller K 2 's relative to larger ξ 1←2 or larger N -in contrast to what was observed for Example 4.1.
Conclusions.
In this paper, we have presented a new strategy for decoupling the total-pressure variational formulation of the multiple-network poroelasticity equations. The decoupling strategy is based on a transformation via a change of variables, allowing for simultaneous diagonalization by congruence of the equation operators. In particular, the transformed equations are readily amenable for block-diagonal preconditioning. Moreover, we have proposed a block-diagonal preconditioner for the transformed system and shown theoretically that the preconditioner and the equation operator are norm equivalent, independently of the material parameters, under reasonable parameter assumptions. The theoretical results are supported by numerical examples. Combined, these results allow the efficient iterative solution of the multiple-network poroelasticity equations, even in the case of nearly incompressible materials.
We note that our strategy is based on spatially constant material parameters. The applicability of this approach for spatially varying parameters has not yet been considered. Fig. 1 : Number of MinRes iterations: (4.4) discretized with Taylor-Hood type elements and algebraic multigrid. K 2 varies along the horizontal axis while the vertical axis shows variations in ξ 1←2 for K 2 fixed. Each subplot contains four piecewise linear curves; each curve is decorated by a symbol indicating a corresponding value of λ and corresponds to results for discretizations N = 16, 32, 64 and 128.
