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Abstract
High-rate underwater acoustic communication can be achieved using
transmitter/receiver arrays. Underwater acoustic channels can be characterized
as rapidly time-varying systems that suffer severe Inter Symbol Interferences (ISI)
caused by multi-path propagation. Multi-channel combining and equalization, as
well as time-reversal techniques, have been used over these channels to reduce
the effect of ISI. As an alternative, a spatiotemporal focusing technique had been
proposed. This technique is similar to time-reversal but it explicitly takes into
account elimination of ISI. To do so, the system relies on the knowledge of
channel responses. In practice, however, only channel estimates are available.
To assess the system performance for imperfectly estimated time-varying
channels, a simulation analysis was conducted. Underwater acoustic channels
were modeled using geometrical representations of a 3-path propagation model.
Multi-path fading was incorporated using auto regressive models. Simulations
were conducted with various estimator delay scenarios for both the
spatiotemporal focusing and simple time-reversal. Results demonstrate
performance dependence on the non-dimensional product of estimation delay
and Doppler spread. In particular, it has been shown that when this product is
low, the performance of spatiotemporal focusing remains superior to simple time-
reversal.
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Title: Principle Scientist, MIT Sea Grant Program
Thesis Reader: Arthur B. Baggerorer
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1.0 Introduction
Acoustic transmission in the ocean often has multiple paths due to the
interactions between the sound wave and the sea surface and bottom. This
pattern of multiple-path transmission leads to significant time spread at the
receiver. The pattern will also experience time-variation as the surface of the sea
changes with waves. Such time-variant spreading along with dispersion makes
underwater acoustic communications extremely difficult.
This thesis documents the simulation evaluation of an innovative
optimization technique in underwater acoustic communications. The technique is
derived from the general principles of time-reversal, or phase-conjugated
focusing [1] [2], but with the explicit requirement of eliminating the Inter Symbol
Interference (ISI) while preserving constant power constraint. The technique is
referred to as spatiotemporal focusing and can be further divided into
unrestricted two-sided filter adjustment and restricted one-sided filter adjustment
[3]. It can be regarded as an alternative to multi-channel equalization [4]. The
basics of time-reversal and spatiotemporal focusing are explained in the next
section.
1.1 Background
The majority of underwater acoustic channels can be characterized as
rapidly time-varying channels that suffer from severe multi-path propagation and
large Doppler fluctuations [3] . Inter Symbol Interferences (ISI) caused by multi-
path, and Doppler effects caused by channel time-varying characteristics are
much more pronounced than those of radio channels where much higher carrier
7
frequencies are used. To combat ISI in underwater communication channels,
sophisticated signal processing techniques must be utilized.
Techniques such as adaptive multi-channel combining and equalization
are very effective in reducing ISI [4]. Spatial modulation over multi-input multi-
output (MIMO) channels had also been investigated for reducing ISI in
underwater acoustic systems [5]. However, to obtain the improved performance,
computationally complex algorithms are utilized in these approaches.
To reduce the computational complexity of the multi-channel equalization,
time-reversal arrays have been investigated for use in underwater acoustic
communications [6],[7],[8]. Time reversal, or phase conjugation in the frequency
domain, refocuses the signal energy back to the source, thus reducing the effect
of multi-path.
A highly idealized example can illustrate the time-reversal principle. When
a signal s,(t) is transmitted through the jth channel, its response can be expressed
as:
rt) = s(t)* h(t) (1.1.1)
where hi(t) is the impulse response of the channel. The receiver observes r(t)
and retransmits the time-reversed version of the signal ,*(-t) back into the
channel. At the original source, the combined signal (with array size M) will be:
M
S,(t)= Si (-t)*(h(-t)*h(t)) (1.1.2)
The convolution h (-t)*h,(t) enhances the principal component while reducing
the relative strength of multi-path components. It can be seen in equation (1.1.2)
that the degree to which the signal is focused depends on the size M of the
8
"focusing" array. It is also worth noting that, in the absence of noise, time-
reversal is in fact the implementation of channel-matched filters.
Various methods have been proposed to take advantage of the time-
reversal principle. These methods include passive phase-conjugation, active
phase-conjugation and phase-conjugation with adaptive channel estimation
[[6],[7],[8]]. Some of these methods reduce the signal processing at the expense
of data rate while others utilize some signal processing (channel estimation) at
the receiver to improve performance. They all suffer, however, the common
problem of potential high side-lobe power leaks and a sub-optimal system design
in that the ISI elimination is not completely achieved.
1.2 Problem Definition
A new approach has been proposed to combine the time-reversal with a
system design that is explicitly optimized with respect to ISI elimination and SNR
maximization [3]. Referred to as spatiotemporal focusing, it utilizes both the
receiver and transmitter filter designs to achieve optimization goals. Such
optimized design does not depend solely on array size to reduce ISI; instead, it
leaves the freedom of adjusting array size vs. computational complexity to the
system designer. In this aspect, it differs from the typical time-reversal where the
signal resolution depends exclusively on the array size. Spatiotemporal focusing
is also different from the standard receiver-side equalization in that it attempts to
optimize both the receiver and transmitter (unrestricted two-side filter adjustment).
However, if an application calls for limited complexity at one end of the system,
spatiotemporal focusing optimization can be performed at one end only to reduce
9
computational burden at the other end (restricted one-sided filter adjustment). In
this work, we focus on the one-side adjustment system.
To implement this system in practice, it is necessary for the
receiver/transmitter to know the channel response between the two ends of the
system, one equipped with a simple element and another with an array of
elements. When channel estimates are used in place of the true channel
responses, estimation errors affect system performance. The objective of this
work is to assess the impact of the estimation errors on the system performance.
Notable for acoustic channels is the long propagation delays, which may cause
significant difference between the time when the channel was observed and the
time of transmission.
As precursor to the experimental validation of spatiotemporal focusing
techniques, simulations of a spatiotemporal focusing system in shallow water
environment have been conducted. To facilitate comparison with the simple time-
reversal, simulations of time-reversal in the same environment have also been
completed. There were several steps in approaching the task of constructing the
simulation model. First, we defined the system and its optimization scheme
including analytical expressions that specify optimal filters according to the time-
reversal and spatiotemporal focusing criteria [3]. Second, we constructed
shallow water communication channels using a simplified 3-path model. The
channels were first approximated as time-invariant with all channel
characteristics being calculated using channel geometry. Then the channel
variations were modeled as Gaussian random processes in time. Auto regressive
10
model of order one (AR1) and order two (AR2) were considered for modeling
channel variations. In addition, two types of possible estimator schemes were
offered for estimating time-varying channels. Finally, simulation runs were
conducted for restricted one-side focusing and time reversal. The results were
graphed and discussed.
Chapter 2 describes the system optimization for both the time-reversal
and spatiotemporal focusing techniques. Chapter 3 specifies channel model.
The simulation results, including the time-reversal performance results, are
presented in Chapter 4 where the performance of one-side spatiotemporal
focusing is compared with that of the time-reversal/phase conjugation. The
advantages and disadvantages of each technique are discussed. Some of the
future research works are discussed in Chapter 5 along with the concluding
remarks.
11
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2.0 System Optimization
\Pin
Figure 2-1 Downlink system schematic
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Figure 2-2 Uplink system schematic
In this chapter, system optimization is addressed for uplink and downlink
communications. The schematics of the downlink and uplink are shown in Figure
2-1 and Figure 2-2, respectively. The direction from multi-element array to single
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element is defined as downlink; the direction from single element to multi-
element array is defined as uplink. Data stream is represented by d[n]. y[n] is
the sampled signal stream with the sampling rate of 1/T, where T is the symbol
interval.
The figure of merit for system performance will be output Signal-to-Noise-
Ratio (SNR) as measured in the variable y[n]. Performance comparison between
the time-reversal and spatiotemporal focusing will be made using this SNR value.
For the time-reversal, filters are to be calculated based on the underlining
principles of phase-conjugation (time reversal in frequency domain); the
spatiotemporal filters are to be calculated using SNR maximization with no-ISI
and constant energy constraints. We will first consider the time-reversal filter
calculations.
2.1 Time Reversal
Time reversal technique implements phase-conjugated channel impulse
response to process the received signal. In the frequency domain, the channel
transfer function is given as [3]
P-1
Cm(f)= Zc,(t)e-j2 ,frP( t)
p=o
The composite channel power spectral density 1(f) is derived as [ibid]
M
yV(f) = I C,2(f) (2.1.2)
M=1
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This power spectral density in the time domain exhibits certain properties
that enable the time-reversal to work. Succinctly put, time reversal is the simplest
form of focusing. As the number of channels increases, the center-lobe power
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Figure 2-3 Time-reversal impulse response
increases and the side-lobe power decreases. Such impulse response convolved
with the received signal will tend to focus the power in the zero-referenced signal
component while suppressing the delayed components of the signal.
Consequently, the ISI between the zero-referenced component and the delayed
components is suppressed. In our model of 3-path communication channel, such
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phenomenon can be readily seen in Figure 2-3, where low-pass filtered versions
of 4-channel composite p.s.d (X(f)y(f)) impulse response and 32-channel
composite p.s.d impulse response are shown. We can clearly see that the center
lobe magnitude increases with the increasing of channel numbers while the side-
lobe magnitude decreases at the same time.
To implement the time-reversal, we compute the transmit filter and receive
filter according to the principle of phase conjugation. For the uplink case, the
transmitter filter is the standard square-root raised-cosine filter X(f) with gain
factor of K , GO(f) = K X(f). The receiving filter is given by
Gm(f)=GO*(f)C*(f),m=1,...M (2.1.3)
The gain constant can be calculated using the transmit energy constraint
as
2
Ku = (2.1.4)
f X(f)df
where E is the transmit energy and j7X(f)df = xo. This filter calculation gives
results similar to passive phase conjugation.
For the downlink case, the transmitter uses filter
Gm(f) = Kd X(f)C(f),m =1,...M (2.1.5)
where Kd can be calculated using the energy constraint equation (2.2.24). The
filter produces result analogues to that of active phase-conjugation.
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2.2 Spatiotemporal Focusing
Spatiotemporal focusing explicitly enforces the no-ISI condition while
maximizing the SNR through the implementation of temporal focusing in addition
to the spatial focusing achieved by the simple time-reversal. There are two
implementation variations for spatiotemporal focusing. Unrestricted two-side
focusing implementation is a pure form of optimization in that it does not put
additional restrictions on SNR optimization other than the no-ISI and energy
constraints. It achieves optimal performance results. Restricted one-side focusing,
on the other hand, sacrifices some performance comparing to two-side focusing
in exchange for reduced complexity on one end of the system. As presented by
Stojanovic[3] , filters can be calculated analytically with known channel transfer
functions and the channel noise power spectrum.
Assume that the power spectral density Sw(O of the uncorrelated noises
wm(t), m=0, 1.. .N are known. We will focus on the case where channel noise is
assumed to be white. i.e. S,(f) = No. Channel responses Cm(f), m=1, .... M are
also assumed known (either a priori or through estimation). Go(f) and
Gm(f),m=1....M, are the filters at the transmitter/receiver. The goal is to design
the filters Go(f) and Gm(f),m=1...M, so as to maximize the SNR with the
constraints of the no ISI and finite transmitted energy per symbol. For uplink
transmission, the energy constraint can be expressed as
E=o x JG (f) df (2.2.1)
The received signal y[n] is
17
y(nT) = d(n)x, + z(nT) (2.2.2)
The received noise z(t) is the result of white Gaussian noise w(t) going
through LTI filters. If we denote the white noise process as wm(t) and its power
spectral density as S,(f) = No, then the received noise power spectral density is
S, (f) =S,(f )x GM()
where o is the variance of d(n) , o- = E{d2(n)}. If u2 = fjS,(f)df
variance of z(nT), then the SNR can be expressed as:
NR2 2
SR= d X0
oCz
(2.2.3)
is the
(2.2.4)
Let X(f) be a raised cosine spectrum, and X(f) = X(f)1. Its time
domain waveform satisfies the following condition for all n # 0:
x(nT) = 0
Let the baseband transfer function of uplink be F(f):
(2.2.6)F(f) = Go(f) Gm(f)Cm(f)
M=1
The no-ISI condition means that the baseband transfer function F(f)
must satisfy
F(f) = X(f) (2.2.7)
From(2.2.1), the variance o-2 is:
18
(2.2.5)
2= E (2.2.8)
fGo( f) df
From(2.2.6) and (2.2.7), it follows that:
2= M (2.2.9)
07 X2(f)
M2
JGm(f)C,,(f)
m=1
From the definition of noise variance C and equation (2.2.3), c7 can be
expressed as:
0 i2 = S(f) G (f) df (2.2.10)
M=1
With the definitions in place, let us first consider the one-side focusing
filter calculations.
2.2.1 One-side Restricted Filters
Some applications require that one side of the communication link can
only have minimal complexity, such situation may rise in Autonomous
Underwater Vehicles (AUV) applications where volume and power constraint limit
the processing complexity inside the AUV. In these situations, we constrain the
single-element side to use only the standard fixed filter.
The downlink case is shown below. The no-ISI condition must hold in one-
sided restricted case, i.e. F(f) = X(f). To maximize SNR, the transfer function
should be divided between the transmitter and receiver so that
19
G f=# X- (2.2.11)
S(f)
where 8 is a constant and S,(f) = No is the power spectral density of the
channel noise. SNR can be expressed as
M 2
0-d f GO(f)j Gm(f)Cm(f)
SNR = m=1 (2.2.12)fS,(f) G(f) df
where o- = E{d 2 [n]} is the power of transmitted signals.
Applying the Schwartz inequality to nominator
M 2 M 2
fG(f)jGm(f)C,(f) f G0(f ) ZGm(f)C,(f) (2.2.13)
mn=1 m=1
It follows that
M 2
SNR! - >G,(f)C(f) df (2.2.14)
S, (f ) M=1
Applying the Schwartz inequality again to the integrand and substituting
(f) = C,(f)2 , we have
SNR:! Od 7(f)I G ( (2.2.15)
Sm(f1=
where the maximum SNR is achieved when Gm(f) = a(f)C,(f),m = 1,...M.
Combining this condition with (2.2.11) and no-ISI constraint, we obtain the
receiving filter for the downlink restricted case
G.(f) =K(f) X(f) (2.2.16)
The transmission filter is
Gm (f) = K(f) X(f)7-'(f)C* (f), m = 1,...M (2.2.17)
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where the gain factor
K(f)= E/o- S7(f) (2.2.18)fS,(f)x(f)df
With the white noise assumption, S,(f) = No, the factor K(f) becomes
constant independent of frequency. Consequently, the same set of filters can be
used for uplink and downlink transmissions. The filters can then be expressed as
GO(f)= K-1 X(f) (2.2.19)
G(f) = KJX(f)7-I(f)C*(f),m =1,...M (2.2.20)
The uplink case can be derived similarly. The filters and their gain factors
are listed below
G0(f)= K X(f)
Gm(f)= K' X(f)y(f)C,(f) (2.2.21)
whereK = E
xo
2.2.2 Two-side Unrestricted Filters
To calculate two-side unrestricted filter, we start with the definition of SNR
SNR= dXO (2.2.22)
z
The no-ISI condition means that the baseband transfer function F(f)
must satisfy(2.2.7). Equation (2.2.9) gives us expression for o-, and equation
(2.2.10) gives us o- .
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Substituting aj and a into (2.2.22) , we have
X 2SNR =X 2 (f) Ex. (2.2.23)
O M 2 fSw(f) G (f) df
IGm(f)C,(f) M=1
M=1
This function can be maximized with respect to the filters G,(f), m=1,2 .. M.
The downlink no ISI constraint is the same as the uplink case as shown
in(2.2.2). The energy constraint on the downlink is
M
E=Tx 2 G(f)df (2.2.24)
m=1
It follows that in downlink case
d = M E (2.2.25)
f"G (f) df
m=1
The goal of the optimization is to maximize SNR with respect to the filter
parameters. In the uplink case, the SNR is expressed in equation(2.2.23). This
expression of SNR already incorporates no-ISI condition, therefore, if it is
maximized with respect to the filters Gm(f),m =1,...M ,the received filter will have
maximized SNR with no ISI. As it is shown in [3], the optimization involves two-
step procedure that uses Schwarz inequality in each step. Specifically, from
Schwarz inequality
M 2 M M
JGm(f)C.(f) :! JGi~ C "(f)l (2.2.26)
M=1 M=1 M=1
where the equality holds for
Gm(f)= a(f)C*(f) (2.2.27)
where factor a(f) is to be optimized.
Using the inequality, we have
22
Exl
J2f G (f) "( f (2.2.28) f)IZG(f fSf MIG f
M=1
M
where vf=j,,
M=1
(f) is the composite channel power spectral density.
Applying a second Schwartz inequality to the denominator in
equation(2.2.28), we have
- df
M=)
(2.2.29)fS(f)J G
M=1
where the equality holds for
X(f) = 2 (f)l
Y(f)SI(f)
(2.2.30)
where 8 is a constant.
Combining equations (2.2.27) and (2.2.30) we obtain the optimal value for
a(f)
a(f) = I I [() (f) (2.2.31)
From the no ISI constraint (2.2.7)
GO(f) = X(f)
a(f)A(f)
and the constant P then follows from the energy constraint(2.2.1)
Go(f) = K(f) X(f)y" 4 (f)
The uplink receiver filter is given below
Gm(f) = K-'(f) X(f)7-314(f)C*(f),m = 1....M
where in both cases, the gain of the filter is given as
23
SNR<!
(2.2.32)
(2.2.33)
(2.2.34)
-2
K(f)= lS 4(f) (2.2.35)L S,(f)xdf
Again assuming white noise, S(f) =No, the factor K(f) becomes
constant and the same set of filters can be used for uplink and downlink
transmissions. The factors K is independent of frequency
E/od (2.2.36)
Xf) df
and filters become
Go(f) =K X(f)y 1 14(f) (2.2.37)
Gm(f) = K 1 X(f)y 31 4((f)CM(f), m = 1....M (2.2.38)
In the downlink case, the filter is calculated similarly by double
applications of the Schwarz inequality. The resulting filters are given below.
For the downlink transmission filter
Gm(f) = K~'X(f)y- 314(f)Cm(f),m = 1,...M (2.2.39)
The downlink receiving filter is given as
GO(f) = K X(f)7-114(f) (2.2.40)
In both cases, the gain of the filter is (assuming white noise, S(f) = No
f No xf))df
K N (2.2.41)
El/ d2
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3.0 Channel Model
The optimal filters in chapter 2 are derived with the assumption of known
channel frequency response Cm(f) and composite power spectrum y(f). In
practice, this knowledge is not available. Measures must be taken to estimate
channel characteristics with accuracy and speed. An estimated C,(f) has to
replace the assumed-known channel frequency response. The difference
between the true and the estimated channel responses will cause performance
degradation. To quantify this degradation, a channel model, and the
corresponding estimator model were implemented in the simulation. In this
chapter, we discuss the channel model that is used in the simulation. Some
basic characteristics of a multi-path channel will be needed to develop such a
model. Specifically, the baseband channel characterization will be considered
next.
3.1 Baseband Characterization of a Multi-Path Channel
Communication signals have to be modulated onto a carrier frequency
before passing through the channel. In simulation and analysis, however, this
modulation step is normally not performed. Instead, a complex-valued baseband
equivalent channel and system model are used.
The time-domain impulse response of the channel can be derived using
statistical characterization of the channel [9]. The transmitted signal is
represented in general as:
s(t) = Re[s, (t)e"r'] (3.1.1)
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where s,(t) is the baseband equivalent signal and f. is the carrier frequency.
With multiple paths, both the propagation delays and the attenuation
factors are time-variant as a result of changes in the structure of the medium.
Thus, the received bandpass signal may be expressed in the form
r(t) = 1: a, (t)s[t -r, (t)] (3.1.2)
P
where ap(t) is the attenuation factor for the signal received on the pth path and
rp(t) is the associated path delay. Substitution of (3.1.1) yield
r(t) = Re(f{ ap (t)e-j 2 r fsP(s[t --r (t)]}e j2rf t) (3.1.3)
P
If we define the quantity c,(t) as
c,(t) = ap(t)e - P"IT (3.1.4)
then the above equation becomes
r(t) = Re( { c, (t)s,[t - r,(t)] }ej 2 rfct ) (3.1.5)
P
Consequently, the low-pass equivalent received signal is
r, (t)Z= c(t)s,[t -rp(t)] (3.1.6)
P
Since r,(t) is the response of an equivalent low-pass channel to the
equivalent low-pass signal sl(t), it follows that the low pass channel impulse
response is
c(r,t) =Zc(t)S[r -r (t)] (3.1.7)
P
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c(r,t) represents the impulse response of the channel at time t. This is the
baseband equivalent impulse response for a channel that contains discrete multi-
path components.
The channel baseband complex gain c,(t) is a phasor having amplitude
c,(t) I and phase 2zrfer,(t). In practical channels, the amplitude Ic,(t) and
do not change very fast. However, the phase term 2;fer,(t) will change by
27 whenever r,(t) changes by 1/f,, which is a very small number.
Consequently, the phase term 2rfer,(t) will go through very rapid change
during the transmission of signals through acoustic channels. This rapid change
of phase causes the received signal to behave almost randomly. To properly
model this random variation, the channel complex gain c,(t) can be modeled as
a random process in t. Before we delve into developing random process
representations of c,(t), let us first construct a basic multi-path channel where
channel characteristics are time-invariant.
27
3.2 Time-Invariant Channel Model
As the first approximation, we will develop a model of multi-path channels
that are time-invariant. Hence, all channel characteristics (complex gains,
transfer functions, etc.) will be based on geometry alone.
A geometric model of multi-path formation was used. Figure 3-1 shows the
model schematic (not to scale). In shallow water transmissions, both surface
and bottom reflections must be considered. Each channel has a direct path, and
Surface-Bottom- Surface
Surface Reflected 
Surface
Reflected
3
Direct Path
d
.4 3000m J Bottom
Figure 3-1 Channel geometrical model (not to scale)
a number of surface reflected and surface-bottom-surface reflected paths. The
single element and multiple elements are located near the bottom in our example.
If the distance between the receiving elements is large enough comparing to the
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water depth, a planar wave assumption can be made. We can justify the planar
wave assumption by the following arguments.
In our model, the range is 3000m; the depth is 75m. The distance between
the array elements is set to half wavelength. For our model, we will be using the
carrier frequency of 15kHz. At the nominal sound speed of 1500m/s, the half-
wave length is../2 = 0.05m. With the distance of 3000m, target angle difference
from one array element to the other is -0.001 degrees. If we have an array size
of 30, the target angle difference between the top element and the bottom
element at half-wavelength spacing is only -0.03 degrees. With angle difference
this small, the multiple-element array practically appears as a point when looking
from the single element side. Therefore, the main axes of waves arriving to the
array will be almost parallel to each other. Consequently, we can view those
waves as planar if we assume two-dimensional acoustic wave propagation.
Assuming planar wave pattern, 6 is the wave angle of arrival as shown in
Figure 3-2. One component of the
path delay is due to the path length -- ------- --------
differences. The other component of
/
the delay is due to the non-zero angle
of arrival for paths other than the
direct path. This delay will cause a d
phase shift between array elements.
Let us denote the distance between Figure 3-2 Angle of arrival
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array elements as d, which is normally set at half wavelength of the sound wave.
The difference in arrival time due to the angle of arrival is d"(0p) as shown in
Figure 3-2.
This phase delay can be computed using
d sin 0
, = 2;r( ) (3.2.1)
fC
carrier frequency of 15kHz, we have
S150m/s 0 .1m (3.2.2)15000/s
Since the extra distance traveled will be directly related to the number of
array element in between, the phase delay at mth array elements is
where m=1,...M.
Attenuation in acoustic channel includes both the refection attenuation and
water-absorption attenuation. Consequently, the magnitude of path gain c, is
related to the attenuation caused by reflection and absorption. The magnitude of
this path gain can be computed using path length Ip as
I c, 1= Fp(3.2.4)
where F-p is the loss factor due to reflection. It is chosen as T for a single
bottom reflection.
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A(p) is the nominal acoustic propagation loss, A(l,) =lk(a(f,))'P.
Assuming practical spreading, k=1.5. a(f,) can be calculated using Thorp's
equation
101oga(f,)= + 41f,2 +2.75 x 10-4f + 0.003 (3.2.5)
where fc is in kHz and a(fc) is given in dB/km. This equation is valid at or around
fc=15 kHz, which is the carrier frequency chosen for the model simulation.
An impulse transmitted over a time-varying multi-path channel will appear
at the receiver as a train of pulses due to the multi-path. For our model, the multi-
path channel impulse response is shown in the top graph of Figure 3-3. The
impulse response shows path strength as function of delay. The first impulse
arrival time is taken as the reference time of zero. The second and third arrivals
are at 2.5ms and 1 Oms, respectively. Thus, the channel multi-path spread is
1 Oms. The bottom graph shows the angles of arrival of the three paths.
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Figure 3-3 Multi-path properties of the channel
The top graph in Figure 3-3 shows the magnitude of path power I c, 12. The
path gain c, is complex valued with phase Zc, = -2rcr, , where r, is the path
delay. We express the path gain in complex form as c, =, I e-2,fcrp. For an M-
element array, the channel transfer function can be expressed as
P-1
Cm(f) = cPe '
2 zfrP
p=O
(3.2.6)
where the path gains c,,p are obtained from the original path gains c, by adding
a phase shift
cm, = ce(m) ,m =1....Mp = 0,...P -1
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(3.2.7)
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With the time-invariant channel characterization in place, we can proceed
to develop a time-varying model which will be used in the simulation. The time-
varying behavior is modeled as a random process due to the unpredictable
nature of practical channels.
3.3 Time-Varying Channel
The time-varying channel transfer functions are given by
P-1
C.m(f, t) c.',mp(t)ej 2  fTp (t)
P=O
(3.3.1)
where cp(t) is the time-varying channel complex gain corresponding to that
given in equation (3.2.7), c,,,(t) = c,(t)e-"'"~4'' =1 c,(t) I e-j"f'Pte -'-'.
In the time domain, the impulse responses of the channels are
P
CM(r,t) = ICM,,(t)S(V-r,(t))
P=O
(3.3.2)
The complex gain c,(t) =1 c,(t)1 e-2 rfrP(t ) varies rapidly due to the phase
change. The magnitude Ic,(t) does not change significantly during the packet
transmission interval; the delay r,(t) changes slowly as well and we can assume
that r,(t)iZ ~ ,. Consequently, r,(t) can be approximated by a constant delay
r, calculated from the geometry. The equation (3.3.2) then becomes
P-1
Cm (1-, t) =_ Cm, (t)8@( - -p
i'=0
(3.3.3)
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The complex gains c,(t) varies rapidly in an unpredictable manner, and it
is consequently modeled as a random process. Furthermore, in Rayleigh fading
model, c,(t) is modeled as complex-valued Gaussian random process. i.e.
c,(t) ~ N(O,o ). From equation (3.2.7), it follows that c,p(t) is also a Gaussian
random process.
For a given transmission medium with multi-path multiple channels, the
complex gains c,,p(t) will form an m*p matrix. This matrix along with the path
delay will completely represent the communication channels in our model. Let us
call the m by p matrix the transmission matrix.
c,~t ... ci (t)'
C(t)= . (3.3.4)
c,, (t ) --- c,,,(t0),
This transmission matrix represents the complete knowledge of multi-path-
multiple-channel communication channels. In discreet time, the transmission
matrix can be written as
C,,(not) ... cy (n t)'
C(not)=r (3.3.5)
c ,(nt) ... c, (not),
where t is the sampling interval in time.
3.3.1 Model of the Channel Variation
When implementing channels from the geometric model, Cmp is
constructed from physical values such as delay time, arrival angle, attenuation
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etc. With the value of cmp known, all channels can be simulated and all filter
values can be calculated. Filters that are calculated based on perfectly known
channel cmp will produce received signal SNR that agrees very closely to the
theory predicted values. However, in practical communications scenarios, the
channels are not perfectly known. The channel coefficients have to be estimated.
The resulting ^,mP(t) is used to calculate filter values. Filters that are calculated
based on the estimated channel coefficients c,P(t) will generate errors. The goal
of the simulation is to simulate and evaluate system performance in the presence
of channel estimation errors, and to quantify the performance degradations from
the ideal.
3.3.2 Auto Regressive Model
Auto regressive model represents one-way of obtaining the randomly
varying c,,,p (t). Auto regressive model recursively generates a random process at
discrete intervals in time starting with an initial value. Two types of auto
regressive models, AR1 and AR2 will be considered.
In AR1 model, instead of deterministic cp , we generate recursively a
sequence of c,(n5t) as sampled points of c,(t). The value of St defines the
resolution of c,(t): the smaller the value of,5t, the finer the resolution. In order to
capture the variability of the channel, St must be much less than the channel
coherence time. In most underwater acoustic channels, the coherence time is on
the order of 1 second or more. Therefore, time resolution must be less than 0.1
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second (In our model, we choose t equaling symbol time interval, which is
1/5000 = 0.0002s). The recursive equation of AR1 model is
c, (not+St)=a c, (nt)+, (not), n=0, 1,2... (3.3.6)
where a. is a real constant that determines how fast the channel changes and
4 (n&t) is the sequence of sampled points of a complex-valued, zero-mean white
Gaussian random process that is independent of c,(n5t).
ao is related to the Doppler spread of the channel which determines the
rate of time variation. If 3dB bandwidth of Doppler Spectrum is 2fd , then
ao = e-2fdjt (3.3.7)
The variance of ,(n&t) is calculated as
(3.3.8)
) 2} is the power of the path channel coefficients.where a = E c,(t
The initial term of the c,(not) is the same that we used in the deterministic
model. It is calculated using geometric relationships. With that initial value, we
can recursively generate the rest of sequence. The variance is also determined
from this value as o =1c(0) 2.
With random sequence {c,(nt)} generated, the next step is to generate
random matrices C. In the deterministic model, C is an m byp matrix with
elements consisted of complex gain c,,, . Equation (3.2.7) defines the
relationship between cmp and c,. In the time-varying model, the matrix C(not) is
time-dependant, with element values cmP(nt)
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07=(1-ao)ap
Cm, (0) = c, (0)e(Ml)O
c,,, (St) = c, (8t)ej(M)O = (aOc, (0) + {(0))ej(m)P = aocm,,(0)p + (O)e " "
cp (28t) = c, (21t)e(M')P = (aOcc, (t )+ t))e '" A = aocm , (5t) + (4t j ^' "
Auto regressive model of order one (AR1) is conceptually simple, but the
resulting time variation may be overly pessimistic for a practical channel. It tends
to exaggerate the changes that occur in the channel. Auto regressive model of
order two generates a better-behaved channel which maybe closer to a realistic
acoustic channel.
The AR2 model generates c,(t) in discrete time using the recursion
c,[(n +1)St] = a0c, [ni5t] +a1c,[(n -1)8t]+ 4, [ni5t] (3.3.9)
The parameters ao and al are real constants that can be calculated from the
continuous time parameters { and f, , with being the damping coefficient and
f, the natural frequency which is related to Doppler frequency through
f 3dB=f, V (12e) (3.3.10)
Damping coefficient is dependant on the physical channel and can be
either over-damped (>0.5) or under-damped (<0.5). The relationship between the
continuous-time parameters and discreet-time parameters is
a. = 2e-f" cos( 1- 2  n ) (3.3.11)
a, =-e
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In expression (3.3.9), ,(n) is a white process with
variance o- = ou(1- a2 - a' - 2aalp) , where p = ao /(1- a,) is the one-step
correlation coefficient. And a' is the power of output fading process
P = E{c , (t) 12} (3.3.12)
Thus, the sequence {c,(nSt)} can be generated from the recursive
relation(3.3.9). In the time-varying model, the matrix C(not) is time-dependant,
with element values c.P(not)
CP (0) = cp,(0)e*" "'
cp (St) = cp, (tj '" "'
cm, (23t) = (a0c, (St) + a1c, (0) + (5t))e " "0 = aocm p (5t + aicm, (0)+ (5t e '"
cm, (35t) = (a0c (28t) + ac, (,t) + (2dt))e(m'l) = aocmp (20t +alc,(,t + (2atij-'c()
3.4 Channel Estimation
There are two types of errors that arise in channel estimation. One is
caused by measurement noises and the other is caused by the lag between the
time of measurement and the time of transmission. Due to the low speed of the
sound propagation underwater, time-lag induced error may be the dominant
component at high SNR.
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There are two main approaches to channel estimation. One is to assume
a model for the channel and then use the model to derive an adaptive estimator.
The other is not to assume any model and adaptively estimate channel from the
received signal only. The first approach requires a reasonably correct model to
be effective, while the second approach does not rely on any assumptions about
the channel. However, the first approach will give us means to predict the
channel, while the second approach will only allow estimation based strictly on
observations. In what follows, we will consider a model based predictive
estimator.
3.4.1 Model Based Predictive Estimator
Assuming that the dominant source of estimation error is time lag, we will
neglect the measurement noise. Therefore the main source of the error is
channel variation over the time difference td = Nd St, between the time when the
signal pass through the channel and the time the estimation is performed. The
MMSE channel gain estimate, given the previous observations, is
Ano Cp =E ,(nt}|) c, ((n - Nd )it ),...c, (t t), c,(0)1 (3.4.1 )
If we assume an AR1 model of the channel variation, we have
C (ndt ) = E { aoc,(no5t) + (n&t) I c, ((n - Nd )dt), ... c ,(St), c, (0)} (3.4.2)
Using recursion and the fact that the mean of 4(n&t) is zero, we have
CP,(n(t) = a.C,((n - Nd)gt) (3.4.3)
From above equation, a sequence of {3,(n45t)} can be generated based
on sequence of {c,(nt)} 
.
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In order to simulate the performance in the presence of estimation delays,
the signal is passed through channel with each possible c,p(n't) and the
received signal is processed using filters calculated based on the
estimated 8p,(nt) . The resulting SNR values are then averaged over all possible
channel realizations. The final mean value is the expected SNR in the presence
of estimation delays.
If the AR2 model is used and we neglect the measurement noise, the
estimator is
c,(not) = a08,((n -1)45t) + a1c,((n -2)4t) (3.4.4)
given perfectly delayed observations
c,((n - Nd)t) CP((n - N)St ) (3.4.5)
and
((n - Nd +1),t) = c((n - Nd + 1)St) (3.4.6)
3.4.2 Delayed Estimator
The second approach is not based on any particular model. We estimate
the channel complex gains based on prior observations alone. The simplest form
of such estimation is to estimate by using the previously observed channel
complex gains
CP,(n(t) = c,((n -Nd)dt) (3.4.7)
This is the simple time-delayed estimator which will be used in our simulation.
The special case for this type of estimation is when the observation is
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instantaneous, i.e. there is no delay between estimated values and the true
values. This is the ideal case where each estimate is
c^(ntt) = c,(not ) (3.4.8)
This ideal case can be simulated simply by equating the true channel complex
gains with the estimated value. For other delayed cases, the estimation delay will
cause some errors.
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4.0 Performance Analysis
4.1 Simulation Preliminaries
Data Generation
Raised-Cosine
Waveform [Waveform Generation
Channel Geometric Mod
Channel Impulse and
Frequency Response
Channel Estimation
Simulator
Filters Calculator
Filter Block
Channel Noise
Simulation
Filter Block
Sampler
1SNR Calculation
Figure 4-1 System block diagram
The system was implemented in MATLAB code. The MATLAB software
block diagram is shown in Figure 4-1.
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The data stream is randomly generated sequence of O's and 1's. This data
stream is then divided into 2-bit units and each is mapped into 4-PSK symbols on
the complex plane. The symbol interval is T. The symbol stream is then fed into
wave generator to generate complex waveforms that will be passing through the
channels. The basic waveform that will carry the data signal is chosen to be the
square-root-raised-cosine waveform with roll-off values a and truncation lengths
L. Figure 4-2 shows the example of the raised-cosine waveform and its
frequency response for a values of 0.1, 0.5 and 1. The a value in the model is
chosen to be 0.1, which corresponds very closely to an ideal low-pass filter.
E alph =O. 1 alha=11---------------- ------- ------ ------ ------ ------
- 0.5 ------- ------ j------------ -------A ------ -- ------- 6------ ------
E
pha=0.5-z 05------------ 
-
Z nL _ 1 _ . I I I _ _ _ _
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
[1/T]
-0.5 ---------------- -------- --- -- --------------------------
E
-8 -6 -4 -2 0 2 4 6 8
[T]
Figure 4-2 Raised cosine waveforms
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A number of symbols comprise as one data packet. The data packet is
shown in Figure 4-3. The duration of the entire data block is NT, where N is the
number of symbols in one data packet. One data packet at time is then passed
through time-varying channels.
Probe Tdelay Data
Figure 4-3 Data packet schematic
There are two filter blocks. One filter block will process before, and one
after the complex waveforms pass through the channels. The first filter serves as
the transmitting filter and the second filter as the receiving filter. Those two filters
will be calculated depending on the direction (uplink or downlink) or the focusing
scheme (either with no focusing, one-sided focusing or two-sided focusing).
Inputs to the filter calculation block also include the channel information either
deterministically calculated or stochastically estimated.
Channels are first constructed using the geometric model described earlier.
Then the transfer function and impulse response of the channel are calculated
inside the channel impulse and frequency response block. The effect of varying
channels is simulated using auto regressive model of order one (AR1) or auto
regressive model of order 2 (AR2), which are implemented in channel impulse
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and frequency response block. Varied channel characteristics are generated
recursively from the initial values which are calculated from the geometry. The
resulting impulse response is used to simulate the transmissions through
channels in the time-domain.
Channel Estimation Simulator block simulates the estimation process
using a non-model based, simple-delay estimator. The results of the estimation
are then fed into Filter Calculation block to calculate filters. The calculated filter
values are inputs to the filter blocks to process the signal waveforms. Finally, the
processed waveforms are sampled to generate received symbols, which are then
processed to evaluate the signal-to-noise (SNR) ratios. The SNR for one channel
realization is the time-averaged value over the duration of the packet.
Table 4-1 summarizes model parameters for the simulation. Simulation
runs are conducted using AR2 model of channel variations. The damping factor
of the channel is set to be = 0.5. Three Doppler bandwidth conditions were
simulated. They are 0.01 Hz, 0.1Hz, and 1Hz. The estimator will estimate
channels using the non-model based, simple time-delayed scheme with three
delay assumptions: ideal with no delay, 1Oms delay and 1OOOms delay.
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Table 4-1 Model parameters
Parameter Name Parameter Value
Range of the model 3000m
Depth of the array elements 75m
Distance between arrays A/2
Number of channels 4, 32
Number of Paths/Channel 3
Nominal speed of sound 1500m/s
Sampling Frequency 20000 Hz
Carrier Frequency * 15000 Hz
Symbol Rate 5000 Hz
FFT Sample Points 8192
Length of Data Packet 1000 symbols
T (symbol interval) 0.2ms
Bit rate (4-PSK) 10 kbps
Channel Variation Model Auto regressive model of order 2
Channel Estimator Simple time-delayed estimator
Doppler Bandwidth 0.01 Hz,0. 1Hz, 1Hz
Estimation Delay Ideal Oms, 1Oms, IOOms
*Note: Carrier frequency was used only to calculate the attenuation, and delay.
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In each Doppler bandwidth condition, 4 channel and 32 channel
performances were simulated and graphed for the one-side focusing and the
time reversal techniques. Simulation runs are conducted to compare the
performance of one-side focusing to that of time-reversal in various conditions of
Doppler bandwidth. The results are presented in the Sections 2, 3 and 4. They
are organized according to the channel Doppler bandwidth condition. We will
start with the best condition first where Doppler spread is approximately 0.01 Hz.
The relationship between the performance level and the array size were
also investigated for the time-reversal and one-side focusing. The results are
presented in Section 5.
Normalized Doppler spread is defined as the non-dimensional product of
the channel Doppler spread and the estimation delay. It determines the
difference between the estimated and the true channel. This fundamental
relationship is demonstrated and discussed in Section 6.
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4.2 Doppler Bandwidth 0.01 Hz Channel Performance
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Figure 4-4 M=4 Doppler bandwidth 0.01 Hz performance
Doppler bandwidth 0.01 Hz corresponds to the channel coherence time of
-1 00s. This is the case where the channel is varying slowly (on the order of
magnitude of minutes). Figure 4-4shows the performance for the 4-channel
focusing as well as that of the time-reversal. Figure 4-5shows the performance
for the 32-channel focusing and time-reversal.
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Figure 4-5 M=32 Doppler bandwidth 0.01 Hz performance
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As may be expected, at the
Doppler spread of 0.01 Hz, the
performance does not deviate very much
from the optimal results predicted by
theory [3]. In this optimal condition, we
can see that the performance of the
spatiotemporal focusing is far superior to
that of the time-reversal. Such superiority
is more salient for the smaller array size
(4-channel). With 4-channel array size at
20dB E/NO noise level, focusing achieves
17dB SNRout while time-reversal only
3dB, which is below the level required for
detection. One conclusion we can draw is
that the time-reversal performance with a
4-channel array is not satisfactory
whereas a system of spatiotemporal
focusing performs quite well. Figure 4-6 and
the two schemes at input E/No = 20dB.
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Figure 4-6 M=4 time-reversal
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Figure 4-7 M=4 one-side focusing
Figure 4-7 show the scatter plots of
In addition, time-reversal is shown to have performance saturation while
spatiotemporal focusing does not. As observed in [3], the performance of time-
reversal saturates whereas the performance of the optimal focusing will approach
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oo as input E/NO approachesoo. Such saturation in performance for time-
reversal is shown for both the 32-channel and 4-channel array sizes. Although
the time-reversal performance increases significantly when the array size
increases from 4-channel to 32-channel, it saturates at 15 dB. There is no such
saturation phenomenon in focusing for both the 4-channel and 32-channel arrays.
Finally, the performance of the 32-channel focusing does not increase
very much (3-4dB) from the 4-channel case. Evidently, the spatiotemporal
focusing performance is not sensitive to the array sizes because it has eliminated
ISI even for the small size arrays. This can be advantageous when an application
requires limited array size. Time-reversal performance, on the other hand,
depends solely on the array size as large performance increase is gained by
going from 4-channel to 32-channel. We can conclude that the performance of
focusing is generally superior to that of the time-reversal and even more so when
the array size is small.
4.3 Doppler Bandwidth 0.1Hz Channel Performance
Doppler bandwidth of 0.1 Hz corresponds to the channel coherence time
of 1Os. In other words, channels with 0.1-Hz Doppler spread will vary on the
order of magnitude of tens of seconds. With the propagation delay of 1 second,
perhaps we will see some performance degradations due to such delays. Figure
4-8 shows the 4-channel array performance and Figure 4-9 shows the 32-
channel array performance.
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Figure 4-9 M=32 Doppler bandwidth 0.1 Hz performance
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From the results we see that the performance of spatiotemporal focusing
in channels with Doppler spread of 0.1Hz degrades for both the 4-channel and
32-channel arrays. The degradation increases with the delay. For 4-channel
array, the delays of 1Oms and 1s lead to performance degradation. For 32-
channel array, performance degradation can only be seen for the delay of 1s.
There is no perceptible degradation for thel Oms delay. Hence, the sensitivity to
channel estimation error decreases with the array size. In addition, time-reversal
appears less sensitive to the estimation error due to the large ISI-induced errors
masking out the estimation error.
Even with the performance degradation, the focusing still outperforms the
time-reversal by more than 10dB (4-channel array) for moderate input E/NO
levels. At a higher E/NO levels, the margin is even larger. For the 4-channel
array size, the performance gained (>13dB) by focusing seems to fully justify the
added complexity. The 32-channel array focusing performance, while degraded,
is better than that of the time-reversal albeit at a lesser margin (5 for moderate
E/NO level and 10dB for higher E/NO level). At a moderate E/NO level, the
performance advantage of the spatiotemporal focusing over the time-reversal
with large array size may not entirely warrant the increased complexity that
comes with spatiotemporal focusing.
4.4 Doppler Bandwidth 1Hz Channel Performance
Doppler bandwidth of 1 Hz corresponds to channel coherence time of 1
second. This is the worst scenario in terms of channel Doppler spread condition.
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In this condition, the channel varies rapidly (order of magnitude of seconds). We
should expect that with any delay on the order of one second (channel
coherence time) will lead to severely degraded performance. Figure 4-1 Oshows
performance for the 4-channel array and Figure 4-11 shows the performance for
the 32-channel array.
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Figure 4-10 M=4 Doppler bandwidth 1Hz performance
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We observe that that both the focusing and time-reversal suffers
significant performance degradations for the 1s estimation delay case. These
performance degradations are caused by the estimation delay that is on the
order of the channel coherence time. The error caused by this large delay is
irreducible regardless of number of array elements used or input E/NO. The
dominant error here is caused by the estimation delay. At a high E /No level and
a large array size, the estimation error is entirely due to this irreducible error and
the performance tends to saturate for both the time-reversal and focusing even
as the input E/NO increases to+oo. Such saturation occurs for both small and
large arrays. For the 1 Oms estimation delay case where the dominant error is
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not induced by the delay, focusing has no discernable performance saturation
while the time-reversal suffers saturation caused by dominant ISI-induced errors
for both small and large array sizes.
Additionally, we will see the effect of error masking in determining the
general shapes of the performance curves and in understanding the time-
reversal performance degradations. We have seen degraded performance
curves gradually falling off theoretical predictions at high E/NO level. Notice that
at a low E/NO level, there is little reduction. This phenomenon is due to the
principle of dominant (larger) error masking. The total output noise level, which
including noises that caused by estimation delay and the channel white noise,
will only reflects the dominant source. At the high E /N, level, the dominant
source is the estimation error; at the low E/N level, the dominant source is the
inherent channel white noise. Therefore, we will not see much reduction in output
SNR for lower E/N level even with estimation delays. Due to the same reason,
the time-reversal performance does not suffer significant reduction from its
theoretical prediction in most cases because it has significant error caused by ISI
(dominant source) and ISI-induced noise will mask the error caused by
estimation error in most cases.
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Finally, again as in previous Doppler
condition, one-side focusing performs better
than the time-reversal even with the
presence of modest estimation delay (1 Oms).
In small array size (4 channel), this
performance difference is quite large
(>12dB), as can be seen from scatter plots
shown in Figure 4-12 and Figure 4-13. They
show that, at an array size of 4 and
input E/No = 20dB, the performance of one-
side focusing is much superior to that of the
time-reversal. For a larger array size, the
difference is decreased somewhat (5dB) but
still significant.
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4.5 Performance Sensitivity to
Array Size
Simulation runs were conducted to investigate the effect of channel array
size on performance. This set of simulation runs was executed using AR1 model
to simulate the channel variations. Notice that the resulting output SNR is lower
(3-4dB) than what would have been if the AR2 model were used. Since the
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purpose is to investigate the general trend between array size and performance,
the absolute values of output SNR make little difference.
In this simulation, the estimator is model-based. The estimation delay is
10ms. The channel input E/NO is 20dB.
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Figure 4-14 Performance vs. channel size at Doppler frequency 1Hz
Figure 4-14shows the effect of array size on output SNR. We can see that
if there is no delay, the performance curve matches theoretical prediction [3]. In
addition, the performance degradation at 20dB is the same for all array sizes.
Furthermore, the curves clearly show that the performance of spatiotemporal
focusing is less sensitive to array size than that of time reversal. The
60
25
20
15
10
In
5
0
0 5
,
performance of the focusing has 5dB improvement when array size is increased
from 4 to 35; on the other hand, the performance of time-reversal gains 12dB
over the same range. In this regard, the focusing is superior to time reversal in
that it does not depend on array size for optimal performance. Even with
moderate array size (5), a very good output SNR (>12 dB) can be obtained. Time
reversal, however, requires array size of almost 30 to obtain the similar
performance.
4.6 Normalized Doppler Spread
Fundamentally, performance degradations are caused by the difference
between the estimated and the true channel. The difference can be caused by
either the fast-varying channel or the channel estimation delay. A normalized
Doppler spread is defined as fdnormal = fdTd,,, where fd is the Doppler spread of
the channel and Tdel is the estimation delay. The performance levels at different
normalized Doppler spreads for the 4-channel and 32 channel arrays are shown
in Figure 4-15.
The non-dimensional normalized Doppler spread can be viewed as a
measure of difference between the estimated and the true channel. It is the
determining factor for the performance degradations.
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Figure 4-15 Performance vs. normalized Doppler spread
We can clearly see that the performance levels of normalized Doppler
spreads below 0.1 (-1 on the logarithmic scale) are approximately equal. This is
true for both the time-reversal and the spatiotemporal focusing. Both the 4-
channel and 32-channel arrays display this property as well. The performance of
all techniques and channel sizes breaks down as the normalized Doppler spread
approaches 1 (0 on the logarithmic scale).
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5.0 Conclusions and Future Research
5.1 Future Work
The estimators implemented in the simulations were based on assumed
channel models. Although adequate for analysis purposes, such estimators rely
on the correctness of the model that describes the channel. In practice, the
correct model is not known. Thus, a more practical way to approach the
estimation problem is to devise an adaptive estimator algorithm that does not
depend on the channel model. Instead, the estimator computes the channel
complex gains based on the received waveforms and known training signals.
Experiments should also be conducted to validate the spatiotemporal
focusing techniques in shallow water environment. The experiment design should
also allow for testing of time reversal for comparison purpose. Some of the
programs used in the simulation can be used for data processing in such an
experiment. Examples of such programs are filter calculations, data and wave
generation, data sampling and SNR comparison computations. A practical
estimator algorithm is needed for the experimental data processing since we can
not assume any channel model in a realistic experiment.
Finally, analytical expressions for output SNR in the presence of
estimation errors should be derived. Analytical expressions for output SNR
without estimator errors exists [3]. Following the same approach, analytical
results may be derived. These expressions may have recursive or closed forms.
Only with analytical results can we properly conclude the initial chapter in
spatiotemporal focusing investigation.
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5.2 Conclusion
The goal of the spatiotemporal processing is to eliminate the ISI while
maximizing the output SNR. One-side and two-side focusing techniques fulfill this
goal by providing a flexible means to eliminate the ISI while maximize the output
SNR. Simulations have been conducted to evaluate the performance of
spatiotemporal focusing as well as that of time-reversal. Spatiotemporal focusing
has proven to be a superior alternative to the time-reversal. It achieves higher
output SNR with modest array size; its performance does not saturate while that
of the time-reversal does; it gives the system designer the flexibility to tailor
complexity according to the application requirements. At the expense of
moderate increasing of complexity, spatiotemporal focusing eliminates ISI thus
achieves optimal performance level with array size large or small. The
performance improvement margins of the spatiotemporal focusing over time-
reversal are especially salient with the smaller array sizes.
Fundamentally, performance degradation is caused by difference between
the estimated and the true channel. The degree of difference can be represented
by a non-dimensional product of the Doppler spread and estimation delay. When
this normalized Doppler spread is below 0.1, the performance degradation from
the ideal is negligible. From 0.1 to 1, the dominant error is increasingly caused
by the channel variations and associated large estimation delays. Spatiotemporal
focusing and time-reversal both suffer additional performance degradations.
To fully realize the promise of the spatiotemporal focusing approach,
additional processing tools must be utilized when there is significant degree of
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difference between the estimated and true channel. When normalized Doppler
spread is relatively large (>0.1), ISI increasingly ceases to be the dominant error
contributor while the delay-induced error increasingly dominates. Its dominance
makes the benefit of ISI-elimination unrealized (masking effect). Additional
processing tools are needed to reduce estimation delays, especially for fast
varying channels.
Predictive algorithm is an effective tool to reduce the estimation delays.
With a predictive processing, estimation delay will depend on the quality of
predictions and not on the estimation delay time. By reducing the effective
estimation delays, the benefit of spatiotemporal focusing can be fully recovered.
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