Recovering Data Permutation from Noisy Observations: The Linear Regime by Jeong, Minoh et al.
1Recovering Data Permutation from Noisy
Observations: The Linear Regime
Minoh Jeong∗, Alex Dytso†, Martina Cardone∗, and H. Vincent Poor†
∗University of Minnesota, Minneapolis, MN 55455, USA,
{jeong316, mcardone}@umn.edu
†Princeton University, Princeton, NJ 08544, USA,
{adytso, poor}@princeton.edu
Abstract
This paper considers a noisy data structure recovery problem. The goal is to investigate the following
question: Given a noisy data observation, according to which permutation was the original data sorted?
The focus is on scenarios where data is generated according to an isotropic Gaussian distribution, and
the perturbation consists of adding Gaussian noise with an arbitrary covariance matrix. This problem
is posed within a hypothesis testing framework. The objective is to study the linear regime in which
the optimal decoder has a polynomial complexity in the data size, and it declares the permutation by
simply computing a linear function of the noisy observation.
The main result of the paper is a complete characterization of the linear regime in terms of the
noise covariance matrix. Specifically, it is shown that this matrix must have a very flat spectrum with at
most three distinct eigenvalues to induce the linear regime. Several practically relevant implications of
this result are discussed, and the error probability incurred by the decision criterion in the linear regime
is also characterized. A core technical component consists of using linear algebraic and geometric tools,
such as Steiner symmetrization.
I. INTRODUCTION
The problem of recovering data structure, given a perturbed observation of it, is becoming
a prevailing task of modern communication and computing systems. For instance, consider a
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2wireless network where a mesh of sensors has the task to detect and count objects (e.g., vehicles)
passing by. Each sensor will periodically transmit the recorded data to a fusion center through
the wireless medium that will inherently perturb the data with some random noise. Based on the
received noisy data, the fusion center might be interested in recovering its original structure to
infer meaningful measures (e.g., rush traffic hours). As another example in the data computing
realm, consider a recommender system, where users may desire to privatize their data before
it is collected from an external party. A suitable solution to privatize data, and hence maintain
its confidentiality, consists of perturbing it with some noise. Upon receiving the perturbed/noisy
data the recommender system might then need to recover the data structure (e.g., ranking of
users’ interests) in order to provide the next recommendation.
In this work, we investigate the following question on noisy data structure recovery: Given a
noisy observation of the data, according to which permutation was the original data sorted?
A. Related Work
Data structure / permutation recovery has recently gained significant importance, and it is a
problem studied in various fields [2]–[12]. For instance, in the machine learning literature, the
problem of feature matching in computer vision is often formulated as a permutation estimation
problem [2]. In particular, the goal of [2] is to estimate the permutation that matches two sets of
features given noisy observations. As another example, in [3] the authors propose a framework
to estimate the values of an original sorted vector, given a noisy sorted observation of it. They
show that, under certain symmetry conditions, the minimum mean square error estimator can be
characterized by a linear combination of estimators on the unsorted data.
Studies on the permutation recovery problem have also recently appeared in linear regression.
In [4], the authors analyze the permutation recovery problem and consider an output given
by an input that is permuted by an unknown permutation matrix. They provide necessary and
sufficient conditions on the signal-to-noise ratio for exact permutation recovery. The multivariate
linear regression model with unknown permutation is studied in [5]. The authors characterize the
minimax prediction error and analyze estimators. A similar model with sparsely permuted data
can be found in [6]. A study on isotonic regression without data labels, namely the uncoupled
isotonic regression, is discussed in [13]. In particular, the goal consists of estimating a non-
decreasing regression function given unordered sets of data. A study on the seriation problem,
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3where the goal is to estimate a pair of unknown permutation and data matrices from a noisy
observation, can be found in [14].
Estimating data given randomly selected measurements – which is the so-called unlabeled
sensing – is studied in [15]–[17]. A necessary condition on the dimension of the observation
vector for uniquely recovering the original data in the noiseless case is provided in [15]. Design
and discussion on recovery algorithms can be found in [16], [18], [19]. A generalization of the
framework in [15] is provided in [20] and it considers any invertible and diagonalizable matrix
rather than the classical permutation (selection) matrix. The authors in [21] and [22] propose
a framework - referred to as homomorphic sensing - that encompasses the unlabeled sensing
framework in [15].
Applications of permutation recovery on the biostatistics area can be found in [23]. In particu-
lar, the exact and partial recoveries for the microbiome growth dynamics are discussed. Further,
in [24] the authors characterize the fundamental limit for the performance of a hypothesis testing
problem with unknown labels, and they propose suitable algorithms for the problem.
B. Contributions
In this paper, we investigate the noisy data structure recovery problem, which consists of
recovering the permutation of an original data vector of size n that has been perturbed by noise.
We consider a scenario where data is generated according to an isotropic Gaussian distribution,
and the perturbation consists of adding Gaussian noise that can have an arbitrary covariance
matrix, i.e., noise can have memory. Our main contributions can be summarized as follows:
1) We formulate the problem within a hypothesis testing framework, which consists of n!
hypotheses. The optimal decision criterion for the hypothesis testing problem is given by
the celebrated Neyman-Pearson lemma, which formulates the optimal decision regions in
terms of a ratio of some likelihood functions. We show that the optimal decision regions
of the considered hypothesis testing problem must have a certain symmetry.
2) We show that the optimal decision regions may or may not be a linear transformation
of the corresponding hypothesis regions depending on the noise covariance matrix. We
focus our study on the linear regime where the optimal permutation decoding consists of
a simple linear transformation of the noisy observation, followed by a comparator that
declares the sorting order. This regime is particularly appealing as within it the optimal
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4decoder has a complexity that is at most polynomial in n, as opposed to a brute force
approach that would incur a computational complexity of n!.
3) We characterize the optimal decision criterion for the hypothesis testing problem in the
linear regime, by deriving the optimal decision regions. In particular, we show that the
optimal decoder declares the permutation based only on a linear function of the noisy
observation. Our result provides both a linear algebraic and a geometric interpretations of
the linear regime in terms of the noise covariance matrix. Specifically, the linear algebraic
viewpoint says that the noise covariance matrix can have at most three distinct eigenvalues.
The geometric interpretation, instead says that the n-dimensional ellipsoid, characterized
by a function of the noise covariance matrix, when projected onto a specific hyperplane
has to be an (n− 1)-dimensional ball. To derive these results, a core technical component
consists of using linear algebraic and geometric tools, such as the Schur complement and
Steiner symmetrization.
4) With the structure of the optimal decision regions in the linear regime, we discuss several
practically relevant implications and special cases. For instance, we prove that when n = 2
the linear regime is the only regime. For the class of diagonal noise covariance matrices
and n > 2, we show that the noise covariance matrix must have all equal diagonal elements
to fall within the linear regime, i.e, if the noise is memoryless, then it must be isotropic.
Finally, we characterize the probability of error incurred by the decision criterion in the
linear regime. In particular, we express the probability of error in terms of the volume of
a region which consists of the intersection of a cone with a linear transformation of the
unit radius n-dimensional ball.
C. Paper Organization
Section II introduces the notation and formulates the hypothesis testing problem. Section III
discusses the optimal decision regions for our hypothesis testing problem. Section IV provides
the main result of the paper, which consists of the characterization of the optimal decision regions
in the linear regime. Section IV also discusses several implications of the main result. Section V
provides a detailed proof of the main result. Finally, Section VI concludes the paper. Some of
the proofs can be found in the appendix. The paper contains several 3D figures, the interactive
versions of which can be found in [25].
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Fig. 1: Graphical representation of the proposed framework.
II. NOTATION AND PROBLEM FORMULATION
Notation. Boldface upper case letters X denote vector random variables; the boldface lower
case letter x indicates a specific realization of X; [n1 : n2] is the set of integers from n1 to
n2 ≥ n1; In is the identity matrix of dimension n; 0n (respectively, 1n) is the column vector of
dimension n of all zeros (respectively, ones); 0n×k (respectively, 1n×k) is an n× k matrix of all
zeros (respectively, ones); det(A) is the determinant of the matrix A; ‖x‖ is the `2 norm of x,
and xT is the transpose of x. Calligraphic letters indicate sets; |A| denotes the cardinality of the
set A; for two sets A and B, A ∩ B is the set of elements that belong both to A and B; ∅ is
the empty set. For a set S ⊆ Rk, Volk(S) denotes the volume, i.e., the k-dimensional Lebesgue
measure, of S; Bn(c, r) denotes the n-dimensional ball centered at c ∈ Rn with radius r. Finally,
the multiplication of a matrix A by a set B is denoted and defined as AB = {Ax : x ∈ B}. 
We consider the framework in Fig. 1, where an n-dimensional random vector X is generated
according to an isotropic Gaussian distribution, namely X ∼ N (0n, In). The random vector X
is then passed through an additive Gaussian noisy channel, the output of which is denoted as Y.
In other words, we have Y = X+N, with N ∼ N (0n, KN) where KN denotes the covariance
matrix of the additive noise N, and where X and N are independent.
In this work, we are interested in answering the following question: Given the observation of
Y, according to which permutation - among the n! possible ones - was the vector X sorted?
Towards this end, we define P as the collection of all permutations of the elements of [1 : n];
clearly |P| = n!. We formulate a hypothesis testing problem with n! hypotheses Hpi, pi ∈ P ,
whereHpi is the hypothesis that X is an n-dimensional vector sorted according to the permutation
pi ∈ P . Formally, each hypothesis corresponds to the following set,
Hpi = {x ∈ Rn : xpi1 ≤ xpi2 ≤ · · · ≤ xpin}, (1)
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6where xpii , i ∈ [1 : n] is the pii-th element of x, and pii, i ∈ [1 : n] is the i-th element of pi. Note
that the hypotheses Hpi’s divide the entire n-dimensional space into n! regions – referred to as
hypothesis regions – and each hypothesis is associated to one of these regions. Moreover, due
to the symmetry of X we have that Pr (X ∈ Hpi) = 1n! , ∀pi ∈ P .
We seek to characterize the optimal decision criterion among the n! hypotheses. In other
words, with reference to Fig. 1, we are interested in characterizing the decision rule (decoder),
so that its output Hpˆi, pˆi ∈ P is such that
Hpˆi : pˆi = argmin
pi∈P
{Pr (Hpi 6= Hpi?)}, (2)
where pi? denotes the permutation according to which the random vector X is sorted.
Example. Let n = 3, then we have |P| = 6 and hypotheses Hpi, pi ∈ P defined as
H{1,2,3} : X1 ≤ X2 ≤ X3, H{1,3,2} : X1 ≤ X3 ≤ X2,
H{2,1,3} : X2 ≤ X1 ≤ X3, H{2,3,1} : X2 ≤ X3 ≤ X1,
H{3,1,2} : X3 ≤ X1 ≤ X2, H{3,2,1} : X3 ≤ X2 ≤ X1,
where Xi, i ∈ [1 : 3] is the i-th element of X. Each hypothesis is hence associated to a hypothesis
region in the 3-dimensional space, as also graphically represented in Fig. 2.
III. OPTIMAL DECISION REGIONS
In this section, using standard hypothesis testing tools we characterize the optimal decision
criterion. We also make general statements about the structure of the decision regions. Towards
this end, we make use of the result in [26, Appendix 3C], which shows that, for an observation
y, the optimal decision criterion in (2) is given by the maximum a posterior probability (MAP)
decoder, namely
Hpˆi : pˆi = argmax
pi∈P
{fY(y,Hpi)}, (3a)
fY(y,Hpi) = fY(y|Hpi) Pr(Hpi), pi ∈ P , (3b)
where fY(y|Hpi) denotes the conditional probability density function (PDF) of Y given that
X ∈ Hpi. By defining the likelihood functions L(y,Hpi) = fY(y|Hpi),∀pi ∈ P , we have that (3)
can be equivalently formulated as
Hpˆi : L(y,Hpˆi)
L(y,Hpi) ≥ 1, ∀pi 6= pˆi, (4)
May 19, 2020 DRAFT
7Fig. 2: Case n = 3. Graphical representation of the hypothesis regions associated to each of
the 6 hypotheses.
where we have used the fact that Pr(Hpi) = Pr(Hτ ),∀(pi, τ) ∈ P × P , which follows since
X ∼ N (0n, In). It is worth noting that, since X and N are independent, then the likelihood
function L(y,Hpi), pi ∈ P can be expressed by using the convolution between two PDFs as
L(y,Hpi) = E [fN(y −X)|Hpi] , (5)
where fN(·) is the PDF of N.
With the formulation in (4), we can now define the optimal decision regions Rpi,KN , pi ∈ P of
our hypothesis testing problem1. In particular, the decision criterion will leverage these regions to
output Hpˆi, pˆi ∈ P , namely if the observation vector y ∈ Rpi,KN , then the decoder would declare
that the input vector x ∈ Hpi. We have that the optimal decision region Rpi,KN corresponding to
the hypothesis region Hpi, pi ∈ P is defined as
Rpi,KN =
y ∈ Rn : fY(y,Hpi) ≥ maxτ∈P
τ 6=pi
fY(y,Hτ )

=
{
y ∈ Rn : L(y,Hpi)
L(y,Hτ ) ≥ 1, ∀τ ∈ P , τ 6= pi
}
. (6)
1The notation Rpi,KN indicates that, in general, the decision regions might be functions of the noise covariance matrix KN.
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y
<latexit sha1_ba se64="/znpU7B/Vq9Ma9KxFOx7dSPL2 fc=">AAAB83icbVA9T8MwFHwpX6V8FR hZLFokpiopA4yVWBiLRFukJqoc12mt2k 5kO0hR1L/BwgBCrPwZNv4NTpsBWk6yd Lp7T+98YcKZNq777VQ2Nre2d6q7tb39 g8Oj+vFJX8epIrRHYh6rxxBrypmkPcM Mp4+JoliEnA7C2W3hD56o0iyWDyZLaC DwRLKIEWys5Dd9gc00jPJs3hzVG27LX QCtE68kDSjRHdW//HFMUkGlIRxrPfTcx AQ5VoYRTuc1P9U0wWSGJ3RoqcSC6iBf ZJ6jC6uMURQr+6RBC/X3Ro6F1pkI7WQ RUa96hfifN0xNdBPkTCapoZIsD0UpRy ZGRQFozBQlhmeWYKKYzYrIFCtMjK2pZ kvwVr+8TvrtlnfVat+3Gx23rKMKZ3AO l+DBNXTgDrrQAwIJPMMrvDmp8+K8Ox/L 0YpT7pzCHzifP7bqkWk=</latexit>
Transformation
<latexit sha1_ba se64="ZoQS469f0sYjTP2imRqOeHsBC 44=">AAACAHicbVC7TsNAEDzzDOFloK CgOZEgUUV2KKCMREMZpLykxIrOl3Vyyv ls3Z0RkeWGX6GhACFaPoOOv+HiuICEk VYazexqd8ePOVPacb6ttfWNza3t0k55 d2//4NA+Ou6oKJEU2jTikez5RAFnAtq aaQ69WAIJfQ5df3o797sPIBWLREvPYv BCMhYsYJRoIw3t0+pAw6NOW5IIFUQyz PWsOrQrTs3JgVeJW5AKKtAc2l+DUUSTE ISmnCjVd51YeymRmlEOWXmQKIgJnZIx 9A0VJATlpfkDGb4wygib9aaExrn6eyI loVKz0Ded5sCJWvbm4n9eP9HBjZcyES caBF0sChKOdYTnaeARk0A1nxlCqGTmV kwnRBKqTWZlE4K7/PIq6dRr7lWtfl+v NJwijhI6Q+foErnoGjXQHWqiNqIoQ8/o Fb1ZT9aL9W59LFrXrGLmBP2B9fkDMBW WuQ==</latexit>
of
<latexit sha1_ba se64="YsdJBcA3KRlFovsb1h44GBYzi eU=">AAAB8nicbVA9SwNBEJ2LXzF+RS 1tFhPBKtzFQsuAjWUE8wHJEfY2e8mSvd tjd04MR36GjYUitv4aO/+Nm+QKTXww8 Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+ weFR+fikbVSqGW8xJZXuBtRwKWLeQoG SdxPNaRRI3gkmt3O/88i1ESp+wGnC/Y iOYhEKRtFKvWof+RNmKpxVB+WKW3MXI OvEy0kFcjQH5a/+ULE04jEySY3peW6Cf kY1Cib5rNRPDU8om9AR71ka04gbP1uc PCMXVhmSUGlbMZKF+nsio5Ex0yiwnRH FsVn15uJ/Xi/F8MbPRJykyGO2XBSmkq Ai8//JUGjOUE4toUwLeythY6opQ5tSy Ybgrb68Ttr1mndVq9/XKw03j6MIZ3AO l+DBNTTgDprQAgYKnuEV3hx0Xpx352PZ WnDymVP4A+fzBxPMkQ4=</latexit>
Permutation
<latexit sha1_base64="dmqUIDjUky 4ozDMCVTi5SMJlPWg=">AAAB/XicbVBNS8NAEN34WetX/Lh5CbaCp5LUgx4LXj xWsB/QhrLZTtulu0nYnYg1FP+KFw+KePV/ePPfuE1z0NYHA4/3ZpiZF8SCa3Td b2tldW19Y7OwVdze2d3btw8OmzpKFIMGi0Sk2gHVIHgIDeQooB0roDIQ0ArG1zO /dQ9K8yi8w0kMvqTDkA84o2iknn1c7iI8YFoHJRPMxGm5Z5fcipvBWSZeTkokR 71nf3X7EUskhMgE1brjuTH6KVXImYBpsZtoiCkb0yF0DA2pBO2n2fVT58wofWc QKVMhOpn6eyKlUuuJDEynpDjSi95M/M/rJDi48lMexglCyOaLBolwMHJmUTh9ro ChmBhCmeLmVoeNqKIMTWBFE4K3+PIyaVYr3kWlelst1dw8jgI5IafknHjkktTI DamTBmHkkTyTV/JmPVkv1rv1MW9dsfKZI/IH1ucPw0OVXA==</latexit>
H⇡ˆ, ⇡ˆ 2 P
<latexit sha1_base64="j+EBG5EB7Q /czgCm+kGJoHPnwbM=">AAACG3icbVDLSsNAFJ34rPUVdelmsBVcSEniQpcFN1 1WsA9oQphMJ+3QySTMTIQS8h9u/BU3LhRxJbjwb5y0oWjrgYHDOecy954gYVQq y/o21tY3Nre2KzvV3b39g0Pz6Lgr41Rg0sExi0U/QJIwyklHUcVIPxEERQEjvWB yW/i9ByIkjfm9mibEi9CI05BipLTkm07djZAaY8SyVu5n7hipzE1onl8uqEs5X ITaed03a1bDmgGuErskNVCi7Zuf7jDGaUS4wgxJObCtRHkZEopiRvKqm0qSIDx BIzLQlKOISC+b3ZbDc60MYRgL/biCM/X3RIYiKadRoJPFjnLZK8T/vEGqwhsvoz xJFeF4/lGYMqhiWBQFh1QQrNhUE4QF1btCPEYCYaXrrOoS7OWTV0nXadhXDefO qTWtso4KOAVn4ALY4Bo0QQu0QQdg8AiewSt4M56MF+Pd+JhH14xy5gT8gfH1A2 Czoi0=</latexit>
Decoder
<latexit sha1_base64="7PGYJ8cwER Mn3M6IzVju7ZIzYco=">AAAB+XicbVDLTgJBEJzFF+Jr1aOXiWDiieziQY8kev CIiTwS2JDZ2QYmzD4y00skG/7EiweN8eqfePNvHGAPClbSSaWqO91dfiKFRsf5 tgobm1vbO8Xd0t7+weGRfXzS0nGqODR5LGPV8ZkGKSJookAJnUQBC30JbX98O/f bE1BaxNEjThPwQjaMxEBwhkbq23alh/CE2R3wOAA1q/TtslN1FqDrxM1JmeRo9 O2vXhDzNIQIuWRad10nQS9jCgWXMCv1Ug0J42M2hK6hEQtBe9ni8hm9MEpAB7E yFSFdqL8nMhZqPQ190xkyHOlVby7+53VTHNx4mYiSFCHiy0WDVFKM6TwGGggFHO XUEMaVMLdSPmKKcTRhlUwI7urL66RVq7pX1dpDrVx38jiK5Iyck0vikmtSJ/ek QZqEkwl5Jq/kzcqsF+vd+li2Fqx85pT8gfX5AzZ2k1I=</latexit>
Declaring
<latexit sha1_base64="uPbZWjSuQ7 +viCOFZ9Mmm94NYTg=">AAAB+3icbVBNT8JAEN3iF+JXxaOXRjDxRFo86JFEDx 4xETCBhmyXKWzYbpvdqYE0/BUvHjTGq3/Em//GBXpQ8CWTvLw3szvzgkRwja77 bRU2Nre2d4q7pb39g8Mj+7jc1nGqGLRYLGL1GFANgktoIUcBj4kCGgUCOsH4Zu5 3nkBpHssHnCbgR3QoecgZRSP17XK1hzDB7BaYoIrL4azatytuzV3AWSdeTiokR 7Nvf/UGMUsjkGge0brruQn6GVXImYBZqZdqSCgb0yF0DZU0Au1ni91nzrlRBk4 YK1MSnYX6eyKjkdbTKDCdEcWRXvXm4n9eN8Xw2s+4TFIEyZYfhalwMHbmQTgDro ChmBpCmeJmV4eNqKIMTVwlE4K3evI6addr3mWtfl+vNNw8jiI5JWfkgnjkijTI HWmSFmFkQp7JK3mzZtaL9W59LFsLVj5zQv7A+vwBzY+UOQ==</latexit>
Fig. 3: Block diagram of the optimal decoder in the linear regime.
Remark 1. If y ∈ Rn belongs to the boundary between two or more decision regions, then we
arbitrarily select one of the Hpi, pi ∈ P associated to these candidate decision regions.
The objective of this work is to characterize sufficient and necessary conditions on the noise
covariance matrix KN such that each optimal decision region Rpi,KN , pi ∈ P in (6) is a linear
transformation of the corresponding hypothesis region Hpi (i.e., Rpi,KN = AHpi + b for some
A ∈ Rn×n and b ∈ Rn). In other words, we seek to characterize the regime in which the
optimal decoder consists of a simple linear transformation of the noisy observation y followed
by a comparator which declares the sorting order. We refer to this regime as linear.
Characterizing the linear regime (if any) is important for several reasons. First, it is a natural
first step to characterizing the complete solution of the problem. Second, in the linear regime
the optimal decoder has an appealing performance from a computational complexity perspective.
The block diagram of the optimal decoder in the linear regime is shown in Fig. 3. The optimal
decoder first performs a linear transformation of y, which is a polynomial in n complexity task.
Next, the optimal decoder declares the permutation by comparing entries, which is a task of
complexity O(n log n). Thus, in the linear regime the optimal decoder has at most polynomial
in n complexity. This performance should be compared to the brute force evaluation of the
optimal test in (6), which has a practically prohibitive complexity of n!.
Currently, finding a meaningful expression for the structure of Rpi,KN for all KN seems to be a
challenging task. However, some properties can be found on the structure of Rpi,KN in the general
case. In particular, the following proposition, the proof of which is provided in Appendix A,
demonstrates that the regions must have a certain symmetry. This property will also be useful
for the characterization of the linear regime.
Proposition 1. Let (pi, τ) ∈ P × P be an index pair that satisfies Hpi = −Hτ . Then, for any
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9observation y ∈ Rpi,KN it follows that −y ∈ Rτ,KN .
Remark 2. Proposition 1 assumes that for any pi ∈ P , there exists τ ∈ P such that Hpi = −Hτ .
Note that, because of the symmetry of these hypothesis regions, this τ ∈ P is unique. For
instance, assume n = 3 and pi = {3, 1, 2}. Then, any x ∈ Hpi is such that x3 ≤ x1 ≤ x2, where
xi, i ∈ [1 : 3] is the i-th element of x. It therefore follows that −x ∈ Hτ where τ = {2, 1, 3}.
We conclude this section by providing an example of KN that puts us outside of the linear
regime. Consider n = 3 and the following noise covariance matrix
KN =

1 0 0
0 1 0
0 0 2
 . (7)
By performing brute force comparisons in (6), Fig. 4 shows the structure of the optimal decision
regions for the choice of KN in (7). We highlight that, for short of notation, in Fig. 4 we
indicated Rpi,KN as Rpi. Note that the Hpi’s, which have a cone structure (see Fig. 2), cannot
be a linear transformation of the Rpi,KN regions in Fig. 4. In Section IV, we will provide a
formal explanation on why the covariance matrix in (7) does not induce a linear regime. Finally,
observe that as expected, in view of Proposition 1, the optimal decision regions in Fig. 4 have
a point of symmetry with respect to the origin.
IV. MAIN RESULT AND DISCUSSION
In this section, we provide our main result and discuss several practically relevant implications
of it. In particular, our main result is given by the following theorem.
Theorem 1. The following conditions are equivalent:
1) Rpi,KN is a linear transformation of Hpi;
2) 0n ∈
⋂
pi∈P Rpi,KN;
3) The ellipsoid
(
K−1N + In
)− 1
2 Bn (0n, 1) projected onto the hyperplane W = {x ∈ Rn :
1Tnx = 0} is an (n− 1)-dimensional ball of radius γ for some constant γ ∈ (0, 1);
4) There exists some constants γ ∈ (0, 1) and a ∈ (0, 1), and an (n− 1)-dimensional column
vector v such that ‖v‖2 < min{aγ, (1− a)(1− γ)} and
(
K−1N + In
)−1
= Q
γIn−1 v
vT a
QT , (8)
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Fig. 4: Monte Carlo simulation of the optimal decision regions Rpi,KN , pi ∈ P where KN is
defined in (7).
where Q is the n× n matrix obtained by performing the eigenvalue decomposition of the
matrix
(
In − 1n1n×n
)
where the eigenvector 1√
n
1n is the n-th column of Q; and
5) Rpi,KN = (KN + In)Hpi.
Remark 3. As discussed in Section III, the computational complexity of the optimal decoder
in the linear regime is at most polynomial in n. It is also interesting to comment on the
computational complexity of verifying whether a given KN induces a linear regime. Observe that
the linearity condition in (8) requires to perform matrix inversion, multiplication, and eigenvalue
decomposition. All these are polynomial in n complexity tasks. Therefore, verifying if the given
KN satisfies (8) is a polynomial in n complexity task.
An example of KN that induces the linear regime can be obtained by considering n = 3 and
γ =
1
2
, a =
1
2
, v =
√
2
10
12 (9)
in (8). By taking the eigenvalue decomposition of this KN, it can be verified that it has three
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Fig. 5: Graphical representation of the ellipsoid
(
K−1N + In
)− 1
2 Bn (0n, 1), where KN
satisfies (8) with parameters defined in (9).
distinct eigenvalues given by λ1 = 1, λ2 = 3/7 and λ3 = 7/3. The corresponding ellipsoid(
K−1N + In
)− 1
2 Bn (0n, 1) has three distinct radii and it is shown in Fig. 5 (left). The projection
of this ellipsoid ontoW = {x ∈ R3 : 1T3 x = 0} is equal to a 2-dimensional ball of radius γ = 1/2
as also illustrated in Fig. 5 (right). Fig. 6 shows that the corresponding optimal decision regions
Rpi,KN , pi ∈ P , are indeed obtained as a linear transformation of the corresponding hypothesis
regions in Fig. 2, namely as Rpi,KN = (KN + I3)Hpi. We highlight that, for short of notation,
in Fig. 6 we indicated Rpi,KN as Rpi.
A. Necessary Condition on the Spectrum of KN
We here provide a necessary condition on the spectrum of KN, i.e., on the set of its eigenvalues,
that needs to be satisfied for (8) to hold.
Proposition 2. Any KN that satisfies the condition in (8) must have at most three distinct
eigenvalues that are of the form
λi =
γ
1− γ , i ∈ [1 : n− 2], (10a)
λn−1 =
a+ γ +
√
(a− γ)2 + 4‖v‖2
2− a− γ −√(a− γ)2 + 4‖v‖2 , (10b)
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Fig. 6: Optimal decision regions of the KN that satisfies (8) with parameters defined in (9).
λn =
a+ γ −√(a− γ)2 + 4‖v‖2
2− a− γ +√(a− γ)2 + 4‖v‖2 , (10c)
where γ ∈ (0, 1), a ∈ (0, 1) and ‖v‖2 < min{aγ, (1− a)(1− γ)}.
Proof: We note that the condition in (8) can be written as
(
K−1N + In
)−1
= QAQT , where
A =
γIn−1 v
vT a
 . (11)
We now perform eigenvalue decomposition on the matrix A, i.e., A = V ΛV T , and rewrite (8) as(
K−1N + In
)−1
= QV ΛV TQT ,
where we highlight that the matrix QV is an orthogonal matrix. Thus,
K−1N + In = (QV ΛV
TQT )−1 = QV Λ−1V TQT
=⇒ K−1N = QV Λ−1V TQT − In = QV (Λ−1 − In)V TQT
=⇒ KN = QV (Λ−1 − In)−1V TQT .
Thus, computing the eigenvalues of KN is equivalent to finding the eigenvalues of A – which are
the diagonal elements of Λ – and then apply the transformation (Λ−1− In)−1. The computation
May 19, 2020 DRAFT
13
of the eigenvalues of A is provided in Appendix E. In particular, in Appendix E we have shown
that Λ has n− 2 diagonal elements equal to γ and the remaining two elements equal to
λ =
a+ γ ±√(a− γ)2 + 4‖v‖2
2
.
By applying the transformation (Λ−1 − In)−1, we readily obtain the eigenvalues of KN in (10).
This concludes the proof of Proposition 2.
Remark 4. Proposition 2 provides a condition on KN that is necessary for (8) to hold, but it
might not be sufficient. This is because Proposition 2 only constrains the eigenvalues of KN,
but does not impose any constraint on the eigenvectors of KN, which might be necessary.
B. Case of n = 2 is Special
It is interesting to note that in the case of n = 2 the condition in (8) is not restrictive, i.e., all
covariance matrices satisfy (8). To put it in other words, for n = 2 the linear regime is the only
regime, and Theorem 1 gives a complete characterization of the permutation recovery problem.
Proposition 3. Let n = 2. Then, every positive definite covariance matrix KN satisfies (8).
Proof: For n = 2 and any positive definite symmetric KN, the left-had side of (8) can be
represented by the triple (w, q, z) as
(K−1N + In)
−1 =
w q
q z
 , (12)
where w > 0, z > 0, and wz > q2. Note also that the eigenvalues of the left-hand side of (12)
are smaller than one, and hence the triple (w, q, z) has also to satisfy this constraint. Hence, we
would need to find a triple (a, γ, v) such thatw q
q z
 = Q
γ v
v a
QT , (13)
where the orthogonal matrix Q is
Q =
1√
2
−1 1
1 1
 . (14)
It is not difficult to see that the triple (a, γ, v) such that
a =
w + z + 2q
2
, γ =
w + z − 2q
2
, v =
z − w
2
,
satisfies all the constraints in the fourth bullet point of Theorem 1. This concludes the proof of
Proposition 3.
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C. For n > 2 Memoryless Noise Can Only be Isotropic
We here focus on the case n > 2, and we prove that if the noise is memoryless, i.e., KN is
a diagonal matrix, then all its diagonal elements has to be equal to ensure that (8) is satisfied,
i.e., the noise has to be isotropic. We note that this result justifies the fact that the KN defined
in (7) puts us outside of the linear regime (see Fig. 4). We also highlight that such a restriction
does not apply for the case n = 2 since, as we have shown in Proposition 3, for this case any
KN satisfies (8).
Proposition 4. Consider n > 2 and let KN be a diagonal positive definite matrix. Then, KN
satisfies (8) if and only if
KN =
γ
1− γ In, (15)
for some γ ∈ (0, 1).
Proof: We start by noting that if KN is of the form as in (15), then (8) becomes
γIn = Q
γIn−1 v
vT a
QT , (16)
which is satisfied by simply choosing γ = a and v = 0n−1. Hence, a KN of the form as in (15)
suffices to satisfy (8).
We now show that any diagonal positive definite KN has to be of the form as in (15) to
satisfy (8). From (8), we have that
(
K−1N + In
)−1
= Q
γIn−1 v
vT a
QT =⇒ QT (K−1N + In)−1Q =
γIn−1 v
vT a
 . (17)
Thus, for the above to hold there must exist a γ ∈ (0, 1) such that
CT
(
K−1N + In
)−1
C = γIn−1 =⇒ CCT
(
K−1N + In
)−1
CCT = γCCT , (18)
where C ∈ Rn×n−1 is the submatrix of Q obtained by retaining all of its rows and only its first
n − 1 columns. It is not difficult to see that (see (49) for the detailed computation) CCT =
In − 1n1n×n. Hence, (18) becomes(
In − 1
n
1n×n
)(
K−1N + In
)−1︸ ︷︷ ︸
D
(
In − 1
n
1n×n
)
= γ
(
In − 1
n
1n×n
)
. (19)
May 19, 2020 DRAFT
15
We now further analyze the left-hand side of (19). We have(
In − 1
n
1n×n
)
D
(
In − 1
n
1n×n
)
= D − 1
n
D1n×n − 1
n
1n×nD +
1
n2
1n×nD1n×n
= D − 1
n
D1n×n − 1
n
1n×nD +
∑n
i=1Di
n2
1n×n, (20)
where in the last equality we let Di, i ∈ [1 : n], be the i-th diagonal element of D. We now
note that the right-hand side of (19) has all equal off-diagonal elements. It therefore follows that
for (19) to hold, we need that the off-diagonal elements of (20) are all equal. We note that the
first and last terms in (20) have equal off-diagonal elements, and hence we also need the matrix
B formed by the second and third terms of (20), i.e.,
B = − 1
n
D1n×n − 1
n
1n×nD, (21)
to have equal off-diagonal elements2. The off-diagonal element of B in the i-th row and j-th
column, where (i, j) ∈ [1 : n]2, i 6= j, is of the type Di +Dj . It therefore follows that we need
all these Di + Dj to be equal, which holds if and only if Di = Dj,∀(i, j) ∈ [1 : n]2, i 6= j.
Hence, D =
(
K−1N + In
)−1 in (19) is a diagonal matrix with all equal elements on the diagonal,
i.e.,
(
K−1N + In
)−1
= γIn. Finally, note that(
K−1N + In
)−1
= γIn =⇒ KN = γ
1− γ In.
This concludes the proof of Proposition 4.
D. On the Probability of Error
Although finding the probability of error is not the main objective of this paper, we make a
few comments about it. Specifically, the structure of the optimal decision regions in Theorem 1
can now be utilized to provide the following geometric characterization of the error probability.
Proposition 5. Let KN satisfy the conditions in Theorem 1. Then, the error probability is given by
Pe = 1− n! Vol
2n (CHpi ∩ AB2n (02n, 1))
det
(
K
1
2
N
)
Vol2n (B2n (02n, 1))
, (22a)
2We highlight that the matrix B in (21) has always equal off-diagonal elements for n = 2, and hence for this case no
restriction on the two diagonal elements of D is required.
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where
A =
In 0n×n
In K
1
2
N
 , CHpi = Hpi × (KN + In)Hpi, (22b)
and where pi ∈ P can be chosen arbitrarily.
Proof: Instead of working with the probability of error, it is more convenient to work
with the probability of correctness of our hypothesis testing problem. Using the structure of the
optimal decision regions found in Theorem 1, the probability of correctness can be written as
Pc =
∑
pi∈P
Pr
(
(X,Y)T ∈ Hpi ×Rpi,KN
)
(a)
=
∑
pi∈P
Pr
(
(X,Y)T ∈ Hpi × (KN + In)Hpi
)
(b)
=
∑
pi∈P
Pr
((
X,X+K
1
2
NZ
)T
∈ Hpi × (KN + In)Hpi
)
(c)
=
∑
pi∈P
Pr
(
A(X,Z)T ∈ Hpi × (KN + In)Hpi
)
(d)
=
∑
pi∈P
Pr
(
(X,Z)T ∈ A−1CHpi
)
(e)
= n! Pr
(
(X,Z)T ∈ A−1CHpi
)
, (23)
where the labeled equalities follow from: (a) using the optimal decision regions in Theorem 1;
(b) letting Z be the standard normal random vector, i.e., Z ∼ N (0n, In); (c) defining A =In 0n×n
In K
1
2
N
; (d) letting CHpi = Hpi × (KN + In)Hpi; and (e) using the symmetry of (X,Z).
We observe that the shape of the regionHpi is an n-dimensional cone (see Fig. 2 for a graphical
representation when n = 3). Thus, CHpi is a 2n-dimensional cone and so is A−1CHpi . It therefore
follows that we have to determine the probability of (X,Z)T to fall within a cone. Using the
symmetry of the Gaussian distribution, the probability of a pair (X,Z)T to fall within a cone is
simply determined by the angular measure of the cone. Now, the angular measure of the cone
A−1CHpi is given by
Pr
(
(X,Z)T ∈ A−1CHpi
)
=
Vol2n (A−1CHpi ∩ B2n (02n, 1))
Vol2n (B2n (02n, 1))
=
|det(A−1)|Vol2n (CHpi ∩ AB2n (02n, 1))
Vol2n (B2n (02n, 1))
, (24)
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where in the last equality we have used the fact that Volk (AS) = |det(A)|Volk (S) for any
invertible matrix A and any set S. By combining (23) and (24) we arrive at
Pc = n!
|det(A−1)|Vol2n (CHpi ∩ AB2n (02n, 1))
Vol2n (B2n (02n, 1))
. (25)
The proof of Proposition 5 is concluded by noting that A is a block matrix and hence |det(A)| =
det
(
K
1
2
N
)
, and by using the fact that Pe = 1− Pc.
V. PROOF OF THEOREM 1
In this section, we prove the results in Theorem 1. In particular, the proof follows the next
sequence of implications
1)⇒ 2)⇔ 3)⇔ 4)⇒ 5)⇒ 1),
which are next analyzed in different subsections. Note that the implication 5) ⇒ 1) follows
immediately.
A. Proof of the Implication 1)⇒ 2)
We here prove that 1)⇒ 2), i.e., the fact that Rpi,KN is a linear transformation of Hpi implies
that 0n ∈
⋂
pi∈P Rpi,KN . Towards this end, we prove the following lemma by leveraging the
symmetry condition proved in Proposition 1.
Lemma 1. Suppose that
Rpi,KN = AHpi + b, ∀pi ∈ P , (26)
where A is an n×n matrix, and b is an n-dimensional column vector. Then, 0n ∈
⋂
pi∈P Rpi,KN .
Moreover, b must be of the form b = tA1n for some t ∈ R.
Proof: Let LH =
{
x ∈ Rn : x ∈ ⋂pi∈P Hpi} be the set of points that belong to the intersec-
tion of Hpi, ∀pi ∈ P . Note that this set of points forms a line in Rn, which is given by
LH = {x ∈ Rn : x = κ1n, κ ∈ R} . (27)
Similarly, let LR =
{
x ∈ Rn : x ∈ ⋂pi∈P Rpi,KN} be the set of points that belong to the inter-
section of Rpi,KN , ∀pi ∈ P . Note that this set is non-empty. From the assumption in Lemma 1,
we have that LR = ALH + b. Thus, LR is also a line in Rn defined as
LR = {x ∈ Rn : x = κA1n + b, κ ∈ R} . (28)
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Now let 0n 6= y˜ ∈ LR. Then, by Proposition 1 if y˜ ∈ LR, we have that −y˜ ∈ LR. Since LR
is a line that contains both −y˜ and y˜, it must contain also 0n. Finally, observe that the only b
that is allowed (i.e., that ensures that the line contains both −y˜ and y˜) is of the form b = tA1n
for some t ∈ R. This concludes the proof of Lemma 1.
Note that the fact that the shift vector b in Lemma 1 is of the form b = tA1n, for some
t ∈ R, implies that
LR = {x ∈ Rn : x = κA1n + b, κ ∈ R}
= {x ∈ Rn : x = (κ+ t)A1n, κ, t ∈ R} = ALH, (29)
and
Rpi,KN = AHpi + b = A(Hpi + t1n) = AHpi. (30)
In other words, such a choice of b does not effect the shape of the decision regions.
B. Proof of the Implication 2)⇔ 3)
We here prove that 2)⇔ 3), i.e., the fact that the ellipsoid (K−1N + In)− 12 Bn (0n, 1) projected
onto the hyperplane W = {x ∈ Rn : 1Tnx = 0} is an n − 1 dimensional ball of radius γ for
some γ ∈ (0, 1) implies that 0n ∈
⋂
pi∈P Rpi,KN , and vice versa.
In particular, the proofs 2)⇐ 3) and 2)⇒ 3) will leverage a symmetrization method known
as Steiner symmetrization [27], which we next formally define.
Definition 1. Let S be a bounded set in Rn, and W be an (n− 1)-dimensional vector subspace
of Rn. The Steiner symmetrization of S with respect to W is the operation that associates the
set stW(S) in Rn to the set S such that, for each straight line ` perpendicular to W , we have
that `∩ stW(S) is either a closed line segment with center in W or is empty. Moreover, the two
following conditions need to be satisfied
length (` ∩ S) = length (` ∩ stW(S)) , (31a)
and
` ∩ stW(S) = ∅ if and only if ` ∩ S = ∅. (31b)
Fig. 7 illustrates the application of Steiner symmetrization on the set S with respect to the
line W . We now provide some properties of Steiner symmetrization that will be useful in the
upcoming proofs.
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Fig. 7: Steiner symmetrization.
Proposition 6. The Steiner symmetrization stW(S) of the set S with respect to W satisfies the
following properties:
• Steiner symmetrization preserves convexity. Moreover, Steiner symmetrization transforms
ellipsoids into ellipsoids [28].
• Steiner symmetrization preserves the volume, i.e., Voln (S) = Voln (stW(S)) [27].
• Steiner symmetrization preserves the orthogonal projection onto W , i.e., ProjW(S) =
ProjW(stW(S)), where ProjW(A) denotes the orthogonal projection of the setA ontoW [29].
Another result that we will leverage to prove 2) ⇔ 3) is provided by the following lemma,
the proof of which can be found in Appendix B.
Lemma 2. Let U ∼ N (0n, KU), where KU is positive definite. Then,
Pr(U ∈ Hpi) =
∣∣∣det(K− 12U )∣∣∣Voln (Hpi ∩K 12UBn (0n, 1))
Voln (Bn (0n, 1)) . (32)
We are now ready to prove 2)⇔ 3), the proof of which consists of two parts. The first part
is provided in the next lemma.
Lemma 3. 0n ∈
⋂
pi∈P Rpi,KN if and only if there exists a constant η > 0 such that
Voln
(
Hpi ∩
(
K−1N + In
)− 1
2 Bn (0n, 1)
)
= η, ∀pi ∈ P . (33)
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Proof: We start by observing that, from the definition of the optimal decision regions in (6),
we have that 0n ∈
⋂
pi∈P Rpi,KN if and only if
fY(0n,Hpi) = d, ∀pi ∈ P , (34)
for some constant d > 0. Moreover, we also observe that for pi ∈ P we have that
fY(0n,Hpi) =
∫
x∈Hpi
fN(x)fX(x) dx
= C0
∫
x∈Hpi
e−
1
2
xT (K−1N +In)x√
(2pi)n det
(
(K−1N + In)−1
) dx
= C0 Pr(Y˜0 ∈ Hpi), (35)
where C0 =
√
det((K−1N +In)−1)√
(2pi)n det(KN)
, and where Y˜0 ∼ N (0n, K˚) with K˚ =
(
K−1N + In
)−1. Now, by
combining (35) and Lemma 2, we have that
fY(0n,Hpi) = C0
∣∣∣det(K˚− 12 )∣∣∣Voln (Hpi ∩ K˚ 12Bn (0n, 1))
Voln (Bn (0n, 1)) . (36)
Finally, the sufficient and necessary condition in (34) together with (36), imply that
C0
∣∣∣det(K˚− 12 )∣∣∣Voln (Hpi ∩ K˚ 12Bn (0n, 1))
Voln (Bn (0n, 1)) = d, ∀pi ∈ P , (37)
which, after rescaling and substituting K˚ =
(
K−1N + In
)−1, reduces to (33) where
η =
d
C0
Voln (Bn (0n, 1))∣∣∣det(K˚− 12 )∣∣∣ .
This concludes the proof of Lemma 3.
The second part of the proof 2) ⇔ 3) is given by the next lemma, which characterizes the
solution of (33) in terms of KN and relies on the Steiner symmetrization technique.
Lemma 4. A KN is a solution for (33) if and only if there exists a constant γ ∈ (0, 1) such that
the ellipsoid
(
K−1N + In
)− 1
2 Bn (0n, 1) projected onto the hyperplane W = {x ∈ Rn : 1Tnx = 0}
is an n− 1 dimensional ball of radius γ.
Proof: Let LH =
{
x ∈ Rn : x ∈ ⋂pi∈P Hpi} be the set of points that belong to the intersec-
tion of Hpi, ∀pi ∈ P . From (27), we have that
LH = {x ∈ Rn : x = κ1n, κ ∈ R} , (38)
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which is a line in Rn. From Lemma 3, we have that y = 0n is a boundary point for all the
optimal decision regions, i.e., 0n ∈
⋂
pi∈P Rpi,KN , if and only if
Voln
(
Hpi ∩
(
K−1N + In
)− 1
2 Bn (0n, 1)
)
= η, ∀pi ∈ P , (39)
for some η > 0. In particular, with reference to (39), Hpi is an n-dimensional cone, and(
K−1N + In
)− 1
2 Bn(0n, 1) is an n-dimensional ellipsoid centered at 0n. We also highlight that
Hpi, ∀pi are all open sets along the direction LH, i.e., for any pi ∈ P and κ ∈ R, if x˜ ∈ Hpi,
then x˜+ κ1n ∈ Hpi.
For ease of geometrical representation, we now apply Steiner symmetrization (see Definition 1)
to the ellipsoid
(
K−1N + In
)− 1
2 Bn(0n, 1). In particular, with reference to Definition 1, we consider
the Steiner symmetrization with respect to the hyperplane
W = {x ∈ Rn : 1Tnx = 0}, (40)
which is perpendicular to the line LH in (38). Note that W is an (n − 1)-dimensional vector
subspace of Rn. By applying Steiner symmetrization to the ellipsoid
(
K−1N + In
)− 1
2 Bn(0n, 1)
with respect to W in (40), we obtain a new ellipsoid En (see Proposition 6) given by
En = stW
((
K−1N + In
)− 1
2 Bn(0n, 1)
)
, (41)
which has the same volume of the original ellipsoid (see Proposition 6), namely
Voln
((
K−1N + In
)− 1
2 Bn(0n, 1)
)
= Voln (En) .
It is also worth noting that En is centered at 0n, it has LH in (38) as an axis, and it is symmetric
with respect to W . These properties, together with the fact that Hpi’s with pi ∈ P are all open
sets along the direction LH, imply that
Voln
(
Hpi ∩
(
K−1N + In
)− 1
2 Bn (0n, 1)
)
= Voln (Hpi ∩ En) . (42)
A graphical representation of the procedure explained above is provided in Fig. 8 for the 2-
dimensional case. From the analysis above, it therefore follows that the problem of finding the
family of KN’s that satisfies (39) is equivalent to finding the family of KN’s such that there
exists a constant η > 0 for which
Voln (Hpi ∩ En) = η, ∀pi ∈ P . (43)
We now leverage the following lemma, the proof of which can be found in Appendix C, which
provides sufficient and necessary conditions for (43) to hold.
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Fig. 8: Steiner symmetrization of the ellipsoid K = (K−1N + I2)− 12 B2(02, 1) with respect to W
in (40) where KN =
[
1
3
0
0 4
]
.
Lemma 5. Let En be an n-dimensional ellipsoid centered at the origin and having one axis of
the type ν = 1√
n
1n. Then, there exists η > 0, such that
Voln (Hpi ∩ En) = η, ∀pi ∈ P , (44)
if and only if En has equal radii for all axes except possibly the axis ν.
The result in Lemma 5 says that, in order for (43) to hold, the ellipsoid En has to have a
special structure, namely it has to have equal radii for all axes except possibly the axis LH
in (38). Mathematically, this special structure of the ellipsoid En can be represented as
En ∩W = Bn−1(0n, γ), (45)
where γ ∈ (0, 1) is the radius of the (n − 1)-dimensional ball Bn−1(0n, γ). Note that the fact
that γ ∈ (0, 1) follows from the structure of the original ellipsoid, i.e., (K−1N + In)− 12 Bn (0n, 1)
since, by taking the eigenvalue decomposition, we can write(
K−1N + In
)− 1
2 = V (Λ−1 + In)−
1
2V T ,
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which implies γ < 1 since all elements of (Λ−1 + In)−
1
2 are strictly smaller than one. We finally
note that
En ∩W (a)= ProjW(En)
(b)
= ProjW
((
K−1N + In
)− 1
2 Bn (0n, 1)
)
, (46)
where the labeled equalities follow from: (a) the fact that En is a convex set and is symmetric
with respect to W; and (b) the projection property of Steiner symmetrization in Proposition 6.
Thus, (45) becomes
ProjW
((
K−1N + In
)− 1
2 Bn (0n, 1)
)
= Bn−1(0n, γ),
where γ ∈ (0, 1). This concludes the proof of Lemma 4.
C. Proof of the Implication 3)⇔ 4)
We here prove that 3)⇔ 4), namely we prove the following lemma.
Lemma 6. A KN is a solution for Lemma 4 if and only if there exists a constant a ∈ (0, 1),
and an (n− 1)-dimensional column vector v such that ‖v‖2 < min{aγ, (1− a)(1− γ)} and
(
K−1N + In
)−1
= Q
γIn−1 v
vT a
QT ,
where Q is the n×n matrix obtained by performing the eigenvalue decomposition of the matrix(
In − 1n1n×n
)
where the eigenvector 1√
n
1n is the n-th column of Q.
Proof: We start by noting that any n-dimensional ellipsoid can be represented in terms of
a symmetric matrix. In particular, an n-dimensional ellipsoid defined as K
1
2Bn (0n, 1) with K
being a positive definite matrix, can be equivalently represented as
K
1
2Bn (0n, 1) =
{
y ∈ Rn : yTK−1y ≤ 1} ,
and hence (
K−1N + In
)− 1
2 Bn (0n, 1) =
{
x ∈ Rn : xT (K−1N + In)x ≤ 1} .
Now, let C be an n×(n−1) matrix whose columns form an orthonormal basis of the hyperplane
W = {x ∈ Rn : 1Tnx = 0}, which is an (n − 1)-dimensional vector subspace of Rn. Then,
from [30], the relationship between the original ellipsoid
(
K−1N + In
)− 1
2 Bn (0n, 1), which is
May 19, 2020 DRAFT
24
specified by the matrix
(
K−1N + In
)−1, and its projection on the hyperplaneW , which is specified
by B in the projection subspace, is given by the equation
B = CT
(
K−1N + In
)−1
C. (47)
We want to find the necessary and sufficient conditions that ensure that the projection of the
original ellipsoid
(
K−1N + In
)− 1
2 Bn (0n, 1) on the hyperplane W is an n − 1 dimensional ball,
i.e., in (47) we need B = γIn−1, where γ is the radius of the n− 1 dimensional ball. Thus, by
substituting B = γIn−1 inside (47), we obtain
In−1γ = CT
(
K−1N + In
)−1
C. (48)
Moreover, we also note that
CCT
(a)
=
[
c1 c2 . . . cn−1
]

cT1
cT2
...
cTn−1

(b)
=
[
c1 c2 . . . cn
]In −
0(n−1)×(n−1) 0n−1
0Tn−1 1


cT1
cT2
...
cTn

(c)
= In − 1
n
1n1
T
n = In −
1
n
1n×n, (49)
where the labeled equalities follow from: (a) letting ci, i ∈ [1 : n− 1] be the i-th column of C;
(b) letting cn = 1√n1n; and (c) noting that cn is a unit vector that belongs to LH in (38) and
hence, it is perpendicular to W and to its orthonormal basis formed by the n− 1 columns of C.
Now let C represent the first n − 1 columns of the real orthogonal matrix Q obtained by
performing the eigenvalue decomposition of In − 1n1n×n, and let(
K−1N + In
)−1
= QAQT . (50)
Note that the matrix A in (50) is symmetric. This follows from the fact that the left-hand side
of (50) is positive definite, and hence symmetric. This implies that QAQT = (QAQT )T , which
leads to A = AT . Then, we obtain
CT
(
K−1N + In
)−1
C = CTQAQTC =
[
In−1 0n−1
]
A
In−1
0Tn−1
 ,
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and hence from (48), we need[
γIn−1 = In−1 0n−1
]
A
In−1
0Tn−1
 ,
which implies that A has to have the form as
A =
γIn−1 v
vT a
 ,
for some constant a and column vector v of dimension n−1. By substituting this back into (50),
we obtain (
K−1N + In
)−1
= Q
γIn−1 v
vT a
QT . (51)
Since
(
K−1N + In
)−1 is a positive definite matrix, we need to ensure that the Schur comple-
ment [31] of the block γIn−1 of the matrix A, denoted as A/γIn−1, is positive. Formally,
A/γIn−1 = a− vT 1
γ
v = a− 1
γ
‖v‖2 > 0 =⇒ aγ > ‖v‖2. (52)
Moreover, we also need to find the conditions that ensure that KN is positive definite. Towards
this end, we perform the eigenvalue decomposition of the matrix A, i.e., A = V ΛV T , and
rewrite (51) as (
K−1N + In
)−1
= QV ΛV TQT , (53)
where we highlight that the matrix QV is an orthogonal matrix. Thus,
K−1N + In = (QV ΛV
TQT )−1 = QV Λ−1V TQT
=⇒ K−1N = QV Λ−1V TQT − In = QV (Λ−1 − In)V TQT
=⇒ KN = QV (Λ−1 − In)−1V TQT . (54)
In order to ensure that KN is positive definite, we compute its eigenvalues, which are given by
the diagonal elements of the diagonal matrix (Λ−1 − In)−1 and we find the conditions under
which these are positive. Note that these correspond to the conditions for which Λ (i.e., the
diagonal matrix with the eigenvalues of A) has diagonal elements strictly smaller than one.
The eigenvalues of A are computed in Appendix E, where we have shown that A has n − 2
eigenvalues equal to γ and the remaining two eigenvalues equal to
λ =
a+ γ ±√(a− γ)2 + 4‖v‖2
2
.
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These eigenvalues have to be strictly smaller than one, i.e., we need
γ < 1, (55a)
and
a+ γ ±√(a− γ)2 + 4‖v‖2
2
< 1 =⇒
√
(a− γ)2 + 4‖v‖2 < 2− a− γ
=⇒ ‖v‖2 < (1− a)(1− γ). (55b)
Note also that since ‖v‖2 ≥ 0, we need a < 1. The expression in (51) together with the conditions
in (52) and (55) concludes the proof of Lemma 6.
D. Proof of the Implication 4)⇒ 5)
We here prove that 4) ⇒ 5), i.e., a KN that satisfies Lemma 6 implies that Rpi,KN =
(KN + In)Hpi. Towards this end, we leverage the following auxiliary lemma.
Lemma 7. Let Y˜0 ∼ N
(
0n, K˜
)
with K˜ =
(
K−1N + In
)−1 that satisfies the condition in
Lemma 6. Then, there exists some β ∈ (0, 1) such that
Pr
(
Y˜0 ∈ Hpi
)
= β, ∀pi ∈ P . (56)
Moreover, if y˜ ∈ Hτ , then
Pr
(
Y˜0 + y˜ ∈ Hτ
)
= max
pi∈P
{
Pr(Y˜0 + y˜ ∈ Hpi)
}
. (57)
Proof: From the result in Lemma 2, we have that
Pr
(
Y˜0 ∈ Hpi
)
=
∣∣∣det(K˜− 12)∣∣∣Voln (Hpi ∩ K˜ 12Bn (0n, 1))
Voln (Bn (0n, 1)) , ∀pi ∈ P ,
which together with Lemma 3 lead to the proof of (56). Now note that (56) implies that
β = Pr
(
Y˜0 ∈ Hpi
)
= Pr
(
Z ∈ K˜− 12Hpi
)
= Pr (Z ∈ Cpi) , ∀pi ∈ P , (58)
where Z ∼ N (0n, In) and Cpi = K˜− 12Hpi, ∀pi ∈ P . This further implies that Cpi, pi ∈ P is a
collection of congruent cones (i.e., cones with the same angular measure) that symmetrically
partition Rn. Moreover, for every pair (τ, pi) ∈ P × P there exists a permutation matrix Pτ,pi
such that Pτ,piCτ = Cpi and
‖x− Ppi,τy‖ ≤ ‖x− y‖ , x ∈ Cτ ,y ∈ Cpi. (59)
May 19, 2020 DRAFT
27
The above inequality follows because of the three following facts: (i) Pτ,piCτ = Cpi implies that
Cpi is a reflection of Cτ along some hyperplane T ; (ii) the hyperplane T bisects the distance
between Ppi,τy and y into equal segments; and (iii) x and Ppi,τy are on the same side of the
hyperplane and y is on the opposite side of the hyperplane. Therefore, the distance between x
and Ppi,τy is smaller than the distance between x and y.
Next, with some abuse of notation, we let fZ(‖z‖) denote the PDF of Z. This notation
highlights the fact that the PDF of Z only depends on the norm. We also define µ = K˜−
1
2 y˜
where µ ∈ Cτ since by assumption y˜ ∈ Hτ . With this, we obtain
Pr
(
Y˜0 + y˜ ∈ Hpi
)
= Pr
(
Z+
(
K−1N + In
)1/2
y˜ ∈ (K−1N + In)1/2Hpi)
(a)
= Pr(Z+ µ ∈ Cpi)
=
∫
Cpi
fZ(‖z− µ‖) dz
(b)
≤
∫
Cpi
fZ(‖Ppi,τz− µ)‖) dz
(c)
=
∫
Ppi,τCpi
fZ(‖z− µ)‖) dz
(d)
=
∫
Cτ
fZ(‖z− µ)‖) dz
= Pr (Z+ µ ∈ Cτ )
= Pr
(
Y˜0 + y˜ ∈ Hτ
)
, (60)
where the labeled (in)equalities follow from: (a) letting µ =
(
K−1N + In
)1/2
y˜ and remembering
that Cpi = K˜− 12Hpi =
(
K−1N + In
)1/2Hpi for all pi ∈ P; (b) applying the bound in (59) and
noting that µ ∈ Cτ ; (c) using change of variable and the fact that |det(Pτ,pi)| = 1; and (d) the
fact that Cτ = Ppi,τCpi. The geometric interpretation of the inequality in (b) is shown in Fig. 9.
In particular, in Fig. 9 the view is taken with respect to the axis of symmetry. The dashed ball
centered at µ is meant to represent a level set of the PDF of Z + µ. The intersection of the
dashed ball and a cone Cpi is the largest for the cone in which µ lies, i.e., pi = {1, 2, 3}. The
proof of Lemma 7 is concluded by noting that (60) holds with equality if τ = pi.
We now leverage Lemma 7 to prove the implication 4)⇒ 5), and hence to conclude the proof
of Theorem 1. In particular, we have the following lemma.
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Fig. 9: A pictorial depiction of the inequality in (60) for n = 3 and τ = {1, 2, 3}.
Lemma 8. Suppose that KN satisfies the conditions in Lemma 6. Then,
Rpi,KN = (KN + In)Hpi. (61)
Proof: Let Y˜ = Y˜0 + y˜ where Y˜0 ∼ N
(
0n, K˜
)
with K˜ =
(
K−1N + In
)−1, and y˜ =
(In +KN)
−1 y. Next, note that
fY(y,Hpi) =
∫
x∈Hpi
fN(y − x)fX(x) dx
=
∫
x∈Hpi
e−
1
2
(y−x)TK−1N (y−x)√
(2pi)ndet(KN)
· e
− 1
2
xTx√
(2pi)n
dx
=
∫
x∈Hpi
e−
1
2(yTK
−1
N y−2yTK−1N x+xT (K−1N +In)x)
(2pi)n
√
det(KN)
dx
(a)
= Cy ·
∫
x∈Hpi
e−
1
2
(y˜−x)T (K−1N +In)(y˜−x)√
(2pi)ndet
(
(K−1N + In)−1
) dx
(b)
= Cy · Pr(Y˜ ∈ Hpi)
= Cy · Pr(Y˜0 + y˜ ∈ Hpi), (62)
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where the labeled equalities follow from: (a) defining
Cy =
√
det
(
(K−1N + In)−1
)√
(2pi)n det(KN)
e−
1
2
yTK−1N y+
1
2
y˜T (K−1N +In)y˜;
and (b) noting that the integrand is equal to the multivariate Gaussian density fY˜(·).
Now if y˜ ∈ Hτ or equivalently if y ∈ (KN + In)Hτ , in view of (62) and using Lemma 7, we
have that
fY(y,Hτ ) = Cy · Pr(Y˜0 + y˜ ∈ Hτ )
= Cy ·max
pi∈P
{
Pr(Y˜0 + y˜ ∈ Hpi)
}
= max
pi∈P
{
Cy · Pr(Y˜0 + y˜ ∈ Hpi)
}
= max
pi∈P
{fY(y,Hpi)} . (63)
This indicates that Hτ is an optimal decision for all y ∈ (KN+ In)Hτ . Consequently, when KN
satisfies the conditions in Lemma 6, we have that the optimal decision regions are given by
Rpi,KN = (KN + In)Hpi, ∀pi ∈ P . (64)
This concludes the proof of Lemma 8, and also of Theorem 1.
VI. CONCLUSION
In this paper, we have considered a hypothesis testing framework to study a problem of
data permutation recovering from an observation corrupted by correlated Gaussian noise. We
have shown that the optimal decision regions may or may not be a linear transformation of the
corresponding hypothesis regions depending on the noise covariance matrix. We have focused
on the linear regime, which is appealing from a computational perspective as within it the
optimal decoding is of polynomial complexity in the data size. We have characterized the optimal
decision regions in the linear regime and showed that they are identical to the hypothesis of the
observation multiplied by a linear function of the covariance matrix. We have discussed several
practical implications of this result. For instance, we have shown that when the data size is equal
to two, the linear regime is the only regime, and when the data size is larger than two if the
noise is memoryless then it must be isotropic to induce the linear regime. By leveraging the
structure of the optimal decision regions, we have also derived the probability of error in terms
of a volume of a region that consists of the intersection of a cone with a linear transformation
of the unit radius ball.
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APPENDIX A
PROOF OF PROPOSITION 1
We start by noting that any pi1 ∈ P has its own unique pi2 ∈ P such that Hpi1 = −Hpi2 (see
also Remark 2). Then, for any observation y, we have that
fY(y,Hpi1) =
∫
x∈Hpi1
fN(y − x)fX(x) dx
(a)
=
∫
z∈−Hpi1
fN(y + z)fX(z) dz
(b)
=
∫
z∈Hpi2
fN(−y − z)fX(z) dz
= fY(−y,Hpi2), (65)
where the labeled equalities follow from: (a) change of variable z = −x; and (b) the fact that
Hpi1 = −Hpi2 and fN(n) = fN(−n).
From the relation in (65), it therefore follows that we can map fY(y,Hpi1) to fY(−y,Hpi2)
for all (pi1, pi2) index pairs where pi1 ∈ P and pi2 ∈ P such that Hpi1 = −Hpi2 . Assume now that
y ∈ Rpi1,KN , which from (6) implies that fY(y,Hpi1) is the maximum among all fY(y,Hτ ), τ ∈
P . From (65) we then have that, among all fY(−y,Hτ ), τ ∈ P , the maximum joint density for
−y is fY(−y,Hpi2) where pi2 is such that Hpi2 = −Hpi1 . This, from (6), implies that
−y ∈ Rpi2,KN . (66)
This concludes the proof of Proposition 1.
APPENDIX B
PROOF OF LEMMA 2
We start by observing that, since KU is positive definite, we have that
Pr(U ∈ Hpi) = Pr
(
K
1
2
UZ ∈ Hpi
)
= Pr
(
Z ∈ K−
1
2
U Hpi
)
=
Voln
(
K
− 1
2
U Hpi ∩ Bn (0n, 1)
)
Voln (Bn (0n, 1)) , (67)
where Z ∼ N (0n, In), and where the last equality follows by representing the probability in
terms of a ratio of two volumes. We then obtain
Voln
(
K
− 1
2
U Hpi ∩ Bn (0n, 1)
)
=
∣∣∣det(K− 12U )∣∣∣Voln (Hpi ∩K 12UBn (0n, 1)) , (68)
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where the equality follows from the fact that, for an n×n invertible matrix A and a set S ⊆ Rn,
we have that Voln(AS) = |det(A)|Voln(S). Finally, by substituting (68) into (67) we obtain
Pr(U ∈ Hpi) =
∣∣∣det(K− 12U )∣∣∣Voln (Hpi ∩K 12UBn (0n, 1))
Voln (Bn (0n, 1)) . (69)
This concludes the proof of Lemma 2.
APPENDIX C
PROOF OF LEMMA 5
We start by noting that the proof of Lemma 5 for the case n = 2 is immediate, and hence we
next focus on the case n > 2. In particular, our proof will leverage an auxiliary result presented
in the next lemma, the proof of which can be found in Appendix D.
Lemma 9. Let En be an n-dimensional ellipsoid centered at the origin with unitary axes
{ν1,ν2, . . . ,νn} and corresponding radii equal to {r1, r2, . . . , rn}. Moreover, for r ∈ R, define
the following hyperplane and n− 1 dimensional ellipsoid:
W(r) = {x ∈ Rn : νTnx = r}, (70)
En−1W(r) = En ∩W(r). (71)
If νn = 1√n1n, then for every pi ∈ P
Voln (Hpi ∩ En) = Voln−1
(
Hpi ∩ En−1W(0)
)
c(rn), (72)
where c(rn) is a constant that only depends on rn.
By leveraging Lemma 9, for a constant η > 0, we have that
Voln (Hpi ∩ En) = η, ∀pi ∈ P , (73)
if and only if
Voln−1
(
Hpi ∩ En−1W(0)
)
= η˜, ∀pi ∈ P , (74)
where En−1W(0) = En ∩W(0), and where η˜ is some other constant. Therefore, if (73) holds then so
does (74) and vice versa. Consequently, to prove Lemma 5, we need to show that (74) holds if
and only if En−1W(0) is an n− 1 dimensional ball. Remember that En−1W(0) ⊂ W(0) has unitary axes
{ν1,ν2, . . . ,νn−1} with corresponding radii equal to {r1, r2, . . . , rn−1}.
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First, suppose that En−1W(0) is an n− 1 dimensional ball. Then, from the symmetry of Hpi’s, it
readily follows that (74) holds (and hence (73) holds). Hence, the fact that En−1W(0) is an n − 1
dimensional ball is a sufficient condition for (73) to hold. We now show that it is also necessary.
In particular, our proof follows by using a contradiction argument where we assume that En−1W(0)
is not an n− 1 dimensional ball.
Assume that En−1W(0) has at least one radius that is different from the others. Without loss of
generality, let r1 = maxi∈[1:n−1]{ri} and r2 = mini∈[1:n−1]{ri}. Note that r1ν1 ∈ En−1W(0) and
r2ν2 ∈ En−1W(0). Assume that r1ν1 ∈ Hα and r2ν2 ∈ Hβ , for some α, β ∈ P . Note that α 6= β,
i.e., when n > 2, there is no possibility for any of the Hpi’s to contain more than one axis
of En−1W(0). Next, observe that Hα ∩ W(0) and Hβ ∩ W(0) have same n − 1 dimensional cone
shapes (i.e., the angular measures of the two cones are the same) in the subspace W(0). We
let Bn−1W (0n, r) = Bn(0n, r) ∩W(0) be the n − 1 dimensional ball of radius r. Because of the
assumption of r1 6= r2, there exists some value r˜, such that r1 > r˜ > r2 and
Voln−1
(
Hα ∩ En−1W(0)
)
(a)
= Voln−1
(
Hα ∩W(0) ∩ En−1W(0)
)
(b)
> Voln−1
(Hα ∩W(0) ∩ Bn−1W (0n, r˜))
(c)
= Voln−1
(Hβ ∩W(0) ∩ Bn−1W (0n, r˜))
(d)
> Voln−1
(
Hβ ∩W(0) ∩ En−1W(0)
)
= Voln−1
(
Hβ ∩ En−1W(0)
)
, (75)
where the labeled (in)equalities follow from: (a) the fact that En−1W(0) ⊂ W(0); (b) the assumption
that the cone Hα ∩ W(0) contains the largest axis of the ellipsoid (i.e., r1ν1 ∈ Hα) and the
assumption r˜ < r1; (c) using the fact that Hβ,Hα,Bn−1W (0n, r˜) and W(0) are permutation
invariant; and (d) the assumption that the cone Hβ ∩ W(0) contains the smallest axis of the
ellipsoid (i.e., r2ν2 ∈ Hβ) and the assumption r˜ > r2.
This shows that, if r1 6= r2, then (74) (and hence (73)) can not hold. Therefore, for (74) (and
hence (73)) to hold, En−1W(0) must be an n − 1 dimensional ball, i.e., the radii {r1, . . . , rn−1} of
En must be all equal to each other. This concludes the proof of Lemma 5.
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APPENDIX D
PROOF OF LEMMA 9
Let En be an n-dimensional ellipsoid centered at the origin with unitary axes {ν1,ν2, . . . ,νn}
and corresponding radii equal to {r1, r2, . . . , rn}. Let one of the axes of En be equal to 1√n1n.
Specifically, without loss of generality, we set νn = 1√n1n, which has rn as corresponding radius.
Then, by introducing the hyperplane W(r) = {x ∈ Rn : νTnx = r}, for any pi ∈ P , we can
represent the volume of the intersection between Hpi and En as
Voln (Hpi ∩ En) =
∫ rn
−rn
Voln−1 (Hpi ∩ En ∩W(r)) dr
=
∫ rn
−rn
Voln−1
(
Hpi ∩ En−1W(r)
)
dr, (76)
where En−1W(r) = En ∩W(r) is an n− 1 dimensional ellipsoid in Rn.
Note that since En−1W(r) has νn as normal vector, which is one of the axes of En, the ellipsoid
En−1W(r) can be represented as
En−1W(r) = m(r)In · En−1W(0) + rνn, (77)
where m(r) : [−rn, rn]→ (0, 1] is some magnitude function. Then, we have
Voln (Hpi ∩ En) (a)=
∫ rn
−rn
Voln−1
(
Hpi ∩
{
m(r)In · En−1W(0) + rνn
})
dr
(b)
=
∫ rn
−rn
Voln−1
(
Hpi ∩m(r)In · En−1W(0)
)
dr
(c)
=
∫ rn
−rn
|det (m(r)In) |Voln−1
(
Hpi ∩ En−1W(0)
)
dr
= Voln−1
(
Hpi ∩ En−1W(0)
)∫ rn
−rn
m(r)ndr, (78)
where the labeled equalities follow from: (a) substituting (77) into (76); (b) the fact that
Hpi, ∀pi ∈ P is invariant to adding aνn, where a ∈ R is any constant and remember that
νn =
1√
n
1n (i.e., Hpi = Hpi + aνn); and (c) the fact that Voln (AS) = |det (A) |Voln (S) and
Hpi = kInHpi, where k is any positive number. We conclude the proof of Lemma 9 by defining
c(rn) =
∫ rn
−rnm(r)
ndr.
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APPENDIX E
EIGENVALUES OF A IN (11)
We seek to compute the eigenvalues of the matrix A defined as
A =
γIn−1 v
vT a
 . (79)
These can be found as the values of λ that satisfy the equation
det(A− λIn) = 0 =⇒ det
(γ − λ)In−1 v
vT a− λ
 = 0
=⇒ det ((γ − λ)In−1) det
(
a− λ− vT 1
γ − λv
)
= 0
=⇒ (γ − λ)n−2((a− λ)(γ − λ)− ‖v‖2) = 0.
Hence the matrix A in (79) has n− 2 eigenvalues equal to γ and the remaining two eigenvalues
can be found as the solution of
(a− λ)(γ − λ)− ‖v‖2 = 0 =⇒ λ = a+ γ ±
√
(a− γ)2 + 4‖v‖2
2
. (80)
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