Using this notation, the Prime Number Theorem is the following statement:
Theorem 1 (Prime Number Theorem)
We'll prove a large collection of auxiliary lemmas in order to establish this result, most of which will concern certain special meromorphic functions. The most important such function for our purposes is the Riemann zeta function
It is an exercise to show (using the Weierstrass M -test, for example) that for δ > 0, ∞ n=1 1 n s converges absolutely and uniformly for Re(s) > 1 + δ, and therefore ζ(s) is analytic for Re(s) > 1.
Why in the world should we be interested in the zeta function when we are trying to prove something about the distribution of prime numbers? The link is provided by Euler's product formula for the zeta function. 
Proof. First note that the infinite product on the right-hand side of (1) converges absolutely for Re(s) 
By absolute convergence of the product, we can rewrite each term above using the relation Now we expand the right-hand side of the above equation into a single infinite sum, each term a product of one summand from each sum. If infinitely many of these summands are not 1, their product will be zero. So all but finitely many nonzero summands contributing to each term will be 1, which means (by the unique factorization of natural numbers as products of primes) that
Remark 1 For an alternate proof, see pp. 238-239 in [Bak-Newman] .
Proof. This follows from the absolute convergence of the product
for Re(s) > 1, which was established during the proof of the preceding lemma.
A crucial step for the proof of the Prime Number Theorem is to define a meromorphic continuation of the Riemann zeta function beyond its original domain of definition, and to study the zeros and poles of the resulting function.
1
As a first step toward defining an extension of ζ(s), we have the following lemma:
• If Re(s) > 0 and n ∈ N, then
Proof. Both parts of the lemma follow easily from the (complex version of the) fundamental theorem of calculus, and are left as exercises for the reader.
2
We can now prove:
, initially defined for Re(s) > 1, extends to an analytic function on the half-plane Re(s) > 0.
Proof. When Re(s) > 1, we can use Lemma 2 to obtain
We can rewrite the integral in (3) as a sum of integrals going from each integer to the next, and then combining the sums gives
We claim that the series given by the right-hand side of (4) converges absolutely for Re(s) > 0. To see this, we first use Lemma 2 to rewrite the integrand as an integral over a new variable u:
We then bound the outer integral on the right-hand side of (5) using the M-L inequality. The length is 1, so we obtain We can bound the right-hand side of (6) by using M-L again, noting that the length is always at most one, so that
Our claim, and the lemma itself, now follows from the evident fact that the sum
Corollary 2 ζ(s) can be extended to a meromorphic function on Re(s) > 0, with a simple pole of residue 1 at s = 1 and no other poles. Now that we have extended the domain of definition of ζ(s), we need some information on its zeros in the right half-plane Re(s) > 0.
3 This is provided by the following two results. The following lemma is elementary but admittedly seems to come out of nowhere.
Lemma 4 For all x, y ∈ R with x > 1, we have
Proof. Using Lemma 1, it suffices to prove that for each prime p, we have
If we let 1 p x = r and 1 p iy = e iθ , then 0 < r < 1 and we can rewrite (8) as
It therefore suffices to prove the elementary fact that for all 0 ≤ r < 1 and all θ ∈ R, we have
To establish (10), fix r with 0 < r < 1, and let f (θ) = (1 − re iθ ) 4 (1 − re 2iθ ) 2 . A short calculation shows that f (θ) = (1 + r 2 − 2r cos θ) 2 (1 + r 2 − 2r cos 2θ). Letting u = cosθ and using the identity cos 2θ = 2 cos 2 θ − 1, we can rewrite this as
We then can apply the arithmetic-geometric inequality
27 .
Basic calculus shows that
(where
which proves (10) as desired.
Lemma 5 ζ(s) = 0 for Re(s) ≥ 1.
Proof. It follows from Corollary 1 that ζ(s) = 0 for Re(s) > 1, so it suffices to consider potential zeros with Re(s) = 1. Now, we consider the inequality given by equation (7). Suppose that ζ(s) has a zero at s = 1 + iy 0 . We know that ζ(s) is analytic at s = 1 + 2iy 0 and has only a simple pole at s = 1, so that
This contradicts inequality (7), proving the lemma.
The Prime Number Theorem
In addition to the function ζ(s), we're also going to be interested in a real function ϑ(x) defined by ϑ(x) = p≤x log p.
The reason we care about ϑ is because of the following lemma:
Lemma 6 The Prime Number Theorem holds if and only if ϑ(x) ∼ x.
Proof. Since ϑ(x) has at most π(x) summands, we have, for x ≥ 1, the inequality
Dividing by x, we obtain in particular that
Also, for all > 0, we have
since the primes between x 1− and x are a subset of all primes less than or equal to x. Bounding this sum from below, we get (by the definition of π(x) and the monotonicity of the logarithm function) the inequality
Using the obvious fact that π(x 1− ) ≤ x 1− , we obtain the inequality
which we can rewrite as
Combining (11) and (13), we find that for every > 0, we have
Since for each > 0 we have
Lemma 7 ϑ(x) = O(x).
Proof. Let n ∈ N. Then by the binomial theorem,
n is an integer and no prime greater than n can divide n!. Therefore we have
where the last equality follows from the definition of ϑ. Taking logarithms in (15) gives ϑ(2n) − ϑ(n) ≤ 2n log 2.
It follows that for m ∈ N, we have
Now for any x ≥ 1, we can choose m with 2 m−1 ≤ x < 2 m , and then
so that ϑ(x) = O(x), as needed. In order to show that ϑ(x) ∼ x, we will also need the following two lemmas. (Note that the function ϑ(x) is obviously non-decreasing). Proof. Exercise.
Lemma 9 If ψ(x) : [1, ∞) → R is any non-decreasing function of x such that the improper integral
Proof. First, assume there is some > 0 such that ψ(x) ≥ (1 + )x for arbitrarily large x. Since ψ is non-decreasing, we have for such x the chain of inequalities
for some constant c > 0 depending only on (and not on x). (Note that we have made the change of variables w = u/x). Since the inequality
holds for arbitrarily large values of x, it follows that the improper integral
cannot converge, a contradiction. By an analogous argument, we also obtain a contradiction if there is some > 0 such that ψ(x) ≤ (1 − )x for arbitrarily large x. It therefore follows by Lemma 8 that ψ(x) ∼ x as desired.
Making a simple change of variables, we obtain:
converges, then the Prime Number Theorem is true.
Proof. Making the change of variables u = e t , we have
Now apply Lemmas 6 and 9. For notational convenience, we define the function H(t) : [0, ∞) → R to be the integrand in (16), i.e., H(t) := ϑ(e t )e −t − 1.
For future use, we note the following about the function H(t):
Lemma 10 The function H(t) is bounded and piecewise continuous.
Proof. The piecewise continuity of H follows from that of ϑ, and the boundedness of H is equivalent to Lemma 7.
The Laplace transform
In the previous section, we showed that in order to prove the Prime Number Theorem, it is enough to establish the convergence of the improper integral ∞ 0 H(t)dt. However, it is difficult to establish the convergence of this integral directly. We therefore proceed by a rather indirect method involving the Laplace transform of H(t). Proof. We have (setting σ = Re(s)):
Letting T → ∞ and using the fact that σ − B > 0, we obtain the estimate
The result follows easily from (17). There are many useful (and easy to prove) formulas connected to the Laplace transform. For example:
Lemma 12 Let g(t), h(t) : [0, ∞) → R be piecewise continuous functions with |h(t)| ≤ Ce Bt for 0 ≤ t < ∞. Then:
Proof. Exercise for the reader. In order to compute the Laplace transform of H(t), we first define the function Φ(s) on the half-plane Re(s) > 1 by the formula
For every δ > 0, it is easy to show that ∞ n=1 log n n s converges absolutely and uniformly for Re(s) > 1 + δ, and therefore Φ(s) is analytic for Re(s) > 1 by the usual argument.
Proof. By Lemma 7, there exists a constant C such that ϑ(e t ) ≤ Ce t for all t ≥ 0. By Lemma 11, the integral defining (Lϑ(e t )) converges absolutely for Re(s) > 1.
Let p n denote the nth prime number, so that p 1 = 2, p 2 = 3, . . ., and for convenience define p 0 = 0. Then ϑ(e t ) is constant for log p n < t < log p n+1 , so
log pn
Summing over all n ≥ 1 and using the obvious formula ϑ(p n ) − ϑ(p n−1 ) = log p n , we obtain
for Re(s) > 1.
Corollary 4
(LH)(s) = Φ(s + 1)
Proof. This follows immediately from Lemmas 12 and 13. The following two lemmas provide crucial analytic information about the function Φ(s). The key point is that the sum of Φ(s) and the logarithmic derivative of ζ(s) extends to an analytic function for Re(s) > 1/2. , initially defined for Re(s) > 1, extends to a meromorphic function on the half-plane Re(s) > 1/2, and is analytic for Re(s) ≥ 1.
Proof. We logarithmically differentiate both sides of Euler's product formula for the zeta function and multiply by −1, giving (for Re(s) > 1)
where the term-by-term differentiation is justified by the absolute convergence of the sum.
Using the identity
,
.
The infinite sum appearing in (18) converges to an analytic function for Re(s) > Making a change of variables, we find:
extends to a meromorphic function on the half-plane Re(s) > −1/2, and is analytic for Re(s) ≥ 0.
Proof. This follows easily from the fact that the residue of
at s = 0 is 1.
Remark 2
We emphasize that the analyticity of
on the line Re(s) = 0, which is one of the key ingredients in the proof of Lemma 15 below, comes from the subtle non-vanishing result established in Lemma 5.
We now state the key analytic result necessary for our proof of the Prime Number Theorem, which deals with analytic continuations of Laplace transforms. The proof of this result, which uses the Cauchy integral formula, will be given in the next section.
Theorem 2 (Analytic theorem) Let f (t) for t ≥ 0 be a bounded and piecewise continuous function such whose Laplace transform g(s) = ∞ 0 f (t)e −st dt, initially defined for Re(s) > 0, extends to an analytic function for Re(s) ≥ 0. Then the improper integral ∞ 0 f (t) dt converges, and its value is g(0).
Remark 3
The subtlety here is that a priori, the fact that (Lf )(s) can be extended to an analytic function in a neighborhood of s = 0 does not obviously imply that the integral used to define (Lf )(s) for Re(s) > 0 converges at s = 0. In fact, one needs the stronger hypothesis of the theorem, namely that (Lf )(s) extends across the entire imaginary axis, to reach this non-obvious conclusion.
Assuming the analytic theorem, let's see how to use it to prove the Prime Number Theorem. H(t) dt converges, as desired. Putting together Corollary 3 and Lemma 15 completes the proof the Prime Number Theorem (modulo Theorem 2). We give the proof of Theorem 2, which is all we have left to establish, in the next section.
Proof of the Analytic Theorem
In this section, we complete the proof of the Prime Number Theorem by using complex analytic techniques to prove the analytic theorem about Laplace transforms from the previous section.
Here is the proof of Theorem 2, following Newman and Zagier. We now use the variable z instead of s in order to keep the notation more familiar.
Consider the sequence of functions g T (z) = T 0 f (t)e −zt dt. These functions are all entire, as follows from Morera's theorem (see Theorem 17.9 in [Bak-Newman] ). We are trying to show that lim T →∞ g T (0) exists and equals g(0).
Choose a large real number R, and consider the curve γ (oriented counterclockwise) which is the boundary of the region {z ∈ C | |z| ≤ R, Re(z) > −δ}, where we choose δ > 0 small enough (depending on R) so that g(z) is analytic on and inside γ. (Such a δ exists by compactness and the fact that g(z) is analytic for Re(z) ≥ 0.)
