We prove local in time, uniform in N , estimates for the solutions φ, Λ and Γ of a coupled system of Hartree-Fock-Bogoliubov type with interaction potential v N (x−y) = N 3β v(N β (x− y)), with β < 1 and v a Schwartz function (satisfying additional technical requirements). The initial conditions are general functions in a Sobolev-type space, and the expected correlations in Λ develop dynamically in time. As a consequence, the estimates for Λ are not uniform in time, but only in L 4 (and lower). This is an essentially new feature of our work. As shown in our previous work, as well as the work of J. Chong, (both in the case β < 2/3), using the conserved quantities of the system of equations, this type of local in time estimates can be extended globally. Also, they can be used to derive Fock space estimates for the approximation of the exact evolution of a Bosonic system by quasi-free states of the form e √ N A(φ) e B(k) Ω. This will be addressed in detail in future work.
Introduction
Let v N (x − y) = N 3β v(N β (x − y)), with β < 1 and v a Schwartz function satisfying additional technical requirements. This paper is devoted to obtaining estimates, uniformly in N, for solutions to 
See 8a-8c for the conceptual meaning of these equations. The functions φ, Λ and Γ also depend on t, but this has been suppressed to keep the formulas shorter. The spacial dimension is 3. These equations are similar in spirit to the Hartree-Fock-Bogoliubov equations for Fermions. For Bosons, they were derived in [16] , [17] , and, independently, in [1] . Reading this paper requires no knowledge of Fock space. However, as background material, we will review the "big picture" motivating this work, as well as [13] - [17] . See these papers for background on Fock space and additional references related to this project. Our work (started in [13] in collaboration with D. Margetis) is devoted to the problem of approximating the exact evolution (in Fock space)
by an expression of the form 7. Here H is the Fock Hamiltonian
The function φ is a function of 3 + 1 variables, 
The unitary operator e B(k) is the representation of an (infinite dimensional) real symplectic matrix (the Segal-Shale-Weil representation, see [25] ) and is called a Bogoliubov transformation in the Physics literature (elements of such a construction go back to [6] ). Ω is the vacuum, and the state
is a coherent state (the nth entry of this state is a tensor product of n copies of φ). φ(x j ) . . . with c n = e −N φ 2 L 2 N n /n! 1/2 .
The state e −B(k 0 ) Ω is called a squeezed state in the Physics literature. The Fock space Hamiltonian acts as a PDE Hamiltonian on each entry of Fock space
In the Math literature, the Fock space evolution e itH has been studied in the 70s by by Hepp in [18] , Ginibre and Velo [12] and, 30 years later, by Rodnianski and Schlein [23] , followed by [13] (where e B is explicitly introduced).
The problem is to find a Fock space approximation of ψ exact (which involves linear Schrödinger equation in an unbounded number of variables) by ψ approx := e − √ N A(φ(t) e −B(k(t)) Ω (7) where φ(t, x), k(t, x, y) satisfy non-linear Schrödinger equations in 3+1, respectively 6 + 1 variables. The equations 1a-1c were written in [17] in a more elegant form, reminiscent of BBGKY, in terms of the marginal densities L i,j , defined by L m,n (t, y 1 , . . . , y m ; x 1 , . . . , x n ) := 1 N (m+n)/2 a y 1 · · · a ym ψ approx , a x 1 · · · a xn ψ approx In terms of these, the equations are
= v N (x 1 − x 2 )L 2,2 (t, x 1 , x 2 ; y 1 , x 2 )dx 2 − v N (y 1 − y 2 )L 2,2 (t, x 1 , y 2 ; y 1 , y 2 )dy 2
= − v N (x 1 − y)L 1,3 (t, y; x 1 , x 2 , y)dy − v N (x 2 − y)L 1,3 (t, y; x 1 , x 2 , y)dy
Here φ = L 0,1
The other L function can be expressed in terms of φ, Λ and Γ, leading to 1a-1c.
The problem of proving a Fock space estimate for ψ exact −ψ approx is currently an active field. See [7] , [22] , and [5] . In that paper, Boccato, Cenatiempo and Schlein prove a result in the range β < 1, and the estimate is global in time. Their approximation is given (translating to our notation) by e iχ(t) e − √ N A(φ(t)) e −B(k(t)) U 2,N (t)Ω where φ satisfies the expected cubic nonlinear Schrödinger equation, k(t) = k(t, x, y) is explicit and U 2,N (t) is an evolution in Fock space with a quadratic generator (see the page preceding Theorem 1.1 in [5] ). The function k(t) (which corresponds to pair correlations) has to be present in the initial data.
Our approach, based on coupled PDEs for φ and k, offers the possibility to start with uncorrelated initial data, and allow the correlations to develop dynamically, "instantly" in time. This explains why we don't get estimates uniformly in time for Λ. The estimates hold only in a average sense (L 4 ) in time. This is an essentially new feature of our work. In the present paper, we obtain estimates for the generalized marginal densities Λ, Γ and φ. In our previous paper [17] (devoted to the case 0 < β < 2 3 ) we showed how estimates for Λ, Γ and φ imply estimates for k, which in turn imply Fock space estimates for the proposed approximation 7.
For 2 3 ≤ β < 1, there are greater difficulties in both the PDE problem of obtaining estimates for Λ, Γ and φ, and the Fock space approximation. For this reason, we treat the two issues separately. This paper addresses only the PDE problem, leaving the Fock space estimates for future work. For the analysis of these equations in 1 + 1 dimensions, see [9] .
Fock space techniques can also be applied to L 2 (R N ) approximations. See the recent paper [24] and the references therein. We also mention the approach of [21] .
We end this section with some general comments regarding the equations studied in this paper. Since we are looking for estimates which hold uniformly in N, it is instructive to replace v N by δ. Then 1a-1c become, formally,
These equations are invariant under the following scaling λφ(λ 2 t, λx 1 ), λ 2 Λ(λ 2 t, λx 1 , λx 2 ), λ 2 Γ(λ 2 t, λx 1 , λx 2 ), which is H 1 critical for Λ and Γ. However, scaling does not detect the collapse to the diagonal x 1 = x 2 which makes the equations H 1 supercritical. On the other hand, as explained in the next section, the conserved energy for the full system has the scaling of H 2 for Γ, but only H 1 for Λ. (However, as shown in [10] , a norm of Λ with the scaling of H 1+ǫ grows in time, but not N). Using these conserved quantities the local existence theorem (and estimates)of the current paper can be extended globally in time. See [10] how this works out the case β < 2/3. We plan to address the problem of global estimates in detail in a forthcoming paper.
The plan of the paper is as follows: Section 2 reviews the conserved quantities (derived in our earlier paper [16] ), and introduces a matrix formulation of the equations. Section 3 has the statement of the main (nonlinear) theorem, and a simple statement of the main linear estimates, which are shown to imply the main non-linear theorem . Sections 4 reviews standard X s,b type estimates needed for the proof. Section 5 introduces new estimates, including a technical statement of the main linear result. The rest of the paper is devoted to the proof of the main linear estimates. Each of those sections starts with a heuristic guide to the proofs in that section.
(normalized by division by N) and it is
This means that M = 1. The second conserved quantity is the energy per particle
which is conserved by the evolution. Notice that the quantity E defined above is positive because the following inequality is true Γ(t,
In order to see what kind of regularity the conservation laws imply, we observe that the kinetic part of the energy is,
Now if we observe that, denoting u := sh(k), c := ch(k) (see 10, 11)
a simple calculation implies the inequality,
Since we have Λ = φφ + (1/2N)ψ then
i.e. the H 1 norm of Λ is bounded by a constant which is independent of time. In fact one can show, see [10] , for some ǫ > 0,
On the other hand, Γ = φφ + (1/N)u • u which implies a better estimate, namely
It is interesting to observe that the construction of solutions is accomplished using norms which are ( slightly) below the thresholds indicated by the above estimates, see Theorem 3.3.
Remark 2.1. It is an interesting task (at this point) to write down the evolution equations in the case of aligned Fermions. For the simple Hamiltonian below
we have the following type of reduction. We form two (pair) functions ω(t, x 1 , x 2 ) and ψ(t, x 1 , x 2 ). They satisfy certain relations. Namely ω * = ω and ψ T = −ψ. Moreover ω(t, x, x) ≥ 0 and they are not independent of each other, they must satisfy
The two evolution equations are,
They analogy is Γ → ω T and Λ → ψ but notice that ψ is now antisymmetric! The system conserves the number of particles,
x, x)} and the total energy,
We may observe that we can set (consistently) ψ = 0 is which case we obtain the familiar equation for ω (which must be a projection). The equations above are written without any scaling. If we scale space by N β then we can rescale appropriately the interaction potential v. The most natural assumption for v is Coulomb. See [4] for related work on Fermionic systems.
We end this section with some comments on the structure of the nonlinear terms which (if thought the right way) look "simple". We adopt the following convention for (skew-Hermitian) commutators and symmetrization for two operators, say A and B
With this convention we can write the equations as follows,
Notice that Γ T = Γ and Λ T = Λ, and v N Λ means pointwise multipli-
To see why 14 is correct notice that
The equation for Γ reads,
Notice that Λ * = Λ and Γ * = Γ in computing the commutators and it easy to check that it is indeed correct. Now we want to write the equations as a system for an appropriate "matrix". Using the notation of our earlier paper [16] , u = sh(k), c = ch(k). We define
The adjoint matrix is,
Next we form the full matrix Ω as follows
For convenience we define the condensate matrix Φ below,
Now define the operator,
The evolution of Ω now reads,
where the commutator means,
The evolution of Φ is,
In order to see why this formalism is correct, notice the following,
Subtraction produces the desired non-linear terms. Writing our system in the form 16, 17 has certain advantages. Subtracting them we have,
Notice that the last term acts as forcing in the equation while Φ satisfies the equation,
Statement of the main theorem
We use the standard notation
Fix α > 1 2 , chosen so that 2αβ < 1. (This is so that, roughly speaking, |∇| 2α 1 N v N is less singular than the delta function.) Let 0 < T < 1 and c(t) the characteristic function of [0, T ]. Define the norms 1 of Λ(t, x, y), Γ(t, x, y) and φ(t, x):
The norm for Λ is essentially different from the one used on our paper [17] since p is restricted to p ≤ 4 in L p (dt). See the comments following the theorem. The norm for Γ is only slightly different from the one we previously used. See also [11] where similar norms were used for an equation involving only Γ. and, for Γ(t, x, y),
and Strichartz norms for φ
Remark 3.1. The dot inṄ T (Γ) is meant to remind the reader that these are not inhomogeneos Sobolev norms.
This can be seen by interpolation. The same comment applies toṄ T (Γ) and N T (φ), in the full range 2 ≤ p ≤ ∞.
Our main (nonlinear) theorem is the following:
Assume v is a Schwartz function withv supported in the unit ball, such that |v| ≤ŵ with w a Schwartz function. Let β < 1, and fix α > 1 2 so that 2αβ < 1. Let Λ, Γ and φ be solutions to 1a, 1b and 1c. Then there exists, N 0 ∈ N and ǫ > 0 such that, if 0 < T < 1 and N ≥ N 0 ,
As an immediate consequence, we get
Remark 3.5. For the purpose of future applications, we note that similar estimates hold for the derivatives which commute with the potential:
The time interval T 0 and the implicit constants in the above inequalities depend only on the following norm of the initial data:
Remark 3.6. Notice we did not include L ∞ (dt)L 2 (dxdy) in the norm for Λ. This "energy type" estimate is very likely not true (uniformly in N ) for solutions of our equations, and is one of the new features of this work. While the above theorem looks similar to Theorem 6.1 in [17] , the similarity is superficial. In [17] we took β < 2/3 in order to be able to treat 1 N v N as a perturbation in X 1 2 type spaces. The reason for
The proof of this theorem follows from estimates for solutions to linear equations. In order to prove these, we have to recall the definition of the spaces X δ = X s,δ with s = 0. See [27] for more regarding these.
or, depending on the dimensions,
We note that the first application of X δ spaces to the BBGKY hierarchy is in the work of X. Chen and J. Holmer [8] .
We solve
in an interval[0, T ] by constructing
The following is known, it follows from Proposition 5.8 in [17] , and Lemma 5.2. See also [11] and [8] .
Then, for all δ > 0,
The main new contribution of our current paper is a non-obvious modification of the above estimates for N T (Λ), for an equation which includes the potential 1 N v N (x − y). The "short" version 2 of our main linear theorem is
Then for all δ > 0 sufficiently small, the following holds, uniformly in N.
Note that the definition of N T (Λ) involves a quarter time derivative, but the right hand side above involves no time derivatives. This time derivative plays no role in the proof of Theorem 3.3, but will be crucial in the proof of Theorem 3.8, as well as future applications of the theorem to Fock space estimates.
Proof. The proof of Theorem 3.3 using Proposition 3.7 and assuming Theorem 3.8 (which will be proved later in the paper) is straightforward. First, we use 20 with F = RHS of 1c. We show how to prove
Consider a typical term, such as the first term (where we set x 1 −y = z):
Applying the fractional Leibniz rule in X δ spaces, (which follows from a trivial pointwise estimate),
(we used Hölder in time, and formula 30
provided δ and all epsilons are sufficiently close to 0. We do not have to keep track how the various small numbers δ, ǫ i are related, provided they are all much smaller that α − 1 2 , so that the Sobolev embeddings
Estimates for
(which are needed for N T (Λ) and N T (φ)) are similar.
In order to complete the proof for N T (Λ) we also need to estimate the X − 1 4 −δ norm of < ∇ x 1 > α− 1 2 < ∇ x 2 > α applied to those terms on the right hand side of 1b involving v N (x 1 − y). A similar argument holds for X − 1 4 −δ norm of < ∇ x 2 > α− 1 2 < ∇ x 1 > α applied to those terms on the right hand side of 1b involving v N (x 2 − y). Recall
We estimate (with suitably chosen δ, ǫ > 0),
(we used Hölder in time, and 31 below)
We have used Sobolev estimates such as
Estimates for all other terms are similar.
Standard stimates
We summarize some basic estimates. The following is standard, it was used (and also proved) in [17] . It was inspired by the estimates in [8] , and is true in both X δ spaces, and X δ ± spaces. 
and the dual estimate is (23)
We will write such estimates as
and the dual estimate is (26)
These estimates also hold in x + y, x − y coordinates for X δ spaces, but not X δ ± spaces. The following is a slightly sharper version of the estimates used in [17] . Sharp estimates for δ < 1 2 have been known for a long time, going back at least as far as Tataru's paper [28] .
Remark 4.3. These estimates are motivated by interpolating, formally, between the false end-point δ = 1 2 with p, q Strichartz admissible and the trivial case δ = 0, p = q = 2. We don't know if the above estimate corresponding to p = 2, δ < 1 2 is correct. This is not needed for our paper, but would remove some epsilons from the exposition.
Notice that is δ < 1 2 is sufficiently close to 1 2 , p and q can be made arbitrarily close to Strichartz admissible pairs. We will freely use estimates such as
by which we mean that there exist numbers ǫ 1 , ǫ 2 , δ > 0, arbitralily small, such that
For the sake of completeness, we include a proof of Lemma 4.2.
Proof. It is easier to prove the (stronger) homogeneous version, corresponding to the weight τ + |ξ| 2 + |η| 2 δ . So we prove that the operator T (F ) defined by
maps L 2 (dtdxdy) to L p (dt)L q (dx)L 2 (dy). (F denotes the space-time Fourier transform). In physical space variables, this is given by T (F )(t, x, y) = k(t−s)e i(t−s)(∆x+∆y) F (s, ·)ds where k is the inverse Fourier transform of 1 |τ | δ . By the T T * method, it suffices to show that the kernel
But this follows from the known fixed time mapping properties of e i(t−t ′ )∆x , namely
We used Hardy-Littlewood-Sobolev and the identity
We summarize the basic space-time collapsing estimates used in [17] . These are inspired by estimates in [19, 20] . 
Then there exists ǫ > 0 such that
Proof. The proof for the solution to the homogeneous equation is similar to the proof of lemma 4.4. The proof for the inhomogeneous part is in the Appendix.
We systematically solve
where c(t) is the characteristic function of [0, T ], T ≤ 1, and noticing c(t)Λ = c(t)Λ 1 . We will use Then
This is a version of the standard "X s,b energy estimate" (Theorem 2.12) in [27] , which is usually stated for b > 1/2 and uses smooth cut-off functions in time.
Proof. Let F denote the space-time Fourier transform. Then and |ĉ(τ + |ξ| 2 + |η| 2 )| 1 < τ + |ξ| 2 + |η| 2 > Remark 5.3. We will have to work in X b for both b > 1 2 and 0 < b < 1 2 , as well as their dual spaces X −b .
One reason is that multiplication by c(t) is not bounded on X 1 2 + , but it is bounded on X 1 2 − . This is because the Fourier transform of χ [0,∞] is a singular integral operator, |τ | b is in the class A 2 iff −1 < b < 1. See Stein's book [26] , section 4 (Chapter 5) and remark 6.4 on page 218 of [26] .
We want, for 0 < b < 1
The convolution is in just one dimension, so, after changing variables, this follows from
for f = f (t). This weighted L 2 estimate is one of the properties of A 2 weights. We remark that by the same argument
Next, we need to define projections such as P |ξ−η| N β ′ . These have to be bounded on L p spaces, so they have to involve smooth cut-offs.
Let ϕ ∈ C ∞ 0 (−2, 2) be identically 1 on [−1, 1]. Also, assume 2 I < N β ′ ≤ 2 I+1 .
We define the operators
where F denotes the Fourier transform. Similarly, we define P |ξ+η| N β ′ F and P |ξ+η| N β ′ F . These operators are bounded on all (mixed) L p (dx)L q (dy) spaces. The proof of Theorem 3.8 will be based on more technical estimates, using a more complicated norm: (denoted by N = N T , as opposed to the more elementary norms N T from the statement of Theorem 3.8). Recall 0 ≤ β < 1 and α > 1 2 is such that 2αβ < 1. Let 1 2 − be a number such that 1 2 
The power N −1 in the last term could be replaced by any N −k , and it is meant to handle error terms.
The "long" version of our main linear theorem is 
so that Λ agrees with the solution of 21 in [0, T ]. Then
. Before proving the above theorem, we point out that it implies Theorem 3.8. The right hand sides of the two inequalities are the same.
As for the left hand sides, if Λ is as in the statement of the above theorem, then
We have 
Indeed, using Lemma 5.2 and 29,
We used the fact that, because of the frequency localization |ξ − η| N β ′ , at least one of |ξ|, |η| N β ′ , while v N is supported, in Fourier space, at frequencies ≤ N β . Thus at least one of < ∇ x > α , < ∇ y > α falls on Λ, and then we used 29. For instance,
The term where one < ∇ > α falls on the potential is handled in a similar way, and so are the terms involving P |ξ+η| N β ′ .
Proof. (of Theorem 5.4).
The outline of the proof will be
and we will show each individual term is
− } Using Lemma 4.4 and Proposition 5.1 the above is already known for the A and C parts of Λ. More precisely, we have
All work will be devoted to proving
This will be split in several sections. Whenever possible, we will estimate B (localized in frequency space and differentiated) using Lemma 5.2, followed by Hölder's inequality and the Strichartz type estimates of Lemmas 4.1 and 4.2.
. This is representative of the proof that follows provided at least one of < ∇ x > α , < ∇ y > α fall on Λ.
Also, from the above we can read off
are part of N(Λ), so we have to estimate the last term in N:
The rest of the proof of theorem 5.4 will be split into several sections. 6 . Estimates for N(B) at frequency |ξ − η| N β ′ or |ξ + η| N β ′ Before going into details, let us point out that in this region at least one of |ξ|, |η| N β ′ . On the other hand, v N (x − y) is supported at frequencies ≤ N β << N β ′ . Thus, heuristically, at least, in the expression
These terms can be treated using Strichartz estimates and X ± 1 2 techniques. Recall
Also, we have to use the more precise notation P |ξ−η|
In this section we prove Proposition 6.1. The following estimates hold:
Proof. We have, using the boundedness of multiplication by c(t) on X
We will use the fact that the Fourier support of the product of two functions is the algebraic sum of the two supports. Thus
In the L 2 based space X − 1 2 + we can distribute the derivatives on the Fourier transform side. Since at least one of |ξ|, |η| is N β ′ , at least one of < ∇ x > α , < ∇ y > α lands on Λ. Denote ⌊Λ⌋ = F −1 |F Λ| (F is the Fourier transform in x and y), and recall we assumed |v| ≤ŵ for some Schwartz function w. We have
We have used Holder's inequality and Lemmas 4.1, 4.2. For instance,
where the numbers are chosen so that 1 N w N L
The last term is not part of N because of P |ξ−η|>2 I−1 . However, we can iterate this result essentially K = I(β ′ − β) times. The iteration stops when 2 I−K is comparable to N β ′ , the frequency of v N . Then we cannot put at least one < ∇ > α on Λ, and the argument breaks down.
Proceeding this way K times,
provided Kǫ > 1. The argument for P |ξ+η| N β ′ is similar, but easier (this closes in one step, no need to iterate).
Notice that we have in fact shown Corollary 6.2.
and thus
The collapse in the region |ξ − η| N β ′ and |ξ + η| N β ′ Heuristically, in this region the frequencies of Λ are less than the frequencies of the potential term, so the worst case scenario is
The proof that follows exploits this structure. It will only use the condition|ξ − η| N β ′ . We will prove
Before estimating the general case ). In fact, we suggest the reader takes v N Λ = δ(x − y)Λ x+y 2 , x+y 2 , which, while not literally true, is representative of the rigorous proof. 
Then (denoting by F (F ) the Fourier transform in t and x, and byF the Fourier transform in t, x and y), we have the pointwise estimate, uniformly in z and w:
which trivially imply the L 2 estimates
Proof. Recall that if
Putting the above together,
and a direct calculation for the integral,
(uniformly in A) gives the pointwise result which, in turn, implies the L 2 results. Now we apply the above to the true B.
and recall
y)ds
Then we have
In this section we prove
thus completing the proof of Theorem 5.4. Again, we prove a special case first
We have a pointwise estimate for the Fourier transform
All these terms can be estimated in X Explicitly, we write
(with a suitable choice of K) and compute the inner integral.
To show D z,0 ∈ X 1 2 + for some number 1 2 + slightly bigger that 1 2 ,
The argument forD z,1 is identical, we get (using the calculation 37)
The main difference occurs in estimating D z,2 . This term can only be estimated (uniformly in N)in X 
The general case follows by taking f z (x + y) = Λ( x+y+z 2 , x+y−z 2 ) and writing
Next, we record a form of Sobolev's inequality that has been used in the previous proof. Lemma 8.3. Assume the following Sobolev estimate holds in R 3 :
Proof. This follows from the following observation applied to
A direct calculation shows
. Appendix: Proof of Proposition 5.1
We present two proofs of Proposition 5. 
Proof. First notice that we have to estimate the integral below,
and we will employ the following inequality,
To compute the integral, let ξ 1+2 = ξ 1 +ξ 2 √ 2 , ξ 1−2 = ξ 1 −ξ 2 √ 2 and similarly with ξ 3 and ξ 4 . Then ξ 1+2 = ξ 3+4 := ξ. Next we set (in spherical coordinates)
We use Cauchy-Schwartz in the angular variables (ω 1 , ω 2 ) and for this purpose we introduce, (with β, γ parameters to be chosen later)
Because of the inequality 42 we obtain several terms one of which is
and the integral I β,γ is,
In addition, we have I β,γ (ξ, ρ 2 )A β,γ ( F (τ, ξ, ρ 2 )) (1 + |τ − |ξ| 2 − ρ 2 2 |) 1− a 4 I β,γ (ξ, ρ 1 )A β,γ ( F (τ, ξ, ρ 1 )) (1 + |τ − |ξ| 2 − ρ 2 1 |) 1− a 4 dµ (45) as well as cross terms which can be estimated in the same manner so we will ignore them. The first important observation is the fact that we can estimate I β,γ , (we use the identity (|ξ 1 ||ξ 2 |) 2 = (ξ 1 · ξ 2 ) 2 + |ξ 1 ∧ ξ 2 | 2 ) provided 0 ≤ β + γ < 1 Thus we have the interesting fact,
due to averaging over the angular variable. If we use Cauchy-Schwarz in the integrals 43 and 45 we end up estimating the integral, Then, for all ǫ > 0,
Proof. The proof is based on the following calculation: where the integral is taken over the paraboloid τ +|ξ + η 2 | 2 +|ξ − η 2 | 2 = 0. If N >> M, then, in the region of integration, |η| ≥ cN, and the area of a piece of the paraboloid in the ball {η |ξ + η| ≤ M} is ≤ CM 2 . If M ∼ N, the integral is M.
Continuing, we write |τ | 
Recall we chose ϕ ∈ C ∞ 0 (−2, 2) to be identically 1 on [−1, 1], and let β(ξ) = ϕ(ξ) − ϕ(2ξ), so that φ(ξ) + ∞ k=1 β( ξ 2 k ) = 1. For function f (x), Λ(x, y), and k ≥ 1, define the projections P 2 k (f ), P 1 2 k P 2 2 l (Λ) by localizing in Fourier space
We choose to include all low frequencies in P 2 0 : F (P 1 (f ))(ξ) = φ(|ξ|)f(ξ) F (P 1 1 P 2 1 (Λ)(ξ, η) = φ(|ξ|)φ(|η|)Λ(ξ, η)
We have the equivalent of the standard Littlewood-Paley product decomposition (in space variables):
