The evaluation or approximation of derivatives is an important part of many nonlinear computations. The cost of evaluating rst-and second-derivative matrices is often assumed to grow linearly and quadratically with the number of independent variables, respectively. It is shown here that much tighter bounds can be achieved through the exploitation of partial function-and argumentseparability in combination with the forward and reverse mode of computational, or automatic, di erentiation. The new separability concepts facilitate the reduction of chromatic numbers and maximal row lengths, which determine the complexity of the Curtis-PowellReid and Newsam-Ramsdell schemes for estimating sparse derivative matrices. Because of the duality between the forward and reverse modes these techniques can be applied to Jacobians as well as their transposes and the associated rowintersection graphs. In contrast to di erencing, computational di erentiation yields derivative values free of truncation errors and without any parameter dependence. A key result presented in this paper is that gradients and Hessians of partially separable functions can also be obtained surprisingly cheaply in the easily implemented forward mode as well as in the more sophisticated reverse mode of computational di erentiation.
Introduction
Most algorithms for the numerical solution of nonlinear programming problems involve the gradient of the objective function, the Jacobian of the active constraints, and the Hessian of the Lagrangian function. Some of this derivative information may be used only implicitly or in projected form. However, since optimizers are locally characterized by the KKT conditions in terms of objective and constrained gradients, evaluation errors in these rst derivatives directly limit the solution accuracy. Moreover, except for algebraically simple test functions and some large, sparse problems, the computational e ort of evaluating or approximating the required derivative information may dominate the cost of the numerical linear algebra and other algorithmic overhead.
As in numerical ordinary di erential equations and other nonlinear computational elds, designers of optimization methods have usually assumed that derivatives are hard to come by and that their provision belongs to the realm of the user. This is sometimes called the black box model 21] , where the optimization algorithm relies exclusively on a subroutine for evaluating objectives and gradients at given arguments, usually with unspeci ed precision. Unless the user provides additional codes for gradient and Jacobian evaluation, the optimization method must either resort to divided di erence approximations or model the optimization problem on the basis of function values alone. The latter approach is rarely advantageous since it typically results in slow and unreliable convergence.
The Computational Model
In this paper we develop complexity estimates for gradients, Jacobians, and Hessians of functions that are de ned by computer programs as compositions of arithmetic operations and intrinsic functions. We will assume that these elementary functions are performed in oating-point arithmetic with xed precision and that their computational cost is independent of the argument. This scenario applies to the majority of practical optimization calculations, but not to symbolic, interval, or variable-precision computations. The overall temporal complexity is measured by simply counting the number of elementary operations and the number of random or sequential memory accesses. Here, it is assumed that the memory hierarchy can be split into a randomly accessed \core" storage and a sequentially accessed \disk" storage. Because of the increasing lag between processor and memory speed, the distinction between various memory access patterns becomes increasingly important not only on supercomputers but also on modern workstations.
The process of calculating overall derivatives vectors and matrices from the \local" derivatives of the elementary functions has become known as automatic di erentiation 19], 13] but might be better called computational di erentiation. Depending on the order in which the chain rule is applied, one obtains the forward, reverse, or mixed mode of computational di erentiation. As was shown in 12], even a sophisticated implementation of the reverse mode of computational di erentiation involves a logarithmic increase in the storage requirement, but the extra data can be stored and accessed sequentially in successive forward and reverse sweeps. In contrast, this nearly perfect data locality is lost if one tries to minimize the operations count for Jacobian evaluations by the general vertex elimination scheme described in 14] . Moreover, the combinatorial task of nding an elimination ordering that absolutely minimizes the operations count is conjectured to be NP hard. Therefore, we con ne ourselves in this paper to sequential schemes for which the randomly accessed core memory can be a priori restricted to a small multiple of that used by the original function evaluation.
Several other practical aspects of relative e ciency are very hard to quantify, even in an informal discussion of computational complexity. In our context this applies, for example, to the alternative of compilable derivative code versus more interpretive derivative-evaluation schemes. A related issue is the relative e ciency of dynamically sparse vector operations with indirect addressing versus dense vector operations on contiguous arrays. While it is relatively easy to generate compilable code for the forward mode of automatic di erentiation (see, e.g., 2]), all current implementations of the reverse mode incur a large number of procedure calls or other interpretive overheads, unless the original evaluation source is very restricted. Therefore, we will emphasize ways of reducing the temporal complexity of the forward mode by exploiting partial separability and other structure, even when the basic reverse mode has a lower operations count, as is the case for gradients.
Fortunately, much of the excellent research that has been conducted regarding the estimation of sparse Jacobians and Hessians by di erencing (see, e.g., 10], 9], 18], 20]) carries over to computational di erentiation. The main di erence is that, instead of approximating Jacobian vector products by divided di erences, one obtains them without any truncation errors by the forward mode of automatic di erentiation. Moreover, since the reverse mode yields vector Jacobian products accurately and eciently, one can exploit the sparsity structure not only columnwise but also rowwise. Therefore the well-known coloring techniques can be applied either to the column-or the row-intersection graph. Hence our complexity bounds involve the maximal clique size and the chromatic number of these undirected graphs. We have delayed until the central section of this paper the introduction of the directed computational graph that is associated with function evaluation programs. Until then, the results are developed in a more familiar matrix-vector notation. Concepts such as operations counts and intermediate variable will be used in an intuitive way until they are de ned rigorously in Section 3.
The paper is organized as follows. In the remainder of the introduction we review the derivative requirements in optimization calculations and the basic properties of the forward and reverse modes of computational di erentiation in combination with the CPR (Curtis-Powell-Reid) and NR (Newsam-Ramsdell) approaches to estimating sparse derivative matrices. In Subsections 2.1 and 2.2 we discuss whether and how partial function-separability and a dual concept of partial argument-separability can be used to express the original function as contraction of larger systems, whose Jacobians or their transposes have shorter row lengths and lower chromatic numbers. In Subsection 2.3 we discuss the tearing of functions and arguments, which amounts to a forced function or argument separation that entails a certain duplication of intermediate calculations. The resulting complexities are closely related to those of dynamically sparse implementations of the forward and reverse modes. In Subsection 2.4 we discuss the relation to multicoloring and in Subsection 2.5 we examine a generic binary interaction example. In Section 3 we provide a rigorous foundation and generalization of all previous developments in terms of computational graphs. In Section 4 we compile and discuss complexity bounds for the various methods and decompositions. The paper concludes with a brief summary in Section 5.
Derivative Requirements in Nonlinear Optimization
As a focal point of our investigation we consider the constrained optimization problem min w T x s:t: f(x) = 0 and x x x with w 2 IR n some xed-price vector and f(x) : IR n ! IR m at least twice continuously di erentiable. Without loss of generality we have assumed that the objective and the inequality constraints are linear; hence, all nontrivial derivatives occur in the equality constraints. As a consequence of this normalization, some components of x are likely to be slack variables; thus, the corresponding derivatives of f have a special structure as well. Sparsity in the Jacobian J(x) J and the second-derivative tensor f 00 will be a major concern throughout this paper. However, we will not make use of the observation that one need not evaluate rows of J that correspond to \safely" inactive constraints because their slack variable value is very large. Similarly, one could theoretically skip columns of J corresponding to \nonbasic" variables x i that are certain to remain xed at their lower or upper bound x i or x i over the current iteration. Typically, one step of an iterative optimization algorithm proceeds as follows. First, the scalar objective w T x and the constraint vector f(x) are evaluated at a new trial point x, which may be assumed feasible with respect to the bound constraints. Occasionally, the combination of values (w T x; f(x)) may be deemed unacceptable, and the algorithm backtracks to a previous iterate. Otherwise, one evaluates the Jacobian J(x) and computes a matrix S, whose n m columns span the null-space of J(x). This is usually done by factoring J(x), for example, into the product of a lower triangular or orthogonal problem involves (besides the objective gradient w) the constraint Jacobian J and some information about the Hessian of the Lagrangian
Here the Lagrange multipliers u i are usually estimates from the previous iteration. For one-step quadratic convergence a Newton-like algorithm must know the one-sided projection H r 2 x L(x; u) S with J S = 0 2 IR m (n m) :
For two-step quadratic convergence it su ces to evaluate the two-sided projection S T H 2 IR p p with p = n m; but as we will show, this is not necessarily a saving with regard to computational di erentiation. Moreover, it is important to recognize that the one-side projection onto the columns of S can be built into the di erentiation process so that the full Hessian need never be formed. This implicitly projected approach is likely to be e cient on problems with a comparatively small degree of freedom, p.
Basic Properties of the Forward and Reverse Modes
Rather than considering f(x) just as a mathematical mapping, we will assume from now on that it is de ned by a procedural (sub)program for its evaluation at any given argument x 2 IR n . For simplicity we will exclude the possibility that the program takes di erent branches for various values of x or that some intrinsic function such as square root is evaluated at a point of nondi erentiability. Then one can by hand or automatically (i.e., with the help of some software package) extend the original program to a code that also evaluates the Jacobian-matrix product J(x) S for S 2 IR n p (1:1) \analytically," that is, without incurring any truncation error. The choice of the seed matrix S provides the user with a great deal of exibility at run time. For example, one might choose S = I with p = n to obtain the full Jacobian J in one sweep. Alternatively, one may have p = 1 over several sweeps and let S = s] range over a sequence of column vectors s 2 IR n , possibly as part of an iterative Newtonstep calculation. Under realistic assumptions on the computational model, we will establish in Proposition 1 of Section 4 the bounds
Here, OPS denotes a conventional operations count, and RAM represents the number of randomly accessed storage locations required by the function or derivative evaluation program. On a serial machine the run time will be proportional to the operations count, and we will therefore refer to OPSff; taskg=OPSffg as the run-time ratio for some additional computational task related to f. For p = 1 the operations count and storage requirement may grow vefold and twofold, respectively. This situation is somewhat troubling, since a divided di erence of the form f(x + "s) f(x)]=" yields an approximation to Js at the cost of one extra function evaluation and without any increase in storage. Here we have assumed that f has already been evaluated at the base point x. Fortunately, the factor 3 in (1.2) is quite pessimistic. On the other hand, the leading constant 2 does not take account of some of the overhead in the derivative code. Empirically it was found 1] that, when the forward mode is implemented as compilable code and p is in the double digits, then the resulting run-time ratio is typically between half and twice the divided di erence ratio (1 + p).
The up to (1 + p)-fold increase in memory stems from the fact that a p-vector of derivatives is associated with most or all scalar variables in the original evaluation program. To limit this increase, one could alternatively evaluate one or a few derivative components at a time, but that would increase the accumulated run time signi cantly, since certain overhead costs are incurred repeatedly. On the other hand, when p reaches into the hundreds, it will probably be better to split the columns of S into groups in order to reduce the number of page faults in accessing intermediatederivative vectors. Provided these p vectors are allocated as contiguous arrays, the number of memory accesses in the sense of pointer dereferencing does not really grow (1 + p)-fold, but merely doubles. On the other hand, if they are stored and manipulated as sparse vectors, the indirect addressing overhead goes up, but the storage requirement may be signi cantly reduced.
As a rst approximation one may view the forward mode as truncation-and parameter-free equivalent of divided di erences. The relationship is close enough that the CPR 10] and the NR 18] approaches for estimating sparse Jacobians J from some product J S with p < n can be applied virtually unchanged. In the CPR approach the rows of the seed matrix S are Cartesian p vectors, whereas in the NR approach S is usually chosen as a Vandermonde matrix. The potential ill-conditioning of the latter choice may be of less concern here since the projected Jacobian J S is obtained essentially to working accuracy. The number p of columns required for the NR method is simply the row-length (J), that is, the maximal number of nonzeros in any row of the Jacobian. The corresponding lower bound for the CPR approach is the chromatic number (J) of the column-intersection graph of the Jacobian. This undirected graph has one node for each column of J, with two of them being connected by an edge exactly if the corresponding column pair shares a nonzero in at least one row. Otherwise the two columns are said to be structurally orthogonal. The row length and chromatic number satisfy the trivial relation
which means that the seed matrix for the CPR method has at least as many columns as the minimum needed for the NR approach. However, to improve the conditioning of the linear systems in the latter approach, one may prefer to de ne S using complex roots of unity, which e ectively doubles p to 2 (J). From a mathematical point of view, the reverse mode is much more interesting since it has completely di erent complexity properties compared with di erencing.
Instead of multiplying J from the right by a seed matrix S, whose columns represent directions in the domain of f, the Jacobian is now multiplied from the right by a matrix W T , whose rows represent linear functionals on the range of f. Formally (1.5) However, there is a crucial di erence, namely, that the reverse mode requires the ability to run the evaluation process for f step by step backward. This requirement explains the terminology reverse mode, or top-down method, which is preferable to the term backward di erentiation, a label that invites confusion with a well-established class of methods for the numerical solution of sti di erential equations. The \naive" program reversal based on a full execution trace of the forward evaluation requires temporary storage proportional to OPSffg. Fortunately, the generation and utilization of the trace data occur strictly sequentially in opposite order, so that it makes sense to quantify this storage requirement as SAM (for Sequentially Accessed Memory). Hence we obtain the basic bound SAMff; f g = O(OPSffg) ;
(1:6) where f denotes the reversal of the evaluation process for f. Because of the strictly sequential access pattern, this potentially very large data set can be stored on external mass storage devices. When the ratio hffg OPSffg /RAMffg (1:7) is small or of moderate size, the proportionality relation (1.6) may not be worrisome. This situation applies, for example, for any three-dimensional composite structure without long-range interaction between its components (e.g., static models of buildings or mechanical devices and discretizations of di erential operators). However, especially on explicitly time-dependent problems, the ratio hffg may be so large that (1.6) represents an unacceptable increase in memory requirement. This severe limitation of the basic reverse mode can be remedied as follows.
Rather than generating and storing the full execution trace in one piece, one can break it into slices that are (re)generated several times from snapshots taken at judiciously selected checkpoints. A detailed analysis of this recursive reverse mode in 12] shows that there exists a constant c such that for all integers r 1, the reversal costs can be limited according to As an alternative to accepting a constant increase in the operations count and an algebraic growth of the memory requirement with respect to h, one can also limit both increases to order log h. In this paper we will use the algebraic option for the program reversal, whose operations count (1.8) was already included in (1.4). The total complexity of this reverse mode variant is therefore described by the three equations (1.4), (1.5), and (1.9). Despite these rather tight results, the practical reversal of a sizable program is a di cult problem, and no implementation achieving these bounds is currently available. The key di erence between (1.4) and the earlier (1.2) is that the operations count for the reverse mode depends on the number of dependent rather than independent variables. In particular, one obtains gradients (where m = 1 = q) at a small multiple of the cost of evaluating the underlying functions. Here, and later, we neglect the additional SAM requirement (1.9), which grows very slowly if r is sizable (say, greater than 5). For vector-valued functions, f, one can apply the CPR or NR approach to the rows rather than the columns of the Jacobian J, so that their respective complexities are determined by (J T ) (J T ) : It is sometimes mistakenly concluded that Jacobians also have essentially the same complexity as the underlying vector function since each row is a gradient of the corresponding function component. Applying (1.4) with q = 1 to each component separately, we have indeed
OPSff i g : (1:10) However, the sum of the right hand side can be almost m times larger than OPSffg, as a result of the multiple usage of common intermediates in the simultaneous evaluation of all function components. For example, this will be the case if m = n and f is of the form f i (x) = x i crunch(x 1 ; x 2 ; : : : ; x n ); with crunch(x) being a computationally very expensive scalar-valued function. On the other hand, the evaluation of any two components f i (x) and f j (x) may not involve any common intermediates, so that the right-hand side of (1.10) is indeed exactly equal to 5 OPSffg. Since this can easily happen even when J is dense, one would certainly wish to do better than applying the standard forward or reverse mode. In fact, this case would be ideal for the more general elimination procedure described in 14], whose optimal application is conjectured to be an NP-hard combinatorial problem. On the downside, even if greedy heuristics are used, the resulting Markowitz-like procedure requires RAM of order OPSffg, which appears to be a serious drawback on larger problems. Therefore, we introduce column-and row-splitting techniques that sometimes yield similar reductions in the operations count without ever violating the storage bounds (1.3) or (1.5), and (1.9).
Generalizations of Partial Separability
Rather than applying computational di erentiation techniques to calculate the Jacobian J directly, we can rst strip it of linear premultiplier and postmultipliers in order to obtain an even sparser central part that contains all nonlinearities. For the purposes of computational di erentiation, the aim is to reduce the maximal number of zeros per row or column and the chromatic number of the row-or column-intersection graphs, which determine the cost of the forward and reverse mode, respectively. Especially for large-scale problems, one can expect that not only the Jacobian J but especially the derivative tensor f 00 2 IR m n n is quite sparse. As observed in 15], any scalar function h 2 C(I R n ) whose Hessian is sparse can be decomposed into a sum
where the projection P k picks out the subset of components in x on which h k depends in a nontrivial fashion. Whenever a Hessian entry @ 2 h=@x i @x j vanishes identically, each P k annihilates one of the Cartesian basis vectors e i and e j or both.
It is very important to understand that this partial separability property does not imply that h is best evaluated by evaluating each additive term h k separately. For example, we could have a function of the form h 1 (x 1 ; : : :; x n 1 ) = x 1 crunch(x 2 ; : : :; x n 1 ) h 2 (x 2 ; : : :; x n ) = crunch(x 2 ; : : : ; x n 1 ) x n ; with crunch(x 2 ; : : : ; x n 1 ) a computationally intensive and nonseparable common intermediate. Then h = h 1 +h 2 is partially separable because x 1 and x n do not interact in a nonlinear fashion, so that the (1; n) and (n; 1) entries of the Hessian vanish. However, evaluating h 1 and h 2 separately is clearly not a good idea since it would entail computing crunch(x 2 ; : : :; x n 1 ) twice. Instead one should rewrite h(x) as h(x) = (1; 1) H(x) with H(x) (h 1 (x); h 2 (x)) T ; so that the gradient of h is given by
The Jacobian of the vector function H : IR n ! IR 2 is sparse and can therefore be evaluated at reduced cost. More generally, we can use the following generalization of partial separability.
Partial Function Separability and Row Splitting
We will call the vector function f partially function-separable whenever one of its components is partially separable in the usual sense and can therefore be split into two. The corresponding row of the Jacobian is then also split into two so that the number of nonzeros in either of the new rows cannot be greater than the number of nonzeros in the original row. On the other hand, unless the new rows are structurally orthogonal, there is at least one column in which the number of nonzeros grows by one, whereas it is nondecreasing in all others. Hence we nd that row splitting is likely to decrease the row length but increase the column length. Similarly, the number of edges in the column-intersection graph cannot grow, whereas the number of nodes and edges in the row-intersection graph must go up. However, the chromatic number of the row intersection can go down, as can be seen in the following example.
Consider a vector function f : IR 3   ! IR   3 whose Jacobian has a vanishing diagonal and whose rst component function is partially separable. Then the rst component can be split into two, and we obtain an vector functionf : IR The column-intersection graphs are both identical to the row-intersection graph of J, so that (Ĵ) = 2 < 3 = (J) = (J T ) = (Ĵ T ) : In this example, row splitting makes no di erence for the forward mode but is bene cial for the CPR approach in the reverse mode. The corresponding weight matrix would be simply W T = " 1 0 1 0 0 1 0 1 # :
We will see later that the dual process of column splitting is sometimes bene cial for the CPR approach in the forward mode.
If the row-splitting process is carried out as far as possible, one obtains a representation of the form f(x) = Bf(x) withf : IR m ! IRm and OPSffg = OPSffg ; (2:1) where each column of the matrix B 2 IR m m is a Cartesian basis vector. Here and throughout the paper we consider the computational cost of merging the components off to those of f by addition as negligible. Applying the arguments given above, by induction one nds that (Ĵ) (J) ; (Ĵ) (J) ; (Ĵ T ) (J T ) : (2:2) If the rst two inequalities hold strictly, it is advantageous in the forward mode rst to evaluateĴ and then to multiply it by B in order to obtain J = BĴ. It is natural to ask whether one can split o a similar linear factor on the right in order to make the column-rather than the row-incidence graph sparser. In the next subsection, we show how to do this by splitting independent variables, or arguments, rather than dependent variables, or functions. First, however, we will end this subsection with an observation that will be useful regarding the complexity of second derivatives.
ForĴ to be nonseparable it is necessary that the nonzeros in the Hessians of each component functionf i form a dense square block. Otherwise,f i would still be partially separable and could be split in at least two smaller component functions (increasingm by one in the process). Hence we have the following lemma.
Lemma 1 Iff(x) : IR n ! IRm is not partially function-separable, its column-intersection graph is identical to the incidence graph G of the symmetric Hessian r 2 x û Tf (x)] for a generic multiplier vectorû 2 IRm.
Using the terminology of Coleman and Cai 6], we nd for the path and cyclic chromatic numbers (G) and 0 
(2:3) Here G 2 is the column-intersection graph of the Hessian, which does not re ect its symmetry. The chromatic numbers (G) and 0 (G) determine how many gradient evaluations are required to estimate the Hessian by di erencing with direct and indirect substitution, respectively. The same techniques have been applied in combination with computational di erentiation, which yields Hessian vector products without any truncation errors. Again one may employ either the purely forward mode or a combination with the reverse mode, which has a lower operations count but requires more storage, as shown in Proposition 2 of Subsection 4.2. In any case it is possible to obtain second-derivative information directly from the evaluation program for f, without asking the user to supply a gradient code.
Partial Argument-Separability and Column Splitting
The row splitting described above proceeded by identifying one dependent variable y k = f k (x) and a corresponding set of independent variables fx i g i2I that do not interact nonlinearly in the evaluation of y k . By not interacting nonlinearly we mean that @y k =@x i 6 0 for all i 2 I but that (n+1) n is obtained from the (n + 1) (n + 1) identity matrix by adding the i-th and (i + 1)-st column together. The operations count for f is the same as that for f even if the value for x i 1=2 is chosen di erently from x i . This follows from the assumed disconnectedness of the triplet (x i ; y j ; y k ). For example, in the situation discussed above, exp and sin are no longer necessarily evaluated at the same argument, but the kind and number of such intrinsic functions remain exactly unchanged. Since by the chain rule J(x) = J(I i x)Ĩ i with J = ( f) 0 ; we see that the i-th column of J has indeed been split.
More generally, we will call x i separable and f partially argument-separable, if
there exists a subset of dependent variables fy k g k2K such that @y k =@x i 6 0 for all k 2 K but each intermediate that depends on x i impacts only a proper subset of the fy k g k2K . For each of these subsets we may then make a copy of x i and rede ne the dependencies accordingly. The process of column splitting can be continued until none of the independents is separable any more. The resulting decomposition has the form f(x) = f(Ax) with f : IR n ! IR n and OPSf fg = OPSffg ; where all rows of the matrix A 2 IR n n are Cartesian basis vectors.
Comparing the relation J =Ĵ A with (1.1), we see that column splitting is formally the opposite process of the Jacobian compression used in the CPR approach. As exact transposition of (2.2) we nd ( J T ) (J T ) ; ( J T ) (J T ) ; ( J) (J) ; (2:4) but there is no general relationship between ( J) and (J). Hence one might generally expect that column splitting improves the situation primarily for the reverse mode. However, as discussed in the Subsection 2.4 the splitting of independents may also be used to implement CPR with so-called multicoloring in the forward mode. But rst, let us conclude this section by looking at an ideal situation for column splitting with regard to the reverse mode.
Consider a vector function f where each component f k is evaluated by a separate computation so that the ratio
is exactly equal to one. This situation occurs frequently in ordinary di erential equations when the right hand side is given as a set of algebraic expressions. Suppose the k-th of these right hand sides depends nontrivially on n k n of the variables. Then The nonzeros in J are exactly the same as the nonvanishing entries of J, but now only one nontrivial entry occurs in each column, so that ( J T ) = 1 = ( J T ) :
Consequently, one reverse sweep with q = 1 yields J and thus its row contraction, J. In other words, we consider each component function separately and evaluate its gradient in the scalar reverse mode. Obviously, this ideal example has an extreme degree of argument separability. Nevertheless, one can expect that signi cant savings are still possible if many arguments can be split with respect to most of the functions.
For example, it can be seen that, if f i and f j share common intermediates only if ji jj is less than some width b, then f can be de ned such that ( J T ) b.
Decomposition by Tearing of Rows and Columns
One may ask whether the complete splitting described above cannot be applied even when the ratio ffg de ned in (2.5) is greater than one. This will be the case if and only if certain intermediate values are shared in the joint computation of f and must therefore be calculated repeatedly if its components f k are evaluated separately. To indicate that this process involves some losses in e ciency, we will refer to it as tearing of columns or rows. To emphasize the contrast, we will sometimes refer to the row and column splittings discussed in Subsections 2.1 and 2.2 as exact. If each column is torn into as many copies as it contains nonzeros, we obtain a function F with
OPSf Fg=OPSffg = ffg, as de ned in (2.5), and a Jacobian of the structure (2.6). fJ T g we see that complete column tearing can theoretically not be worse and is likely to have a lower operations count than the reverse NR approach applied directly to J. Moreover, there may also be a bene t for the CPR approach in the forward mode.
In contrast to exact argument splitting, complete column tearing keeps the number of nonzeros in all rows constant. Moreover, the column-intersection graph becomes the union of m disconnected cliques, which contain at most (J) = maxfn k g elements. If the gap between (J) and (J) is su ciently large, this approach may be more e cient than straightforward CRP. However, in practice it may be hard to extract from the evaluation program for f exactly those calculations needed to obtain one particular dependent value y k without carrying out any unnecessary calculations. As we will see, essentially the same operations count can be obtained by a dynamically sparse version of the reverse mode.
The \transposed" concept of row tearing is somewhat less intuitive, and the resulting vector function depends in particular on the current argument. Suppose we de ne for each x i the univariate function f x , so we obtain a generally lower complexity OPSff
This is exactly the complexity that would arise during di erencing if f(x + "e i ) could be evaluated without redoing the parts of the evaluation at the base points x that are una ected by the increment " in x i . If each f k is fully separable (i.e., the sum of univariate scalar functions), then the ratiô
is equal to one. In the presence of joint intermediates,^ ffg may be any number between 1 and n. In any case we can combine the f (i) to the function F (f (1) ) T ; (f (2) ) T ; : : :; (f (n)
) T ] T : IR n ! IRm ; wherem = P i m i . The associated JacobianF 0 has the transposed structure of (2.6), so that now (F 0 ) = 1 = (Ĵ) : Hence the forward mode yields J with the complexity OPSfF 0 eg 5 OPSfF g = 5^ ffg OPSffg 5 fĴg OPSffg ; where the last inequality follows from the relation^ ffg (Ĵ), which will be established in Section 3.3.
The superscripts were chosen such that going from f tof by row splitting and on toF by tearing is generally bene cial for the forward mode, whereas successively increasing the number of columns by going from f to f and F is generally bene cial for the reverse mode. The superscripts of the corresponding ratios^ and can also be memorized as representing the average size of predecessor sets and successor sets in the computational graph, respectively. This relation is established in Subsection 3.3. In view of the Jacobian structure (2.6), we may also refer to f and F as horizontal expansions of f. Analogouslyf andF may be called vertical expansions of f. Conversely we may refer to f as horizontal and vertical contraction of f and F orf andF, respectively.
Relation to Multicoloring
It has often been observed 20] that for a partitioned vector function (1) ) + (J (2) ) : Then the CPR approach should be applied to obtain J (1) and J (2) separately, which is more economical even if OPSffg OPSff (i) g for i = 1; 2 because of the presence of many common intermediates in evaluating f (1) and f (2) . Formally, this can be interpreted as tearing all columns of J into two copies so that The extended Jacobian takes the form F 0 = " J (1) 0 0 J (2) # ;
an expansion that has also been considered in 20]. Since the column-intersection graph for J is the disconnected union of the two graphs associated with J (1) and J (2) , its chromatic number is given by ( J) = maxf (J (1) ); (J (2) )g :
Hence the CPR approach yields J and thus J at a total cost not exceeding (J (1) ) OPSff (1) g + (J (2) ) OPSff (2) g maxf (J (1) ); (J (2) )g OPSff (1) g + OPSff (2) g] :
In general, one has to split f into more than two subvectors in order to get the individual (J (i) ) down to a small number. It then becomes important to ask how the sum of the complexities OPSff (i) g grows with the number of parts. If there are none or few common intermediates, it will be essentially equal to OPSffg; but if most intermediates are shared by all dependents, the ratio (2.5) can grow proportionally to the number of partitions. For the NR approach in the forward mode, row partitioning makes no sense since the maximal row length satis es (J) = maxf (J (1) ); (J (2) )g and therefore cannot be reduced at all. . Now suppose we wish to compute the gradient of f, given a computer program for its evaluation. To illustrate the crucial role of common intermediates, we write each f ij in the form f ij (x i ; x j ) =f ij (prep i (x i ); prep j (x j )) ; wheref ij : IR 2 ! IR like f ij , and the n univariate functions prep i somehow prepare the variables x i for their involvement in the f ij . Since m = 1 = (J T ), the reverse mode yields the gradient of f at no more than r + 4 times the operations count of f itself. However, suppose we wish to evaluate the gradient and Hessian in the forward mode, possibly to avoid the increase in memory requirement and interpretive overhead, or simply because no suitable software for the reverse mode is available.
A Binary Interaction Example
Using the obvious partial separability, we may rewrite f(x) = e Tf (x) withf(x) = (f ij (x)) 1 i<j n ; where e T = A is the vector of n(n + 1)=2 ones and the ordering of the components inf does not matter. Because any two columns ofĴ share nonzeros in (exactly) one row, the column intersection graph is a clique and therefore only allows the trivial coloring with (Ĵ) = n. Hence the CPR technique for estimating the gradient of f via the Jacobian off would require n full evaluations off. To avoid this unacceptable complexity, we consider a complete column tearing, where each contribution f ij is considered as an independent function from all the others. Then the work ratio de ned in (2.5) is given by The row tearing is e cient if the preparatory functions prep i dominate the computational cost, in which case the column tearing is not so advantageous. If these costs are signi cant but not dominant both tearings may result in an unacceptable complexity for the CPR approach in the forward mode. In this particular example one may then utilize a mixture between the two in the following way. First one can order the components off such that the top quarter corresponds to element functions f ij with 1 i < j n=2 and the second quarter to those with n=2 < i < j n. Then the rows in the remaining bottom half correspond to element functions f ij with 1 i n=2 < j n. The chromatic number of this (n 2 =2) n or (n 2 1)=2 n matrix is 2, since the rst n=2 and the last n n=2 columns form groups that are pairwise structurally orthogonal. Hence we can estimate the bottom part using two function evaluations or, equivalently, Jacobian-vector products. The two top quarters represent copies of the original problem with the number of independents cut in half. Hence they can be decomposed recursively in the same way; and since the corresponding columns are structurally orthogonal, each evaluation for the top quarter can be combined with an evaluation for the second quarter. In this way the whole Jacobian can be computed by using only 2 log 2 n Jacobian-vector evaluations.
Using the method of Newsam Thus we see that all Hessians r 2 f ij can be computed from the n 2 2 derivative tensor of f(x + e + s) with respect to and . It is often optimistically assumed that for most square sparsity patterns, not only the di cult to compute chromatic number itself but also a heuristically computed coloring number lies within a factor of two of the maximal row length. It seems unlikely that this property holds for the vertical expansions of partially separable functions, which may have very long columns and thus highly connected intersection graphs. Therefore we presume that the method of Newsam and Ramsdell deserves further investigation in this context. Also, one might hope that sometimes the column intersection graph of the transposedĴ is less connected, even though it is likely to have more nodes. However, on the scalar example above, each column has exactly n 1 nonzero entries so that the reverse mode is not cheaper if one wishes to calculate the whole Jacobian J. Nevertheless, it is very e cient for calculating the accumulated gradient rf(x) = e TĴ (x) ; or the gradient of a Lagrangian, where the vector of ones e would be replaced by a vector of Lagrange multipliers.
The Evaluation Program and Its Complexity
In this third section we will describe the computational graph for a given vector function f and develop several complexity estimates at the elemental level. We will also de ne the following key characteristics of f and its Jacobian J. ; so that x i v i n and y k v o+k . The independent and dependent variables represent the roots and leaves of the computational graph. To make partial function-separability as de ned in Subsection 2.1 a special case of partial separability in the usual sense, we have to impose a nal summation condition, which can always be achieved by minor modi cations of the graph. We state this requirement formally.
Final Summation Condition
Elementary function of the additive form
must occur for all i > o but cannot occur for any j with v j ! y k for some k m. The cost of the nal summations is considered negligible. In other words, each nal elementary function must be a (possibly unary) addition, but none of the immediate predecessors may be obtained as a sum. When a nal elementary function ' o+k is multivariate and nonadditive, we may simply relabel v o+k as an intermediate and use a unary summation to make copy that serves as the k-th dependent variable. On the other hand, immediate predecessors of dependents that are themselves obtained as sums can be eliminated by merging the two summations. The \transposed" condition on the independent variables is that no identical copies are made so that none of the ' j with x i ! v j for some x i may be the identity function.
Counting Contemporaries, Ancestors, and Descendants
The v j considered here are mathematical variables rather than memory locations on the computer. Since the storage requirement would otherwise be at least o, we must allow that v j overwrites some v i , provided it is certain that i ! k =) k < j ; (3:4) which means that v i can no longer occur as an argument once v j has been computed. In the remainder we will denote by RAMffg an upper bound on the number of live variables v j that must be in storage at any one time during the evaluation process. For Fortran programs, a suitable bound can be determined at compile time since there is no dynamic storage allocation. of independent ancestors and dependent descendants, respectively. By subsuming constants into the de nition of elementary functions and eliminating unnecessary calculations, one can ensure that the sets X(v j ) and Y (v j ) are nonempty for all intermediates. In other words, all intermediates lie on a path from an independent to a dependent variable, so that for all 1 j o x i ; v j ; y k for some x i and y k :
The set X(y k ) contains exactly the independent variables on which y k may be nontrivially dependent. Similarly, Y (x i ) contains exactly those dependent variables that are nontrivially dependent on x i . Denoting by jSj the cardinality of a set S one nds that the maximal row and column lengths of the Jacobian J are given by fJg = max k m jX(y k )j and fJ T g = max i n jY (x i )j :
The concepts of function-and argument-separability used in Subsections 2.1 and 2.2 can now be reintroduced rigorously as follows. This condition is equivalent to the property v j ! y k ) X(v j ) X(y k ) ; (3:8) where the symbol excludes equality. Now let X k l for l = 1; : : :; l be a numbering of all l distinct subsets of the form X(v j ) with v j ! y k . Then we can split y k into l copies y k l de ned by y k l = X X k l =X(v j ) v j : (3:9) After renumbering some vertices and updating the dependencies accordingly, one has now obtained a computational graph for a functionf : IR n ! IRm withm = m+ l 1 as originally introduced in Section 2.1. From now on we will assume thatf is maximal, that is, that it has been obtained from f by performing all possible function splittings.
Function and Argument Splitting on the Graph
Argument separability Whenever all x i l = x i the values of the direct successors v j x i as well as all later intermediates are obviously the same. Therefore, the horizontal expansion f : IR n ! IR m de ned by the new graph with n = n + l 1 has the properties described in Section 2.2. From now on we will assume that f is maximal, that is, that it has been obtained from f by performing all possible argument splittings. Now we can characterize the row and column lengths of the Jacobiansf and f directly in terms of the computational graph.
Lemma 2
Under the nal summation condition we have for the maximal expansionsf and f Proof. Since we have assumed that all intermediates impact at least one dependent of f, the same is true forf. Excluding the possibility of accidental cancellation, we must therefore have fĴg jX(v j j for all 1 j o. Now suppose that the gradient rŷ k of some componentŷ k off has more nonzeros than any of the preceding intermediates v j . Then thatŷ k is in fact separable, which contradicts the de nition of f. Thus we must have equality as asserted, and the bound by (J) is an immediate consequence of (3.7). The second assertion follows analogously.
Finally, we note that the row-and column splitting processes reinforce rather than obstruct each other. More speci cally, when some independent x i is split, all separable dependents y k maintain that property even if X(y k ) contains x i and may therefore be enlarged. Similarly, row splittings cannot reduce the number of separable arguments, which can be used for subsequent column splittings. Hence, there must be a function f : IR n ! IR m such that f(x) = Bf (Ax) and OPSff g = OPSffg ; where A 2 IR n ! IR n and B 2 IR m ! IRm as before. We can identify the previously discussed vertical and horizontal expansions of f aŝ f(x) = f (Ax) and f( x) = Bf ( x) ; where x 2 IR n is the replicated variable vector. Obviously the only di erence between the computational graphs forf; f; f , and the original f is in the leaves, roots and the way the rst layers of intermediates v j (with x i ! v j for some i) are de ned as elementary functions of the intermediates. Without ambiguity we may therefore denote the dependents off and f byŷ = (ŷ k ) 1 k m and the independents of f and f by x = ( x i ) 1 i n , respectively. The relation between these vectors and the original independents and dependents is simply y = Bŷ and x = Ax. The de nition of the rst layer will be clear from the context. Generally speaking, we can expect that the Jacobian of f is much larger and sparser than that of the original f. Because of (2.2) and (2.4) it is clear that the NR approach in the forward and reverse modes is best applied to thef and f, respectively. This is no longer true when the factors A and B are allowed to be general linear transformations. Such further generalization is useful in cases where the evaluation of f involves linear functionals like the average e T x of the independent or dependent variables.
Elemental Complexity Assumptions
Our main restriction on the elementary functions ' i is that the partial derivatives For some purposes it is advantageous to view more complex computational units as elementary building blocks. This approach has the advantage of reducing the interpretive overhead and facilitates some local preaccumulation of derivatives. For example, in the source translator ADIFOR, right-hand sides of assignments are treated as elementary functions, whose gradients are computed by the reverse mode in the form of compilable code. This compile-time di erentiation can be easily generalized to function and subroutines, especially if their code is tight in that it does not contain variable dimensions or loop lengths. It has proven very e cient for the evaluation of rst derivatives. Unfortunately, the trade-o s are more complicated, if one also wishes to compute second or higher derivatives. However, it is clear that linear or bilinear vector-vector and matrix-vector operations should be treated as elementary functions, since their rst and higher derivatives are easy to store and manipulate, with many of them vanishing altogether. For notational simplicity we will continue to assume that all elementary functions are scalar valued, but we allow the number of local independents jfi : i ! jgj to be arbitrarily large.
Our key assumption is that the cost for computing the rst and second derivatives of each ' j is no more than twice that of computing j by itself, so that OPSf' j ; r' j ; r 2 ' j g 2 OPSf' j g : (3:12) In fact, this bound is quite pessimistic, since for all linear and bilinear operations the derivatives come virtually for free, and for most intrinsic functions the rst two derivatives are easily obtained from the function itself. For sinusoidal functions the bound appears to be sharp, but even there sin and cos are often evaluated in pairs anyway, in which case no extra derivative evaluations are required in theory. In practice, such savings could be realized only if the automatic di erentiation tool did some compiler-like dependency analysis and optimization.
The temporal complexity measure OPSfg may account not only for arithmetic operations but also for memory accesses. Naturally, we cannot distinguish the access costs to di erent levels of the memory hierarchy and will assume exact additivity so that (at least on a serial machine)
OPSf' j g ; (3:13) where we have again assumed that the cost of the nal summations ' o+k for k = 1 : : : m is negligible. Apart from generating the derivatives r' j and r 2 ' j , we must also consider the cost of incorporating them into the chain rule. The elementary operations addition and subtraction play a special role, because all rst derivatives are 1 or -1 and all second derivatives vanish identically. In these cases no multiplications are required to multiply the local gradients or Hessians by vectors or matrices. In general, we assume that the e ort of forming an inner product of the gradient r' j with a compatible vector, or multiplying the Hessian r 2 ' j from the left and right by two vectors, or incrementing a given vector by a multiple of r' j , is bounded according to max n OPSf(r' j ) T wg; OPSfu T r 2 ' j wg; OPSf+!r' j g o 3 OPSf' j g ; (3.14) where the + sign indicates that adding the result to a give vector is considered an integral part of the calculation. If a multiplication is no more expensive than an addition, the bound is sharp for the multiplication operator v j = ' j (v 1 ; v 2 ) = v 1 v 2 , where (r' j ) T w = v 2 w 1 + v 1 w 2 and u T r 2 w = u 1 w 2 + u 2 w 1 .
Let us nally perform individual operations counts for the component functions f k and the univariate functions f (i) x de ned in Subsection 2.3. After discounting all elementary functions ' j that have no impact on a given f k , we obtain the operations count OPSff k g = X j;k OPSf' j g : (3:15) Similarly, the (re)evaluation of f (i) x requires only the calculation of the elementary functions that depend on x i , so that
OPSf' j g ; (3:16) where the subscript x indicates that the de nition of f (i) x depends on the \current" point x viewed as a constant. Substituting these expressions into the de nitions (2.8) and (2.5), we obtain the following result.
Lemma 3 The complexity ratios de ned in (2.5) and (2. In other words, we view J as a free by-product of any method for calculatingĴ; J, or J . The same assumption will be made regarding the evaluation of second-derivative matrices or tensors.
Results and Discussion
In this nal section we formulate rigorous bounds on the complexity of evaluating rst and second derivatives of a vector function f in various ways. Similar bounds have been derived repeatedly in the automatic di erentiation literature (see, e.g. Now we obtain from the elemental complexity assumptions in the preceding section the following result. which completes the proof. A key advantage of the forward mode is that no extra sequentiallly accessed storage (SAM) is required and that sweeps of various order can be carried out simultaneously with the function evaluation by compilable code. If J and J 0 are dense, they can be calculated from one forward sweep with p = n parameters. Alternatively, one can use slicing to obtain the Jacobian f 0 or the collection of Hessians f 00 over several sweeps with S obtained from a partitioning of the identity matrix. For Jacobians the temporal complexity is strictly additive, but for Hessians the operations count may grow by a factor of two as a result of slicing 3]. In the constrained optimization case, one only needs projections of the objective and constraint Hessians to the range space of S anyway.
Even when f is neither function-nor argument-separable and J is dense, it is quite likely that the ratio^ de ned in (2.8) is signi cantly smaller than n. Then the Jacobian J could theoretically be calculated more e ciently as a contraction of the vertically expanded JacobianF 0 . The di culty with this approach is that one can, in general, not easily separate the calculations for (re)evaluating the various functions Proof. The rst inequality follows by de nition of^ from (4.3) with p on the righthand side replaced by jX(v j )j. To prove the second inequality, we rst note that the nonzeros of each Hessian r 2 S v j form a nonzero square submatrix of order jX(v j )j, so that on the right-hand side of (4.5) the factor p can also be replaced by jX(v j )j.
Hence we have instead where we have used Lemma 3 to bound the second factor jX(v j )j.
Since^ (Ĵ) (Ĵ), it is clear that the sparse forward mode yields the lowest operations count followed by NR where we may choose p = (Ĵ) and CPR with p (Ĵ). However, the NR and CPR methods may actually have a lower run-time, since on most computing platforms, vectors of xed length p can be accessed and manipulated much faster than dynamically sparse vectors with a comparable number of nonzeros on average. In comparing the NR and CPR methods, we have so far ignored the fact that the former scheme requires the solution ofm linear Vandermonde systems. According to 11] this addŝ m X k=1 2:5m jX(ŷ k )j oating-point operations to complexity. As pointed out in 18], the conditioning of these linear systems can be improved by de ning the Vandermonde matrix S using only (Ĵ) distinct real abscissas or de ning them as complex roots of unity if the chromatic number is still too large. In the latter case, since all r S v j are complex, the arithmetic cost exactly doubles, because no complex multiplications or divisions are required.
First Derivatives in the Reverse Mode
In this subsection we rst consider the complexity bounds for evaluating rst derivatives in the reverse mode. Given the weight matrix W T Proof. The RAM requirement follows from the need to store an adjoint q-vector W v j for each variable that is live during the reverse sweep. Using the third inequality implicit in (3.14), we nd that the backward propagation of the q vectors W v j according to (4.6) requires also no more than 3q OPSf' k g operations per intermediate node. Together with the cost for evaluating r' j and that for reversing the program as described in 12], this yields the operations count as well as the SAM requirement.
If one wishes to obtain the whole Jacobian J in order to compute J = A J, one may use the NR approach with q = ( J T ) and W a Vandermonde matrix or the CPR approach with q ( J T ) and W a 0 1 matrix. Similarly, one can also employ a dynamically sparse reverse mode with W = I for which q is e ectively replaced by ffg as de ned (2.5). The advantages and disadvantages of these three alternatives are essentially the same as in the forward mode. Again the operations count is highest for CPR and lowest for the dynamically sparse procedure, which does, however, involve more overhead. The NR approach may again su er from poor conditioning unless the matrix W is chosen carefully, possibly using a coloring or complex roots of unity.
Combinations of Forward and Reverse Sweeps
In Proposition 1 we have shown that the full second-derivative tensor,f 00 , and thus its contraction, f 00 , can be obtained at a complexity that grows quadratically with p = (Ĵ) or p = (Ĵ), depending on whether one uses the NR or CPR approach. It is interesting to note that, if one were to use CPR in the forward mode to evaluate the gradient of a scalar function f and then to use directional derivatives of this vector function rf in an indirect substitution method as described and analyzed in 6], then by (2.3) the complexity would be proportional to OPSffg times where G is the incidence graph of r 2 f, which coincides by Lemma 1 with the columnintersection graph of the expanded JacobianĴ. Consequently, even indirect substitution on a gradient that is evaluated in the forward mode is likely to be less e cient than the calculation of the Hessian by di erentiatingf twice in the forward mode. Even lower complexities can be achieved if the forward and reverse modes are combined (see, for example, 5]). By combining Propositions 1 and 2 we obtain our nal result. Proof. This result can be achieved by rst evaluating the vector function g(x) J(x)S : IR n ! IR p . According to Proposition 1 the forward mode yields these values with an operations count no greater than (2 + 3p)OPSffg and a RAM requirement no greater than (1 + p)RAMffg. Hence the ratio between the operations count and the RAM requirement grows by a factor less than 3. Applying Proposition 2 to this calculation with W = u and q = 1, we pick up another factor of r+4 for the operations count, a factor of 2 for the RAM requirement, and a factor less than (1 + p) r p 3 for the SAM requirement.
Since the number n of independents does not occur in the bounds of Corollary 2, we see that the complexity of the one-sided projected Hessian of the Lagrangian depends only on the degrees of freedom p = n m in a constrained optimization problem. It also appears that the cheapest way of obtaining the two-sided projection is to multiply the one-sided projection by S. 
Summary and Conclusion
In this paper we have shown how function separability and the new concept of argument separability can be exploited to yield rst and second derivatives by the forward or reverse mode of computational di erentiation with surprisingly low complexity.
The ideal case of function separability is that of a partially separable objective function f, whose gradient and Hessian can be obtained in the forward mode at a complexity of (Ĵ) and 2 (Ĵ), respectively. Here (Ĵ) represents the maximal number of variables that are truly intertwined in a nonlinear fashion during the evaluation of f. The ideal case of argument separability is that of a vector function f, whose components f k are evaluated completely separately from each other. Then one may apply the reverse mode to the horizontal expansion f and obtain the full Jacobian J = J A at no more than ve times the cost of evaluating f itself. It is likely that substantial savings can be realized in mixed cases, but the implementation in a computational di erentiation tool is a nontrivial task.
Rather than just considering additive decompositions with 0-1 matrices A and B, one can generalize the separability concepts, so that arbitrary linear pre-factors B and post-factors A are removed from the given vector functions to facilitate more e cient di erentiation on the remaining nonlinear part.
