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Abstract: The classical Maass lift is a map from holomorphic Jacobi forms to holomorphic scalar-
valued Siegel modular forms. Automorphic representation theory predicts a non-holomorphic and
vector-valued analogue for Hecke eigenforms. This paper is the first part of a series of papers. In this
series of papers, we provide an explicit construction of the non-holomorphic Maass lift that is linear
and also applies to non-eigenforms. In this first part, we develop new techniques to study Fourier
series expansions of Siegel modular forms, which allow us to construct a Maass lift from harmonic
Maass-Jacobi forms to scalar-valued Maass-Siegel forms.
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SAITO and Kurokawa [Kur78] independently conjectured the existence of a mapping fromelliptic modular forms of weight 2k−2 to degree 2 Siegel modular forms of weight k. This
conjecture was resolved in a series of papers by Maass [Maa79a; Maa79b; Maa79c], Andri-
anov [And79], and Zagier [Zag81].
Piatetski-Shapiro [Pia83] reinterpreted the Maass lift and provided a representation theo-
retic construction. His work (see also [Miy04; Sch05] and Example 5.13 of [Bru02]) shows
that holomorphic elliptic modular forms give rise to two Saito-Kurokawa lifts: One of them is
scalar-valued and holomorphic. The other one, which is vector-valued and not holomorphic,
is the focus of this paper and its sequel of papers.
Figure 1: The Saito-Kurokawa lift and Maass lift
Jacobi forms
integral weight
elliptic modular forms
half-integral weight
elliptic modular forms
Siegel modular forms
Recall that the Saito-Kurokawa
conjecture was proved by com-
bining two isomorphisms and the
Maass lift, which we highlight in
Figure 1. Integral weight and
half-integral weight elliptic mod-
ular forms are connected via the
Shimura-Shintani lifts. The link be-
tween half-integral weight elliptic
modular forms and Jacobi forms is
given by the theta-decomposition
of Jacobi forms. Finally, the Maass lift sends Jacobi forms to Siegel modular forms. This
yields the Saito-Kurokawa lift from elliptic modular forms of integral weight to Siegel mod-
ular forms.
Let us introduce some notation to recall the holomorphic Maass lift in more detail. The
Siegel upper half space H(2) of degree 2 consists of complex matrices Z = (τ zz τ′ ) with positive
definite imaginary part. The holomorphic Maass lift maps a Jacobi form φ of weight k and
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index 1 to the Siegel modular form
∞∑
m=0
(
φ
∣∣
k,1 Vm
)
exp(2pii mτ′), (0.1)
where Vm is a Jacobi-Hecke operator that changes the Jacobi index from 1 to m, if m ≥ 1, and
V0 is the Hecke-like operator on page 43 of [EZ85]. The series in (0.1) is a priori a formal se-
ries. Its convergence follows from a formula for the Fourier series coefficients of φ|Vm that is
polynomial in the Fourier indices. Modularity of (0.1) is a consequence of two observations:
Firstly, the product
(
φ|Vm
)
exp(2pii mτ′) transforms like a Siegel modular form under the em-
bedded Jacobi group. Secondly, a formula for the Fourier series coefficients of φ|Vm implies
that the series in (0.1) is invariant when interchanging τ and τ′. The corresponding transfor-
mation in the Siegel modular group together with the embedded Jacobi group generate the
full Siegel modular group.
The goal of this paper and its sequence of papers is to extend the construction of the holo-
morphic Maass lift to the non-holomorphic setting. We call this new lift the skew-Maass lift.
In this first part, we construct the skew-Maass lift from harmonic Maass-Jacobi forms to skew-
harmonic Siegel modular forms, where throughout this paper, k > 3 is an odd integer.
In order to explain how we arrive at the analogue of (0.1), we contrast Fourier-Jacobi expan-
sions of holomorphic Siegel modular forms and general real-analytic Siegel modular forms:
∞∑
m=0
φm(τ, z) exp(2pii mτ
′),
∑
m∈Z
φ̂m(τ, z, y
′)exp(2pii mx ′)︸ ︷︷ ︸
=: φ˜m (τ,z,τ′)
, (0.2)
where τ′ = x ′+ i y ′. We call φ̂m the m-th Fourier-Jacobi coefficient and φ˜m the m-th Fourier-
Jacobi term. In the case of holomorphic Siegel modular forms the Fourier-Jacobi coefficients
φ̂m(τ, z, y ′) factor as products φm(τ, z)exp(−2pimy ′), and it is equally common to refer to φm
as a (holomorphic) Fourier-Jacobi coefficient. The holomorphic Fourier-Jacobi coefficients
φm are Jacobi forms of index m. In particular, if m < 0, then φm = 0. In comparison, Fourier-
Jacobi coefficients φ˜m of real-analytic Siegel modular forms are in general not zero for m < 0.
Skew Maass lifts of harmonic Maass-Jacobi forms belong to the space Mskewk (see Defini-
tion 2.2 and [BRR12]), which is a space of real-analytic, scalar-valued Siegel modular forms. It
is difficult to directly inspect Fourier-Jacobi expansions of forms in Mskewk . While the differen-
tial equations that they satisfy have already been examined by Maass [Maa53], only integral
representations [Shi82] and explicit solutions in a few special cases [BRR12] are available.
Our main tool is the Kohnen limit process. If m > 0 (and k > 3), then [BRR12] established that
Kohnen’s limit process Klim(φ˜m) for Fourier-Jacobi coefficients φ˜m of skew-harmonic Maass-
Siegel forms belongs to Jskewk,m , the space of skew-holomorphic Jacobi forms of weight k and
index m. In this paper, we extend this Kohnen limit process to m < 0 (see Section 4.2), which
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provides a map into a space J skew2−k,|m| of certain real-analytic Jacobi forms (see Section 3.3).
This space is isomorphically related by differential operators to the space of harmonic Maass-
Jacobi forms J3−k,|m|, which can then be mapped to Jskewk,|m| via the Jacobi ξ-operator (see [BR10]
for dual weights in the theory of Jacobi forms). Furthermore, we introduce a family of Kohnen
limit processes for m = 0, which are maps to certain scalar-valued and vector-valued elliptic
modular forms (see Section 5).
The discussion so far in the cases m 6= 0 is summarized in Figure 2. It displays the inter-
play among various spaces of Siegel modular forms and Jacobi forms that we use in our con-
struction. The top is the space of skew-harmonic Maass-Siegel forms. Via the Fourier-Jacobi
expansion in (0.2) it maps to the middle, which is the space AJskewk,m of abstract Fourier-Jacobi
coefficients (see Definition 3.12). The Kohnen limit process provides an injective map from
AJskewk,m toJ
skew
2−k,|m|
∼= J3−k,|m| (if m < 0) and Jskewk,|m| = Jskewk,m (if m > 0) at the bottom of Figure 2 (see
Propositions 4.3 and 4.9).
Figure 2: Spaces of Siegel modular forms and Jacobi forms for m 6= 0
Mskewk
AJskewk,m
J skew2−k,|m| J3−k,|m| J
skew
k,|m|RJ3−k ξ
J
3−k
Klim
(m<0) Klim(m>0)
Klim−1
(m<0) Klim
−1
(m>0)
Note that the space J3−k,|m| of Maass-Jacobi forms consists only of Eisenstein series (see
Remark 3.4).
Now we address three of the four key points of our work. Figure 2 displays the Fourier-Jacobi
expansion and the associated Kohnen limit processes for Mskewk if m 6= 0. Specifically, we
extend the Kohnen limit processes to the space of abstract Fourier-Jacobi coefficients AJskewk,m .
The first key point is to recognize that the Kohnen limit process for m > 0 and m < 0 maps
into two different spaces in a natural way (see Section 4). If m > 0, then one recovers skew-
holomorphic Jacobi forms as in [BRR12], while if m < 0, then one discovers the space of real-
analytic Maass-Jacobi formsJ skew2−k,|m|. That space of Jacobi forms is isomorphic to the space
of harmonic Maass-Jacobi forms J3−k,|m|, which is linked to the space Jskewk,|m| via the Jacobi ξ-
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operator. This is displayed in the bottom row of Figure 2. As a consequence, the skew-Maass
lift to skew-harmonic Maass-Siegel forms originates from Maass-Jacobi forms as opposed to
skew-holomorphic Jacobi forms. In particular, we do not expect to encounter lifts of cusp
forms. This is confirmed by the second part of Theorem I, which asserts that Mskewk consists
only of Eisenstein series. Hence Jskew3−k,|m| and M
skew
k cannot serve as the preimage and target
space to the skew-Maass lift of cusp forms, respectively.
The second key point is to invert the Kohnen limit process for m 6= 0. The spaces of abstract
Fourier-Jacobi coefficients AJskewk,m are isomorphic to the space of skew-holomorphic Jacobi
forms Jskewk,m , if m > 0, and the space of Maass-Jacobi forms J3−k,|m|, if m < 0. In particular,
we establish the bent arrows at the left and right of Figure 2, which allows us to proceed with
the proof of the skew-Maass lift as in the holomorphic case. This is a delicate task, which
we accomplish by using the covariance of the Kohnen limit process and multiplicity-one for
Fourier series coefficients.
We next use Hecke operators to map Jskewk,1 to J
skew
k,m for m > 0, and J3−k,1 to J3−k,|m| for m < 0.
These correspond to maps from AJskewk,±1 to AJ
skew
k,m for m 6= 0. The usual Jacobi-Hecke opera-
tors Vm for m > 0 easily extend to skew-holomorphic Jacobi forms and are readily available
for Maass-Jacobi forms. We use the associated Fourier series coefficient formula to define Vm
for the abstract Fourier-Jacobi coefficients of index m 6= 0. Observe that the same formulas
could be obtained from the view on Jacobi-Hecke operators in [Gri95]. It allows us to define
two partial Fourier-Jacobi expansions:
∞∑
m=1
(
Klim−1skewk,−1 (φ)
)∣∣skew
k Vm and −4(k−2)!
∞∑
m=1
(
Klim−1skewk,1 (ξ
J
3−k φ)
)∣∣skew
k Vm , (0.3)
where ξJ3−k is the Jacobi ξ-operator in (3.8). By construction, both expansions in (0.3) are in-
variant under the embedded Jacobi group. It remains to patch them in such a way that the
resulting Fourier series expansion transforms like a Siegel modular form under the map that
interchanges τ and τ′. Covariance properties of the Kohnen limit process reduce the corre-
sponding compatibility of Fourier series expansions to a normalizing factor −4(k −2)! relat-
ing Klim−1+1 and Klim
−1
−1, and the definition of a 0-th Fourier-Jacobi coefficient. We discover
that the inverse Kohnen limit processes are compatible with Fourier series expansions, and
therefore allow us to control Fourier series coefficients of skew-harmonic Maass-Siegel forms
sufficiently well to define the 0-th Fourier-Jacobi coefficient of the skew-Maass lift. This leads
us to the next key point.
The third key point is the Hecke-like operator V0, which we employ to obtain the 0-th
Fourier-Jacobi coefficient of the skew-Maass lift. In this paper, it consists of two parts. The
first part accounts for the contribution of Eisenstein series and parallels V0 in the holomor-
phic case [EZ85]. We compute the Fourier series expansion of the skew-harmonic Eisenstein
series and thus obtain an explicit expression for V0 analogous to [EZ85]. The second part of
V0 is novel in the sense that it does not appear in the holomorphic case. It arises from Fourier
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series coefficients whose index is indefinite and isotropic as a quadratic form. Observe that
in the holomorphic case, Fourier series coefficients of indefinite index vanish automatically
by the Koecher principle. The second part of V0 will also appear in the sequel to this paper. It
will be responsible for the phenomenon that the skew-Maass lift of a cusp form is not neces-
sarily a cusp form. This agrees with the fact from automorphic representation theory that the
nonholomorphic Saito-Kurokawa lift of holomorphic elliptic cusp forms under certain con-
ditions is residual. We also remark here already that in the case of cusp forms, there will be
a third part of V0, which reflects the theory of constant terms in automorphic representation
theory [MW94].
Theorem I (The skew-Maass lift). Let φ ∈ J3−k,1 be a harmonic Maass-Jacobi form (of mod-
erate growth) of weight 3− k and index 1, ξJ3−k be the Jacobi ξ-operator in (3.8), Klim−1k,±1 be
the inverse Kohnen limit processes in (4.10) and (4.12), and Vm be the Hecke operator in (3.37).
Then
Maassskewk (φ) :=
∞∑
m=0
Klim−1k,−1(φ)
∣∣skew
k Vm − 4(k−2)!
∞∑
m=1
Klim−1k,1(ξ
J
3−k φ)
∣∣skew
k Vm
∈ Mskewk . (0.4)
The skew-Maass lift is an isomorphism of spaces of Eisenstein series:
Maassskewk : J3−k,1 −→Mskewk , EJ3−k,1 7−→
(−1) 1−k2 Γ(k− 12 )ζ(k)
(2pi)k
E skewk .
In particular, Mskewk is one-dimensional and spanned by E
skew
k .
Remarks. (1) Let φ ∈ J3−k,1 be a harmonic Maass-Jacobi form,
∑
m φ˜m(Z ) be the Fourier-
Jacobi expansion of its skew-Maass lift in Theorem I, Klimskewk,−1 be the Kohnen limit process de-
fined in (4.5), and RJ3−k be the isomorphism in Proposition 3.5. Then R
J
3−kφ=Klimskewk,−1 (φ˜−1).
(2) Kohnen asked on page 128 of [Koh93] which real-analytic Siegel modular forms corre-
spond to skew-holomorphic Jacobi forms. Theorem I improves the initial answer that was
given in [BRR12]. The skew-Maass lift of skew-holomorphic Jacobi forms in the last paper of
this series will provide a complete answer to Kohnen’s question.
(3) The mere definition of the skew-Maass lift depends on several ingredients from Sec-
tions 4 and 5. In the last part of this series of papers, we will discover that it naturally extends
to the definition of skew-Maass lifts of cuspidal skew-holomorphic Jacobi forms.
(4) Our proof of Theorem I relies heavily on the computation of the Fourier series coeffi-
cients of E skewk . Our method can be applied to all Siegel Eisenstein series and it does provide
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a novel access to the Fourier series coefficients of Siegel Eisenstein series. These are directly
related to Siegel series (see p. 306 of [Maa71]) and have recently been studied by p-adic meth-
ods [IK16].
We now discuss the case m = 0 of the Kohnen limit process, displayed in Figure 3. Its top
row coincides with the top row of Figure 2. We define Kohnen limit processes, Klim[0,0],
Klim[0,1], and Klim[N ] for N ∈ Z>0, which exhibit the first three terms of the asymptotic ex-
pansion of a Siegel modular form with respect to y ′. They map Mskewk toM1−k (k − 12 ), Mk−1,
and Mk−1(ρN ), respectively. These are spaces of elliptic Maass forms with spectral parame-
ter k − 12 (i.e., Laplace eigenvalue 12 (k − 12 )) and elliptic modular forms, respectively. None of
the maps Klim[N ] are injective.
Figure 3: Spaces of Siegel modular forms and elliptic modular forms for m = 0
Mskewk
AJskewk,0
M1−k (k− 12 ) Mk−1 Mk−1(ρN )
Klim[0,0]
(m=0)
Klim[0,1]
(m=0)
Klim[N ]
(m=0,N≥1)
The fourth key point of this paper is our definition of the Kohnen limit processes for Jacobi
index m = 0. They differ significantly from the case of nonzero m, in that we define three
of them, and Klim[N ], the most intricate one, relies on the limit y ′→ 0. While it seems pos-
sible to define such a Kohnen limit process for m = 0 via y ′ →∞, the resulting objects are
highly discontinuous. They bare a certain similarity to the local harmonic weak Maass forms
in [BKK15], but it is unclear to us in how far this similarity is conceptual or coincidental. The
Kohnen limit process of index m = 0 will be studied in more detail in the second paper of this
series of papers.
The paper is organized as follows. In Section 1, we review some aspects of elliptic modular
forms. In Section 2, we revisit skew-harmonic Maass-Siegel forms and their Fourier series
expansions. Section 3 contains all material on Jacobi forms and Fourier-Jacobi coefficients.
Sections 4 and 5 are the heart of this paper and they are dedicated to the Kohnen limit process.
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In Section 4, we define the Kohnen limit processes for m 6= 0, and we give the corresponding
inverse Kohnen limit processes. In Section 5, we investigate the Kohnen limit process for
m = 0, which is the most subtle point of this paper. Finally, in Section 6, we define the Hecke-
like operator V0, and we prove Theorem I.
Acknowledgments We thank Wee Teck Gan, Werner Hoffmann, Özlem I˙mamog˘lu, and Rainer
Weissauer for useful discussions and helpful comments. We are grateful to the referees for a
careful reading and for making detailed suggestions that improved this paper.
1 Elliptic modular forms
We start by revisiting some facts about elliptic modular forms. Let τ= x+ i y ∈H be a vari-
able in the Poincaré upper half space, and write e(a) := exp(2pii a) for any a ∈C. Throughout
the paper, ζ denotes the Riemann ζ-function, Γ the Γ-function, and Wκ,µ the W -Whittaker
function.
1.1 Vector-valued modular forms A finite dimensional, complex right representation of
SL2(Z) is called an arithmetic type3. Any arithmetic type ρ gives rise to slash actions(
f
∣∣
κ,ρ γ
)
(τ) := (cτ+d)−κ f (aτ+b
cτ+d
)
ρ(γ), κ ∈Z, γ= (a bc d )
on functions f : H→ V (ρ), where V (ρ) is the representation space of ρ. In the classical set-
ting, when ρ is the trivial representation, we suppress it from our notation and simply write
( f
∣∣
κγ)(τ).
Definition 1.1. A holomorphic function f : H → V (ρ) is a holomorphic modular form of
weight κ and type ρ if it satisfies
(i) f
∣∣
κ,ρ γ= f for all γ ∈ SL2(Z).
(ii) f (τ)=O (1) as y →∞.
Real-analytic modular forms of weight κ and type ρ are defined analogously.
1.2 Eisenstein series of level 1 Forκ ∈ 2Z and s ∈Cwithκ+Re(s)> 2, the level 1 real-analytic
Eisenstein series is defined by
Eκ(s,τ) :=
∑
Γ∞\SL2(Z)
y s
∣∣
κγ, where Γ∞ :=
{(±1 ∗
0 ±1
) ∈ SL2(Z)}. (1.1)
3Usually, the notion of arithmetic types requires left representations, but for our purpose it is more conve-
nient to consider right representations.
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For general s ∈ C we define Eκ(s,τ) by analytic continuation. If s = 0 and κ > 2, then the
Eisenstein series is holomorphic, and we write Eκ(τ) := Eκ(0,τ). We give the known Fourier
series expansion of Eκ(s,τ) (see, for example, pages 181 and 210 of [Maa64]) in the following
Lemma:
Lemma 1.2. Let κ ∈ 2Z and s ∈C. We have the expansion
Eκ(s,τ) = y s + (−1)
κ
2 22−κ−2spiΓ(κ+2s−1)
Γ(κ+ s)Γ(s)
ζ(κ+2s−1)
ζ(κ+2s) y
1−κ−s
+ (−1)
κ
2 2κpiκ+s
ζ(κ+2s)
∑
m∈Z\{0}
|m|−sσκ+2s−1(|m|)
Γ( 1+sgn(m)2 κ+ s)
(
4pi|m|y)−κ2 W sgn(m)κ
2 ,
κ+2s−1
2
(
4pi|m|y)e(|m|x).
In the holomorphic case, we have the expansion
Eκ(τ) = 1 + (2pii )
κ
Γ(κ)ζ(κ)
∞∑
n=1
σκ−1(n)e(nτ).
1.3 A specific arithmetic type and the associated Eisenstein series For N ∈ Z≥1, consider
the C vector space V (ρN ) with basis eα,β, for α,β ∈ 1NZ/Z that satisfy αZ+βZ = 1NZ, i.e.,
gcd(Nα, Nβ, N )= 1 for any representative in Q of α and β. It yields an arithmetic type ρN via
the natural right representation of SL2(Z) arising from the right action on pairs (α,β). Observe
that the basis of V (ρN ) may be equally indexed by pairs (c,d) of co-prime integers mod N , and
we denote these bases elements by fc,d .
Let N ∈Z≥1, κ ∈ 2Z, and s ∈C. Then the Eisenstein series
Eκ,N (s,τ) :=
∑
γ∈Γ∞\SL2(Z)
f0,1 y
s
∣∣
κ,ρN
γ (1.2)
is a modular form of weight κ and type ρN . We write
Eκ,N (τ) := Eκ,N (0,τ).
2 Harmonic Maass-Siegel forms of degree 2
In this paper, we investigate scalar-valued Siegel modular forms of degree 2. For more de-
tails see [BRR12; Fre83; Kli90; Maa53; Maa71].
2.1 Preliminaries Let us introduce necessary notation to define Siegel modular forms.
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The symplectic group The symplectic group is given by
Sp2(R) :=
{
g ∈Mat4(R) : tg J (2)g = J (2)
}
, J (2) :=
(0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
)
.
We usually write elements g ∈ Sp2(R) as g =
(
A B
C D
)
with A,B ,C ,D ∈ Mat2(R). For U ∈ GL2(R)
and g = (a bc d ) ∈ SL2(R), set
rot(U ) := (U 00 tU−1 ) , up(g ) := (a 0 b 00 1 0 0c 0 d 0
0 0 0 1
)
, down(g ) :=
(1 0 0 0
0 a 0 b
0 0 1 0
0 c 0 d
)
. (2.1)
Let R be a ring. Write Matt2(R) := {M ∈ Mat2(R) : tM = M } for the set of symmetric 2× 2
matrices with entries in R. If B ∈Matt2(R) with entries B11, B12, and B22, then set
trans(B) :=
(1 0 B11 B12
0 1 B12 B22
0 0 1 0
0 0 0 1
)
. (2.2)
Let Γ(2) := Sp2(Z) be the full Siegel modular group, and
Γ(2)∞ :=
{(
A B
0 D
) ∈ Γ(2)} (2.3)
be the Siegel parabolic subgroup of Γ(2).
The Siegel upper half space Recall from the introduction that
H(2) := {Z ∈Matt2(C) : Im(Z ) positive definite},
where Z = (τ zz τ′ ) ∈ H(2) is a typical variable. Throughout, we denote the real part of Z by
X = ( x uu x ′ ), and its imaginary part by Y = ( y vv y ′ ). The Siegel upper half space carries an action
of the symplectic group by
g Z := (AZ +B)(C Z +D)−1.
Slash actions The classical weight k slash action is defined for F : H(2) →C and k ∈Z:(
F
∣∣
k g
)
(Z ) := det(C Z +D)−k F (g Z ).
The definition of skew-harmonic Maass-Siegel forms in [BRR12] requires the weight k skew
slash action, which is also defined for F : H(2) →C and k ∈Z:(
F
∣∣skew
k g
)
(Z ) := |det(C Z +D)|−1det(C Z +D)1−k F (g Z ). (2.4)
Observe that multiplication by det(Y )k−
1
2 shows that the slash actions
∣∣skew
k and
∣∣
1−k are equiv-
alent (see also Remark 2.4 of [BRW16]).
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2.2 Skew-harmonic Maass-Siegel forms In this section, we briefly recall the notion of har-
monic Maass-Siegel form in [BRR12]. We call these objects skew-harmonic Maass-Siegel
forms to emphasize their skew weight ( 12 ,k− 12 ).
The matrix-valued Laplace operator Let
∂Z :=
(
∂τ
1
2∂z
1
2∂z ∂τ′
)
and ∂Z :=
(
∂τ
1
2∂z
1
2∂z ∂τ′
)
,
where ∂w := ∂∂w = 12
(
∂
∂a − i ∂∂b
)
and ∂w := ∂∂w = 12
(
∂
∂a + i ∂∂b
)
for any complex variable w = a+ i b.
Maass [Maa53] introduced the matrix-valued Laplace operator
Ωskewk :=−4Y t
(
Y ∂Z
)
∂Z − i (2k−1)Y ∂Z + i Y ∂Z . (2.5)
This matrix-valued Laplace operator and also the differential operator
ξskewk := det(Y )k−
3
2 det(Z −Z )(∂τ∂τ′ − 14∂2z) (2.6)
play a vital role in the study of skew-harmonic Maass-Siegel forms in [BRR12]. Observe that
[BRR12] denotesΩskewk and ξ
skew
k byΩ 12 ,k− 12 and ξ
(2)
1
2 ,k− 12
, respectively.
The definition of skew-harmonic Maass-Siegel forms Recall from the introduction that k > 3
is odd.
Definition 2.1. A smooth function F : H(2) →C is weight k skew-harmonic if
Ωskewk F = 0 and ξskewk F = 0. (2.7)
Definition 2.2. A weight k skew-harmonic function F : H(2) → C is a skew-harmonic Maass-
Siegel form of weight k if it satisfies
(i) F
∣∣skew
k γ= F for all γ ∈ Γ(2).
(ii) F (Z )=O (tr(Y )a) for some a ∈R as tr(Y )→∞.
We write Mskewk for the space of skew-harmonic Maass-Siegel forms of weight k.
Remark 2.3. Definition 2.2 differs slightly from the definition of harmonic Maass-Siegel forms
in [BRR12], which does not require the skew-harmonic condition ξskewk F = 0. However, the
main result of [BRR12] also relies on this additional condition, which guarantees multiplicity-
one for Fourier series coefficients of nonzero index T of harmonic Maass-Siegel forms pro-
vided that T is indefinite or positive semi-definite (see also Proposition 2.4 below).
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Eisenstein series Recall that k > 3 is odd. The Eisenstein series
E skewk :=
∑
γ∈Γ(2)∞ \Γ(2)
1
∣∣skew
k γ (2.8)
is the primary example of a weight k skew-harmonic Maass-Siegel form in [BRR12].
2.3 Skew-harmonic Fourier series coefficients Recall that every real-analytic Siegel mod-
ular form F has a Fourier series expansion of the form∑
T∈Matt2( 12Z)
c(F ; T ; Y )e(T X ), (2.9)
where throughout e(T X ) := exp(2pii trace(T X )).
Fourier series coefficients of holomorphic Siegel modular forms satisfy multiplicity-one:
For every T ∈ Matt2(R) there is (up to multiplication by scalars) a unique function ahol(T ;Y )
such that ahol(T ;Y )e(T X ) is holomorphic. In the skew-harmonic setting, the analogue re-
mains true if T is non-degenerate (i.e., det(T ) 6= 0), but for arbitrary T it no longer holds.
We recall the relevant result from [BRR12; Maa53] (T indefinite or positive semi-definite) in
Proposition 2.4, and we give the remaining cases in Propositions 2.6 and 2.10.
Non-degenerate and nonzero positive semi-definite Fourier indices If F is a skew-harmonic
Maass-Siegel form, then the following multiplicity-one result for its Fourier series coefficients
c(F ; T ; Y ) was established in [BRR12; Maa53].
Proposition 2.4 ([BRR12; Maa53]). Let T ∈Matt2(R)\{0} be indefinite or positive semi-definite.
If the function askewk (T ; Y )e(T X ) is weight k skew-harmonic and also of moderate growth, then
askewk (T ; Y ) is uniquely determined up to scalar multiples. Furthermore, if T is not positive def-
inite, then one can choose this scalar normalization in such a way that askewk (T ; Y ) is nonzero,
and depends only on trace(T Y ), det(T Y ), and the signature of T . If T is positive definite, then
askewk (T ; Y )= 0.
Remark 2.5. Fourier series coefficients of index T = (0 00 0) violate multiplicity-one, and can
occur in the Fourier series expansion of skew-harmonic Siegel modular forms. Observe that
Theorem 3 (a) of [BRR12] incorrectly states that the “constant term” of elements of Mskewk is
independent of Y , which however does not impact any of the other results of [BRR12]. Under
our assumption that k > 3 the Fourier series coefficients of index T = (0 00 0) of forms in Mskewk
satisfy multiplicity two due to their invariance under rot(GL2(Z)) (see Proposition 2.10).
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Non-zero negative semi-definite Fourier indices The case of negative semi-definite Fourier
indices violates multiplicity-one, if the Fourier index T is degenerate. In that case, we can
recover a multiplicity-two result. We give the details in the following Proposition.
Proposition 2.6. Let T ∈Matt2(R)\{0} be negative semi-definite and degenerate. If the function
askewk (T ; Y )e(T X ) is weight k skew-harmonic and also of moderate growth, then a
skew
k (T ; Y ) is
a linear combination of
det(Y )
3
2−k trace(T Y )k−2e−trace(T Y ) and(
4pitrace(T Y )
)− k2 W k−1
2 ,
k−1
2
(
4pi|trace(T Y )|).
Let T ∈ Matt2(R) be negative definite. If the function askewk (T ; Y )e(T X ) is weight k skew-
harmonic and also of moderate growth, then askewk (T ; Y ) is unique up to scalar multiples.
Remark 2.7. If T < 0 and askewk (T ; Y )e(T X ) is weight k skew-harmonic and also of moderate
growth, then one can show that askewk (T ; Y )e(T X ) is almost anti-holomorphic.
Proof. For the semi-definite and degenerate case, we use (33) and (34) of [Maa53]. Using
Maass’s notation, weight k skew-harmonic functions askewk (
1
2piT ; Y )e(
1
2piT X ) can be obtained
from
askewk (T ; Y ) = det(Y )
3
2−α−βφ(u) + ψ(u),
where u = trace(−T Y ), α = k − 12 , β = 12 , and φ and ψ satisfy the following differential equa-
tions:
uφ′′+ (3−α−β)φ′+ (α−β−u)φ= 0,
uψ′′+ (α+β)ψ′+ (α−β−u)ψ = 0.
Exactly as in Theorem 3 of [BRR12] (see also Remark (b) to Theorem 3), we find that the space
of solutions of moderate growth to each is one-dimensional, and spanned by
uk−2e−u and (2u)−
k
2 W k−1
2 ,
k−1
2
(
2u
)
,
respectively. When replacing T by 2piT , this settles the case of semi-definite T .
Now consider the case that T < 0. Starting with (35), (36), and (37) of [Maa53], we have to
determine the solutions to
φ′′(u)=
(
1+ 2(1−k)
u
+ (k−1)(k−2)
u2
)
φ(u).
Using, for example, Sage [Sage], one verifies that they are linear combinations of
uk−1e−u and uk−1e−uγ
(
3−2k,−2u),
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where γ(s,u) is the lower incomplete gamma function. Observe that u = trace(−T Y ) > 0.
Therefore, by the relation of γ(s,u) and the M-Whittaker function in 8.5.1 of [DLMF] and the
asymptotic behavior of the M-Whittaker function in 13.14.20 of op. cit., the second solution
grows exponentially. Hence it can be ruled out. From the first solution, we find that the solu-
tions to
ψ′(u)= 1
u
φ(u)
are linear combinations of
1 and
∫ ∞
u
t k−1e−t dt = Γ(k,u).
The first one, as in the case of T > 0 treated in [BRR12], yields a function askewk (T ; Y ) that
violates the moderate growth condition (see Lemma 3.2 and 3.3 in [Rau12]), after inserting it
into (35) of [Maa53]. This leaves us with an at most one-dimensional space of solutions.
Remark 2.8. In the case of negative definite T , we do not prove here that askewk (T Y ) is possibly
nonzero. This will only follow from our discussion of the Kohnen limit process for index m < 0
in Section 4.2.
Zero Fourier indices The Fourier series coefficients of index T = (0 00 0) are the most subtle, as
they lead to infinite multiplicities. In the context of the present paper, we simplify the exposi-
tion by restricting to Fourier coefficients of skew-harmonic Maass-Siegel forms, which allow
for a further Fourier expansion in terms of a new set of coordinates. Specifically, we introduce
the coordinate τ˘ = x˘ + i y˘ ∈ H parameterizing Y /pdet(Y ) as in (30) of [Maa53]. In contrast
to [Maa53], we swap the top left and bottom-right components for better compatibility with
the action of GL2(Z) via rot in Proposition 2.9:
Y =:
√
det(Y )
(
1/
√
y˘ 0
x˘/
√
y˘
√
y˘
)(
1/
√
y˘ x˘/
√
y˘
0
√
y˘
)
. (2.10)
For later use, we record the associated coordinate transforms:
y =
√
det(Y )
/
y˘ , y ′ =
√
det(Y )(x˘2+ y˘2)/y˘ , v =√det(Y )x˘/y˘ ;
det(Y )= y y ′− v2, y˘ =
√
y y ′− v2/y , x˘ = v/y . (2.11)
We next state how the action of rot(GL2(R)) on functions of Y can be expressed in terms of
Möbius transformations on τ˘. We set
Im
(
H(2)
)
:= {Y ∈Matt2(R) : Y > 0}, (2.12)
and consider a function F˘ : Im(H(2)) → C as a function F on H(2) via F (X + i Y ) = F˘ (Y ). In
particular, the skew slash action of rot(GL2(Z)) extends to functions on Im(H(2)).
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Proposition 2.9. Let F˘ : Im(H(2))→C and U ∈ SL2(R). Then(
F˘
∣∣skew
k rot(U )
)
(det(Y ), τ˘)= det(U )k−1 F˘ (det(Y ),U˘ τ˘) with U˘ = (0 11 0)U (0 11 0) , (2.13)
where U˘ ∈ SL2(R) acts on τ˘ by Möbius transformations. Furthermore, we have(
F˘
∣∣skew
k rot
((−1 0
0 1
)))
(det(Y ), τ˘)= (−1)k−1 F˘ (det(Y ),−τ˘). (2.14)
Proof. If U ∈GL2(Z), then (
F˘
∣∣skew
k rot(U )
)
(Y )= det(U )k−1 F˘ (U Y tU ).
Hence it suffices to express U Y tU in terms of the coordinates in (2.11).
Consider the case U ∈ SL2(Z). Recall the isomorphism of SL2(R)-sets H ∼= SL2(R)/SO2(R)
arising from the map SL2(R)→H, g 7→ g i . In particular, for any g ∈ SL2(R), we have g i = τ if
and only if there exists a h ∈ SO2(R) such that g h =
(p
y x˘/
p
y
0 1/
p
y
)
. Composing this isomorphism
with the map SL2(R) 7→Matt2(R), g 7→ sg s s tg s, with s :=
(
0 1
1 0
)
, we obtain an SL2(R)-equivariant
embedding
τ˘ 7−→
(
1/
√
y˘ 0
x˘/
√
y˘
√
y˘
)(
1/
√
y˘ x˘/
√
y˘
0
√
y˘
)
=
(
1/y˘ x˘/y˘
x˘/y˘ x˘/y˘ + y˘
)
,
where SL2(R) acts on τ˘ by Möbius transformations and on the matrices on the right-hand side
by (g ,m) 7→ sg s m s tg s. This establishes the first statement.
If U = (−1 00 1), then(
−1 0
0 1
)
Y
(
−1 0
0 1
)
=
√
det(Y )
(
−1/√y˘ 0
x˘/
√
y˘
√
y˘
)(
−1/√y˘ x˘/√y˘
0
√
y˘
)
=
√
det(Y )
(
1/
√
y˘ 0
−x˘/√y˘ √y˘
)(
−1 0
0 1
) (
−1 0
0 1
)(
1/
√
y˘ −x˘/√y˘
0
√
y˘
)
.
This confirms the second statement, since −τ˘=−x˘+ i y˘ .
Consider the Fourier series coefficient c
(
F ;
(
0 0
0 0
)
; Y
)
of a skew-harmonic Siegel modular
form F . Modular invariance of F implies that
c
(
F ;
(
0 0
0 0
)
; Y
) = c(F ; (0 00 0) ; Y )∣∣skewk rot(U ).
Express Y in terms of det(Y ) and τ˘ as in (2.10). Then Proposition 2.9 (with U = (1 01 1)) asserts
that
c
(
F ;
(
0 0
0 0
)
; det(Y ), τ˘
)= c(F ; (0 00 0) ; det(Y ), τ˘)∣∣skewk rot((1 01 1))
= c(F ; (0 00 0) ; det(Y ),(1 10 1) τ˘)= c(F ; (0 00 0) ; det(Y ), τ˘+1),
– 15 –
The skew-Maass lift M. Raum, O. K. Richter
i.e., c
(
F ;
(
0 0
0 0
)
; Y
)
is periodic with respect to x˘.
Multiplicity-one fails for T = (0 00 0) (cf. the initial remarks in Section 5). The next proposition
provides a replacement for it via a Fourier series expansion with respect to x˘.
Proposition 2.10. If the function askewk (
(
0 0
0 0
)
; Y ) is weight k skew-harmonic and also of mod-
erate growth, then it can be written as a linear combination of
1 and det(Y )
1−k
2 c
((
0 0
0 0
)
(1) ,•; τ˘
)
, (2.15)
where c
((
0 0
0 0
)
(1) ,•; τ˘
)
has eigenvalue (k − 1)(2−k) under the elliptic weight 0 Laplace opera-
tor ∆0 =−y2(∂2x˘ +∂2y˘ ), i.e., c
((
0 0
0 0
)
(1) ,•; τ˘
)
has spectral parameter k−1 or 2−k.
Furthermore, assume that
c
((
0 0
0 0
)
(1) ,•; τ˘
)∣∣skew
k rot
((
1 0
b 1
))= c((0 00 0)(1) ,•; τ˘) (2.16)
for all b ∈Z. Then c((0 00 0)(1) ,•; τ˘) has the following Fourier expansion:
c
((
0 0
0 0
)
(1) ,0(0)
)
y˘k−1 + c((0 00 0)(1) ,0(1)) y˘2−k
+ ∑
n˘∈Z\{0}
c
((
0 0
0 0
)
(1) , n˘
)(
4pi|n˘|y˘) 12 Kk− 32 (2pi|n˘|y˘)e(n˘x˘). (2.17)
Moreover, if
c
((
0 0
0 0
)
(1) ,•; τ˘
)∣∣skew
k rot(U )= c
((
0 0
0 0
)
(1) ,•; τ˘
)
for all U ∈GL2(Z), then
c
((
0 0
0 0
)
(1) ,•; τ˘
)= c((0 00 0)(1) ,•)E0(k−1, τ˘)= c((0 00 0)(1) ,•) ∑
γ∈Γ∞\SL2(Z)
Im(γτ˘)k−1, (2.18)
where as before γτ˘ is the usual Möbius transformation. In particular,
c
((
0 0
0 0
)
(1) ,0(0)
)= c((0 00 0)(1) ,•) ;
c
((
0 0
0 0
)
(1) ,0(1)
)= c((0 00 0)(1) ,•)
p
piΓ(k− 32 )ζ(2k−3)
Γ(k−1)ζ(2k−2) ;
c
((
0 0
0 0
)
(1) , n˘
)= c((0 00 0)(1) ,•) pik− 32Γ(k−1)ζ(2k−2) |n˘|1−kσ2k−3(|n˘|), if n˘ 6= 0.
(2.19)
Proof. Note that (2.15) follows directly from (31) and (32) of [Maa53], since det(Y )
3
2−k does not
vanish under ξskewk . Using Proposition 2.9, we see that (2.16) implies translation invariance
with respect to x˘. Together with Equation (2.15) this yields (2.17). Finally, to establish (2.18),
we can use the fact that c
((
0 0
0 0
)
(1) ,•; τ˘
)
is an elliptic Maass form with Laplace eigenvalue (k−
1)(2−k). The space of such Maass forms is one-dimensional by Theorem 31 of [Maa64] and
spanned by E0(k − 1, τ˘). The Fourier series expansion of E0(k − 1, τ˘) can be recovered from
Lemma 1.2 by using the relation Kν(z)=
p
pi/2zW0,ν(2z).
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Normalization of and notation for Fourier series coefficients For the remainder of this paper,
if T 6= 0 is non-degenerate or positive semi-definite, we set
askewk (T Y ) := askewk (T ; Y ), (2.20)
suppressing the dependence on the signature of T from our notation. For convenience, we
will also use the notation
askewk (T Z ) := askewk (T Y )e(T X ). (2.21)
For positive semi-definite T , we choose the normalization
askewk (T Y ) :=
(
4pitrace(T Y )
)− k2 W 1−k
2 ,
k−1
2
(
4pitrace(T Y )
)
. (2.22)
If T is negative semi-definite and degenerate, then we have to distinguish two Fourier co-
efficients. We follow a convention from Eisenstein series and amend the index T with sub-
scripts (0) and (1):
askewk (T(0)Y ) := askewk (T(0);Y ) :=
(
4pi|trace(T Y )|)− k2 W k−1
2 ,
k−1
2
(
4pi|trace(T Y )|) and
askewk (T(1)Y ) := askewk (T(1);Y ) := det(Y )
3
2−k |4pitrace(T Y )|k−2e−2pi|trace(T Y )|.
(2.23)
Also in this case, we write
askewk (T(0)Z ) := askewk (T(0)Y )e(T X ) and askewk (T(1)Z ) := askewk (T(1)Y )e(T X ). (2.24)
For T = (0 00 0), we agree on the following notation for the functions in Proposition 2.10:
askewk
((
0 0
0 0
)
(0) ; Y
)
:= 1,
askewk
((
0 0
0 0
)
(1) ,0(0); Y
)
:= det(Y ) 1−k2 y˘k−1 = y1−k ,
askewk
((
0 0
0 0
)
(1) ,0(1); Y
)
:= det(Y ) 1−k2 y˘2−k = det(Y ) 32−k yk−2,
askewk
((
0 0
0 0
)
(1) , n˘; Y
)
:= det(Y ) 1−k2 (4pi|n˘|y˘) 12 Kk− 32 (2pi|n˘|y˘)e(n˘x˘) (n˘ 6= 0).
(2.25)
To emphasize the role of the last three coefficients as Fourier coefficients of a modular form
that depend only on Y , we set
askewk
((
0 0
0 0
)
(1) ,0(0); y˘
)
:= y˘k−1,
askewk
((
0 0
0 0
)
(1) ,0(1); y˘
)
:= y˘2−k ,
askewk
((
0 0
0 0
)
(1) , n˘; y˘
)
:= (4pi|n˘|y˘) 12 Kk− 32 (2pi|n˘|y˘) (n˘ 6= 0).
(2.26)
Note that the last coefficient does not feature e(n˘x˘), while the corresponding one in (2.25)
does.
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We do not give an explicit formula for askewk (T Y ) if T =
(
n r /2
r /2 m
)
is indefinite or negative
definite. If T is indefinite and m > 0, we normalize it via the Kohnen limit process Klimskewk,m
defined in Section 4:
Klimskewk,m
(
askewk
((
n r /2
r /2 m
)
Y
)) = aJskewm (n,r ; y)e(r i v), (2.27)
where aJskewm (n,r ; y) will be defined in (3.11). Since a
skew
k (T Y ) depends only on the product
of T and Y , since the Kohnen limit process is injective for positive m (see Proposition 4.3),
and since the Kohnen limit process is covariant with respect to the action of diag(1, a,1,1/
a) (see Proposition 4.2), this fixes a unique normalization for all indefinite T . Similarly, for
negative definite T (and consequentially m < 0), we choose a normalization by
Klimskewk,m
(
askewk
((
n r /2
r /2 m
)
Y
)) = aJ skew2−k,|m|(−n,−r ; y)e(r i v), (2.28)
where a
J skew
2−k,|m|(−n,−r ; y) will be defined in (3.28).
3 Jacobi forms
3.1 Preliminaries Eichler and Zagier’s book [EZ85] is the standard reference to the classical
theory of Jacobi forms. Following our global convention, we assume throughout that k > 3 is
an odd integer, although several definitions and statements in this section extend to k ∈Z.
The Jacobi group Let GJ := SL2(R)n (R2nR) be the real Jacobi group (see [EZ85] or [BS98],
for details), and let g J = ((a bc d ) , λ,µ,κ) ∈GJ be a typical element. The extended Jacobi group
as a set is
SL2(Z)n (Z2nZ)⊂GJ.
The usual Jacobi group ΓJ is the quotient of the extended Jacobi group by its center:
ΓJ = SL2(Z)nZ2.
We write γJ = ((a bc d ) , λ,µ) ∈ ΓJ for a typical element. Let
ΓJ∞ :=
{((
a b
0 d
)
,0,µ
) ∈ ΓJ}
be the Jacobi parabolic subgroup of ΓJ.
Recall that the real Jacobi group can be embedded into Sp2(R) (see page 74 of [EZ85]) by
up : GJ → Sp2(R),
((
a b
c d
)
, λ,µ,κ
) 7−→ ( a 0 b µaλ+cµ 1 bλ+dµ κ
c 0 d −λ
0 0 0 1
)
, (3.1)
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extending the embedding up : SL2(R)→ Sp2(R) in (2.1).
The real Jacobi group acts on the Jacobi upper half space
HJ :=H×C= {(τ, z) ∈C2 : Im(τ)> 0}
by ((
a b
c d
)
, λ,µ,κ
) · (τ, z) := (aτ+b
cτ+d ,
z+λτ+µ
cτ+d
)
.
This action factors through ΓJ.
Classical slash actions If m ∈C, then
αJm
(
g J, (τ, z)
)
:= e
(
m
(−c(z+λτ+µ)2
cτ+d +2λz+λ
2τ+λµ+κ
))
is a 1-cocyle with values in C∞(HJ). If m ∈Z, then it factors through ΓJ.
The skew-Jacobi slash action of the real Jacobi group is defined for φ : HJ →C and m ∈C:(
φ
∣∣Jskew
k,m g
J)(τ, z) := |cτ+d |−1(cτ+d)1−kαJm(g J, (τ, z))φ(g J(τ, z)).
If m ∈Z, then this action factors through ΓJ.
Extension of the slash action Observe (3.1) and consider the real Jacobi group as a subgroup
of Sp2(R). Write GL
↓
2(R) ⊂ GL2(R) for the lower triangular matrices of positive determinant.
These matrices can be embedded into Sp2(R) via the map rot in (2.1). Explicitly, viewed as a
subgroup of Sp2(R), the group G
Jrot
(
GL↓2(R)
)⊂ Sp2(R) consists of matrices of the form(∗ 0 ∗ ∗∗ ∗ ∗ ∗∗ 0 ∗ ∗
0 0 0 ∗
)
.
We wish to assign a meaning to
φ
∣∣Jskew
k,m g for any g ∈GJrot
(
GL↓2(R)
)⊂ Sp2(R).
Note that representatives for the quotient GJ\GJrot(GL↓2(R)) are given by diagonal matrices
g = diag(1, a, 1,d) with a,d ∈R>0 and ad = 1. For any such g , φ : HJ →C, and m ∈C set(
φ
∣∣Jskew
k,m g
)
(τ, z) := akφ(τ, az), (3.2)
which is not an action in the strict sense. Specifically, we have the covariance(
φ
∣∣Jskew
k,m g
J)∣∣Jskew
k,m g =
(
φ
∣∣Jskew
k,m g
)∣∣Jskew
k,a2m(g
−1g J g ) for all g J ∈GJ.
If g ′ ∈GJrot(GL↓2(R)), then decompose g ′ = g Jg with g J ∈GJ and g = diag(1, a, 1,d) as before,
and define
φ
∣∣Jskew
k,m g
′ := (φ∣∣Jskewk,m g J)∣∣Jskewk,m g . (3.3)
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Differential operators Recall that k > 3 is throughout an odd integer. In this section, we
consider arbitrary integral weights, which we denote by κ. The heat operator of index m ∈C×
is defined by
Lm := 8pii m∂τ−∂2z .
The skew-Jacobi raising operator
RJskewκ := RJskew := ∂τ+ v y−1∂z + i2 (κ− 12 )y−1, (3.4)
denoted by X sk;κ,m− in [BRR15], is covariant with respect to the skew-Jacobi slash action. More
precisely, if φ ∈C∞(HJ), then
RJskewκ
(
φ
∣∣Jskew
κ,m g
J)= (RJskewκ φ)∣∣Jskewκ+2,m g J for all g J ∈GJ.
Similarly, the skew-Jacobi lowering operator
LJskewκ := LJskew := y2∂τ+ y v∂z +2i mv2− i4 y , (3.5)
denoted by X sk;κ,m+ in [BRR15], satisfies
LJskew
(
φ
∣∣Jskew
κ,m g
J)= (LJskewφ)∣∣Jskewκ−2,m g J for all g J ∈GJ.
As differential operators, we have the following commutation law:[
LJskew, RJskew
]= LJskewκ+2 RJskewκ − RJskewκ−2 LJskewκ = 14(32 −κ). (3.6)
The definition of harmonic Maass-Jacobi forms will require the following operators:
∆Jκ :=RJκ−2LJ, RJκ := y−
3
2−κLJskew1−κ y
κ− 12 , LJκ := y
5
2−κRJskew1−κ y
κ− 12 . (3.7)
Observe that the last two operators agree with the corresponding ones in [BRR15] only up
to nonzero scalar multiples. The first one, the weight κ cubic Jacobi-Casimir operator, only
agrees with the one in [BR10; BRR15] for functions that are holomorphic in z. The Jacobi
ξ-operator acting on J3−k,m , can be expressed as
ξJ3−k :=−2i RJskewk−2 ◦ y
5
2−k . (3.8)
For h ∈ Z>0, we set RJskewhκ := RJskewκ+2h−2 ◦ · · · ◦RJskewκ . By abuse of notation, we sometimes
suppress the weight from the notation, and simply write RJskewh . We use analogous notation
for the other covariant differential operators in (3.5) and (3.7).
– 20 –
The skew-Maass lift M. Raum, O. K. Richter
3.2 Skew-holomorphic Jacobi forms Skoruppa [Sko90a; Sko90b] introduced skew-holo-
morphic Jacobi forms.
Definition 3.1. Let m ∈Z. A smooth function φ : HJ → C is a skew-holomorphic Jacobi form
of weight k and index m if
(i) φ
∣∣Jskew
k,m γ
J =φ for all γJ ∈ ΓJ.
(ii) Lmφ= 0 and φ(τ, z) is holomorphic in z.
(iii) For all λ,µ ∈Q, the function φ∣∣Jskewk,m ((1 00 1) ,λ,µ,0)(τ,0)=O (1) as y →∞.
If, in addition, the asymptotic in (iii) vanishes, then φ is a cusp form.
We write Jskewk,m for the space of skew-holomorphic Jacobi forms of weight k and index m. Note
that if m < 0, then Jskewk,m = {0}.
The skew-holomorphic Jacobi-Eisenstein
E Jskewk,m (τ, z) :=
∑
γ∈ΓJ∞\ΓJ
1
∣∣Jskew
k,m γ (3.9)
is a basic example of a form in Jskewk,m if m > 0.
Fourier series expansions Skew-holomorphic Jacobi forms have Fourier series expansions of
the form
φ(τ, z)= ∑
n,r∈Z
D :=4mn−r 2≤0
c(φ; n,r ) aJskewm (n,r ; y)e(nx+ r z), (3.10)
where
aJskewm (n,r ; y) := exp
(−2pi(n− D2m )y) (3.11)
is as in Section 2.1. If the Fourier series expansion in (3.10) is only over D < 0, then φ is a
skew-holomorphic Jacobi cusp form of weight k and index m.
We use the action in (3.3) of rot
(
GL↓2(R)
)⊂ rot(GL2(R)) to compare Fourier series coefficients
of different skew-holomorphic Jacobi forms.
Lemma 3.2. Suppose that U ∈GL↓2(R) such that
tU
(
n r /2
r /2 m
)
U = ( m r /2r /2 n ) .
Then
m
−k
2 aJskewm (n,r ; y)e(r i v)
∣∣Jskew
k,m rot(U )= n
−k
2 aJskewn (m,r ; y)e(r i v),
– 21 –
The skew-Maass lift M. Raum, O. K. Richter
where z = u+ i v is as in Section 2.1. In particular, if φ ∈ Jskewk,m and φ′ ∈ Jskewk,n , then c(φ; n,r ) =
c(φ′; m,r ) if and only if
c(φ; n,r )m
−k
2 aJskewm (n,r ; y)e(r i v)
∣∣Jskew
k,m rot(U )= c(φ′; m,r )n
−k
2 aJskewn (m,r ; y)e(r i v).
Proof. This follows from the transformation behavior of aJskewm .
Hecke operators for skew-holomorphic Jacobi forms If l > 0, then the definitions of the usual
Jacobi-Hecke operator Ul and Vl extend to the skew-holomorphic case.
If φ ∈ Jskewk,m and l > 0, then (
φ
∣∣Jskew
k,m Ul
)
(τ, z) :=φ(τ, l z) (3.12)
and (
φ
∣∣Jskew
k,m Vl
)
(τ, z) := l k−1 ∑
a | l
b (mod l/a)
(l /a)−k φ
(aτ+b
l /a
, az
)
. (3.13)
Analogous to Theorem 4.2 of [EZ85] one finds that if φ ∈ Jskewk,1 , then
c
(
φ
∣∣Jskew
k,1 Vm ; n,r
) = ∑
0<d |gcd(n,r,m)
d k−1c
(
φ;
mn
d 2
,
r
d
)
. (3.14)
3.3 Harmonic Maass-Jacobi forms and almost skew-harmonic Maass-Jacobi forms We
start by defining harmonic Maass-Jacobi forms, which were first introduced in [BR10].
Definition 3.3. For m ∈Z, a harmonic Maass-Jacobi form of weight 3−k and Jacobi index m
is a smooth function φ : HJ →C that satisfies
(i) φ
∣∣J
3−k,m γ=φ for all γ ∈ ΓJ.
(ii) ∆J3−k φ= 0 and φ(τ, z) is holomorphic in z.
(iii) For all λ,µ ∈Q, the function φ∣∣J3−k,m((1 00 1) ,λ,µ,0)(τ,0)=O (y a) for some a ∈R as y →∞.
The space of such functions will be denoted byJ3−k,m . Note that if m < 0, thenJ3−k,m = {0}. By
definition, elements of J3−k,m have moderate growth but no singularities, and hence (using
the theta decomposition, spectral theory, and our assumption k > 3) one can show that they
are scalar multiples of Eisenstein series.
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Fourier expansions of harmonic Maass-Jacobi forms Harmonic Maass-Jacobi forms of in-
dex m and weight 3−k have Fourier series expansions of the form (cf. [BRR15])∑
n,r∈Z
D=0
c
(
φ; n(0),r
)
aJ3−k,m(n(0),r ; y)e(nx+ r z)
+ ∑
n,r∈Z
D=0
c
(
φ; n(1),r
)
aJ3−k,m(n(1),r ; y)e(nx+ r z)
+ ∑
n,r∈Z
D 6=0
c
(
φ; n,r
)
aJ3−k,m(n,r ; y)e(nx+ r z), (3.15)
where we always write D := 4mn− r 2, and where
aJ3−k,m(n(0),r ; y) := e(ni y)= exp
(−pi r 2
2m
y
)
for D = 0, (3.16)
aJ3−k,m(n(1),r ; y) := yk−
3
2 e(ni y)= yk− 32 exp(−pi r 2
2m
y
)
for D = 0, (3.17)
aJ3−k,m(n,r ; y) := e(ni y) for D > 0. (3.18)
aJ3−k,m(n,r ; y) := Γ
(3
2
−k, pi|D|y
m
)
e(ni y) for D < 0. (3.19)
Almost harmonic Maass-Jacobi forms Multiplication by y
3
2−k and (k − 2)-fold iteration of
LJskew yields another type of real-analytic skew-Jacobi form. Because of the particular role
these Jacobi forms play in the context of the Kohnen limit process for negative Fourier-Jacobi
indices, we introduce extra notation for them:
J skew2−k,m :=
(
LJskew
)k−2(y 52−k J3−k,m)=RJ3−k(J3−k,m), (3.20)
where
RJ3−k :=
(−1) k−22 2k−1pi 12
Γ(k− 12 )
(
LJskew
)k−2 ◦ y 52−k . (3.21)
Note that RJ3−k is normalized such that it maps the standard Eisenstein series in J3−k,m to the
standard Eisenstein series inJ skew2−k,m (see (3.32)).
Remark 3.4. The elements of J skew2−k,m could be called almost skew-harmonic Maass-Jacobi
forms, i.e., the skew-Jacobi form analogues of almost harmonic Maass forms in [BF14]. When
combining the theta decomposition of elements inJ skew2−k,m with the half-integral weight ana-
logue of Theorem 31 in [Maa64], one finds thatJ skew2−k,m consists only of Eisenstein series.
Similarly, J3−k,m consists only of Eisenstein series. In particular, if m = 1, then J3−k,1 is
spanned by the Eisenstein series EJ3−k,1 defined in (3.30).
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In the following we only consider weights and Laplace eigenvalues for which the lowering
operator is invertible. Hence we obtain an isomorphism betweenJ skew2−k,m and J3−k,m .
Proposition 3.5. The following diagram is commutative up to multiplication with nonzero
scalars.
J3−k,m J skew2−k,m
RJ3−k
yk−
3
2 ◦ (RJskew)k−2
Proof. It suffices to show that
yk−
3
2 ◦ (RJskew)k−2 ◦ (LJskew)k−2 ◦ y 32−k = LJk−2 ◦RJk−23−k (3.22)
acts on J3−k,m by a nonzero scalar. For convenience, if κ ∈Z, then we set
ακ := LJκ+2RJκ−RJκ−2LJκ = 14
(
κ− 32
)
.
Observe that for h ∈Z>0, h′ ∈Z≥0, and κ ∈Z, we have
RJh
′
κ+2h−2 ◦LJ ◦RJhκ =RJh
′+1
k+2h−4 ◦LJ ◦RJh−1κ + ακ+2h−2RJh+h
′−1
κ .
Inducing on h ∈Z≥0, while keeping h+h′ fixed, we find that
LJ ◦RJhκ =RJhκ−2 ◦LJ+
h−1∑
i=0
ακ+2i RJh−1κ .
With this formula in place, we can once more induce on h ∈Z≥0 to discover that
LJh ◦RJhκ = LJh−1 ◦LJ ◦RJhκ = LJh−1 ◦RJh−1κ ◦
(
∆Jκ+
h−1∑
i=0
ακ+2i
)
=
h∏
j=1
(
∆Jκ+
j−1∑
i=0
ακ+2i
)
.
Letting κ= 3−k and h = k−2, and observing that ∆J3−k annihilates J3−k,m , we see that(
LJk−2 ◦RJk−23−k
)
J3−k,m =
(k−2∏
j=1
j−1∑
i=0
α3−k+2i
)
J3−k,m . (3.23)
For general j ∈Z>0, we have
j−1∑
i=0
α3−k+2i =
1
4
j−1∑
i=0
(
(3−k+2i )− 3
2
)= 1
4
(
2
( j −1) j
2
− j 2k−3
2
)= j
4
(
( j −1)− 2k−3
2
)
,
which is nonzero for any j ∈Z. We conclude that (3.22) acts by a nonzero scalar on J3−k,m .
Remark 3.6. For later purposes (see (3.33)), we record that the last computation of the previ-
ous proof shows that(
LJk−2 ◦RJk−23−k
)
J3−k,m = 24−2kΓ(k−1)Γ(−12 )
/
Γ( 32 −k)J3−k,m . (3.24)
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Fourier expansions of almost skew-harmonic Maass-Jacobi forms Every φ ∈ J skew2−k,m has a
Fourier series expansion of the form
∑
n,r∈Z
D=0
c
(
φ; n(0),r
)
a
J skew
2−k,m (n(0),r ; y)e(nx+ r z)
+ ∑
n,r∈Z
D=0
c
(
φ; n(1),r
)
a
J skew
2−k,m (n(1),r ; y)e(nx+ r z)
+ ∑
n,r∈Z
D 6=0
c
(
φ; n,r
)
a
J skew
2−k,m (n,r ; y)e(nx+ r z), (3.25)
where as before D := 4mn− r 2 and where
a
J skew
2−k,m (n(0),r ; y) := yk−1 exp
(−pi r 2
2m
y
)
for D = 0, (3.26)
a
J skew
2−k,m (n(1),r ; y) := y
1
2 exp
(−pi r 2
2m
y
)
for D = 0, (3.27)
a
J skew
2−k,m (n,r ; y) :=
RJ3−k
(
aJ3−k,m(n,r ; y)e(nx+ r z)
)
e(nx+ r z) for D 6= 0. (3.28)
For D = 0, we have defined aJ skew2−k,m (n(0),r ; y) and a
J skew
2−k,m (n(1),r ; y) in such a way that they
match the corresponding Fourier series coefficients of skew-harmonic Maass-Siegel modular
forms (cf. Lemma 4.10). This implies that the subscripts of Fourier series coefficients change
under the raising operator. For example, RJ3−k
(
aJ3−k,m(n(1),r ; y)e(nx+r z)
)
is a scalar multiple
of a
J skew
3−k,m (n(0),r ; y)e(nx+ r z).
Connection to skew-holomorphic Jacobi forms Recall that the ξ-operator in [BR10; BRR15]
maps harmonic Maass-Jacobi forms to skew-holomorphic Jacobi forms. Since elements of
J3−k,m are holomorphic in z, Equation (10) of [BRR15] shows that there exists a map
y−
1
2−k LJ2−k : J3−k,m −→ Jskewk,m .
Proposition 3.5 and the fact that∆J3−k J3−k,m = 0 allow us to find the corresponding map from
almost skew-harmonic Maass-Jacobi forms to skew-holomorphic Jacobi forms:
R
J skew
2−k :=
(−1) 1−k2 2k−1pi 12
Γ(k− 12 )
(
RJskew2−k
)k−1 : J skew2−k,m −→ Jskewk,m . (3.29)
Analogous to the normalization of RJ3−k , we have normalized R
J skew
2−k in such a way that it
maps standard Eisenstein series to standard Eisenstein series.
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Eisenstein series of index 1 The following Jacobi-Eisenstein series converge absolutely and
locally uniformly onHJ for m > 0:
EJ3−k,m :=
∑
γ∈ΓJ∞\ΓJ
yk−
1
2
∣∣J
3−k;m γ ∈ J3−k,m (3.30)
E
J skew
2−k,m :=
∑
γ∈ΓJ∞\ΓJ
yk−1
∣∣Jskew
2−k;m γ ∈J skew2−k,m . (3.31)
The defining expressions directly imply that
RJ3−k E
J
3−k,m = E
J skew
2−k,m and R
J skew
2−k E
J skew
2−k,m = E Jskewk,m . (3.32)
Using (3.21), (3.29), and (3.24), we find that for a function φ :HJ →C that satisfies (ii) of Defi-
nition 3.3, we have
R
J skew
2−k R
J
3−k φ=
8ipi
1
2 Γ(k−1)
Γ(k− 12 )
RJskewk−2 y
5
2−k φ= −4pi
1
2 Γ(k−1)
Γ(k− 12 )
ξJ3−k φ, (3.33)
where ξJ3−k is the Jacobi ξ-operator defined in (3.8). In particular, we find that
ξJ3−k E
J
3−k,m =
−pi− 12 Γ(k− 12 )
4Γ(k−1) E
Jskew
k,m . (3.34)
Lemma 3.7. Consider the Fourier series expansion
E Jskewk,1 =
∑
n,r∈Z
c(n,r ) aJskew1 (n,r ; y)e(nx+ r z).
We have c(n,r ) ∈R. Moreover, there exists an indefinite matrix T = ( n r /2r /2 1 )with c(n,r ) 6= 0.
Proof. The statement is clear if D := 4mn − r 2 = 0. Consider the case D 6= 0. Proposition 2
of [Miz08] provides the Fourier series expansion of a Jacobi-Eisenstein series E Mizunok,1 (τ, z, s),
which features the function τd (y,α,β) :=
∫∞
−∞ e(−du)τ−ατ−βdu. Replacing k  1− k and
s k− 12 implies
E Jskewk,1 = y
1
2−k E Mizuno1−k,1 (τ, z,k− 12 ),
and (7) of [Miz08] gives that c(n,r ) ∈ i− 12τ4l−µ( y4 ,0,k−12 )R, since D 6= 0. Proposition 4 of [Miz05]
then shows that τ4l−µ(
y
4 ,0,k− 12 ) ∈ i k−
1
2R, which yields the first claim of the lemma.
If the second claim of the lemma did not hold, then E Jskewk,1 would be a linear combination
of holomorphic theta series by its theta decomposition, which is impossible.
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Lemma 3.8. Consider the Fourier series expansion
E
J skew
2−k,1 =
∑
n,r∈Z
c(n,r ; y)e(nx+ r z).
There exist matrices T = ( n r /2r /2 1 ) that are (i) indefinite and (ii) negative definite such that
c(n,r ; y) 6= 0.
Proof. Observe that E
J skew
2−k,1 (τ, z) is holomorphic with respect to z. Hence it has the theta
decomposition
E
J skew
2−k,1 (τ, z)= h0(−τ)θ1,0(τ, z)+h1(−τ)θ1,1(τ, z),
where
θ1,µ(τ, z) :=
∑
r∈Z
r≡µ (mod2)
q
r 2
4 ζr for µ ∈ {0,1},
and where h0 and h1 are certain modular forms of weights
3
2 −k. In analogy to Theorem 5.4
of [EZ85], the function
h0(4τ)+h1(4τ)=
∑
n∈Z
c ′(n, y)e(nx)
is essentially the Eisenstein series E∞ of [GH85] (with k 3−2k, s k −1). Proposition 1.4
of [GH85] in combination with 8.447.3 of [GR07] shows that the coefficients c ′(−4, y) and
c ′(4, y) are nonzero, which yields the claim. Alternatively, instead of [GH85], one could also
apply Proposition 2 of [Miz08].
Lemma 3.9. The Fourier coefficient of index n = 0 and r = 0 of EJ skew2−k,1 (τ, z) equals
a
(
E
J skew
2−k,1 ; 0,0; y
)= yk−1 + (−1) k−12 22−k Γ( 12 )Γ(k− 32 )
Γ(k−1)
ζ(2k−3)
ζ(2k−2) y
1
2 . (3.35)
Proof. Arakawa [Ara90] investigates real-analytic Jacobi Eisenstein series Ek,m,r ((τ, z), s). In
the special case that r = 0, m = 1, k  k − 1, and s = k2 − 14 , one finds that the Eisenstein
series 12 y
k− 32 Ek−1,1,0((τ, z), k2 − 14 ) equals E
J skew
2−k,1 (τ, z). Arakawa’s work also determines the part
of the Fourier series expansion of real-analytic Jacobi Eisenstein series with 4n−r 2 = 0, which
yields
∑
n,r∈Z
4n=r 2
a
(
E
J skew
2−k,1 ; n,r ; y
)
e(nx+ r z)=
(
yk−1 + (−1) k−12 22−k Γ(
1
2 )Γ(k− 32 )
Γ(k−1)
ζ(2k−3)
ζ(2k−2) y
1
2
)
θ1,0(τ, z)
+
(
(−1) k−12 22−k Γ(
1
2 )Γ(k− 32 )
Γ(k−1) ϕ0,1 y
1
2
)
θ1,1(τ, z),
whereϕ0,1 is a certain Dirichlet series, and θ1,0 and θ1,1 are as in the proof of Lemma 3.8. This
implies (3.35).
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Eisenstein series of index m In the proof of Theorem I we will need the following vanishing
statement for Jacobi forms inJ skew2−k,m .
Lemma 3.10. Let φ ∈J skew2−k,m . We have φ= 0, if for all n,r ∈Z with 4mn− r 2 = 0, the (n,r )-th
Fourier series coefficient of φ is of the form
b(n,r ) y
1
2 e
( r 2
4m
i y
)
for some constants b(n,r ) ∈C.
Proof. Combining the theta decomposition for real-analytic Jacobi forms that are holomor-
phic in z with the half-integral weight analogue of Theorem 31 of [Maa64], we find thatJ skew2−k,m
is spanned by Eisenstein series ∑
γ∈ΓJ∞\ΓJ
yk−
1
2 e
( r 2
4m
τ+ r z)∣∣Jskew2−k;m γ
for r ∈Z and s ∈ {k−1, 12 }. Invariance under the embedded Heisenberg group in ΓJ and under
−I (2) allows us to assume that 0≤ r ≤m. We discover that φ ∈J skew2−k,m can be written as
φ(τ, z)= ∑
γ∈ΓJ∞\ΓJ
( m∑
r=0
b˜(r )yk−
1
2 e
( r 2
4m
τ+ r z))∣∣∣Jskew
2−k;m γ
for some constants b˜(r ) ∈C.
Separating the contributions of matrices
(
a b
c d
) ∈ SL2(Z) with c = 0 and c 6= 0, we find that
the (n,r )-th Fourier coefficient of φ with 4nm− r 2 = 0 and 0≤ r ≤m equals(
b˜(r )yk−
1
2 +b(r )y 12 )e( r 2
4m
i y
)
for some coefficients b(r ) ∈C arising from the associated scattering matrix. The assumptions
of the Lemma guarantee that b˜(r )= 0 for all 0≤ r ≤m, which proves that φ= 0.
Hecke operators The action of Vl for l > 0 on aJ skew2−k,m (n,r ; y)e(nx + r z) is analogous to the
skew-holomorphic case. We obtain∑
n,r∈Z
D 6=0
c
(
n,r
)
a
J skew
2−k,1 (n,r ; y)e(nx+ r z)
∣∣∣Jskew
k,1
Vm
= ∑
n,r∈Z
D 6=0
( ∑
d |(n,r,m)
d 1−k c
(mn
d 2
,
r
d
))
a
J skew
2−k,1 (n,r ; y)e(nx+ r z),
where D := 4n− r 2. However, the action on coefficients with D = 0 is different. In the context
of the Kohnen limit process for Eisenstein series, we will need the action of Vl for l > 0 on
powers of y , described in the next lemma.
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Lemma 3.11. Let l > 0 and s ∈C. Then
y s
∣∣Jskew
k,m Vl = l−sσk+2s−1(l ) y s .
Proof. Inserting the definition of Vl , we have
y s
∣∣Jskew
k,m Vl = l k−1
∑
a | l
b (mod l/a)
(l/a)−k
( ay
l /a
)s = l k−1l∑
a | l
l−k ak−1a2s l−s y s = l−sσk+2s−1(l ) y s .
3.4 Abstract Fourier-Jacobi terms Abstract Fourier-Jacobi terms are intermediate objects
in between Jacobi forms and Siegel modular forms.
Consider the Fourier-Jacobi expansion of a real-analytic Siegel modular form
F (Z )= ∑
m∈Z
φ˜m(τ, z,τ
′),
where φ˜m(τ, z,τ′)= φ̂m(τ, z, y ′)e(mx ′) for some function φ̂m (see also (0.2)), and
φ˜m(τ, z,τ
′+b)= φ˜m(τ, z,τ′)e(mb) for all b ∈R.
The m-th Fourier-Jacobi term φ˜m inherits analytic properties of F .
Definition 3.12 (Skew-harmonic abstract Fourier-Jacobi terms). Let m ∈ Z. Suppose φ˜m :
H(2) →C is a function such that
φ˜m(τ, z,τ
′)= φ̂m(τ, z, y ′)e(mx ′) for some function φ̂m .
Then φ˜m is an abstract skew-harmonic Fourier-Jacobi term of weight k and Jacobi index m if
it satisfies
(i) Ωskewk φ˜m = 0 and ξskewk φ˜m = 0.
(ii) For all γJ in the extended Jacobi group SL2(Z)n (Z2nZ) (viewed as embedded into
Sp2(Z)), we have the Siegel slash invariance φ˜m
∣∣skew
k γ
J = φ˜m .
(iii) φ˜m(Z )=O (tr(Y )a) for some a ∈R as tr(Y )→∞.
The space of such functions is denoted by AJskewk,m .
We record the following consequence of Propositions 2.4 and 2.6.
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Proposition 3.13. Suppose that m > 0 and φ˜m ∈ AJskewk,m . Then φ˜m has a Fourier series expan-
sion
φ˜m(τ, z,τ
′)= ∑
n,r∈Z
c(n,r )askewk
((
n r /2
r /2 m
)
Y
)
e
((
n r /2
r /2 m
)
X
)
, c(n,r ) ∈C.
If m < 0 and φ˜m ∈AJskewk,m , then φ˜m has a Fourier series expansion of the form
φ˜m(τ, z,τ
′)= ∑
n,r∈Z
4nm−r 2=0
c(n(0),r )a
skew
k
((
n r /2
r /2 m
)
(0) Z
) + ∑
n,r∈Z
4nm−r 2=0
c(n(1),r )a
skew
k
((
n r /2
r /2 m
)
(1) Z
)
+ ∑
n,r∈Z
4nm−r 2 6=0
c(n,r )askewk
((
n r /2
r /2 m
)
Z
)
for c(n(0),r ),c(n(1),r ),c(n,r ) ∈C. The Fourier series expansions converge absolutely and locally
uniformly.
Hecke operators We generalize the definitions of the Hecke operators in (3.12) and (3.13) to
the case of abstract Fourier-Jacobi terms. Specifically, for φ˜ ∈AJskewk,m and l > 0, we set(
φ˜
∣∣skew
k Ul
)
(τ, z,τ′) := φ˜(τ, l z, l 2τ′) (3.36)
and (
φ˜
∣∣skew
k Vl
)
(τ, z,τ′) := l k−1 ∑
a | l
b (mod l/a)
(l/a)−k φ
(aτ+b
l/a
, az, a2τ′
)
. (3.37)
Both can also be defined via up(ΓJ)-cosets in GSp2(Q), yielding the maps
Ul : AJ
skew
k,m −→AJskewk,l 2m and Vl : AJskewk,m −→AJskewk,l m . (3.38)
We also extend the coefficient formula (3.14) to the case of abstract Fourier-Jacobi terms: If
φ˜1 ∈AJskewk,1 , then
c
(
φ˜1
∣∣skew
k Vm ; n,r
) = ∑
0<d |gcd(n,r,m)
d k−1c
(
φ˜1;
mn
d 2
,
r
d
)
, m > 0. (3.39)
3.5 Abstract Fourier-Jacobi-Eisenstein series We introduce abstract Fourier-Jacobi-Eisen-
stein series, and determine their behavior under the action of the Hecke operator Vm .
For k ∈Z, m ∈Z, and a smooth function f :R>0 →C, we set
AE Jskewk,m ( f ; Z ) :=
∑
γJ∈ΓJ∞\ΓJ
f (my ′)e(mx ′)
∣∣skew
k γ
J (3.40)
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provided that the sum converges absolutely, and where γJ is viewed again as an element
of Sp2(Z).
Our following Proposition is analogous to Theorem 4.3 of [EZ85], and will be needed for the
proofs of Lemma 4.5 and Lemma 4.11.
Proposition 3.14. Let k ∈ Z, m ∈ Z>0, and f : R>0 → C be smooth such that (3.40) converges
absolutely. Then
AE Jskewk,±1 ( f )
∣∣skew
k Vm =
∑
l ,l ′>0
l 2 |m
l ′ | l
σk−1(m/l 2)µ(l ′) AE Jskewk,±ml ′2/l 2 ( f )
∣∣skew
k Ul/l ′ . (3.41)
Proof of Proposition 3.14. We only treat the case of Jacobi index +1; The case of index −1 is
analogous. We closely follow the proof of Theorem 4.3 of [EZ85]. For convenience, set f˜ (τ′) :=
f (y ′)e(x ′). We start by expanding the left-hand side of (3.41) completely, and obtain:
mk−1
∑
γ∈Γ∞\Mat2(m)
γ=
(
a b
c d
) (cτ+d)
− 12 (cτ+d) 12−k ∑
λ∈Z
f˜
(
mτ′+λ2 aτ+b
cτ+d +2λ
mz
cτ+d −
mcz2
cτ+d
)
,
where Mat2(m) := {M ∈Mat2(Z) : det(M)=m}.
In analogy with the proof of Theorem 4.3 of [EZ85], representatives of Γ∞\Mat2(m) can be
separated into distinct classes via the greatest common divisor δ of their bottom row. Write
Mat2(m)× ⊆Mat2(m) for the subset of matrices with coprime bottom row. As sets we have
Γ∞
∖
Mat2(m) ∼
⋃
δ |m
Γ∞
∖{(
a b
δc δd
)
:
(
a b
c d
) ∈Mat2(m/δ)×} ∼ ⋃
δ |m
Γ∞(δ)
∖
Mat2(m/δ)×,
where Γ∞(δ) := {
(
1 δb
0 1
)
: b ∈Z}⊆ Γ∞.
We insert this into our expression for the left-hand side of (3.41):
∑
δ |m
mk−1
δk
∑
γ∈Γ∞(δ)\Mat2(m/δ)×
γ=
(
a b
c d
)
(cτ+d)− 12 (cτ+d) 12−k ∑
λ∈Z
f˜
(
mτ′+ λ
2
δ
aτ+b
cτ+d +
2λ
δ
mz
cτ+d −
mcz2
cτ+d
)
.
Note that if γ ∈ Γ∞\Mat2(m/δ)×, then γ′γ belong to distinct classes of Γ∞(δ)\Mat2(m/δ)×
when γ′ runs through Γ∞(δ)\Γ∞. In particular, we can split the sum over Γ∞(δ)\Mat2(m/δ)×
into sums over Γ∞(δ)\Γ∞ and Γ∞\Mat2(m/δ)×. When executing the sum over Γ∞(δ)\Γ∞, we
find from orthogonality of roots of unity that λ contributes only if δ |λ2:
∑
δ |m
mk−1
δk−1
∑
γ∈Γ∞\Mat2(m/δ)×
γ=
(
a b
c d
)
(cτ+d)− 12 (cτ+d) 12−k ∑
λ∈Z
δ |λ2
f˜
(
mτ′+ λ
2
δ
aτ+b
cτ+d +
2λ
δ
mz
cτ+d −
mcz2
cτ+d
)
.
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We write δ= δ2sδf for square-free δf, and the condition δ |λ2 gives δsδf |λ. Also observe that
Γ∞
∖
Mat2(m/δ)× ∼ Γ∞(m/δ)
∖{(
ma/δ mb/δ
c d
)
:
(
a b
c d
) ∈ SL2(Z)} ∼ Γ∞∖SL2(Z).
Hence the left-hand side AE Jskewk,±1 ( f )
∣∣skew
k Vm of (3.41) equals
∑
δ |m
mk−1
δk−1
∑
γ∈Γ∞\SL2(Z)
γ=
(
a b
c d
)(cτ+d)
− 12 (cτ+d) 12−k
∑
λ∈δsδfZ
f˜
(m
δ2s
δ2sτ
′+ λ
2
δ2sδ
2
f
m
δ2s
aτ+b
cτ+d +2
λ
δsδf
m
δ2s
δsz
cτ+d −
m
δ2s
c(δsz)2
cτ+d
)
,
which simplifies to
∑
δ |m
δ=δ2sδf
mk−1
δk−1
AE Jskew
k,m/δ2s
( f )
∣∣skew
k Uδs .
Recall from (3.38) that Ul increase the Jacobi index by a factor l
2. It therefore suffices to
show that the following linear combinations of Jacobi Hecke operators agree:
∑
δ |m
d=δ2sδf
mk−1
δk−1
Uδs and
∑
l ,l ′>0
l 2 |m
l ′ | l
σk−1(m/l 2)µ(l ′)Ul/l ′ . (3.42)
Since both expressions in (3.42) are multiplicative in m, we may assume for the remainder
that m is a power of some prime p.
Consider the second expression in (3.42). Write m = m2s mf, where ms is a power of p and
with mf ∈ {1, p}. The contribution of l =ms and l ′ = 1 is σk−1(mf)Ums , and if l/l ′ 6=ms, then
there are two choices of l and l ′, whose contributions partially cancel. In total, we find for the
second expression in (3.42):∑
l p |ms
(
(m/l 2)k−1+ (m/l 2p)k−1)Ul + σk−1(mf)Ums .
Since mf ∈ {1, p} and hence σk−1(mf) = 1 or σk−1(mf) = 1+ pk−1, the previous expression
agrees precisely with the first one in (3.42). This concludes the proof.
4 The Kohnen limit process for m 6= 0
Kohnen [Koh94] introduced a limit process for Siegel modular forms, which was further de-
veloped in [BRR12]. In particular, if k > 3 and m > 0, then [BRR12] established that Kohnen’s
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limit process applied to skew-harmonic Maass-Siegel forms yields skew-holomorphic Jacobi
forms. In this section, we extend the Kohnen limit process to negative m, and we also show
that it can be inverted. Our proofs of some of the results in this section are quite technical.
For brevity, we occasionally omit a proof, if it follows the pattern of a previous proof.
In the following, we define the Kohnen limit processes for abstract Fourier-Jacobi coeffi-
cients. Observe that these limits already converge for Fourier series coefficients of abstract
Fourier-Jacobi coefficients. Sometimes we apply Kohnen limit processes to such Fourier se-
ries coefficients.
4.1 The Kohnen limit process for m > 0 We begin with a minor extension of the Kohnen
limit process in [BRR12].
Proposition 4.1. Let φ˜m ∈AJskewk,m , m > 0. Then
Klimskewk,m
(
φ˜m
)
(τ, z) := lim
y ′→∞
(4pimy ′)k−
1
2 e(−mτ′) φ˜m(τ, z,τ′) (4.1)
exists locally uniformly, and we have
Klimskewk,m
(
φ˜m
) ∈ Jskewk,m .
Proof. If φ˜m is a Fourier-Jacobi term of a skew-harmonic Maass-Siegel form, then (4.1) was
established in [BRR12]. The extension of (4.1) to arbitrary φ˜ ∈ AJskewk,m follows from the multi-
plicity-one result in Proposition 2.4.
Note that our notation in (4.1) is slightly different from [BRR12]. Furthermore, we inserted
the factor (4pim)k−
1
2 , which allows for the covariance in the next proposition and which nor-
malizes the Kohnen limit process applied to the skew Eisenstein series in Lemma 4.5.
Proposition 4.2. Let φ˜m ∈AJskewk,m , m > 0. We have the covariance properties
Klimskewk,m
(
φ˜m
∣∣skew
k g
J)=Klimskewk,m (φ˜m)∣∣Jskewk,m g J,
Klimskewk,a2m
(
φ˜m
∣∣skew
k diag(1, a,1,1/a)
)=Klimskewk,m (φ˜m)∣∣Jskewk,m diag(1, a,1,1/a), (4.2)
for all g J ∈GJ and for all a ∈R×. For all l > 0, we have
Klimskewk,l 2m
(
φ˜m
∣∣skew
k Ul
)=Klimskewk,m (φ˜m)∣∣Jskewk,m Ul ,
Klimskewk,lm
(
φ˜m
∣∣skew
k Vl
)=Klimskewk,m (φ˜m)∣∣Jskewk,m Vl . (4.3)
Proof. The covariance of Hecke operators in (4.3) follows directly from (4.2).
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The uniform convergence of the Kohnen limit process yields the first equation in (4.2). To
establish the second one, observe that
(Klimskewk,m φ˜m)
∣∣Jskew
k,m diag(1, a,1,1/a)= ak (Klimskewk,m φ˜m)(τ, az)
= ak lim
y ′→∞
(4pimy ′)k−
1
2 e(−mτ′) φ˜m(τ, az,τ′)
= ak lim
y ′→∞
(4pima2 y ′)k−
1
2 e(−ma2τ′) φ˜m(τ, az, a2τ′)
= ak Klimskewk,a2m
(
φ˜m(τ, az, a
2τ′)
)=Klimskewk,a2m(φ˜m∣∣skewk diag(1, a,1,1/a)).
Next we point out that the Kohnen limit process is injective.
Proposition 4.3. Let m > 0 and φ˜m :H(2) →C be skew-harmonic such that
φ˜m(τ, z,τ
′)= φ̂m(τ, z, y ′)e(mx ′) for some function φ̂m .
If Klimskewk,m (φ˜m)= 0, then φ˜m = 0.
Proof. The proof is similar to the proof of Proposition 4.9, which gives the analogous state-
ment in the case that m < 0. However, note that Fourier series coefficients askewk (T Y ) with
positive definite T = ( n r /2r /2 m ) vanish by Proposition 2.4. We omit further details, since we give
a complete proof of Proposition 4.9.
In the case of semi-definite Fourier indices, the explicit formulas for Fourier series coeffi-
cients of skew-harmonic Siegel modular forms allow us to compute the Kohnen limit process
directly.
Lemma 4.4. For m > 0, we have
Klimskewk,m
(
askewk
((
0 0
0 m
)
; Z
))= 1. (4.4)
Proof. Expansion 13.19.3 in [DLMF] implies that
W 1−k
2 ,
k−1
2
(4pimy ′)³ (4pimy ′) 1−k2 exp(2pimy ′) as y ′→∞.
Now, the claim follows directly after inserting this asymptotic into the defining formula (2.22)
of askewk (T ;Y ).
We need the next lemma to relate Fourier-Jacobi coefficients of positive and negative in-
dices (see Sections 5.4 and 6.3) and to define the Hecke operator V0 for abstract Fourier-Jacobi
terms (see Section 6.2).
– 34 –
The skew-Maass lift M. Raum, O. K. Richter
Lemma 4.5. Let eskewk,m , m > 0 be the m-th Fourier-Jacobi coefficient of the Eisenstein series
E skewk . Then
Klimskewk,m
(
eskewk,m
)= (−1) 1−k2 (2pi)k
Γ( 12 )ζ(k)
E Jskewk,1
∣∣Jskew
k,1 Vm ,
where E Jskewk,1 is the Jacobi-Eisenstein series defined in (3.9). In particular, we have
eskewk,m = eskewk,1
∣∣skew
k Vm .
Proof. The first statement follows from (17) of [Koh94] and Proposition 3.14. The second
statement is a consequence of the first one, since Klim is injective (Proposition 4.3) and since
Klim and Vm intertwine (Proposition 4.2).
4.2 The Kohnen limit process for m < 0 The Kohnen limit process in [BRR12] is defined
only for m > 0. In this section, we extend it to negative m.
Let φ˜m ∈AJskewk,m , m < 0. Set
Klimskewk,m
(
φ˜m
)
(τ, z) := yk−1 lim
y ′→∞
(4pi|m|y ′) 12 e(mτ′) φ˜m(τ, z,τ′). (4.5)
In contrast to the case m > 0, the Kohnen limit process (4.5) does not yield skew-holomorphic
Jacobi forms. More precisely, we have the next proposition, which is the main result of this
section. We postpone its proof and also the proofs of the next two propositions until the end
of this section.
Proposition 4.6. Let φ˜m ∈AJskewk,m , m < 0. Then Klimskewk,m
(
φ˜m
)
converges locally uniformly and
Klimskewk,m
(
φ˜m
) ∈J skew2−k,|m|.
Remark 4.7. Recall the discussion of the spaceJ skew2−k,|m| in Remark 3.4, and in particular, the
fact that it contains only Eisenstein series. Proposition 4.9 shows that Klimskewk,m is injective
for m < 0. Hence it is not feasible to lift skew-holomorphic Jacobi cusp forms to AJskewk,m .
We have the following covariance.
Proposition 4.8. Let φ˜m ∈AJskewk,m , m < 0. We have the covariance properties
Klimskewk,m
(
φ˜m
∣∣skew
k g
J)=Klimskewk,m (φ˜m)∣∣Jskew2−k,|m| g J,
Klimskewk,a2m
(
φ˜m
∣∣skew
k diag(1, a,1,1/a)
)=Klimskewk,m (φ˜m)∣∣Jskew2−k,|m|diag(1, a,1,1/a), (4.6)
for all g J ∈GJ and for all a ∈R×. For all l > 0, we have
Klimskewk,l 2m
(
φ˜m
∣∣skew
k Ul
)= |l |2k−2 Klimskewk,m (φ˜m)∣∣Jskew2−k,|m|Ul ,
Klimskewk,lm
(
φ˜m
∣∣skew
k Vl
)= |l |k−1 Klimskewk,m (φ˜m)∣∣Jskew2−k,|m|Vl . (4.7)
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Our next Proposition is analogous to Proposition 4.3, and it asserts that the Kohnen limit
process is also injective for m < 0.
Proposition 4.9. Let m < 0 and φ˜m :H(2) →C be skew-harmonic such that
φ˜m(τ, z,τ
′)= φ̂m(τ, z, y ′)e(mx ′) for some function φ̂m .
If Klimskewk,m (φ˜m)= 0, then φ˜m = 0.
As in the case of m > 0, explicit formulas for Fourier coefficients of skew-harmonic Siegel
modular forms are available if the Fourier index T is degenerate. The next lemma will be
instrumental in the second of our two proofs of Proposition 6.1.
Lemma 4.10. For m < 0, we have
Klimskewk,m
(
askewk
((
0 0
0 m
)
(0) ; Z
)) = yk−1 = aJ skew2−k,|m|(0(0),0; y),
Klimskewk,m
(
askewk
((
0 0
0 m
)
(1) ; Z
)) = (4pi|m|)k− 32 y 12 = (4pi|m|)k− 32 aJ skew2−k,|m|(0(1),0; y). (4.8)
Proof. Recall from the proof of Lemma 4.4 the asymptotic expansion of the W -Whittaker
function. Inserting that asymptotics into the defining formulas (2.23) of askewk (T(0);Y ) and
askewk (T(1);Y ) yields (4.8).
We proceed as in [BRR12] to prove Proposition 4.6: We first prove Proposition 4.6 in the
case of Eisenstein series (see Lemma 4.11) and then invoke multiplicity-one for Fourier series
coefficients of skew-harmonic Maass-Siegel forms (see Propositions 2.4 and 2.6). The case of
degenerate Fourier indices requires an additional argument that rests on Lemma 4.10.
Lemma 4.11. Let eskewk,m be the m-th Fourier-Jacobi coefficient of E
skew
k with m < 0. Then
Klimskewk,m
(
eskewk,m
)
exists locally uniformly, and we have
Klimskewk,m
(
eskewk,m
)= |m|k−1 (−1) k−12 (2pi)k
Γ(k− 12 )ζ(k)
E
J skew
2−k,1
∣∣
2−k,1V|m| ∈J skew2−k,|m|,
where E
J skew
k,1 is the real-analytic Jacobi-Eisenstein series defined in (3.31). In particular, we
have
eskewk,m = eskewk,−1
∣∣skew
k V|m|
and
RJ skew Klimskewk,m
(
eskewk,m
)= |m|k−1 Γ( 12 )
Γ(k− 12 )
Klimskewk,|m|
(
eskewk,|m|
)
. (4.9)
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Proof. We omit the proof, which is completely analogous to the proofs of the corresponding
results for m > 0 in [Koh94] and Lemma 4.5. However, note that V|m| does not intertwine with
the Kohnen limit process due to the additional factor of |m|k−1.
Proof of Proposition 4.6. Let m < 0. Let φ˜m ∈ AJskewk,m and let eskewk,m be the m-th Fourier-Jacobi
coefficient of E skewk . Observe that Proposition 4.6 in the special case of φ˜m = eskewk,m reduces to
Lemma 4.11, whose proof is already completed. Moveover, Lemma 4.11 suffices to establish
Proposition 4.8 for φ˜m = eskewk,m (cf. the proof of Proposition 4.8 below). In particular, we may
apply the statement of Proposition 4.8 for φ˜m = eskewk,m in this current proof.
Consider the Fourier series expansion
eskewk,m (Z )=
∑
T=
(
n r /2
r /2 m
)c(T ) a(T Z ).
Uniform convergence of Klimskewk,m (a(T Z )) for negative semi-definite, degenerate T follows
from Lemma 4.10. If T is indefinite or negative definite, then Propositions 2.4 and 2.6 guar-
antee that a(T Z ) is a scalar multiple of askewk (T Z ). By Lemmas 3.8 and 4.11, Klim(e
skew
k,1 ) 6= 0,
and there exist matrices T = ( n r /2r /2 1 ) that are (i) indefinite and (ii) negative definite such that
Klim(askewk (T Z )) converges and is nonzero. By Proposition 4.8 for the already established
case φ˜m = eskewk,m , we have the covariance
Klimskewk,m (a
skew
k (T Z ))
∣∣Jskew
2−k,m rot(U )=Klimskewk,a2m
(
askewk (T Z )
∣∣skew
k rot(U )
)
=Klimskewk,a2m
(
askewk (
tU TU Z )
)
for every U ∈GL↓2(R) with bottom-right entry a. In particular, the right-hand side converges.
Since any indefinite or negative definite T ′ with negative bottom-right entry can be written
as tU TU with U ∈GL↓2(R), we find that the limit Klim(a(T ′Z )) exists for any such T ′. Then the
locally uniform convergence of the Fourier series expansion
φ˜m(Z )=
∑
T=
(
n r /2
r /2 m
)c(φ˜m ; T )a(T Z )
implies that Klim(φ˜m) converges.
Finally, Lemmas 4.10 and 4.11 together with Propositions 2.4 and 2.6 yield that Klim(φ˜m) ∈
J skew2−k,|m|.
Proof of Proposition 4.8. The identities follow exactly as in the proof of Proposition 4.2, using
the locally uniform convergence of Proposition 4.6. Observe that the additional intertwining
factors arise from the different weights for the actions of diag(1, l ,1,1/l ) and diag(1,
p
l ,1,1/p
l ), respectively.
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Proof of Proposition 4.9. We prove the statement for Fourier series coefficients askewk (T Y ) with
T = ( n r /2r /2 m ). This suffices, since the Kohnen limit process is linear, Fourier series coeffi-
cients are expressible by compact integrals. In the case of semi-definite T with det(T ) = 0,
Lemma 4.10 reveals that only zero linear combinations of askewk (T(0)Z ) and a
skew
k (T(1)Z ) van-
ish under Klimskewk,m . In the case of non-degenerate T , we employ multiplicity-one for Fourier
series coefficients established in Propositions 2.4 and 2.6. In analogy to the case m > 0, the
claim then follows from Lemma 3.8, Proposition 4.8, and Lemma 4.11.
4.3 The inverse Kohnen limit processes Recall from Equations (2.20) and (3.10) our defini-
tions of askewk (T Y ) and a
Jskew
m (n,r ; y), respectively. If
φ(τ, z)=∑
n,r
c(n,r ) aJskewm (n,r ; y)e(nx+ r z)
is a skew-holomorphic Jacobi form of weight k and index m > 0, then set
Klim−1k,m(φ)=Klim−1k,m
(∑
n,r
c(n,r )aJskewm (n,r ; y)e(nx+ r z)
)
:= ∑
n,r
c(n,r ) askewk
((
n r /2
r /2 m
)
Z
)
. (4.10)
Note that the inverse Kohnen limit process for skew weights is merely defined for m > 0 (cf.
Proposition 4.6 and Remark 4.7).
Proposition 4.12. Let m > 0. For every φ ∈ Jskewk,m the defining series on the right-hand side
of (4.10) converges absolutely and locally uniformly. The map Klim−1k,m is inverse to the map
Klimskewk,m . Specifically, the arrows in the following diagram are well-defined isomorphisms:
Jskewk,m AJ
skew
k,m
Klim−1k,m
Klimskewk,m
Proof. Prior work in [BRR12] shows that the bottom arrow is well-defined, and Proposition 4.3
gives its injectivity. It remains to show that the top map is well-defined and injective, and that
the composition of Klimskewk,m and Klim
−1
k,m is the identity map.
Absolute and locally uniform convergence of the right-hand side of (4.10) follows from
Shimura’s [Shi82] estimates for askewk (T Y ) and the polynomial growth of the Fourier series
coefficients c(φ; n,r ), where as always T = ( n r /2r /2 m ). Hence Klim−1k,m is well-defined as a map
to skew-harmonic functions. Shimura’s estimates also imply the growth condition in Defini-
tion 3.12. Since askewk (T Y ) 6= 0, we also find that Klim−1k,m is injective.
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We next argue that Klimskewk,m ◦Klim−1k,m is the identity map. If T is indefinite, then (2.27)
asserts that Klimskewk,m maps a
skew
k (T Y ) to a
Jskew
m (n,r ; y)e(r i v). For semi-definite T =
(
0 0
0 m
)
, we
deduce from the asymptotic behavior of the W -Whittaker function that
Klimskewk,m
(
askewk (T Y )
)= 1.
This extends to any semi-definite T via the covariance of Klimskewk,m in Proposition 4.2.
To conclude the proof, we have to show that the image ofφunder Klim−1k,m is invariant under
the action of the embedded Jacobi group, which is generated by its center, translations of τ
and z by integers, and by the transformation S := up((0 −11 0 )). Invariance under the center and
translations of τ and z follows directly from the defining expression of Klim−1k,m(φ).
Set
φ˜ :=Klim−1k,m(φ) and φ˜′ :=Klim−1± (φ)
∣∣skew
k S.
Shimura’s estimates employed above imply moderate growth of φ˜′. By Proposition 4.3, it suf-
fices to prove the vanishing of
Klimskewk,m
(
φ˜− φ˜′).
This limit exists locally uniformly, because S acts as a compact map on HJ. Moreover, the
Kohnen limit process is linear and covariant (see Proposition 4.2), and we discover that
Klimskewk,m
(
φ˜− φ˜′)=Klimskewk,m (φ˜)−Klimskewk,m (φ˜′)
=Klimskewk,m (φ˜)−Klimskewk,m (φ˜)
∣∣Jskew
k,m
(
0 −1
1 0
)= φ˜− φ˜∣∣Jskewk,m (0 −11 0 )= 0.
This completes the proof.
We will need a similar inverse Kohnen limit process connecting AJskewk,m and J
skew
2−k,|m| in the
case that m < 0. Suppose that φ ∈J skew2−k,|m| has the Fourier series expansion
φ(τ, z)= ∑
n,r∈Z
D=0
c(n(0),r ) a
J skew
2−k,|m|(n(0),r ; y)e(nx+ r z)
+ ∑
n,r∈Z
D=0
c(n(1),r ) a
J skew
2−k,|m|(n(1),r ; y)e(nx+ r z)
+ ∑
n,r∈Z
D 6=0
c(n,r ) a
J skew
2−k,|m|(n,r ; y)e(nx+ r z),
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where D := 4n|m|− r 2. Set
Klim−1k,m(φ) :=
∑
n,r∈Z
4mn−r 2=0
c(−n(0),−r ) askewk
((
n r /2
r /2 m
)
(0) Z
)
(4.11)
+ ∑
n,r∈Z
4mn−r 2=0
(4pi|m|) 32−k c(−n(1),−r ) askewk
((
n r /2
r /2 m
)
(1) Z
)
+ ∑
n,r∈Z
4mn−r 2 6=0
|m|k−1 29−2kpi 52−kΓ(k−1)c(−n,−r ) askewk
((
n r /2
r /2 m
)
Z
)
.
Recall from Section 3.3 the connection betweenJ skew2−k,|m| and the isomorphic space J3−k,|m|
of harmonic Maass-Jacobi forms. If φ ∈ J3−k,|m|, then we define for convenience
Klim−1k,m(φ) := Klim−1k,m
(
RJ3−k φ
)
. (4.12)
The next lemma complements Lemma 4.10 and it is needed in the proof of Proposition 4.14.
Lemma 4.13. If m < 0 and ( n r /2r /2 m ) is indefinite, then we have
Klimskewk,m
(
askewk
((
n r /2
r /2 m
)
Z
))= |m|1−k 22k−9pik− 52
Γ(k−1) a
J skew
2−k,|m|(−n,−r ; y)e(−nx− r z). (4.13)
Proof. We will establish the claim as follows: We first employ Lemmas 4.5 and 4.11 to deduce
the Kohnen limit process of askewk
((
1 0
0 −1
)
Z
)
. Then the covariance in Propositions 4.2 and 4.8
allows us to extend the result to arbitrary
(
n r /2
r /2 m
)
with m < 0.
Observe that the Fourier series expansion of the first Fourier-Jacobi series coefficient eskewk,1
of E skewk equals
eskewk,1 (Z )=
∑
n,r∈Z
c
(
E skewk ;
(
n r /2
r /2 1
))
askewk
((
n r /2
r /2 1
)
Z
)
.
Uniform convergence of the Kohnen limit process in Proposition 4.1 together with the at most
polynomial growth of the Fourier series coefficients of E skewk justifies the interchanging of the
summation in the Fourier series expansion and the Kohnen limit process. This yields the
equality
Klimskewk,1
(
eskewk,1
)= ∑
n,r∈Z
c
(
E skewk ;
(
n r /2
r /2 1
))
Klimskewk,1
(
askewk
((
n r /2
r /2 1
)
Z
))
.
The normalization of askewk (T Z ) in (2.27) for indefinite Fourier indices T allows us to compute
the (−1,0)-th Fourier series coefficient in the above expression:
c
(
Klimskewk,1
(
eskewk,1
)
; −1,0
)
= c(E skewk ; (−1 00 1)).
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Recall from Lemma 4.5 that
Klimskewk,1
(
eskewk,1
)= (−1) 1−k2 (2pi)k
Γ( 12 )ζ(k)
E Jskewk,1 ,
and then comparing Fourier series coefficients gives
c
(
E skewk ;
(−1 0
0 1
)) = (−1) 1−k2 (2pi)k
Γ( 12 )ζ(k)
c
(
E Jskewk,1 ;−1,0
)
.
A similar argument applies to the (−1,0)-th Fourier-Jacobi coefficient eskewk,−1 of E skewk , and
with the help of Lemma 4.11 we find that
c
(
E skewk ;
(
1 0
0 −1
))
Klimskewk,−1
(
askewk
((
1 0
0 −1
)
Z
))= (−1) k−12 (2pi)k
Γ(k− 12 )ζ(k)
c
(
E
J skew
2−k,1 ;−1,0; y
)
e(−x).
Note that E skewk is invariant under the slash action of rot(
(
0 1
1 0
)
), and hence (since k is odd)
c
(
E skewk ;
(
1 0
0 −1
))= c(E skewk ; (−1 00 1)). We insert the equation for c(E skewk ; (−1 00 1)) to obtain
Klimskewk,1
(
askewk
((
1 0
0 −1
)
Z
))= Γ( 12 )
Γ(k− 12 )
c
(
E
J skew
2−k,1 ;−1,0; y
)
e(−x)
c
(
E Jskewk,1 ;−1,0
) .
Recall from Lemma 3.7 that E Jskewk,1 has real Fourier series coefficients, and hence the complex
conjugation in the denominator can be ignored.
We write
c
(
E
J skew
2−k,1 ;−1,0; y
)= c(EJ skew2−k,1 ;−1,0)aJ skew2−k,1 (−1,0; y), (4.14)
where a
J skew
2−k,1 is defined in (3.28). This transforms the above equation to
Klimskewk,1
(
askewk
((
1 0
0 −1
)
Z
))= Γ( 12 )
Γ(k− 12 )
c
(
E
J skew
2−k,1 ;−1,0
)
c
(
E Jskewk,1 ;−1,0
) aJ skew2−k,1 (−1,0; y)e(−x). (4.15)
To complete the proof, we have to analyze the relation between the Fourier series coeffi-
cients of E
J skew
2−k,1 and E
Jskew
k,1 . In (3.32), we provided the relation
R
J skew
2−k E
J skew
2−k,m = E Jskewk,m .
In particular, we have
c
(
E
J skew
2−k,1 ;−1,0
)
R
J skew
2−k
(
a
J skew
2−k,1 (−1,0; y)e(−x)
)=RJ skew2−k (c(EJ skew2−k,1 ;−1,0; τ, z))
= c(E Jskewk,1 ;−1,0; τ, z)= c(E Jskewk,1 ;−1,0)aJskew1 (−1,0; y)e(−x),
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where c(E
J skew
2−k,1 ;−1,0; τ, z) and c(E Jskewk,1 ;−1,0; τ, z) are the (−1,0)-th Fourier terms of E
J skew
2−k,1
and E Jskewk,1 . Combining the covariance of the raising operator with respect to the extended
Jacobi group with the second equation in (3.32) and Lemma 3.7, we observe that the Fourier
term R
J skew
2−k
(
a
J skew
2−k,1 (−1,0; y)e(−x)
)
does not vanish identically. We find that
c
(
E
J skew
2−k,1 ;−1,0
)
c
(
E Jskewk,1 ;−1,0
) = aJskew1 (−1,0; y)e(−x)
R
J skew
2−k
(
a
J skew
2−k,1 (−1,0; y)e(−x)
) ,
and inserting the definition of a
J skew
2−k,1 in (3.28) gives:
c
(
E
J skew
2−k,1 ;−1,0
)
c
(
E Jskewk,1 ;−1,0
) = aJskew1 (−1,0; y)e(−x)
R
J skew
2−k ◦RJ3−k
(
aJ3−k,1(−1,0; y)e(−x)
) .
Note that the composition of the two raising operators can be expressed as a single raising
operator by (3.33), since aJ3−k,1(−1,0; y)e(−x) is annihilated by the differential operator ∆J3−k
and it is also holomorphic in z:
c
(
E
J skew
2−k,1 ;−1,0
)
c
(
E Jskewk,1 ;−1,0
) = −iΓ(k− 12 )
8pi
1
2 Γ(k−1)
aJskew1 (−1,0; y)e(−x)
RJskewk−2
(
y
5
2−k aJ3−k,1(−1,0; y)e(−x)
) .
Next we recall the definition (3.4) of the raising operator and the definition (3.19) of aJ3−k,1.
A straightforward computation shows that
RJskewk−2
(
y
5
2−k aJ3−k,1(−1,0; y)e(−x)
)
=
(
∂τ+ v y−1∂z + i2 (k−2− 12 )y−1
)(
y
5
2−kΓ
(3
2 −k, 4piy
)
e(−τ)
)
= i2 (4pi)k−
5
2 e(−τ).
Moreover, aJskew1 (−1,0; y)= e(i y), and hence
c
(
E
J skew
2−k,1 ;−1,0
)
c
(
E Jskewk,1 ;−1,0
) = −iΓ(k− 12 )
8pi
1
2 Γ(k−1)
i
2
(4pi)k−
5
2 = 2
2k−9pik−3Γ(k− 12 )
Γ(k−1) .
We insert this last expression into (4.15) to obtain
Klimskewk,1
(
askewk
((
1 0
0 −1
)
Z
))= 22k−9pik− 52
Γ(k−1) a
J skew
2−k,1 (−1,0; y)e(−x).
It remains to employ the covariance from Proposition 4.8 to extend the result to general
Fourier indices
(
n r /2
r /2 m
)
with m < 0. First, Proposition 2.4 guarantees that askewk (T Z ) for in-
definite T depends only on the trace and determinant of T Z . This implies the equality
Klimskewk,1
(
askewk
((
1 0
0 −m
)
Z
))= |m|− k2 Klimskewk,1 (askewk ((1 00 −1)Z )∣∣skewk diag(1, |m| 12 ,1, |m|− 12 )).
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Next, the application of the second equation in (4.6) and the extension of the skew-Jacobi
slash action in (3.2) show that this is equal to
|m|− k2 Klimskewk,1
(
askewk
((
1 0
0 −1
)
Z
))∣∣∣Jskew
2−k,1 diag(1, |m|
1
2 ,1, |m|− 12 )
= |m|− k2 2
2k−9pik−
5
2
Γ(k−1) a
J skew
2−k,1 (−1,0; y)e(−x)
∣∣Jskew
2−k,1 diag(1, |m|
1
2 ,1, |m|− 12 )
= |m|1−k 2
2k−9pik−
5
2
Γ(k−1) a
J skew
2−k,|m|(−1,0; y)e(−x).
For the last equality, we have used the covariance of Fourier terms with respect to the action
of diag(1, |m| 12 ,1, |m|− 12 ) that follows directly from the defining equations (3.19) and (3.28).
The first equation in (4.6) now yields the claim.
Proposition 4.14. Let m < 0. For every φ ∈J skew2−k,|m| the defining series on the right-hand side
of (4.11) converges absolutely and locally uniformly. The map Klim−1k,m is inverse to the map
Klimskewk,m . Specifically, the arrows in the following diagram are well-defined isomorphisms:
J3−k,|m| J skew2−k,|m| AJ
skew
k,m
RJ3−k
yk−
3
2 ◦ (RJskew)k−2
Klim−1k,m
Klimskewk,m
Proof. The left half of the diagram appears in Proposition 3.5. Consider the right half of
the diagram: Convergence and injectivity of the inverse Kohnen limit process follow as in
the case of m > 0 in Proposition 4.12. The argument that Klimskewk,m ◦Klim−1k,m is the identity
map for Fourier series terms of degenerate index is also the same as in Proposition 4.12 (see
Lemma 4.10). However, a separate argument for Fourier series terms of indefinite index is re-
quired, since the analogue of (2.27) for m < 0 does not hold. The remaining part of the proof
is then again similar to the one of Proposition 4.12.
Thus, it remains to justify that
Klimskewk,m
(
Klim−1k,m
(
a
J skew
2−k,m (n,r ; y)e(nx+ r z)
))= aJ skew2−k,m (n,r ; y)e(nx+ r z).
This follows after inserting the definition of the inverse Kohnen limit process in (4.11), and
then applying Lemma 4.13.
5 The Kohnen limit process for m = 0
The Kohnen limit process for m = 0 is difficult, and we have to overcome five subtleties:
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(1) Elements of AJskewk,0 are not determined uniquely by the leading asymptotic term as
y ′→∞. In particular, the naive analogue of Klimskewk,m for m 6= 0 would not be injective. For this
reason, we define two “semi-definite” Kohnen limit processes Klim[0,0]skewk,0 and Klim[0,1]
skew
k,0
in Section 5.2 and a family of “indefinite” Kohnen limit processes Klim[N ]skewk,0 for N ≥ 1 in
Section 5.3.
(2) In contrast to the case m 6= 0, the defining series of the 0-th Fourier-Jacobi co-
efficient eskewk,0 of the skew Eisenstein series E
skew
k has non-uniform asymptotic behavior as
y ′ →∞. In the case m 6= 0, we interchanged limit and summation to directly compute the
Kohnen limit process of eskewk,m . For m = 0, we first have to apply the Poisson summation for-
mula in Section 5.4.
(3) The cases m 6= 0 rely heavily on multiplicity-one for Fourier series coefficients (see
Propositions 2.4 and 2.6). Fourier series coefficients of index T = (0 00 0) violate multiplicity-
one, and can occur in the Fourier series expansions of elements of AJskewk,0 . Observe that The-
orem 3 (a) of [BRR12] incorrectly states that the “constant term” of elements of Mskewk is inde-
pendent of Y , which however does not impact any of the other results of [BRR12]. Proposi-
tion 2.10 corrects this inaccuracy of [BRR12] by providing details on the Fourier series coeffi-
cients of weight k skew-harmonic functions of index T = (0 00 0).
(4) The Kohnen limit processes for m 6= 0 are defined via the leading asymptotic term
as y ′→∞. The semi-definite Kohnen limit processes Klim[0,0]skewk,0 and Klim[0,1]skewk,0 capture
the first two terms in the asymptotic behavior as y ′ →∞. However, the remaining Kohnen
limit processes Klim[N ]skewk,0 for N ≥ 1 are defined via a limit y ′→ 0. We do not provide details,
but the third asymptotic term as y ′→∞ would yield a discontinuous Kohnen limit process
that does not converge uniformly.
(5) When defining Klim[N ]skewk,0 , the Jacobi-variable z is specialized at torsion points.
This collapses parts of the Fourier series expansion of an abstract Fourier-Jacobi term of in-
dex 0. For a given n, there are infinitely many r such that Fourier series coefficients of in-
dex
(
n r /2
r /2 0
)
contribute to the n-th Fourier series coefficient of the image under the Kohnen
limit process. This complication will be addressed in detail in a sequel.
5.1 Abstract elliptic functions Abstract Fourier-Jacobi terms of index m 6= 0 live in between
skew-harmonic Siegel modular forms and skew-Jacobi forms. Abstract elliptic functions in
the next definition are analogous objects in between skew-harmonic Siegel modular forms
and elliptic functions. In particular, we do not impose any transformation invariance with
respect to SL2(Z).
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Definition 5.1 (Abstract elliptic functions). Suppose φ˜0 : H(2) → C is a function such that
φ˜0(τ, z,τ′) = φ̂0(τ, z, y ′) is independent of x ′. Then φ˜0 is an abstract skew-harmonic elliptic
function of weight k if it satisfies
(i) φ˜0 is skew-harmonic, i.e., Ωskewk φ˜0 = 0 and ξskewk φ˜0 = 0.
(ii) For all γJ in the Heisenberg groupZ2nZ (viewed as embedded into Sp2(Z)), we have the
Siegel invariance φ˜0 ◦γJ = φ˜0.
(iii) φ˜0(Z )=O (tr(Y )a) for some a ∈R as tr(Y )→∞.
The space of such functions is denoted by AEllskewk .
Remark 5.2. Note that Condition (i) of Definition 5.1 depends on k, while the Siegel invari-
ance in (ii) is independent of the weight k.
An abstract skew-harmonic elliptic function φ˜0 and its transforms φ˜0|skewk up(γ) with γ ∈
SL2(Z) are invariant with respect to the Heisenberg group Z2nZ as in Condition (ii) in Def-
inition 5.1. They have Fourier coefficients with respect to x, and by invariance under the
translation z 7→ z+1, these have a Fourier series expansion with respect to u. If n ∈R>0, then
that expansion is of the form
c
(
φ˜0
∣∣skew
k up(γ); n,0
)
askewk
((
n 0
0 0
)
Y
) + ∑
r∈Z\{0}
c
(
φ˜0
∣∣skew
k up(γ); n,r
)
askewk
((
n r /2
r /2 0
)
Y
)
e(r u),
(5.1)
if n ∈R<0, then it is of the form
c
(
φ˜0
∣∣skew
k up(γ); n(0),0
)
askewk
((
n 0
0 0
)
(0) Y
) + c(φ˜0∣∣skewk up(γ); n(1),0)askewk ((n 00 0)(1) Y )
+ ∑
r∈Z\{0}
c
(
φ˜0
∣∣skew
k up(γ); n,r
)
askewk
((
n r /2
r /2 0
)
Y
)
e(r u), (5.2)
and if n = 0, then it is of the form
c
(
φ˜0
∣∣skew
k up(γ); 0(0),0
)
askewk
((
0 0
0 0
)
(0) Y
) + c(φ˜0∣∣skewk up(γ); 0(1),0;Y )
+ ∑
r∈Z\{0}
c
(
φ˜0
∣∣skew
k up(γ); 0,r
)
askewk
((
0 r /2
r /2 0
)
Y
)
e(r u). (5.3)
Recall from Proposition 2.10 that invariance of φ˜0|skewk up(γ) under the action of rot(
(
1 0
1 1
)
), i.e.,
the transformation z 7→ z+τ, implies that the second term in (5.3) can be expanded in terms
of Fourier coefficients in (2.26) as
c
(
φ˜0
∣∣skew
k up(γ); (0(1),0(0)),0
)
askewk
((
0 0
0 0
)
(1) ,0(0); y˘
)
+c(φ˜0∣∣skewk up(γ); (0(1),0(1)),0)askewk ((0 00 0)(1) ,0(1); y˘)
+ ∑
n˘∈Z\{0}
c
(
φ˜0
∣∣skew
k up(γ); (0(1), n˘),0
)
askewk
((
0 0
0 0
)
(1) , n˘; y˘
)
e(n˘x˘).
(5.4)
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We naturally have AJskewk,0 ⊂ AEllskewk . In addition, we define the subspace AEllskew,mdk ⊂
AEllskewk of abstract elliptic functions that have a Fourier series expansion with respect to x
and whose Fourier series coefficients are of the following moderate growth:
AEllskew,mdk :=
{
φ˜0 ∈AEllskewk : c
(
φ˜0; n,r
)
grows polynomially with respect to r ,
c
(
φ˜0; (0(1), n˘),0
)
grows polynomially with respect to n˘
}
. (5.5)
For convenience and to unify notation, set
AJskew,mdk,0 := AJskewk,0 ∩ AEllskew,mdk . (5.6)
Proposition 5.3. If F (Z )=∑m∈Z φ˜m(τ, z, y ′)e(mx ′) ∈Mskewk , then
φ˜0 ∈AJskew,mdk,0 .
Proof. It is clear that φ˜0 ∈AJskewk,0 .
Since F is a Siegel modular form, it is in particular invariant under rot(SL2(Z)). Observing
the Fourier series expansion in (5.4), we discover that c
(
φ˜0
∣∣skew
k up(γ); 0(1),0; Y
)
is up to the
factor det(Y )
1−k
2 a Maass form of eigenvalue (k −1)(2−k) with respect to τ˘. In particular, its
Fourier series coefficients c
(
φ˜0
∣∣skew
k up(γ); (0(1), n˘),0
)
grow at most polynomially with respect
to n˘.
We next argue that c
(
φ˜0; n,r
)
grows polynomially with respect to r . If n > 0, then Proposi-
tion 4.12 and the normalization (2.27) imply that c
(
φ˜0; n,r
) = c(φ˜n ; 0,r ) is the Fourier series
coefficient of a skew-holomorphic Jacobi form. When combining the theta decomposition of
weight k skew-holomorphic Jacobi forms with the trivial bound on the growth of Fourier se-
ries coefficients of half-integral weight modular forms (cf. the introduction of [Iwa87], where
a stronger bound is provided), we find that for fixed n > 0
c
(
φ˜0; n,r
)=O²((|r |2) k−1/22 − 14+²)=O²(|r |k−1+2²) for any ²> 0 as r →∞.
For general, fixed n ∈Z, if r 6= 0, we have
c
(
φ˜0; n,r
)= c(φ˜0; n+2hr,r )= c(φ˜n+2hr ; 0,r )=Oh,²(|r |k−1+2²) for any ²> 0 as r →∞,
provided that h ∈Zwith n+2hr > 0. For fixed n, we can choose h = sgn(n)sgn(r )n and hence
obtain an estimate that only depends on n.
5.2 The semi-definite Kohnen limit process In this section, we define two Kohnen limit
processes for m = 0. We refer to them as the semi-definite Kohnen limit processes, because
they allow us to extract the Fourier series coefficients of semi-definite index. However, they
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will also capture the Fourier coefficients of indices (
(
0 0
0 0
)
(0) ,0), (
(
0 0
0 0
)
(1) ,0(0)), and (
(
0 0
0 0
)
(1) ,0(1))
with notation as in (2.25).
For φ˜0 ∈AEllskewk , set
Klim[0,0]skewk,0
(
φ˜0
)
(τ) := yk− 12 lim
y ′→∞
φ˜0(τ,0,τ
′). (5.7)
Proposition 5.7 asserts that it converges absolutely and locally uniformly to a function on the
Poincaré upper half plane H that has spectral parameter k − 12 , i.e., eigenvalue 12 (k − 12 ) with
respect to the weight 1−k hyperbolic Laplace operator.
The Kohnen limit process Klim[0,0]skewk,0 for index m = 0 enters with an adjoint that we de-
note by Klim[0,0]skew#k,0 . Consider a periodic function φ0 : H→ C of eigenvalue 12 (k − 12 ) with
respect to the weight 1−k hyperbolic Laplace operator, which has a Fourier series expansion
of the form
c(φ0; 0(0))y
k− 12 + c(φ0; 0(1))y
1
2 + ∑
n∈Z\{0}
c(φ0; n) (4pi|n|y)
k−1
2 Wsgn(n) 1−k2 ,
k−1
2
(4pi|n|y)e(nx).
If the Fourier series coefficients of φ0 grow at most polynomially, we set
Klim[0,0]skew#k,0
(
φ0
)
(Z ) := c(φ0,0(0)askewk
((
0 0
0 0
)
(0) ;Y
) + c(φ0,0(1)askewk ((0 00 0)(1) ,0(0);Y )
+
∞∑
n=1
c(φ0,n) a
skew
k
((
n 0
0 0
)
;Y
) + ∞∑
n=1
c(φ0,−n) askewk
((−n 0
0 0
)
(0) ;Y
)
. (5.8)
The key property of this adjoint is given in the next lemma.
Lemma 5.4. Let φ0 : H→ C be a periodic function of eigenvalue 12 (k − 12 ) with respect to the
weight 1−k hyperbolic Laplace operator. Assume that the Fourier series coefficients of φ0 grow
moderately in the sense of (5.5). Then we have
Klim[0,0]skewk,0
(
Klim[0,0]skew#k,0
(
φ0
))=φ0. (5.9)
Proof. This follows directly from the defining equations (2.22), (2.23), and (2.25) of the Fourier
series terms that appear in (5.8) (see also Lemma 5.6).
For convenience, we set
Klim[0,0]skewpik,0 := Klim[0,0]skew#k,0 ◦Klim[0,0]skewk,0 . (5.10)
If that Kohnen limit process converges, then by Lemma 5.4, we can view it as a projection of
the Fourier expansion to contributions of indices
(
0 0
0 0
)
(0), (
(
0 0
0 0
)
(1) ,0(0)),
(
n 0
0 0
)
for n > 0, and(
n 0
0 0
)
(0) for n < 0.
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We next use Klim[0,0]skewpik,0 to remove contributions that are already captured by the first
semi-definite Kohnen limit process Klim[0,0]skewk,0 , and we define a second Kohnen limit pro-
cess that extracts the remaining Fourier series coefficients of semi-definite index. Again, let
φ˜0 ∈AEllskewk . Then
Klim[0,1]skewk,0
(
φ˜0
)
(τ) := y 12 lim
y ′→∞
y ′k−
3
2
(
φ˜0(τ,0,τ′)−Klim[0,0]skewpik,0
(
φ˜0
)
(τ,0,τ′)
)
. (5.11)
Proposition 5.7 shows that (5.11) converges absolutely and locally uniformly to a holomorphic
function on the Poincaré upper half planeH.
In analogy with (5.8), ifφ0 is a periodic and holomorphic function onH such that its Fourier
series coefficients have at most polynomial growth, then the adjoint to Klim[0,1]skewk,0 is de-
fined by
Klim[0,1]skew#k,0
( ∞∑
n=0
c(n)e(nτ)
)
(Z ) :=
c(φ0;0)a
skew
k
((
0 0
0 0
)
(1) ,0(1); Y
) + ∞∑
n=1
c(φ0;n)
(4pin)k−2
askewk
((−n 0
0 0
)
(1) ; Z
)
. (5.12)
The next lemma is analogous to Lemma 5.4, asserting that Klim[0,1]skew#k,0 is indeed an adjoint
to Klim[0,1]skewk,0 .
Lemma 5.5. Let φ0 : H→C be periodic and holomorphic. Assume that the Fourier series coef-
ficients of φ0 grow moderately in the sense of (5.5). Then we have
Klim[0,1]skewk,0
(
Klim[0,1]skew#k,0 φ0
)=φ0. (5.13)
Proof. This follows again directly from the defining equations (2.22), (2.23), and (2.25) of the
Fourier series terms that appear in (5.8) (see also Lemma 5.6).
The associated projection on Fourier series expansions is
Klim[0,1]skewpik,0 := Klim[0,1]skew#k,0 ◦Klim[0,1]skewk,0 . (5.14)
It maps a skew-harmonic Fourier series expansion to contributions of indices (
(
0 0
0 0
)
(1) ,0(1))
and
(
n 0
0 0
)
(1) for n < 0.
Analogous to the case of m 6= 0, the Kohnen limit processes Klim[0,0]skewk,0 and Klim[0,1]skewk,0
converge already on Fourier series coefficients. The next lemma specifies the image of the
semi-definite Kohnen limit processes on Fourier series coefficients. We will use it frequently
in the next sections.
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Lemma 5.6. Let n > 0. We have
Klim[0,0]skewk,0
(
askewk
((
0 0
0 0
)
(0) ; Z
)) = yk− 12 , (5.15)
Klim[0,0]skewk,0
(
askewk
((
0 0
0 0
)
(1) ,0(0); Z
))= y 12 , (5.16)
Klim[0,0]skewk,0
(
askewk
((
n 0
0 0
)
; Z
)) = (4pin) 12−k (4piny) k−12 W 1−k
2 ,
k−1
2
(
4piny
)
e(nx), (5.17)
Klim[0,0]skewk,0
(
askewk
((−n 0
0 0
)
(0) ; Z
)) = (4pin) 12−k (4piny) k−12 W k−1
2 ,
k−1
2
(
4piny
)
e(−nx); (5.18)
Klim[0,1]skewk,0
(
askewk
((
0 0
0 0
)
(1) ,0(1); Z
))= 1, (5.19)
Klim[0,1]skewk,0
(
askewk
((−n 0
0 0
)
(1) ; Z
)) = (4pin)k−2e(nτ). (5.20)
The remaining Fourier series coefficients vanish under the semi-definite Kohnen limit pro-
cesses.
Proof. For Fourier series coefficients of index T with det(T ) = 0, this follows directly from
the defining formulas for Fourier series coefficients in (2.22), (2.23), and (2.25). In particular,
the asymptotic expansion of the modified K -Bessel functions suffices to conclude that the
Fourier series terms of index (
(
0 0
0 0
)
(1) , n˘) with n˘ 6= 0 in (2.25) do not contribute to the image.
Shimura’s estimate for the decay of Fourier series terms of indefinite index implies that they
decay faster than any polynomial in y ′ and therefore do not contribute to the semi-definite
Kohnen limit processes.
In contrast to the case m 6= 0, one can examine Klim[0,0] and Klim[0,1] without inspecting
the skew Eisenstein series.
Proposition 5.7. Let φ˜0 ∈ AEllskew,mdk . Then Klim[0,0]skewk,0 (φ˜0) and Klim[0,1]skewk,0 (φ˜0) converge
absolutely and locally uniformly. If φ˜0 ∈AJskewk,0 , then
(i) Klim[0,0]skewk,0 (φ˜0) is an elliptic Maass form of weight 1−k and eigenvalue 12 (k − 12 ) with
respect to the weight 1−k hyperbolic Laplace operator, and
(ii) Klim[0,1]skewk,0 (φ˜0) is a holomorphic elliptic modular form of weight k−1.
Proof. Consider the Fourier series expansion of φ˜0, whose terms are given in (2.22), (2.23),
(2.25), and (2.27). Since φ˜0 has Fourier series coefficients that grow moderately, we can com-
pute the Kohnen limit process by employing Lemma 5.6. The images of the Fourier series
coefficients given in Lemma 5.6 also reveal the Laplace eigenvalues of Klim[0,0]skewk,0 (φ˜0). Sim-
ilarly, it follows that Klim[0,1]skewk,0 (φ˜0) is holomorphic.
The claimed modular transformation behavior in (i) and (ii) will follow from the covariance
of the semi-definite Kohnen limit processes stated in Proposition 5.9.
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Remark 5.8. Proposition 5.7 could also be proved by using techniques from Section 4 (see
Lemma 5.13).
Proposition 5.9. Let φ˜0 ∈AEllskew,mdk . Then
Klim[0,0]skewk,0
(
φ˜0
)∣∣
1−k g =Klim[0,0]skewk,0
(
φ˜0
∣∣skew
k up(g )
)
,
Klim[0,1]skewk,0
(
φ˜0
)∣∣
k−1 g =Klim[0,1]skewk,0
(
φ˜0
∣∣skew
k up(g )
)
,
(5.21)
for all g ∈ SL2(Q).
If φ0 is an elliptic Maass form of weight 1− k and eigenvalue 12 (k − 12 ) with respect to the
weight 1−k hyperbolic Laplace operator, then
Klim[0,0]skew#k,0
(
φ0
∣∣
1−k g
)=Klim[0,0]skew#k,0 (φ0)∣∣skewk up(g ) (5.22)
for all g ∈ SL2(Q). If φ0 is a holomorphic modular form onH of weight k−1, then
Klim[0,1]skew#k,0
(
φ0
∣∣
k−1 g
)=Klim[0,1]skew#k,0 (φ0)∣∣skewk up(g ) (5.23)
for all g ∈ SL2(Q).
Remark 5.10. We have to restrict the covariance statement to transformations by g ∈ SL2(Q),
since we have defined the adjoint Kohnen limit process only for periodic functions. For exam-
ple, the right-hand side of the second equation in (5.21) is not defined for general g ∈ SL2(R).
Proof of Proposition 5.9. The definitions (5.7) of Klim[0,0]skewk,0 and (5.11) of Klim[0,1]
skew
k,0 to-
gether with the uniform convergence in Proposition 5.7 imply the covariances in (5.21).
Next consider (5.22). Note that we can apply the adjoint Kohnen limit process to the left-
hand side, since g ∈ SL2(Q) and φ0|k−1 g is periodic in x with period 1N for some N ∈ Z>0.
Lemma 5.4 implies that Klim[0,0]skewk,0 is injective on the image of its adjoint. Therefore, the
covariance in (5.22) is equivalent to
Klim[0,0]skewk,0
(
Klim[0,0]skew#k,0
(
φ0
∣∣
1−k g
))=Klim[0,0]skewk,0 (Klim[0,0]skew#k,0 (φ0)∣∣skewk up(g )),
where we have applied the Kohnen limit process to both the left and right-hand side. We
employ covariance of the Kohnen limit process and (5.9) to find that this follows from
Klim[0,0]skewk,0
(
Klim[0,0]skew#k,0
(
φ0
∣∣
1−k g
))
=φ0
∣∣
1−k g =Klim[0,0]skewk,0
(
Klim[0,0]skew#k,0
(
φ0
))∣∣
1−k g
=Klim[0,0]skewk,0
(
Klim[0,0]skew#k,0
(
φ0
)∣∣skew
k up(g )
)
.
Hence (5.22) holds.
The covariance in (5.23) follows as the covariance in (5.22) when also using Lemma 5.5.
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The next operator can be thought of as a projection to semi-definite Fourier series coeffi-
cients. Note that some but not all Fourier series terms of index
(
0 0
0 0
)
contribute to its image
(see Lemma 5.11). We set
Klim[0]skewpik,0
(
φ˜0
)
:= Klim[0,0]skewpik,0
(
φ˜0
)+Klim[0,1]skewpik,0 (φ˜0). (5.24)
The covariance in (5.22) and (5.23) implies that, if φ˜0 ∈AJskewk , then
Klim[0]skewpik,0
(
φ˜0
∣∣skew
k up(g )
)=Klim[0]skewpik,0 (φ˜0)∣∣skewk up(g ) (5.25)
for all g ∈ SL2(Q).
Lemma 5.11. Let φ˜0 ∈AEllskew,mdk . Then(
φ˜0−Klim[0]skewpik,0
(
φ˜0
))
(Z )
has a Fourier series expansion supported on indefinite T and indices
((
0 0
0 0
)
(1) , n˘
)
with n˘ 6= 0 as
in (2.25).
Proof. This follows directly from (5.9) in Lemma 5.4 and (5.13) in Lemma 5.5, and the explicit
expressions for the Fourier series terms in Lemma 5.6.
5.3 The indefinite Kohnen limit process We now examine indefinite Fourier coefficients of
φ˜0 ∈AEllskew,mdk . If N ∈Z≥1, then set
Klim[N ]skewk,0
(
φ˜0
)
(τ)
:= y 12 lim
y ′→0
y ′k−
3
2
(((
φ˜0−Klim[0]skewpik,0 (φ˜0)
)∣∣skew
k up
((
1 0
0 1
)
, (α,β,0)
))
(τ,0,τ′)
)
α,β∈ 1N Z/Z
αZ+βZ= 1N Z
. (5.26)
Remarks 5.12. (1) Observe that (5.26) defines a vector-valued function H→ V (ρN ), where
ρN is given in Section 1.1.
(2) In a sequel, we will establish the following: Let the limit φ˜0 ∈ AEllskew,mdk and N ∈ Z≥1.
Then Klim[N ]skewk,0 (φ˜0) converges absolutely and locally uniformly. If φ˜0 ∈ AJskew,mdk,0 , then
Klim[N ]skewk,0 (φ˜0) is an elliptic Maass form of weight 1− k and eigenvalue 0 with respect to
the weight 1−k hyperbolic Laplace operator.
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5.4 The Kohnen limit process for Eisenstein series The proof of the convergence of the
limit Klim[N ]skewk,0 for Fourier-Jacobi coefficients of Eisenstein series is much more subtle in
comparison to the case m 6= 0, since the defining series has no uniform asymptotic as y ′→ 0.
Lemma 5.13. Let eskewk,0 be the 0-th Fourier-Jacobi coefficient of E
skew
k and N ∈Z≥1. Then
Klim[N ]skewk,0
(
eskewk,0
)
exists locally uniformly and is an Eisenstein series. More precisely, we have
Klim[0,0]skewk,0
(
eskewk,0
)
(τ)= E1−k
(
k− 12 ,τ
)
, (5.27)
Klim[0,1]skewk,0
(
eskewk,0
)
(τ)= (−1)
1−k
2 22−kpiΓ(k− 32 )
Γ(k− 12 )
ζ(k−1)ζ(2k−3)
ζ(k)ζ(2k−2) Ek−1(τ), (5.28)
Klim[N ]skewk,0
(
eskewk,0
)
(τ)= (−1)
1+k
2 26−3kpi
3
2 Γ(k)
Γ(k− 12 )
ζ(k−1)
ζ(k)ζ(2k−2) H
(
Ek−1,N (τ)
)
, (5.29)
where Ek−1,N (τ) is the Eisenstein series in (1.3) and H is the linear map from V (ρN ) to V (ρN )
that maps fc,d (with gcd(c,d , N )= 1) to the following linear combination of eα,β’s:
∑
α,β∈ 1N Z/Z
gcd(Nα,Nβ,N )=1
eα,β
N∑
l=1
l (αd−βc)6∈Z
(
2
1−e(l (βc−αd)) −1
)
ζ
(
2k−3, lN
)
N 2k−3
. (5.30)
Proof. We compute the asymptotic expansion of the Eisenstein series E skewk from its defining
series, as in [Koh94]: ∑
C ,D
det(C Z +D)k−1|det(C Z +D)|1−2k .
As a first step, we have to determine the contributions to
eskewpik,0 :=Klim[0]skewpik,0 (eskewk,0 ) and eskewindefk,0 := eskewk,0 −eskewpik,0 . (5.31)
We split the sum into contributions for which the bottom-right subblocks of C of sizes 2, 1,
and 0 vanish:
E skewk = (E skewk )(0)+ (E skewk )(1)+ (E skewk )(2),
where
(E skewk )(ν) :=
∑
C ,D
Ci j=0, if i , j>ν
Cνν 6=0
det(C Z +D)k−1|det(C Z +D)|1−2k . (5.32)
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In this decomposition, (E skewk )(0) = 1 is constant. In particular, it does not contribute to
eskewindefk,0 . Furthermore, we have
(E skewk )(1)(Z )=
∑
U∈GL↓2(Z)\GL2(Z)
( ∑
(
1 0
0 1
)
6=γ=
(
a b
c d
)
∈Γ∞\SL2(Z)
(cτ+d)k−1|cτ+d |1−2k
)∣∣∣skew
k
rot(U ).
Lemma 1.2 with κ 1−k and s k− 12 yields the Fourier series expansion
∑
U∈GL↓2(Z)\GL2(Z)
(
(−1) 1−k2 22−kpi 12Γ(k−1)
Γ(k− 12 )
ζ(k−1)
ζ(k)
y1−k
+ (−1)
1−k
2 2kpik
Γ( 12 )ζ(k)
∞∑
n=1
σk−1(n) askewk
((
n 0
0 0
)
Y
)
e(nx)
+ (−1)
1−k
2 2kpik
Γ(k− 12 )ζ(k)
∞∑
n=1
σk−1(n) askewk
((−n 0
0 0
)
(0) Y
)
e(−nx)
)∣∣∣skew
k
rot(U ). (5.33)
Since the following expression will also appear again later, we set for convenience
c1 := (−1)
1−k
2 22−kpi
1
2 Γ(k−1)
Γ(k− 12 )
ζ(k−1)
ζ(k)
.
The second and third term in the parentheses of (5.33) contribute to eskewk,0 only if U =
(
1 0
0 1
)
.
The first one yields an Eisenstein series, expressible in terms of x˘ and y˘ . More precisely, the
coordinate transform in (2.11) allows us to write
c1
∑
U∈GL↓2(Z)\GL2(Z)
y1−k
∣∣skew
k rot(U )= c1det(Y )
1−k
2
∑
U∈GL↓2(Z)\GL2(Z)
y˘k−1
∣∣skew
k rot(U ).
Observe that any system of representatives for SL↓2(Z)\SL2(Z) is also a system of representa-
tives for GL↓2(Z)\GL2(Z). In other words, we can assume that U ∈ SL2(Z). Proposition 2.9 then
yields
c1det(Y )
1−k
2
∑
U∈SL↓2(Z)\SL2(Z)
y˘k−1
∣∣skew
k rot(U )
= c1det(Y )
1−k
2
∑
U∈SL↓2(Z)\SL2(Z)
Im
((
0 1
1 0
)
U
(
0 1
1 0
)
τ˘
)k−1 = c1det(Y ) 1−k2 ∑
γ∈Γ∞\SL2(Z)
Im
(
γτ˘
)k−1.
The second equality holds, since
(
0 1
1 0
)
SL↓2(Z)
(
0 1
1 0
) = Γ∞. Employing Lemma 1.2 with κ 0
and s k −1 and the defining formulas for index (0 00 0) Fourier coefficients in (2.25), we find
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that this equals
c1a
skew
k
((
0 0
0 0
)
(1) ,0(0); Y
) + c1 24−2kpiΓ(2k−3)
Γ(k−1)2
ζ(2k−3)
ζ(2k−2) a
skew
k
((
0 0
0 0
)
(1) ,0(1); Y
)
+ c1pi
k− 32
ζ(2k−2)
∑
n˘∈Z\{0}
|n˘|1−k σ2k−3(|n˘|)
Γ(k−1) a
skew
k
((
0 0
0 0
)
(1) , n˘; Y
)
e
(
4pi|n˘|x˘). (5.34)
The first two summands contribute to eskewpik,0 (the first term to Klim[0,0]
skew
k,0 (e
skew
k,0 ) and the
second one to Klim[0,1]skewk,0 (e
skew
k,0 )) and the remaining sum contributes to e
skewindef
k,0 . Observe
that the third term in (5.34) can be written as
c1 det(Y )
1−k
2
(
E0(k−1, τ˘) − 1 − 2
4−2kpiΓ(2k−3)
Γ(k−1)2
ζ(2k−3)
ζ(2k−2) y˘
2−k
)
. (5.35)
It remains to inspect (E skewk )(2). We do not derive the Fourier series expansion of (E
skew
k )(2),
but we give an asymptotic expansion with respect to both y ′ → ∞ and y ′ → 0. The nor-
mal form for the matrix block C derived in [Koh94] guarantees that its bottom-right entry
is nonzero, matching the condition C2,2 6= 0 in the definition of (E skewk )(2) in (5.32). In particu-
lar, we can consider the expansion (15) of [Koh94] to deduce the Kohnen limit processes (5.7),
(5.11), and (5.26). Notice that the sum in the formula after (15) does not include c = 0, which
has already been subsumed in the expansion of (E skewk )(1). In particular, the 0-th Fourier se-
ries coefficient of the elliptic Eisenstein series G1−k (τ′,k − 12 ) (in the notation of [Koh94] as
opposed to the notation from Section 1) equals c1 y ′1−k , by using Lemma 1.2 with κ 1−k
and s k− 12 .
Generalizing the formula after (16) of [Koh94], we have to study the asymptotic behavior of
c1
∑
(
a b
c d
)
∈Γ∞\SL2(Z)
l∈Z>0,λ∈Z
(λ,l )=1
(cτ+d)k−1|cτ+d |1−2k
(
l 2 y ′ + Im
(
λ2
aτ+b
cτ+d +
2lλz
cτ+d −
cl 2z2
cτ+d
))1−k
. (5.36)
This function is homogeneous of degree 2−2k as a rational function of l and λ, and multipli-
cation by ζ(2k−2) allows us to remove the condition that l and λ are co-prime.
Consider the rightmost expression in the parentheses of (5.36). Writing z =ατ+β for α,β ∈
R and completing the square then give
l 2 y ′ + Im
(
λ2
aτ+b
cτ+d +
2lλz
cτ+d −
cl 2z2
cτ+d
)
= l 2
(
y ′− y(αd −βc)
2+ cIm(z2(cτ+d))
|cτ+d |2
)
+ y(λ+ l (αd −βc))
2
|cτ+d |2 . (5.37)
– 54 –
The skew-Maass lift M. Raum, O. K. Richter
Next, we insert the expression
Im(z2(cτ+d))= y(α2c|τ|2+2α2d x+2αβd −β2c)
into
y(αd −βc)2+ cIm(z2(cτ+d))
= y(α2d 2−2αβcd +β2c2 + α2c2(y2+x2)+2α2cd x+2αβcd −β2c2)
=α2 y(d 2+ c2 y2+ c2x2+2cd x)=α2 y |cτ+d |2,
and we find that (5.37) is equal to
l 2
(
y ′−α2 y) + y (λ+ l (αd −βc))2|cτ+d |2 = l
2det(Y )
y
+ y (λ+ l (αd −βc))
2
|cτ+d |2 .
We employ this identity to rewrite (5.36) as follows:
c1
ζ(2k−2)
∑
(
a b
c d
)
∈Γ∞\SL2(Z)
l∈Z>0,λ∈Z
(cτ+d)k−1|cτ+d |1−2k
( l 2det(Y )
y
+ y (λ+ l (αd −βc))
2
|cτ+d |2
)1−k
. (5.38)
We state and prove Lemma 5.14 after finishing this proof of Lemma 5.13. Lemma 5.14 (with
a 0, b 1−k, x l 2det(Y )/y , and y y/|cτ+d |2) allows us to apply Poisson summation
with respect to λ in (5.38) to find that
c1pi
1
2Γ(k− 32 )
ζ(2k−2)Γ(k−1)
∑
(
a b
c d
)
∈Γ∞\SL2(Z)
l∈Z>0
(cτ+d)k−1|cτ+d |1−2k
( l 2det(Y )
y
) 3
2−k( y
|cτ+d |2
)− 12
= c1pi
1
2Γ(k− 32 )
Γ(k−1)
ζ(2k−3)
ζ(2k−2) det(Y )
3
2−k y−1
∑
γ∈Γ∞\SL2(Z)
yk−1
∣∣
1−k γ, (5.39)
arising from ξ= 0, and
2pii c1
ζ(2k−2)
∑
(
a b
c d
)
∈Γ∞\SL2(Z)
l∈Z>0,ξ∈Z\{0}
y1−k (cτ+d)k−1 e(ξl (αd −βc))
|cτ+d | exp(2pi|cτ+d |det(Y ) 12 |ξ|l/y)
k−2∑
n2=0
(1−k)n2 21−k−n2
n2!(k−2−n2)!
(2piξ
i
)k−2−n2 (sgn(ξ)l
i
|cτ+d |det(Y ) 12
y
)1−k−n2
, (5.40)
arising from ξ 6= 0.
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We next argue that (5.39) contributes exclusively to eskewpik,0 and (5.40) only to e
skewindef. To
this end, we inspect their asymptotic behavior as y ′ →∞ (as opposed to y ′ → 0, which ap-
pears in Definition (5.26) of the Kohnen limit process).
Fourier terms for
(
0 0
0 0
)
(0), for (
(
0 0
0 0
)
(1) ,0(0)), for (
(
0 0
0 0
)
(1) ,0(1)), and for semi-definite T =
(
n 0
0 0
)
with n 6= 0 have polynomial asymptotic behavior as y ′→∞. Their contributions cannot can-
cel, because they either feature different n or because their leading asymptotics are mutually
different. For this reason, we infer that eskewpik,0 does not receive contributions from (5.40),
since it decays faster than any polynomial as y ′→∞.
On the other hand, both askewk,0 (
(
0 0
0 0
)
(1) , n˘;Y ) for n˘ 6= 0 and askewk (T Y ) for indefinite T decay
exponentially in
√
y ′. In the former case this follows from the exponential decay of the K -
Bessel function that appears in (2.25) and the behavior of y˘ with respect to y ′ in (2.11). The
latter one follows from Shimura’s estimates in [Shi82]. This exponential decay cannot be can-
celed by any of the Fourier series coefficients that contribute to eskewpik,0 . As a consequence, we
find that eskewindefk,0 does not receive contributions from (5.39).
We are now in position to establish expressions (5.27) and (5.28). We have already de-
termined the Fourier expansions of (E skewk )(0) and (E
skew
k )(1). Recall that (E
skew
k )(0)(Z ) = 1,
and hence it contributes yk−
1
2 to Klim[0,0]skewk,0 (e
skew
k,0 ). We split the contribution of (E
skew
k )(1)
to Klim[0,0]skewk,0 (e
skew
k,0 ) into two parts. The first summand in (5.34) yields a contribution of
c1 y
1
2 = (−1)
1−k
2 22−kpi
1
2Γ(k−1)
Γ(k− 12 )
ζ(k−1)
ζ(k)
y
1
2
via the Fourier series expansion in (5.34) and Lemma 5.6. Recall that the second and third
summands in (5.33) only contribute to eskewk,0 if U =
(
1 0
0 1
)
. Lemma 5.6 shows that their contri-
butions are given by
(−1) 1−k2 21−kpi 12
Γ( 12 )ζ(k)
∞∑
n=1
σk−1(n)
nk−
1
2
(4piny)
k−1
2 W 1−k
2 ,
k−1
2
(4piny)e(nx)
+ (−1)
1−k
2 21−kpi
1
2
Γ(k− 12 )ζ(k)
∞∑
n=1
σk−1(n)
nk−
1
2
(4piny)
k−1
2 W k−1
2 ,
k−1
2
(4piny)e(−nx).
Lemma 1.2 shows that the contributions to Klim[0,0]skewk,0 (e
skew
k,0 ) that we have discovered so-
far precisely account for E1−k
(
k− 12 ,τ
)
. This proves (5.27), since neither (5.39) nor (5.40) con-
tribute to Klim[0,0]skewk,0 (e
skew
k,0 ).
We now consider (5.28). Observe that (E skewk )(0) does not contribute to Klim[0,1]
skew
k,0 (e
skew
k,0 )
in (5.28). Recall that the contribution of (E skewk )(1) arises solely from the second term in (5.34),
which (using again Lemma 5.6) is given by
(−1) 1−k2 22−kpi 12Γ(k−1)
Γ(k− 12 )
ζ(k−1)
ζ(k)
24−2kpiΓ(2k−3)
Γ(k−1)2
ζ(2k−3)
ζ(2k−2) . (5.41)
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We already argued that (5.40) does not contribute to Klim[0,1]skewk,0 (e
skew
k,0 ). On the other hand,
the right-hand side of (5.39) has polynomial asymptotic behavior of order y ′
3
2−k as y ′→∞.
Hence it contributes to Klim[0,1]skewk,0 (e
skew
k,0 ), and this contribution equals
(−1) 1−k2 22−kpi 12Γ(k−1)
Γ(k− 12 )
ζ(k−1)
ζ(k)
pi
1
2Γ(k− 32 )
Γ(k−1)
ζ(2k−3)
ζ(2k−2)
∑
(
1 0
0 1
)
6=γ=
(
a b
c d
)
∈Γ∞\SL2(Z)
1
∣∣
k−1γ. (5.42)
Now, insert the relation of Γ-functions
Γ(2k−3)= 22k−4Γ(k−1)Γ(k−
3
2 )
Γ( 12 )
in (5.41) to recognize that the sum of (5.41) and (5.42) matches the right-hand side of (5.28).
It remains to establish the expression for the indefinite Kohnen limit process in (5.29). Let
α,β ∈ 1NZ for N ≥ 1. If either of the following limits on the left or the right-hand side exists,
then the limits are equal, and we have
lim
y ′→0
y ′k−
1
2
(
eskewindefk,0
∣∣skew
k up
((
1 0
0 1
)
, (α,β,0)
))
(τ,0,τ′)
)
= lim
y ′→α2 y
(y ′−α2 y)k− 12 eskewindefk,0 (τ,ατ+β,τ′).
Thus, it suffices to examine the leading asymptotic behavior of (5.35) and (5.40) as y ′→α2 y .
We first consider (5.35). If y ′ → α2 y , then τ˘ → α. Therefore, we need to determine the
asymptotic expansion of (5.35) at the cusp α ∈ Q. Let γ˘ ∈ SL2(Z) be a transformation that
sends ∞ to α, and write c˘ and d˘ for the bottom entries of γ˘. Note that c˘ is the denominator
of α and hence does not vanish. Then the modular invariance of the elliptic Eisenstein series
of weight 0 implies that
(
E0(k−1, τ˘) − y˘k−1 − 2
4−2kpiΓ(2k−3)
Γ(k−1)2
ζ(2k−3)
ζ(2k−2) y˘
2−k
)∣∣∣
0
γ˘γ˘−1
= E0(k−1, τ˘)
∣∣
0 γ˘
−1 − y˘k−1 − 2
4−2kpiΓ(2k−3)
Γ(k−1)2
ζ(2k−3)
ζ(2k−2) y˘
2−k . (5.43)
As τ˘→ α (i.e., y˘ → 0), the leading asymptotics of the second and third terms in (5.43) are
given by y˘k−1 and y˘2−k , respectively. The first term in (5.43) has leading asymptotic (γ˘−1 y˘)k−1,
which dominates the other aymptotics. When combining this fact with the contribution of
det(Y )
1−k
2 , one finds that (5.35) grows polynomially of order 2−k2 + 1−k2 = 32−k in y ′−α2 y as y ′→
α2 y . This growth is compensated by the factor y ′k−
1
2 in the defining equation (5.26) of the
indefinite Kohnen limit process. We conclude that (5.35) does not contribute to the Kohnen
limit process Klim[N ]skewk,0 (e
skew
k,0 ).
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We next consider the contribution of (5.40) to the indefinite Kohnen limit process. To this
end, we rearrange (5.40) as follows:
k−2∑
n2=0
c1 (−1)n2+12−2n2pik−1−n2 (1−k)n2
n2!(k−2−n2)! ζ(2k−2)∑
(
a b
c d
)
∈Γ∞\SL2(Z)
l∈Z>0
y
1−k+n2
2 (cτ+d)k−1
l−1+k+n2 |cτ+d |k+n2 (y
′−α2 y) 1−k−n22
∑
sgn(ξ)∈{±1}
sgn(ξ)
∞∑
|ξ|=1
|ξ|k−2−n2 e(sgn(ξ)|ξ|l (αd −βc))
exp
(
2pi|cτ+d |det(Y ) 12 |ξ|l /y) . (5.44)
Note that the sum over |ξ| equals the polylogarithm
Li2−k+n2
(
e
(
sgn(ξ)l (αd −βc))
exp
(
2pi|cτ+d |det(Y ) 12 l /y)
)
. (5.45)
When y ′→α2 y , then the argument tends to e(sgn(ξ)l (αd−βc)). In particular, if l (αd−βc) 6∈Z,
then (5.45) converges. If l (αd −βc) ∈ Z, then e(sgn(ξ)l (αd −βc)) = 1 and the asymptotic
growth of (5.45) as y ′→α2 y is given by(
1−exp(−2pi|cτ+d |det(Y ) 12 l /y))k−1−n2 Li2−k+n2(exp(−2pi|cτ+d |det(Y ) 12 l/y))
·
(
1−exp(−2pi|cτ+d |det(Y ) 12 l/y))1−k+n2
= ((1−h)k−1−n2 Li2−k+n2 (h))h=1 (−1)k−1−n2 (exp(−2pi|cτ+d |det(Y ) 12 l/y)−1)1−k+n2
³ (2−k+n2)!
(
2pi|cτ+d |(y ′−α2 y) 12 l/y 12 )1−k+n2 .
This is independent of sgn(ξ) and hence the sum over sgn(ξ) in (5.44) cancels. Consider the
case l (αd −βc) 6∈Z, in which case the polylogarithm in (5.45) is regular at y ′ =α2 y , and takes
the value Li2−k+n2 (e(sgn(ξ)l (αd−βc))). When inserting this into (5.44), we find that its leading
asymptotic behavior as y ′→α2 y arises from n2 = k−2, and equals
(
y ′−α2 y) 32−k c1 (−1)k−124−2kpi(1−k)k−2
(k−2)!ζ(2k−2)∑
(
a b
c d
)
∈Γ∞\SL2(Z)
l∈Z>0
l (αd−βc)6∈Z
y−
1
2 (cτ+d)k−1
l 2k−3 |cτ+d |2k−2
∑
sgn(ξ)∈{±1}
sgn(ξ)Li0
(
e
(
sgn(ξ)l (αd −βc))). (5.46)
This already implies convergence of the Kohnen limit process in (5.29), since y ′k−
3
2 in (5.26)
is compensated by the corresponding power of (y ′−α2 y) in (5.46).
– 58 –
The skew-Maass lift M. Raum, O. K. Richter
Observe that Li0(h)= h/(1−h) for all h ∈C\ {1}. We now use the relation
h
1−h −
h−1
1−h−1 =
2
1−h −1
to rewrite the sum over sgn(ξ) in (5.46), which allows us to replace (5.46) by
(y ′−α2 y) 32−k c1 (−1)
k−124−2kpi(1−k)k−2
(k−2)!ζ(2k−2)∑
(
a b
c d
)
∈Γ∞\SL2(Z)
l∈Z>0
l (αd−βc)6∈Z
( 2
1−e(l (αd −βc)) −1
) y− 12 (cτ+d)k−1
l 2k−3 |cτ+d |2k−2 . (5.47)
We next insert c1 and express the sum over
(
a b
c d
)
in terms of an elliptic slash action.
y
1
2−k (y ′−α2 y) 32−k (−1)
−1−k
2 26−3kpi
3
2 Γ(k)
Γ(k− 12 )
ζ(k−1)
ζ(k)ζ(2k−2)∑
(
a b
c d
)
∈Γ∞\SL2(Z)
l∈Z>0
l (αd−βc)6∈Z
( 2
1−e(l (αd −βc)) −1
) yk−1
l 2k−3
∣∣
1−k
(
a b
c d
)
(5.48)
Recall that α,β ∈ 1NZ. In particular, the condition l (αd −βc) 6∈ Z depends only on c and d
mod N . This allows us to express the sum in (5.48) in terms of the following Eisenstein series
(for s ∈C, κ ∈Z, and 2Re(s)+κ> 2)
Eκ,Γ1(N )(s,τ) :=
∑
γ∈Γ∞\Γ1(N )
y s
∣∣
κγ,
where
Γ1(N ) :=
{(
a b
c d
) ∈ SL2(Z) : c ≡ 0 (mod N ), a ≡ d ≡ 1 (mod N )}.
Indeed, the value of c,d (mod N ) for γ= (a bc d ) ∈ SL2(Z) is determined by the associated coset
Γ1(N )γ:
∑
(
a b
c d
)
∈Γ∞\SL2(Z)
l∈Z>0
l (αd−βc)6∈Z
( 2
1−e(l (αd −βc)) −1
) yk−1
l 2k−3
∣∣
1−k γ
= ∑
c,d∈Z/NZ
gcd(c,d ,N )=1
E1−k,Γ1(N )(k−1,τ)
∣∣
1−k
(∗ ∗
c d
) ∑
l∈Z>0
l (αd−βc) 6∈Z
( 2
1−e(l (αd −βc)) −1
) 1
l 2k−3
,
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where
(∗ ∗
c d
)
is any matrix in SL2(Z) whose bottom row is congruent to ( c d ) mod N . We can
express the remaining sum over l in terms of the Hurwitz ζ-function as follows:
∑
l∈Z>0
l (αd−βc)6∈Z
( 2
1−e(l (αd −βc)) −1
) 1
l 2k−3
=
N∑
l=1
l (αd−βc)6∈Z
( 2
1−e(l (αd −βc)) −1
)ζ(2k−3, lN )
N 2k−3
.
Since E1−k,Γ1(N )(k −1,τ)|1−k
(∗ ∗
c d
)
equals the (c,d)-th component of the vector-valued Eisen-
stein series E1−k,N (k−1,τ)= yk−1Ek−1,N (τ), this completes the proof of Lemma 5.13.
We state the next lemma in greater generality than required for the proof of Lemma 5.13,
since we will need it also in the third part of this series of papers.
Lemma 5.14. Let a,b ∈ Z such that a ≥ 0 and a + 2b ≤ 0, and assume that x, y > 0 are real.
Then
λa(x+ yλ2)b
is square-integrable with respect to λ ∈R, and its Fourier transformF [λa(x+ yλ2)b](ξ) equals
2pii yb
exp
(
2pi
√
x
y |ξ|
) ∑
n1,n2,m≥0
n1+n2+m=−1−b
an1 bn2 2
b−n2
n1!n2!m!
(2piξ
i
)m (sgn(ξ)
i
√
x
y
)a+b−n1−n2
, if ξ 6= 0,
where an1 , etc. are Pochhammer symbols; and
F
[
λa(x+ yλ2)b](0) = (1+ (−1)a)Γ( 1+a2 )Γ(−1−a−2b2 )
2Γ(−b) x
1+a
2 +b y
−1−a
2 .
Proof. The case of ξ= 0 is a straightforward computation. If ξ 6= 0, say ξ> 0 write the integral∫
R
λa
(
x+ yλ2)b e(λξ)dλ
as a sum of a two path integrals. The first path consists of lines from −∞ to −B and from B
to ∞ and an arc in the lower half plane with baseline from −B to B . The second one is the
corresponding semi-circle with baseline from −B to B . As B →∞, the first path integral can
be estimated directly and the second one can be computed using the residue theorem.
6 The Maass lift of harmonic Maass-Jacobi forms
We have determined most Fourier series coefficients of E skewk . In Section 6.1, we use the
Kohnen limit processes to examine the remaining parts of its Fourier series expansion. This
naturally leads to a definition of a Hecke-like operator V0 (defined in Section 6.2), which maps
an abstract Fourier-Jacobi term of index 1 to an abstract elliptic function. The image under V0
essentially captures the 0-th Fourier series coefficient of its preimage and its Fourier coeffi-
cients of isotropic index. Finally, in Section 6.3 we present the proof of Theorem I.
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6.1 The Fourier expansion of skew Eisenstein series In Section 4, we explored the Kohnen
limit process on Fourier-Jacobi coefficients eskewk,m of E
skew
k for m 6= 0. Injectivity of Klimskewk,m for
m 6= 0 applied to Fourier coefficients allowed us to recover the Fourier coefficients of E skewk
of index T = ( n r /2r /2 m ), if m 6= 0. In this section, we complete the study of Fourier coefficients
of E skewk , by inspecting its 0-th Fourier-Jacobi coefficient.
Propositions 6.1 and 6.3 use the Kohnen limit process to derive the semi-definite part of the
Fourier series expansion of E skewk . The indefinite part is then exhibited in Proposition 6.4.
Proposition 6.1. We have the following Fourier series expansion of Klim[0]skewpik,0
(
eskewk,0 (Z )
)
:
askewk
((
0 0
0 0
)
(0) ; Z
) + (−1) 1−k2 22−kpi 12Γ(k−1)
Γ(k− 12 )
ζ(k−1)
ζ(k)
askewk
((
0 0
0 0
)
(1) ,0(0); Z
)
+ (−1)
1−k
2 (2pi)k
Γ( 12 )ζ(k)
∞∑
n=1
σk−1(n)askewk
((
n 0
0 0
)
Z
) + (−1) 1−k2 (2pi)k
Γ(k− 12 )ζ(k)
∞∑
n=1
σk−1(n) askewk
((−n 0
0 0
)
(0) Z
)
+ (−1)
k−1
2 22−kpiΓ(k− 32 )
Γ(k− 12 )
ζ(k−1)ζ(2k−3)
ζ(k)ζ(2k−2) a
skew
k
((
0 0
0 0
)
(1) ,0(1); Z
)
+ 2
5−2kpi2Γ(k− 32 )
Γ(k−1)Γ(k− 12 )
ζ(2k−3)
ζ(k)ζ(2k−2)
∞∑
n=1
σ2−k (n) askewk
((−n 0
0 0
)
(1) Z
)
.
Remark 6.2. In light of the technical complications that we have encountered when comput-
ing the Kohnen limit process for Eisenstein series, we decided to provide two independent
proofs of Proposition 6.1 as a cross-check. The first proof employs the Kohnen limit process
as determined in Lemma 5.13. The second one avoids the use of Lemma 5.13 and instead
recurses to the Kohnen limit processes of nonzero index.
First proof of Proposition 6.1. Consider the Fourier expansion of Klim[0]skewpik,0
(
eskewk,0 (Z )
)
in its
general form:
c
(
E skewk ;
(
0 0
0 0
)
(0)
)
askewk
((
0 0
0 0
)
(0) ; Z
) + c(E skewk ;(0 00 0)(1) ,0(0))askewk ((0 00 0)(1) ,0(0); Z )
+
∞∑
n=1
c
(
E skewk ;
(
n 0
0 0
))
askewk
((
n 0
0 0
)
Z
) + ∞∑
n=1
c
(
E skewk ;
(−n 0
0 0
)
(0)
)
askewk
((−n 0
0 0
)
(0) Z
)
+ c(E skewk ;(0 00 0)(1) ,0(1))askewk ((0 00 0)(1) ,0(1); Z ) + ∞∑
n=1
c
(
E skewk ;
(−n 0
0 0
)
(1)
)
askewk
((−n 0
0 0
)
(1) Z
)
.
Recall from Lemma 5.6 the explicit expressions for the Kohnen limit processes applied to
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Fourier series coefficients. We obtain
Klim[0,0]skewpik,0
(
eskewk,0 (Z )
)=Klim[0,0]skewpik,0 (Klim[0]skewpik,0 (eskewk,0 (Z )))=
c
(
E skewk ;
(
0 0
0 0
)
(0)
)
yk−
1
2 + c(E skewk ;(0 00 0)(1) ,0(0))y 12
+
∞∑
n=1
(4pin)
1
2−k c
(
E skewk ;
(
n 0
0 0
))
(4piny)
k−1
2 W 1−k
2 ,
k−1
2
(
4piny
)
e(nx)
+
∞∑
n=1
(4pin)
1
2−k c
(
E skewk ;
(−n 0
0 0
)
(0)
)
(4piny)
k−1
2 W k−1
2 ,
k−1
2
(
4piny
)
e(−nx),
Klim[0,1]skewpik,0
(
eskewk,0 (Z )
)=Klim[0,1]skewpik,0 (Klim[0]skewpik,0 (eskewk,0 (Z )))=
c
(
E skewk ;
(
0 0
0 0
)
(1) ,0(1)
) + ∞∑
n=1
(4pin)k−2c
(
E skewk ;
(−n 0
0 0
)
(1)
)
e(nτ).
Lemma 5.13 expresses Klim[0,0]skewk,0
(
eskewk,0
)
(τ) and Klim[0,1]skewk,0
(
eskewk,0
)
(τ) in terms of ellip-
tic Eisenstein series. Their Fourier series expansions are given by Lemma 1.2 with κ 1−k,
s k− 12 and κ k−1, s 0, respectively. Comparing these Fourier series coefficients with
the above ones implies the statement of Proposition 6.1.
Second proof of Proposition 6.1. We start with the contributions to Fourier series coefficients
of positive semi-definite index. If m > 0, then Lemma 4.5 asserts that
Klimskewk,m
(
eskewk,m
)= (−1) 1−k2 (2pi)k
Γ( 12 )ζ(k)
E Jskewk,1
∣∣Jskew
k,1 Vm .
Note that the constant coefficient of E Jskewk,1 equals 1, and Lemma 4.4 implies that
Klimskewk,m
(
c
(
E skewk ;
(
0 0
0 m
))
askewk
((
0 0
0 m
)
Z
))= c(E skewk ;(0 00 m )).
Thus, the explicit formula for the action of Vm on Fourier series coefficients in (3.14) yields
that
c
(
E skewk ;
(
0 0
0 m
))= (−1) 1−k2 (2pi)k
Γ( 12 )ζ(k)
σk−1(m). (6.1)
Observe that E skewk is invariant under the slash action of rot(
(
0 1
1 0
)
), which allows us to confirm
the contribution to the Fourier series coefficients of index
(
m 0
0 0
)
with m > 0:
c
(
E skewk ;
(
m 0
0 0
))= (−1)k−1c(E skewk ;(0 00 m ))= (−1) k−12 (2pi)k
Γ( 12 )ζ(k)
σk−1(m). (6.2)
Since k is odd, i.e., (−1)k−1 = 1, this contribution coincides with the corresponding coefficient
in Proposition 6.1.
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We employ a similar argument to determine Fourier series coefficients of negative semi-
definite, degenerate index, but we must take the multiplicity-two of such coefficients into
account. Specifically, if m < 0, then Lemma 4.10 shows that
Klimskewk,m
(
c
(
E skewk ;
(
0 0
0 m
)
(0)
)
askewk
((
0 0
0 m
)
(0) Z
))= c(E skewk ;(0 00 m )(0) ) yk−1,
Klimskewk,m
(
c
(
E skewk ;
(
0 0
0 m
)
(1)
)
askewk
((
0 0
0 m
)
(1) Z
))= (4pi|m|)k− 32 c(E skewk ;(0 00 m )(1) ) y 12 . (6.3)
The Kohnen limit process on Fourier-Jacobi coefficients of E skewk for negative index m < 0 is
given in Lemma 4.11:
Klimskewk,m
(
eskewk,m
)= |m|k−1 (−1) k−12 (2pi)k
Γ(k− 12 )ζ(k)
E
J skew
2−k,1
∣∣Jskew
2−k,1 V|m|.
The constant coefficient of E
J skew
2−k,1 is given in Lemma 3.9. We combine that coefficient with
the formula for the action of V|m| on powers of y in Lemma 3.11 to find that
c
(
Klimskewk,m
(
eskewk,m
)
; 0,0; y
) = (−1) k−12 (2pi)k
Γ(k− 12 )ζ(k)
(
σk−1(|m|) yk−1
+ (−1)
k−1
2 22−kpi
1
2 Γ(k− 32 )
Γ(k−1)
ζ(2k−3)
ζ(2k−2) |m|
k− 32σ2−k (|m|) y
1
2
)
.
Therefore, using (6.3), we have
c
(
E skewk ;
(
0 0
0 m
)
(0)
) = (−1) 1−k2 (2pi)k
Γ(k− 12 )ζ(k)
σk−1(|m|),
c
(
E skewk ;
(
0 0
0 m
)
(1)
) = (−1)k−125−2kpi2Γ(k− 32 )
Γ(k−1)Γ(k− 12 )
ζ(2k−3)
ζ(k)ζ(2k−2) σ2−k (|m|).
(6.4)
Considering the action of rot(
(
0 1
1 0
)
) as before, we obtain the Fourier series coefficient of eskewk,0
of negative semi-definite, degenerate index.
It remains to determine the Fourier series coefficients of index
(
0 0
0 0
)
(0), (
(
0 0
0 0
)
(1) ,0(0)), and
(
(
0 0
0 0
)
(1) ,0(1)). To this end, we employ the modularity of the image of the semi-definite Kohnen
limit process for index m = 0, as stated in Proposition 5.7.
The next computation is similar to one we did in the first proof of Proposition 6.1. How-
ever, we will not use the expressions for Klim[0,0]skewk,0 (e
skew
k,0 ) and Klim[0,1]
skew
k,0 (e
skew
k,0 ) from
Lemma 5.13. Lemma 5.6 provides explicit formulas for the Kohnen limit process applied to
Fourier series. Together with formulas (6.2) and (6.4), it yields the following expression for the
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sum of Klim[0,0]skewk,0 (e
skew
k,0 ) and Klim[0,1]
skew
k,0 (e
skew
k,0 ):
c
(
E skewk ;
(
0 0
0 0
)
(0)
)
yk−
1
2 + c(E skewk ;(0 00 0)(1) ,0(0)) y 12
+ (−1)
1−k
2 21−kpi
1
2
Γ( 12 )ζ(k)
∞∑
n=1
n
1
2−kσk−1(n) (4piny)
k−1
2 W 1−k
2 ,
k−1
2
(4piny)e(nx)
+ (−1)
1−k
2 21−kpi
1
2
Γ(k− 12 )ζ(k)
∞∑
n=1
n
1
2−kσk−1(n) (4piny)
k−1
2 W k−1
2 ,
k−1
2
(4piny)e(nx),
c
(
E skewk ;
(
0 0
0 0
)
(1) ,0(1)
) + 2pik Γ(k− 32 )
Γ(k−1)Γ(k− 12 )
ζ(2k−3)
ζ(k)ζ(2k−2)
∞∑
n=1
σk−2(n)e(nτ).
Proposition 5.7 asserts that Klim[0,0]skewk,0 (e
skew
k,0 ) is an elliptic Maass form of weight 1−k and
eigenvalue 12 (k − 12 ) with respect to the weight 1−k hyperbolic Laplace operator. In particu-
lar, its 0-th Fourier series coefficient is determined by nonzero ones. Comparing the first two
series above with the Fourier series expansion of the elliptic Eisenstein series in Lemma 1.2
then gives the coefficients of index
(
0 0
0 0
)
(0) and (
(
0 0
0 0
)
(1) ,0(0)). Similarly, Proposition 5.7 also
states that Klim[0,1]skewk,0 (e
skew
k,0 ) is a holomorphic elliptic modular form of weight k−1. Com-
paring the third series above with the Fourier series expansion of the holomorphic Eisenstein
series then provides the expression for the Fourier series coefficient of index (
(
0 0
0 0
)
(1) ,0(1)).
This completes the second proof of Proposition 6.1.
The next proposition addresses the remaining coefficients of index
(
0 0
0 0
)
. The proof exploits
the fact that elliptic Maass forms of weight 0 and spectral parameter (k −1) (i.e., eigenvalue
(k − 1)(2− k) with respect to the hyperbolic Laplace operator) are unique up to multiplica-
tion by scalars, and are determined by their 0-th Fourier series coefficient—see also Proposi-
tion 2.10.
Proposition 6.3. For n˘ 6= 0, we have
c
(
E skewk ;
(
0 0
0 0
)
(1) , n˘
)= (−1) 1−k2 22−kpik−1
Γ(k− 12 )
ζ(k−1)
ζ(k)ζ(2k−2) |n˘|
1−kσ2k−3(|n˘|). (6.5)
Proof. Observe that E skewk is invariant under the slash action of rot(GL2(Z)), and Proposi-
tion 2.10 implies that c(E skewk ;
(
0 0
0 0
)
(1) ,•; τ˘) is an elliptic Maass form of weight 0 and eigenvalue
(k −1)(2−k) with respect to the hyperbolic Laplace operator. In particular, it is determined
by its constant coefficient (see (2.18)), which by Proposition 6.1 equals
(−1) 1−k2 22−kpi 12Γ(k−1)
Γ(k− 12 )
ζ(k−1)
ζ(k)
askewk
((
0 0
0 0
)
(1) ,0(0); Z
)
+ (−1)
k−1
2 22−kpiΓ(k− 32 )
Γ(k− 12 )
ζ(k−1)ζ(2k−3)
ζ(k)ζ(2k−2) a
skew
k
((
0 0
0 0
)
(1) ,0(1); Z
)
.
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In other words, we have (see Lemma 1.2)
c
(
E skewk ;
(
0 0
0 0
)
(1) ,•; τ˘
)= (−1) 1−k2 22−kpi 12Γ(k−1)
Γ(k− 12 )
ζ(k−1)
ζ(k)
E0(k−1, τ˘).
We finish the proof by applying (2.19) of Proposition 2.10.
Finally, it remains to examine Fourier coefficients of indefinite index. We recover these
coefficients from eskewk,−1 via the invariance of E
skew
k under the action of rot(GL2(Z)).
Proposition 6.4. Let T = ( n r /2r /2 0 ) be indefinite (i.e., r 6= 0). Then
c
(
E skewk ;T
)= ∑
d |gcd(n,r )
d k−1 c
(
E skewk ;
(
0 r /2d
r /2d 1
))= ∑
d |gcd(n,r )
d k−1 c
(
E skewk ;
(
0 r /2d
r /2d −1
))
.
Proof. We prove the first equality, but omit the proof of the second one, since its proof is
analogous. For simplicity, if T = ( n r /2r /2 m ) is indefinite, we write c(n,r,m) := c(E skewk ; T ) for the
Fourier series coefficients of E skewk . If n > 0, then the invariance of E skewk under the action of
rot(
(
0 1
1 0
)
) and the formula eskewk,n = eskewk,1 |Vn in Lemma 4.5 in conjunction with (3.39) imply that
c(n,r,0)= c(0,r,n)= ∑
d |gcd(r,n)
d k−1c
(
0,
r
d
,1
)
.
For general n, since r 6= 0, the invariance of E skewk under the Heisenberg subgroup of the em-
bedded Jacobi group yields that
c(n,r,0)= c(n+2hr,r,0)= ∑
d |gcd(r,n+2hr )
d k−1c
(
0,
r
d
,1
)= ∑
d |gcd(r,n)
d k−1c
(
0,
r
d
,1
)
,
where h ∈Z is chosen in such a way that n+2hr > 0.
6.2 The Hecke operator V0 In this section, we define an operator V0 that maps φ˜1 ∈ AJskewk,1
and φ˜−1 ∈ AJskewk,−1 to abstract elliptic functions. It maps the 1-st and (−1)-st Fourier-Jacobi
coefficients of E skewk to e
skew
k,0 .
Let φ˜1 ∈AJskewk,1 with Fourier series expansion
φ˜1(τ, z,τ
′) = ∑
n,r∈Z
c
(
φ˜1; n,r
)
askewk
((
n r /2
r /2 1
)
Z
)
,
and φ˜−1 ∈AJskewk,−1 with Fourier series expansion
φ˜1(τ, z,τ
′) = ∑
n,r∈Z
4n+r 2 6=0
c
(
φ˜−1; n,r
)
askewk
((
n r /2
r /2 −1
)
Z
)
+ ∑
n,r∈Z
4n+r 2=0
c
(
φ˜−1; n(0),r
)
askewk
((
n r /2
r /2 −1
)
(0) Z
) + ∑
n,r∈Z
4n+r 2=0
c
(
φ˜−1; n(1),r
)
askewk
((
n r /2
r /2 −1
)
(1) Z
)
.
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We set
(
φ˜1
∣∣skew
k V0
)
(Z ) := (−1)
k−1
2 Γ( 12 )ζ(k)
(2pi)k
c
(
φ˜1; 0,0
)
e˜skewk,0 (Z )
+ ∑
n∈Z
r∈Z\{0}
( ∑
d |gcd(n,r )
d k−1c
(
φ˜1; 0,r /d
))
askewk
((
n r /2
r /2 0
)
Z
)
(6.6)
and
(
φ˜−1
∣∣skew
k V0
)
(Z ) := (−1)
1−k
2 Γ(k− 12 )ζ(k)
(2pi)k
c
(
φ˜−1; 0(0),0
)
e˜skewk,0 (Z )
+ ∑
n∈Z
r∈Z\{0}
( ∑
d |gcd(n,r )
d k−1c
(
φ˜−1; 0,r /d
))
askewk
((
n r /2
r /2 0
)
Z
)
, (6.7)
where
e˜skewk,0 (Z )=
∑
T=
(
n 0
0 0
)c(E skewk ; T ; Y )e(T X ). (6.8)
The series (6.6) and (6.7) converge absolutely, and their Fourier series coefficients are of mod-
erate growth in the sense of (5.5). Observe that the appearance of e˜skewk,0 in (6.6) and (6.7)
parallels the appearance of Eisenstein series in the definition of the Hecke-like operator V0
of [EZ85].
We close this section with a remark.
Remark 6.5. From Proposition 6.4, we infer that
eskewk,0 = eskewk,1
∣∣skew
k V0 = eskewk,−1
∣∣skew
k V0.
It is natural to ask whether φ˜1|skewk V0 and φ˜−1|skewk V0 are invariant under the embedded
Jacobi group for general φ˜1 and φ˜−1. In the case of Jacobi index−1, this is easy to answer in the
affirmative. Observe that J skew2−k,1 is spanned by the Jacobi-Eisenstein series E
J skew
2−k,1 in (3.31).
Note that
Klimskewk,−1 : AJ
skew
k,−1 −→J skew2−k,1 (6.9)
is injective by Proposition 4.9. Moreover, Lemma 4.11 provides a preimage of E
J skew
2−k,1 , and
hence (6.9) is an isomorphism. The invariance of eskewk,0 under the embedded Jacobi group
then settles the case of
AJk,−1
∣∣skew
k V0 = span Ceskewk,0 .
The case of Jacobi index 1 is more subtle and requires a detailed analysis, since Jskewk,1 is
isomorphic to AJskewk,1 by Proposition 4.12, and since (in general) J
skew
k,1 contains cusp forms. We
postpone the answer to this question for m = 1 to a sequel.
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6.3 Proof of Theorem I Let φ ∈ J3−k,1, and recall from the statement of Theorem I that
Maassskewk (φ) =
∞∑
m=0
Klim−1k,−1(φ)
∣∣skew
k Vm − 4(k−2)!
∞∑
m=1
Klim−1k,1(ξ
J
3−k φ)
∣∣skew
k Vm . (6.10)
In Remark 3.4 we pointed out that J3−k,1 is spanned by EJ3−k,1. Hence it suffices to demon-
strate that (6.10) defines a skew-harmonic Maass-Siegel form in the case that φ = EJ3−k,1.
Specifically, we first prove that
Maassskewk
(
EJ3−k,1
) = (−1) 1−k2 Γ(k− 12 )ζ(k)
(2pi)k
E skewk (6.11)
by comparing Fourier-Jacobi coefficients. We then complete the proof of Theorem I by show-
ing that every F ∈Mskewk is a multiple of E skewk .
Let m > 0. Proposition 4.3 asserts that Klimskewk,m is injective. Hence it suffices to show
that the Kohnen limit processes of the m-th Fourier-Jacobi coefficients in (6.11) coincide.
Lemma 4.5 shows that Klimskewk,m applied to the m-th Fourier-Jacobi coefficient on the right-
hand side of (6.11) gives:
Γ(k− 12 )
Γ( 12 )
E Jskewk,1
∣∣Jskew
k,1 Vm .
Applying Klimskewk,m to the m-th Fourier-Jacobi coefficient of the left-hand side of (6.11) yields
Klimskewk,m
(
Klim−1k,1
(
−4Γ(k−1)ξJ3−k EJ3−k,1
)∣∣∣skew
k
Vm
)
=Klimskewk,1
(
Klim−1k,1
(
−4Γ(k−1)ξJ3−k EJ3−k,1
))∣∣∣Jskew
k,1
Vm =−4Γ(k−1)ξJ3−k EJ3−k,1
∣∣Jskew
k,1 Vm .
The first equality follows from the intertwining of Klimskewk,m and Vm in (4.3) of Proposition 4.2,
while the second equality is justified by Proposition 4.12. Moreover,
−4Γ(k−1)ξJ3−k EJ3−k,1 =−4Γ(k−1)
−pi− 12 Γ(k− 12 )
4Γ(k−1) E
Jskew
k,1 =
Γ(k− 12 )
Γ( 12 )
E Jskewk,1
by (3.34), and we find that Fourier-Jacobi coefficients of positive index in (6.11) agree.
Let m < 0. It suffices again to compare Kohnen limit processes of Fourier-Jacobi coeffi-
cients. Lemma 4.11 shows that Klimskewk,m applied to the m-th Fourier-Jacobi coefficient on the
right-hand side of (6.11) produces:
|m|k−1 EJ skew2−k,1
∣∣
2−k,1V|m|.
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Applying Klimskewk,m to the m-th Fourier-Jacobi coefficient of the left-hand side of (6.11) leads
to
Klimskewk,m
(
Klim−1k,−1
(
EJ3−k,1
)∣∣skew
k Vm
)
=Klimskewk,m
(
Klim−1k,−1
(
E
J skew
2−k,1
)∣∣skew
k Vm
)
= |m|k−1Klimskewk,1
(
Klim−1k,−1
(
E
J skew
2−k,1
))∣∣Jskew
2−k,1 Vm = |m|k−1E
J skew
2−k,1
∣∣Jskew
2−k,1 Vm .
The first equality follows from (4.12) and (3.32), the second one from (4.7) in Proposition 4.8,
while the third equality is justified by Proposition 4.14. We conclude that Fourier-Jacobi coef-
ficients of negative index in (6.11) agree, too.
It remains to examine the 0-th Fourier-Jacobi coefficients in (6.11). Observe (4.11) to find
that
c
(
Klim−1k,−1
(
E
J skew
2−k,1
)
; 0(0),0
)
= c(EJ skew2−k,1 ; 0(0),0)= 1.
Hence the contribution of the first summand in the defining equation (6.7) of V0, which ap-
pear in
Klim−1k,−1(E
J
3−k,1)
∣∣skew
k V0 =Klim−1k,−1(E
J
3−k,1)
∣∣skew
k V0
on the left-hand side of (6.11), matches the Fourier series coefficients of index
(
n 0
0 0
)
on the
right-hand side of (6.11). Invariance of E skewk under rot(GL2(Z)) shows that the correspond-
ing contribution of the second summand in (6.7) matches the Fourier series coefficients of
index
(
n r /2
r /2 0
)
for r 6= 0 on the right-hand side of (6.11). This finishes our proof of (6.11).
Finally, we show that every F ∈Mskewk is a multiple of E skewk . Consider F =
∑
m φ˜m(τ, z,τ
′) ∈
Mskewk . Replacing F by
F − c(F ; (0 00 0)(0) )E skewk ,
allows us to assume that the Fourier series coefficient of F of index
(
0 0
0 0
)
(0) vanishes. We then
accomplish our goal by showing that all Fourier series coefficients of F vanish.
From Lemma 5.6, we infer that the 0-th Fourier series coefficient of Klim[0,0]skewk,0 (φ˜0) equals
c
(
F ;
(
0 0
0 0
)
(0)
)
yk−
1
2 + c(F ; (0 00 0)(1) )y 12 = c(F ; (0 00 0)(1) )y 12 .
Proposition 5.7 asserts that Klim[0,0]skewk,0 (φ˜0) is an elliptic Maass form of weight 1− k and
eigenvalue 12 (k− 12 ) with respect to the weight 1−k hyperbolic Laplace operator. Theorem 31
of [Maa64] shows that the corresponding space is one-dimensional and spanned by the Eisen-
stein series E1−k (k − 12 ,τ) defined in (1.1). The 0-th Fourier series coefficient of E1−k (k − 12 ,τ)
features the nonvanishing term yk−
1
2 . Hence Klim[0,0]skewk,0 (φ˜0) vanishes identically, and for
all n ∈Z<0 we have that
c
(
F ;
(
n 0
0 0
)
(0)
)= c(Klim[0,0]skewk,0 (φ˜0); n)= 0.
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Let T = ( n r /2r /2 m ) be degenerate with m < 0. Then T [U ] = (n′ 00 0) for some U ∈GL2(Z). Since
m is negative, T is negative semidefinite, and hence n′ < 0. Moreover, F (as a Siegel modular
form) is invariant under the slash action of rot(U ). Therefore,
c(F ; T(0))= det(U )k−1c
(
F ;
(
n′ 0
0 0
)
(0)
)= 0.
Proposition 4.6 guarantees that Klimskewk,m (φ˜m) ∈J skew2−k,|m|. To show that Klimskewk,m (φ˜m) van-
ishes, it suffices by Lemma 3.10 to ensure the vanishing of its Fourier series coefficients of
index (n,r ) with 4|m|n− r 2 = 0. Any such n,r yields a degenerate T = ( n r /2r /2 m ) as above, so
that (4.8) implies that
c
(
Klimskewk,m (φ˜m); n(0),r
)= c(F ; T(0))= 0.
Thus, Klimskewk,m (φ˜m) vanishes for all m < 0.
Let T be an indefinite Fourier index. Then there exists a U ∈GL2(Z) such that the bottom-
right entry m of T [U ]= ( n r /2r /2 m ) is negative. Since
c
(
Klimskewk,m (φ˜m); n,r
)= 0,
Proposition 4.9 implies that
c(F ; T )= det(U )k−1 c(F ; T [U ])= 0
for all indefinite T .
Consider T = ( n r /2r /2 m ) with m > 0. Proposition 4.1 asserts that Klimskewk,m (φ˜m) ∈ Jskewk,m . We
just established that c(F ; T ) = 0 for indefinite T . Fourier series coefficients of F for positive
definite T vanish by Proposition 2.4. Hence the Fourier series expansion of Klimskewk,m (φ˜m) is
supported on (n,r ) with 4mn−r 2 = 0. The theta decomposition for skew-holomorphic Jacobi
forms then implies that Klimskewk,m (φ˜m) vanishes for positive m.
The vanishing of Klimskewk,m (φ˜m) for all m < 0 together with the injectivity of the Kohnen limit
process in Proposition 4.9 shows that
c
(
F ;
(
m 0
0 0
)
(1)
)= (−1)k−1 c(F ; (0 00 m )(1) )= 0.
Lemma 5.6 then implies that
Klim[0,1]skewk,0 (φ˜0)= c
(
F ;
(
0 0
0 0
)
(1) ,0(1)
) + ∞∑
n=1
(4pin)k−2c
(
F ;
(−n 0
0 0
)
(1)
)
e(nτ)= c(F ; (0 00 0)(1) ,0(1)).
Recall from Proposition 5.7 that Klim[0,1]skewk,0 (φ˜0) is a holomorphic elliptic modular form of
weight k−1> 0, and hence it must vanish. In particular,
c
(
F ;
(
0 0
0 0
)
(1) ,0(1)
)= 0.
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It remains to show that c(F ;
(
0 0
0 0
)
(1) ,•; τ˘)= 0. Since it is an elliptic modular form of weight 0
and eigenvalue (k − 1)(2− k) with respect to the hyperbolic Laplace operator by Proposi-
tion 2.10, it is a multiple of the Eisenstein series E0(k −1, τ˘) by (2.18). Equation (2.17) shows
that the 0-th Fourier series coefficient of c(F ;
(
0 0
0 0
)
(1) ,•; τ˘) is given by
c
(
F ;
(
0 0
0 0
)
(1) ,0(0)
)
y˘k−1 + c(F ; (0 00 0)(1) ,0(1)) y˘2−k = 0,
and hence c(F ;
(
0 0
0 0
)
(1) ,•; τ˘)= 0.
We conclude that F = 0, which completes the proof of Theorem I.
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