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Summary 
The time-variable production of wind energy must be included into the time-variable 
energy consumption schemes. This interactive process depends on a precise prediction 
of weather conditions, particularly of the wind speed (u), and knowledge of the behavior 
of the consumers. Parallel to the wind speed prediction the wind energy production 
depends on the technical parameter of the wind turbines, e.g. characterized by a power 
curve . As we show here, the power curve of a wind farm, consisting of a number 
of wind turbines, and an individual power curve of a single wind turbine are different. 
To systematize the relation between wind speed and energy production the power curve 
is here approximated using an analytic function. This function fits in our case the 
predicted wind speed with the predicted or actual energy production of a wind farm. 
Using this function the behavior of wind farms under real operation conditions are 
shown. The potential of these wind farm power curves are discussed. These curves are 
used for the power prediction in a power forecast system based on a neural network. The 
neural network uses the analytic function to systematize the energy output of the wind 
farms under different wind field conditions. These analytic power curves are helpful 
tools to characterize the behavior of a wind farm in a good agreement with the measured 
power output. Additionally, the analysis of some wind parks shows great differences in 
the expected power output, depending on the wind direction, the position of each wind 
turbine and the location of the wind farms in their surroundings.  
Zusammenfassung: 
Die zeitlich variable Produktion von Windenergie muss in das zeitlich variable 
Energienutzungsverhalten integriert werden. Dieser Wechselwirkungsprozess schließt 
eine präzise Wettervorhersage, speziell der Windgeschwindigkeit, und die Kenntnis des 
Verhaltens der Konsumenten ein. Neben der Windfeldvorhersage hängt die 
Windenergieproduktion auch von den technischen Parametern der Windenergieanlagen 
ab, die durch eine Leistungskurve )(up  charakterisiert werden kann. Hier wird gezeigt, 
dass sich die Leistungsabgabe ganzer Windparks von denen einzelner Anlagen stark 
unterscheidet. Um diesen Zusammenhang zwischen Windgeschwindigkeit und 
Energieproduktion zu systematisieren, werden hier die Leistungskurven durch eine 
analytische Funktion approximiert. Diese Funktion stellt in unserem Fall einen 
)(up
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Zusammenhang zwischen der prognostizierten Windgeschwindigkeit und der 
prognostizierten bzw. tatsächlich eingetretenen Energieproduktion her. Mit dieser 
Funktion wird das Verhalten von Windparks unter realen Betriebsbedingungen gezeigt. 
Zusätzlich wird das Potenzial der Windpark-Leistungskurven diskutiert. Diese Kurven 
werden für die Leistungsvorhersage in einem Energieprognosesystem auf Basis eines 
neuronalen Netzes verwendet. Das neuronale Netz nutzt die analytische Funktion, um 
den Energieertrag der Windparks unter verschiedenen Windfeldbedingungen zu 
systematisieren. Die Analyse einiger Windparks zeigt große Unterschiede zwischen der 
erwarteten Ausgangsleistung in Abhängigkeit von der Windrichtung, von der Position 
jeder Windkraftanlage und der Lage des Windparks in seiner Umgebung. 
 
1. Introduction / Motivation 
The part of wind power plants at the electricity market increases year by year and the 
operators of the electricity networks need a more accurate forecast of this highly variable 
power production for a better management of the electricity market and to reduce the 
number of necessary reserve power plants (Klobasa and Obersteiner, 2006). Therefore, 
it’s necessary to reduce the forecast error. This can be achieved on different ways. One 
option is the improvement of numerical weather prediction (NWP) models and their 
better modification to the application in the wind power forecast. This will happen 
probably in some years together with the ongoing improvement in the computer 
capacity. Another maybe less burdensome way to improve the prognosis quality is a 
better knowledge about the behavior of the wind turbines in a complex wind farm.  
As is well known, the power production of each wind turbine is related to the wind 
velocity by their individual power curve. These power curves are known mostly very 
precisely because they have to be determined for every different type of wind turbines 
before commissioning. The determination of the power curves is prescribed explicit in 
the engineer standard ICE 61400-12-1 (ICE, 2005). This process includes a lot of detail 
requirements like the positioning of a meteorological mast for the measurement of the 
wind speed and wind direction near the wind turbine, the calibration of the associated 
anemometers and other things (for further details see ICE 61400-12-1). In addition, the 
surrounding conditions of the test field are regulated by the standard; it demands a free 
and undisturbed wind field around the wind turbine (Mellinghoff, 2013). Due to all these 
requirements the determination of such a power curve is very expensive and time-
consuming. An isolated location of the tested wind turbine, which is demanded by the 
standard, is not the case in practice where often many wind turbines, frequently in 
addition different types, standing together in big wind farms. So every wind turbine 
shows an individual behavior. Additionally, obstacles in the surrounding area could 
affect the regional wind field (Milan et al., 2013). Thus, the operating conditions differ 
dramatically from the test conditions and an individual wind power plant executes a lot 
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of interactions with neighboring wind turbines and the surrounding area. This tends to 
result in a difference between the real and the tested power curves, which can be a source 
of wrong power predictions despite wind energy appraisals.  
Furthermore, it can be noticed that virtually no wind farm resembles another one. Hence, 
it is nearly impossible to describe the behavior and power performance of every single 
wind turbine in such a complex configuration. However, the power output of each single 
wind turbine is quite uninteresting for the most fields of application because usually the 
whole wind farm is connected to only one electric power transformation substation. 
Thus, the launched power is a superposition of the individual performance of all single 
wind turbines. All this leads to the fact that network operators are only interested in the 
power production of the whole wind park and the individual power curve of a single 
wind turbine is not essential. Therefore, we create an alternative form of a so called 
analytic power curve which can describe the behavior of a whole wind farm with the 
aim to improve the numerical wind power forecast, especially that with neural networks. 
2. The analytic power curve model 
The relationship between wind velocity and power output of a wind turbine is associated 
with a power curve. Usually, these power curves show in the range of 3 to 12 m/s an 
increase in the power output following the dependence on the wind velocity to the power 
of three (u³) until the maximum installed power is reached. Compared to this, the power 
curve of a whole wind farm is in principle similar, but their slope is much smoother, 
resulting from shadowing effects. The aim of this work was the derivation of an analytic 
function, which can describe the observed power output of whole wind farms as a 
function of the wind velocity as accurately as possible. For this we have adapted a 
sigmoid function in the following form 
                                                       (1) 
with the produced power P(u) depending on the wind velocity u and Pmax as the 
maximum installed power of the whole wind farm. Additionally, there are two 
individual constants u0 and Lu, which differ according to the examined wind farm. In 
this case, Lu represents the slope and u0 the turning point of the function P(u). Both 
parameters, Lu and u0  must be selected individually by a numerical algorithm. An 
example of such a power curve is shown in Fig. 1. The replacement power curve 
according to TR5 FGW (FGW, 2013) follows an “ideal” function P(u³). The power 
curve of an individual wind turbine is close to this function, whereas the power curve of 
a wind farm differs from the individual power curve, but can be approximated by use of 
eq. (1). 
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One advantage of these analytic power curves is the closer concordance to the real 
performance of a wind farm compared to the sum of single wind turbines. This fact can 
be used for a better wind power prediction because the analytic power curve can 
consider the highly complex interaction between the single wind turbines and the 
impacts resulting from the environment in an easy way.  
 
Figure 1: An example of the difference between the power curves of a single wind 
turbine and a power curve as realized by a wind farm (see Fig. 4). 
 
3. Data and properties of analytic wind farm power curves 
The following analysis is based on predicted wind speeds. This is caused by a lack of 
observed wind speed data at the locations of the wind farms, which could be used for 
the determination of a connection between power and wind speed like in a measured 
power curve. 
For an examination of the analytic power curves we investigate four different wind 
farms in Northern and Eastern Germany, which can be described below for legal 
reasons only as wind farm 1, 2, 3 and 4 (WF1-WF4). The used datasets comprise the 
meteorological variables of NWP models (time – 6h) and the predicted power output 
as well as the effectively measured power output (data from 2011 and 2012). The 
underlying NWP models are WRF (Skamarock et al., 2008) and UKMO (Met Office 
UK, 2015). These are tuned to predict the wind speed for the hub height of each wind 
turbine, which is installed in the wind farm.  
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 Figure 2: Forecast of the power output of a wind farm (WF1) with an installed power 
of 31 MW (red line) using a neural network basing on the Time-6h predicted wind speed 
(blue dots). The yellow dots represent the mean analytic power curve of this wind farm 
with the found parameters Lu = 3,6 and u0 = 13,3.  
 
Figure 3: Comparison of the generated power of WF1 and the Time-6h predicted wind 
speed. 
First, we adjust equation (1) for the predicted power output of single wind farms 
versus the predicted wind speed. An example of this is shown in Fig. 2. The small blue 
dots represent the variance of the predicted power output of wind farm WF1 versus the 
predicted wind speed for the selected period of two years. The related mean analytic 
power curve is reflected by the curve with the yellow dots.  
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It can be seen that this curve lies near of the center of the scatter plot (wind speed > 
5m/s), which indicates in first instance a useful result. Figure 3 shows the observed 
power in comparison to the predicted wind speed. The single points of the generated 
power are arranged around the analytic function, which is characterized by the two 
parameters 0u  and . The relatively broad range of deviation indicates that not only 
the wind velocity drives the power output but also the wind direction. For a precise 
wind power prediction this fluctuation range is might be too large and therefore it is 
necessary to consider more details than just the wind velocity in forecast models. 
With the method described above, the parameters of the analytic function are 
determined for three different wind farms (see Tab. 1). Each wind farm can be 
described by its own analytic power curve, which differ more or less from that curve 
which represents a single wind turbine (Fig. 4). 
 
 
Figure 4: Analytic power curves of different wind farms compared to that of a single 
wind turbine. Note that the power output is standardized to the maximum installed 
power of each wind farm or wind turbine respectively.     
Another advantage of these analytic power curves is their simple adjustment on 
different environment conditions. Thus, it is not only possible to adjust these curves to 
different wind farms, but also to different operation conditions of the same farm. This 
flexibility can help to improve the quality of power predictions.  Therefore, we analyze 
in a next step the power output for all of our example wind farms according to the 
wind direction, because it can strongly affect the efficiency of a wind farm by 
shadowing effects. Reasons for that could be obstacles in the surrounding area or the 
placement of the wind turbines to each other, which is typically optimized only for the 
main wind direction at the corresponding location (Kiranoudis et al., 2001).  
 
uL
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Table 1: Overview of the computed values of the parameters Lu and u0  for the analytic 
power curves of three wind farms. The analysis was executed both for all wind directions 
together and for a separation into sectors of 90 degree.    
wind farm wind direction u0 (m/s) Lu  (m/s) 
WF1 
(Pmax = 31MW) 
all 13.8 3.6 
north 12.8 3.3 
east 14.7 4.5 
south 13.4 3.7 
west 13.1 3.4 
WF2 
(Pmax =13MW) 
all 12.0 2.5 
north 11.7 2.3 
east 11.4 2.1 
south 11.9 2.6 
west 12.1 2.4 
WF3 
(Pmax =10 MW) 
all 10.3 1.9 
north 9.9 1.9 
east 11.2 2.0 
south 10.5 1.9 
west 10.0 1.9 
For this analysis, we split up the power output by wind directions, more precisely into 
four sections of 90 degree (North: 315-45°, east: 45-135°, south: 135-225° and west: 
225-315°) and adjust equation (1) for every sector of flow direction. The results with 
the values found for the parameters u0 and Lu are shown in Tab. 1. It can be seen that 
there are great spreads between the different wind farms among themselves on the one 
hand and also within the wind farms by separation into flow directions on the other hand. 
The differences inside the wind farms are considerable and a utilization of the analytic 
power curve only for all wind directions together will possibly lead to a noteworthy 
prediction error. This problem is illustrated once more in detail in the following Fig. 5, 
where the impact of the flow direction on the power output is shown at the example of 
WF1. To obtain a better comprehensibility, the analytic power curves of each wind 
direction were plotted as a difference from the mean analytic power curve, which 
represents the behavior of the wind farm for all wind directions together. In Fig. 5 can 
be clearly seen that the power output of WF1 varies depending on the flow direction up 
to 3500 kW, which corresponds to over 10 percent of the installed capacity (31 MW). 
In this case, the output is reduced strongly for an easterly flow and less severe for a 
southerly flow, whereas the wind farm shows an above-average power production for 
westerly and northerly winds. This leads to the recognition that the wind farm was 
designed in an advantageous way because east and south winds are far less frequent and 
strong then northerly and westerly winds at the location of this wind farm in Northern 
Germany.  
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 Figure 5: Differences in the power output on several flow directions using the 
example of wind farm 1 (31MW). Shown is for all four wind components the deviation 
of their analytic power curves from the mean power curve which includes all wind 
directions. (Please note, the u > 20 m/s parts of the analytic curves are not 
represented by enough data, see Fig. 3). 
 
4. Improvement of the wind power forecast due to analytic power curves 
To improve the influence of the analytic power curve model (PC) to the wind power 
prediction we compare here a power output model, based on a neural network (NN, see 
More and Deo, 2003; Artipoli, Durante, 2014), with the prediction, which only use the 
PC-Module. 
Both models need information of the meteorological conditions, especially the wind 
velocity and wind direction, which are the main drivers of the power production and 
could be forecast by numerical weather prediction (NWP) models. On base of these data 
and further information about the technical details of the wind farm, it is possible to 
develop a power production forecast. Such a neural network, as an example of a 
statistical approach, does not need any detailed information about the wind turbines and 
their environment. The NN establish an arbitrary link between the data from the NWP 
models and the power production of the wind farm (More and Deo, 2003). For this, the 
computation is relatively easy and fast compared to an explicit modeling.  
A schematic illustration of the structure and the principle of operation of a neural 
network, used by LEM (see Heinrich, 2005) can be seen in Fig. 6. In principle, a neural 
network consists of connected neurons, which are arranged in the simplest case in three 
layers: input, hidden and output layer. Figure 6 illustrates a special form of neural 
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networks, an easy feed-forward network. The process of the creation of wind power 
predictions with neural networks can be described in the following way: The input 
values from a NWP model and optional some characteristics of the wind farm were 
weighted according to their importance (they are known from a training process; see 
section below). Now, the transfer function generates from the weighted input values the 
effective input of the neuron. If a certain threshold is reached, the neuron will be 
activated. Afterwards, the output of the neurons will be weighted again and at the end 
of the process the network will create the power prediction for this wind farm.  
To achieve this aim, a learning and training phase is necessary. Such a training phase 
needs historical datasets to identify certain patterns and to use them on the later forecast 
(More and Deo, 2003). This training process is difficult, if the wind farm is re-edified 
and there is not enough time for a learning phase of the NN-system. This results from 
the aim to integrate the wind farms into the power supply as soon as possible. At the end 
of such a learning phase the NN knows enough about the individual properties of the 
wind farm to create such a prediction. This prediction takes into account the relation 
between the wind field and the power output, which is realized as a wind farm power 
curve (see Fig. 4) as well as their variability with wind direction (Fig. 5).
 
 Figure 6: Schematic illustration of a feed-forward neural network which is used in a 
wind power prediction (left). To demonstrate the effect of a good knowledge of the wind 
farm power curve, which are describable by the analytical predetermined functions, the 
hidden layer of NN is replaced by a power curve module (right). 
NWP (numerical weather prediction) as the meteorological input (among others): 
U, V   wind speed components, wind direction, T        air temperature (air density)  
Wind farm indicators:        
Rated nominal power Pmax, hub heights, power production time series 
  
If the NN starts with the learning phase, it could be helpful to know more about the 
properties of such a wind farm. One option could be to replace the power curve of an 
individual wind turbine by the power curve of a whole wind farm. To demonstrate the 
effect of learning by the NN, in our example the NN-hidden layer is replaced by an 
analytical PC-model, which use information of the wind farm power curve.  
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 Figure 7: Power production compared to the forecast using NN (neural network) or 
only the power curve model (PC). The NN learns to include the systematic variability 
of the power production by wind direction in most cases. During some episodes, the 
use of the analytical functions of the power curve for the forecast exhibit a smaller 
error. But with advancing training of the NN, these differences decrease. 
 
As can be seen in Fig. 7, during the learning phase of the NN in some cases it would 
be better to use such an analytic relation for the prediction. However, we know this 
wind farm power curves only after some time of operation of the wind farm. On the 
other hand, if it is known that the correlation between predicted wind speed and actual 
output power for wind farms always behaves according to such a pattern which differs 
significantly from the characteristics of the individual wind turbine, then this is a help 
for training of NN. 
5. Conclusions 
In this study we have investigated the applicability of an analytic form of wind power 
curves, which describes the wind speed dependent power output of a wind farm. This 
function is characterized by two individual parameters (Lu and u0), which describes the 
individual wind farm under operational conditions. The wind farm power curve differs 
significantly from the individual power curve of a single type of wind turbine, according 
to the engineer standard IEC 61400-12-1, whose expressiveness is limited when the 
wind turbine is only used in wind farms. The implication of these analytic power curves 
in power forecast models for instance in neural networks leads to an improvement of the 
forecasting quality. Notably neural networks are susceptible to prediction errors during 
new situations or rare events, which were perhaps underrepresented in the training 
process. The availability of an analytic power curve, which describes invariant 
characteristics of the wind farm within their surroundings, can serve in these cases as a 
“reinsurance” which helps to reduce forecast errors. 
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