We present a novel scheme for the transmission of H.264/AVC video streams over lossy packet networks. The proposed scheme exploits the error-resilient features of H.264/AVC codec and employs Reed-Solomon codes to protect effectively the streams. A novel technique for adaptive classification of macroblocks into three slice groups is also proposed. The optimal classification of macroblocks and the optimal channel rate allocation are achieved by iterating two interdependent steps. Dynamic programming techniques are used for the channel rate allocation process in order to reduce complexity. Simulations clearly demonstrate the superiority of the proposed method over other recent algorithms for transmission of H.264/AVC streams.
INTRODUCTION
The demand for multimedia transmission over best effort networks, like the Internet, motivated most recent research on real-time streaming applications. However, due to the explosive growth of the volume of transmitted data and bandwidth variations, networks employing the Internet protocol (IP) exhibit packet erasures. Considering that the network is unaware of the transmitted content, we realize that packet erasures during transmission can cause significant problems in demanding applications such as video streaming. Error-resilient coding schemes like the H.264/AVC standard [1, 2] have been proposed to overcome these problems. The H.264/AVC standard supports valuable error-resilient tools to cope with erased packets, while it outperforms previous coding standards (H.263, MPEG-4). Unfortunately, these tools increase the computational complexity, which is undesirable for real-time video applications, and have a negative impact on compression efficiency. Therefore, schemes combining unequal error protection (UEP) algorithms with appropriate selection of error-resilient tools are often shown to be advantageous for transmission of H.264/AVC-coded streams, while maintaining the computational cost at reasonable level.
In a recent work [3] , data partitioning of H.264/AVC and high-memory rate compatible punctured convolutional codes (RCPC) [4] were proposed for video transmission over wireless channels. RCPC codes were applied to the network adaptation layer (NAL). Data partitions were unequally protected according to their significance. A similar approach was presented in [5] , which also used the data partitioning mode of H.264/AVC. The transmitted data were protected by Reed-Solomon (RS) codes applied at the video coding layer (VCL). Unequal channel rate allocation was performed using Lagrangian optimization techniques. The efficiency of H.264/AVC error-resilient tools was evaluated in [6] . ReedSolomon codes and a feedback channel were considered for robust transmission. Robust transmission of H.263 [7] streams was examined in [8] . A packetization method of slices and an UEP algorithm for joint optimization of macroblock coding parameters and selection of FEC codes were presented.
Partial Reed-Solomon codes (PRS) were used in [9] for reliable transmission of H.264/AVC streams over packet erasure channels. The resulting scheme was able to reduce jerkiness and improve video quality. The concept of key pictures was introduced for H.264/AVC in [10] . The source encoder was appropriately modified to generate packets of unequal importance which are unequally protected. An algorithm which adaptively classifies the data packets of MPEG-2-encoded video streams into two quality of service (QoS) classes was proposed in [11] . Packet classification into priority classes was also studied in [12] . Intraframe interleaving and RS codes were used to improve error resilience. The scheme proposed in the present paper is based on macroblock classification and unequal error protection of H.264/AVC streams. Prior to transmission, macroblocks are classified into three slice groups by examining their contribution to video quality. Since the transmission scenarios are over packet networks, facing moderate to high packet loss rates, RS codes are used for channel protection. RS protection is selected for each slice group using a channel rate allocation algorithm based on dynamic programming techniques. To the best of our knowledge, the present method is the first utilizing the explicit mode of the H.264/AVC flexible macroblock ordering (FMO) [13] in conjunction with channel coding techniques. The resulting system is evaluated and is shown to outperform the recently proposed method in [5] . The performance gain is attributed to the more efficient data organization of our scheme, which allows better error concealment without sacrificing coding performance, and to the finer protection of slice groups arising from our unequal error protection strategy.
The paper is arranged as follows. The adaptive macroblock slice grouping employed by the proposed scheme is described in Section 2. Section 3 presents the proposed unequal error protection algorithm. Experimental results are reported in Section 4. Finally, conclusions are drawn in Section 5.
ADAPTIVE MACROBLOCK SLICE GROUPING
In this section, we present the macroblock classification policy employed by the proposed scheme. Macroblocks are rectangular picture areas and are considered the basic encoding units in H.264/AVC. Although independent encoding of macroblocks is allowed, in general, this approach is not preferable since it would require the transmission of overhead for stating the encoding parameters for each one of the independently encoded macroblocks. To overcome this problem, macroblocks are not coded as single units, but in larger groups of macroblocks, termed slices. Slices are structures of jointly encoded macroblocks which exploit spatial dependencies more effectively by partially sacrificing the error localization capabilities of the decoder. The encoding parameters of macroblocks are declared in a header (Figure 1 ) which includes the encoding parameters of all macroblocks in a slice. Therefore, slices are self-contained in the sense that they can be independently decoded without utilizing data from other slices of the current frame. Henceforth, each such slice will be assumed to be transmitted in a single transmission unit which will be termed "packet." The terms "packets" and "slices" will be used interchangeably in the analysis below, with "packet" meaning the transmitted stream corresponding to a slice. In this work, we assume that macroblocks are classified in three categories. This is depicted in Figure 3 (a). Due to this classification, if a slice is erased, only the macroblocks which are located at slice boundaries can be concealed effectively using neighboring 1 slices that were received errorlessly at the decoder. Specifically, error-affected frame areas are efficiently concealed using the nonnormative concealment methods of [14] .
The limitation of the above conventional slice formation is partially overcome in H.264/AVC, in which error concealment is improved by means of an arrangement which is termed flexible macroblock ordering (FMO). Using FMO, groups of macroblocks, known as slice groups, are formed. Slice groups consist of one or more slices; this enables better error localization. The structure of a slice group is illustrated in Figure 2 . Some macroblock classification patterns, like the checkerboard (Figure 3(b) ), are available in the H.264/AVC standard. As reported in [15] , the FMO mode, in conjunction with advanced error concealment methods applied at the decoder, maintains the visual impact of the losses at a low level even at loss rates up to 10%, which makes it difficult for a trained eye to identify the lossy environment. Apart from predefined patterns, fully flexible macroblock ordering (explicit mode) is also allowed. According to this mode, macroblock classification into slice groups may not remain static throughout the entire video sequence, but it may change dynamically based on the video content.
The provision for dynamic formation of slice groups is exploited by the proposed system. Specifically, slice groups are formed with respect to their relative importance. As a measure of macroblock importance (based on the mean square error, MSE), we use the distortion D MB defined as
where x MB , y MB are macroblock dimensions and c i, j , c i, j are, respectively, the original and the reconstructed coefficients in a macroblock. Alternatively, other metrics like the mean absolute error (MAE) could also be used. Prior to macroblock classification, the mean value D mean of the macroblock distortions is computed as
where N MB is the total number of macroblocks in a frame and D MBi is the distortion associated with the ith macroblock. Subsequently, the relative distortion of each macroblock is compared with D mean . The macroblocks are labelled with respect to their importance as "high," "medium," and "low" as in [12] . The classification of the macroblocks into the above categories takes place using two thresholds, T l and T h , according to the following rules:
, the examined macroblock is classified to the "low" importance slice group,
roblock is classified to the "medium" importance slice group, (iii) if D MB ≥ T h · D mean , the examined macroblock is classified to the "high" importance slice group.
The distortion D MB initially used is determined assuming the frame as a single slice group. After the classification of macroblocks into three slice groups, the compression efficiency will degrade and thus, more bits will be needed for the encoding of each macroblock than those initially estimated. This is taken into account by the rate-control algorithm at the encoder. In moving object in the scene, whereas the background and the body are signed as medium and low importance slice groups.
The classification of macroblocks into three categories, and not more, is reasonable, since in this way macroblocks of approximately equal importance are grouped together. Classification into more categories would not be preferable because it would lead to the generation of rather small-length packets. This is undesirable because of the increased associated packet overhead (RTP/UDP/IP overhead) containing the transmission parameters.
The determination of the thresholds T l and T h , which are used for the classification of macroblocks into three slice groups, will be described in Section 3. The average values of T l and T h are 0.7 and 1.1, respectively. It is worth noting that these threshold values are used only for the initial classification of the optimization algorithm of Section 3. These are subsequently refined during the optimization procedure. The normalized histogram function of macroblocks' distortions and the respective thresholds are illustrated in Figure 4 . Following the above classification rules, slice groups are formed.
Since the transmission scenario is over packet erasure networks, channel codes should be used for the efficient protection of the H.264/AVC streams. To this end, we developed an algorithm for the efficient channel rate allocation. This is presented in the ensuing section.
CHANNEL RATE ALLOCATION
In the preceding analysis for an optimal classification, it was assumed that the distortion between the original and reconstructed coefficients is known. In practice, however, the actual distortion depends on the reconstructed coefficients after channel decoding. This means that the processes of slice grouping and channel allocation are actually interdependent. For this reason, the formation of slice groups and their unequal error protection are optimized in our system by iterating two interdependent steps.
During the channel rate allocation process, slices are transferred from one slice group to another leading to new slice group formations. The channel rate allocation algorithm classifies optimally the macroblocks into slice groups and determines their optimal channel protection. As it can be seen, the choice of the classification thresholds is an important issue. When the thresholds are close to the optimal values, the channel rate allocation procedure is made more efficient and the computational cost is significantly reduced. The thresholds used for classification at the I-frame are initially determined by experimentation and guarantee satisfactory image quality and error resiliency at the receiver. In the sequel, the thresholds are refined following an iterative technique which is described in detail below. Specifically, the resulting macroblock classification is used for the refinement of the classification thresholds. The determined thresholds are used for the initial macroblock classification in the next frame. Similarly, thresholds are determined for the remaining frames. From the above analysis, it is obvious that the FMO generates slices which can be used in conjunction with unequal error protection (UEP) schemes.
Problem formulation
Using the FMO, it is possible to form slice groups of unequal importance. In our approach, the unequally-important slice groups consist of equally sized slices (packets), that is, the size of the slices in each slice group is the same (in bytes) but the importance of the resulting slice groups is different. Therefore, UEP should be applied for their efficient protection. Reed-Solomon (RS) codes were chosen for use with our system due to their excellent error recovery properties for transmission over packet erasure networks. Since, different frames have, in general, different classification maps, channel rate allocation is performed at the frame level. The proposed algorithm takes into account the importance of each slice group and allocates more RS packets (RS slices) to slice groups carNikolaos Thomos et al.
Source packets RS packets rying important information and less to the rest. The problem is solved optimally using dynamic programming techniques under two constraints which are presented in the following. The packet formation of a slice group after RS encoding is illustrated in Figure 5 .
The distortion D f of each frame is expressed as the sum of the individual slice group distortions D f ,i . Therefore,
where s is the number of slice groups. The optimization objective is to find (i) the optimal classification of macroblocks into slice groups, (ii) the optimal RS channel protection of slice groups.
The optimization algorithm intents to minimize the average expected distortion D subject to two constraints. The first constraint is imposed by the rate control algorithm of the H.264/AVC. Hence,
where K i is the number of source packets classified into the ith slice group of a frame, and K f is the total number of source packets for the frame. A channel rate constraint is required to set an upper limit to the RS protection which can be used for the protection of a frame. This reduces significantly the possible channel rate allocations and facilitates the allocation procedure. Thus, it is
where N i is the number of RS packets allocated to the ith slice group and N f is the total number of RS packets allowed for the protection of the frame. The channel rate constraint is necessary to avoid overprotection of the first frames. Specifically, without the channel rate constraint, the first frames in the sequence would allocate the maximum allowable RS protection. Therefore, the remaining frames would have less available rate and, consequently, drift would occur. The maximum number N f of RS packets (per frame) which can be used for the channel protection of a frame was found by experimentation. N f is expressed as a fraction of the available source packets for each frame. In order to determine N f and, thus, the optimal channel rate r c of a sequence, the average expected distortion is computed for a large set of channel rates. The r c is given by
where N seq is the number of frames in a sequence, N f ,i the number of RS packets in frame i, p l the packet length, and r T the overall transmission bit rate.
From the computed channel rates r c , the one achieving the lowest distortion is considered as optimal. Therefore, the available bit rate for source encoding of the sequence is r s = (1 − r c ) · r T .
The average expected distortion when all packets are clustered to the same slice group is defined as
where K, N are the number of source and channel packets, respectively, and D f is the distortion when the number of erased packets do not exceed the allocated RS protection. D f ,i,1 (1 stands for the slice group index) is the distortion when concealment is invoked to mitigate the effect of the lost packets. D f ,PC denotes the distortion in case all packets of the current frame are lost and frame replication follows for error concealment. In the preceding analysis, the channel rate allocation algorithm assumes that all previous frames have been received intact. Thus, no distortion is introduced due to error propagation. Although, this assumption rarely holds, in general, the resulting allocation is barely affected. Finally, P(i) is the probability that i, out of N + K, packets are erased. It is found to be equal to
where p is the packet erasure probability associated with the channel.
We have already defined the average expected distortion when each frame is transmitted as a single slice group. Trivially, it can be proved that the expected distortion for s classes is given by where K l and N l are the number of source and RS packets of the lth slice group. P l (i) is the packet error probability of lth slice group. It is defined similar to (10) as
The distortion D f ,PC,l in the last term of (9) expresses the distortion when all packets of the lth slice group are erased and concealed by slice group replication. Finally, D f ,i,l represents the distortion introduced when the current frame slice group is concealed by slices received intact and D f ,l the distortion when the RS protection is sufficient to recover all erased packets. It should be noted that the distortion terms do not consider error propagation. This does not affect seriously the estimated distortion since macroblocks updates usually cope effectively with drift phenomenon.
Reed-Solomon rate allocation
In this section, we present a solution to the optimization problem that was previously formulated. The optimization objective is actually two fold. Specifically, it includes the determination of both the number of slices that are classified into each slice group and their respective RS protection. In general, reaching an optimal solution of the above joint optimization problem is a difficult task. In this work, we propose a two-step optimization procedure, which iteratively determines the packet classification and the RS protection. Although, this approach to the solution of the optimization problem does not guarantee global optimization, in practice it yields very satisfactory results. The optimization procedure is summarized as follows.
(1) Determine the RS protection for each frame. . If a classification with lower expected distortion is reached, it is considered as optimal and steps (2) to (6) are repeated, otherwise the algorithm is terminated. When the same packet is exchanged between two slice groups in two successive iterations, the algorithm is again terminated.
If three slice groups are assumed, the possible packet exchanges are illustrated in Figure 6 . It is worth noting that the actual search space is limited, since only four new packet formations are possible. If a slice group does not contain any packet, the possible formations are even fewer.
Our objective is to optimize the RS allocation by minimizing the expected distortion given by (9) . Although this optimization can be performed by exhaustive search among all possible channel rate allocations, this approach is not preferable since the computational cost would be prohibitive for real-time applications. However, the computational cost can be significantly reduced using the dynamic programming algorithm in [16, 17] . The trellis diagram corresponding to the minimization of (9), subject to a rate constraint, is shown in Figure 7 . Each branch in the trellis corresponds to the application of a specific RS code to a slice group. The algorithm first determines the RS protection of the more important slice groups and then the respective protection of the Nikolaos Thomos et al.
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less important slice groups. The nodes in the trellis represent the intermediate stages where decisions are made about the best RS allocation up to the sth slice group protection. Paths merging in a single node correspond to allocations that yield not only the equal source rates but also equal transmission rates. Among the paths converging to a node, the path attaining the lower expected distortion is retained (survivor) while the rest are pruned. In the final stage, among the survivor paths, the one with the lowest overall expected distortion corresponds to the optimal RS allocation. The number of states in the trellis depends on the allowable RS protection levels.
EXPERIMENTAL RESULTS
The proposed scheme for transmission of H.264/AVC streams over IP/UDP/RTP was evaluated using the two standard QCIF sequences Foreman and Carphone, coded at 10 frame/s (fps), and the CIF sequence Paris, coded at 30 fps. Group of pictures (GOPs) of IPPP . . . structure consisting of 100 and 300 frames were considered for the QCIF and CIF sequences, respectively. The NS-2 event simulator [18] , employing a uniform bit error model, was used for channel simulations. The NS-2 was selected to simulate more realistically 2 the examined wireline transmission scenaria. It should be noted that, with minor modifications, the proposed method could also be used for wireless video transmission.
The video sequences were encoded using JM 8.3 [19] of the H.264/AVC standard [1] . The first frame in the sequence was intracoded and the following frames were intercoded. Temporal redundancy was removed using up to 1/4 pixel accuracy motion compensation. Multiple reference picture selection [20] was allowed for improved coding efficiency and error resiliency. The reference frame buffer was set to the maximum value 5. The universal variable length coding (UVLC) [1] was selected as the entropy coder. For the estimation of the end-to-end distortion, 30 independent channel-decoder pairs were used in the encoder, as suggested in [21] , and nonnormative advanced error concealment methods were applied [14] . The same error concealment techniques were also applied at the decoder side.
The JM 8.3 was modified to support fully flexible macroblocks allocation map (MBAmap) for each frame. The picture parameter set (PPS) packets used by JM 8.3, which contain the classification maps, are protected using strong channel codes. Specifically, the (3, 1) RS codes were used since they are able to correct all possible error patterns occurring in the considered channel conditions. The use of these RS codes is affordable because the PPS packet size is small in comparison to the average frame size. In particular, PPS packets sized 30 and 120 bytes on average for QCIF and CIF sequences, respectively, while the average frame size was between 800 and 1500 bytes for QCIF sequences and between 3000 and 6000 bytes for CIF sequences. The bit rate allocated to PPS packet protection was in the range of 5-10% of the overall transmission rate. The chosen channel coding strategy for PPS packets is needed in order to ensure that highquality video sequences will be decodable even in the case of high packet error rates. Due to the strong protection that is applied to the PPS packets, in the sequel we assume that PPS packets are always available without errors at the decoder. The packet sizes were 50 and 200 bytes for the QCIF and CIF sequences, respectively. The use of relatively small packet sizes endowed our scheme with the ability to achieve better error localization and prevent drift. If longer packets were used, wider frame areas would be affected in case of erasures. In such cases, errors would not be concealed effectively and the decoding process would be inefficient. The main drawback of utilizing small packets is, as expected, the less efficient compression due to the poor prediction and the increased packet overhead. This is shown in Figure 8 where it is seen that small packets guarantee the decoding of video sequences of satisfactory quality, whereas schemes with larger packets benefit in error-free cases. Considering the above, our choices of packet sizes achieve a good tradeoff between robustness and compression efficiency.
The employment of small packets could result in increased bandwidth requirements for packet headers transmission. In order to avoid this, the robust header compression (RoHC) [22] was used, which reduces the IP/UDP/RTP header from 40 bytes to approximately 3 bytes. Thus, the resulting packet overhead is about 1.5% and 6% of the overall transmission rate for CIF and QCIF sequences, respectively. This cost is reasonable considering that small packets improve drastically the error concealment and localization capabilities of the system. The main disadvantage of RoHC is the increased processing delay at routers, which leads to endto-end delays. However, as shown in several other techniques (e.g., in [23] [24] [25] [26] [27] ) it is possible to use RoHC for real-time communication over multihop networks. Adaptive slice grouping was employed by the proposed system. Specifically, as presented in Section 2, the slices were classified into three slice groups. The MSE was considered as the classification metric. Since, the slice groups are of unequal importance, different sets of RS code rates were used for their protection. Therefore, the slice groups labelled as "low" and "medium" are protected less, while stronger RS codes were used for the class of "high" importance.
Three variants of the proposed scheme were considered for comparison purposes:
(i) the full scheme, which classifies macroblocks into three slice groups according to the rules presented in Section 2, (ii) a scheme which divides the image into two slice groups according to the checkerboard pattern, (iii) a simplified scheme which treats each frame as a single slice group.
The RS protection for the above schemes was determined using the UEP algorithm of Section 3. Prior to channel rate allocation the optimal channel rate r c (6) is found. Then the algorithm follows the optimization process presented in Section 3.2, which iteratively refines the estimated RS protection until a close to optimal protection is reached. From the examined RS allocations, the strongest employed RS code is the one which allocates all RS packets to the most important slice group. In particular, if K i is the number of source packets of the ith slice group, then the examined RS codes are part of the (K i + ξ, K i ) family, where ξ ∈ [0, N f ]. 3 The peak-signal-to-noise ratio (PSNR) was used as a measure of the reconstruction quality. As in almost all related literature, in the present work we report results in terms of mean PSNR. All reported results are averages over 100 simulations. The proposed schemes are compared with an implementation of the method in [5] which uses two data partitions and employs slices of fixed number of macroblocks. The optimization of [5] was applied at the NAL level. The method in [5] was selected for comparison purposes since it is a joint source/channel coding scheme which is in the spirit of our method. The transmission schemes were evaluated for a variety of channel conditions. In Figures 9(a), 10(a) , and 11(a), results for transmission over packet networks with 10% packet losses are presented for the Foreman, Carphone, and Paris video sequences. Optimization was performed assuming 10% packet error rate. From Figures 9(a) , 10(a), and 11(a), it can be easily seen that the three slice group variant of the proposed method decodes higher-quality videos more frequently than the rest of the methods. The performance gap between our best-performing scheme and the method in [5] is significant and grows wider as the transmission bit rate increases. The performance gains achieved using the proposed scheme is due to the adaptive slice grouping which enables better error localization as well as the efficient error protection. From Figures 9, 10 , and 11 it is obvious that our three slice group approach performs significantly better than other variants of our scheme (i.e., single-sliced scheme). The unequal error protection algorithm also boosts the performance of the proposed scheme, since the unequal protection of slice groups enables the application of less powerful RS codes, and thus, saves rate which can be used for the transmission of source rate. Considering the above, the performance gain should not be attributed solely to the adaptive group slicing itself or the UEP algorithm, but rather to their synergistic cooperation. Transmission of video over more unreliable channels was also considered. The schemes were optimized for 20% packet error rate and transmitted over packet erasure networks which encounter the considered channel conditions. For the Foreman, Carphone, and Paris sequences the results are presented in Figures 9(b) , 10(b), and 11(b), respectively. The results clearly and consistently demonstrate the superiority of the proposed scheme with multiple slice groups and verify the conclusions reached for less noisy channels. As previously, the performance gain stems from both the slice group classification and the optimal channel rate allocation algorithm.
The proposed scheme was also evaluated for transmission in channel mismatch conditions. In Figure 12 , results are presented for Foreman QCIF sequence coded at 128 kbps for the case where the schemes are optimized for packet error rate equal to 10% and transmitted over channels which exhibit various packet error rates. The results show that the proposed full scheme is superior to the method in [5] and the other variants of the full scheme. When the transmission is error free, the proposed full scheme has lower performance due to the application of stronger RS codes and the inferior compression efficiency when FMO is used. The gain achieved by the full scheme over the other methods becomes more impressive when the channel conditions deteriorate. Specifi- Proposed method, three slice groups [5] Figure 13: PSNR comparison of the proposed full scheme with the method in [5] for the transmission of the QCIF sequence Foreman coded at 128 kbps over packet erasure channel with 10% packet losses.
cally, for the most of the considered transmission scenarios, the performance gap is roughly 2 dB. It is worth noting that our three slice group method provides graceful degradation in image quality when the channel becomes noisier, whereas the other methods collapse. This is due to the exploitation of adaptive slice grouping which improves the performance of error concealment methods and the channel rate allocation algorithm of Section 3. For the sake of the comparison, in Figure 13 the full scheme is compared, in terms of PSNR, with the method in [5] for transmission of Foreman over channel with 10% packet losses. As it can be seen, the proposed scheme is, in general, more robust to packet losses. Moreover, the reconstruction quality degrades more gracefully. On the contrary, the method in [5] exhibits unpleasant fluctuations in image quality.
In Figure 14 , we present a visual comparison of the decoded sequences by the proposed methods. From Figure 14 , we can see that the three slice group variant of the proposed method outperforms the other variants. It should also be noticed that the proposed method does not induce annoying artifacts.
CONCLUSIONS
A novel method was proposed for the transmission of H.264/AVC-coded sequences over packet erasure channels. The proposed scheme exploits the error resilient features of H.264/AVC codec and employs Reed-Solomon codes to protect effectively the resulting streams. A novel macroblock classification scheme into three slice groups was used for improved error resilience. A framework for optimal classification of macroblocks into slice groups and optimal unequal error protection was also proposed. Experimental evaluation showed the superiority of the proposed method in comparison to well-known schemes for transmission of H.264/AVC streams.
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