









































































































































































































































































































































































































































































































































































































































































































































SoientX un espace de Banach et L(X) l'algebre des operateurs bornes surX. Pour T 2 L(X)
on designe par (T ), 
p
(T ) et (T ) respectivement le spectre, le spectre ponctuel et le resolvant
de T .
Soient x 2 X et  2 C , on dit que  est dans le resolvant local de T en x, note (x; T ),
s'il existe un voisinage V de  et une application analytique F de V a valeurs dans X veriant
l'equation :
(  T )F () = x pour tout  2 V:
Le spectre local de T en x, note (x; T ), est le complementaire de (x; T ) dans C . On dit que
T admet la propriete de l'extension unique (en abrege S.V.E.P), si pour tout ouvert V de C
l'unique fonction analytique F de V a valeurs dans X veriant l'equation
(  T )F () = 0 ( 2 V )
est la fonction nulle. Dans ce cas l'application
(T )  ! X
  ! (  T )
 1
x
admet une extension analytique maximale unique denie sur (x; T ). Il est facile d'etablir, dans
le cas ou on a la S.V.E.P, que (x; T ) est non vide pour tout x 2 X non nul. Notons que si

p
(T ) est d'interieur vide, alors T admet la S.V.E.P. Pour plus de details voir [5], [6], [7].
On notera par , le cercle unite, C(,) l'espace des fonctions continues sur , et
^
f(n) le nieme
coecient de Fourier de f (f 2 C(,)).
Dans la suite (!(n))
n2Z
























































est un espace de Banach. Il est a noter que A
!
est une algebre de Banach si, et seulement si,
(!(n))
n2Z
est un poids (i.e !(n+m)  !(n)!(m) (n;m 2 Z)).




k (n 2 Z). Le calcul





















(n) = Max (1, kT
n






































). On posera alors 
T;x
(f) = f(T )x pour tout f 2 A
!
x
. Notons aussi que la suite !
x
n'est pas necessairement un poids, par consequent A
!
x
n'est pas toujours une algebre de Banach.
Le but de ce travail est d'etudier le spectre local de T en f(T )x. La section 3 est consacree




. Plus precisement, nous demontrons que si l'algebre des
multiplicateurs de A
!
est reguliere, alors (f; S
!
) = suppf (f 2 A
!
), ou suppf est le support
de f . Dans la section 4 nous demontrons, sous certaines conditions, les inclusions suivantes :
(x; T ) \ (, n Z(f))  (f(T )x; T )  (x; T ) \ supp(f)
ou Z(f) l'ensemble des zeros de f . Nous donnons ensuite des exemples montrant que l'enca-
drement ci-dessus est le meilleure possible et nous introduisons une classe d'operateurs pour
laquelle nous avons l'egalite :
(x; T ) \ (, n Z(f)) = (f(T )x; T ):
2 Preliminaires
Nous commencons cette section par introduire certaines notations necessaires pour enoncer
le theoreme de Beurling [3].
Soient 
o
2 , et D(
o
; r) le disque de centre 
o











; r) = D(
o
; r) \ (C nD) ou D est le disque unite.











; r)) l'espace des fonctions f continues sur D(
o
; r) n ,
telles que la fonction z ! (jzj)f(z) se prolonge en une fonction continue sur D(
o
; r), nulle sur
l'arc D(
o










































; r))=f se prolonge analytiquement sur D(
o
; r) \ ,g.










; r)) pour la norme
k:k








dt < +1: (2)
On dit qu'une suite (!(n))
n2Z






< 1. Le resultat
que nous enoncons ci-dessous est la version discrete du theoreme de Beurling-Malliavin [4] ([1],
lemma 2.1).
Theoreme 2.2 Soit (!(n))
n2Z
une suite satisfaisant (1). Il existe une fonction non nulle f 2
A
!
a support arbitrairement petit si, et seulement si, (!(n))
n2Z
est une suite de Beurling.



















: g 7! fg
est une injection, on peut identier tout multiplicateur de A
!
a un operateur borne sur A
!
.































Ainsi l'ensemble des caracteres de l'algebreM
!





0. En utilisant le theoreme 2.2 et les inclusions ci-dessus, on peut verier facilement que M
!
est
une algebre reguliere si, et seulement si, (~!(n))
n2Z
est un poids de Beurling.
3 Cas du shift
Soit (!(n))
n2Z
une suite satisfaisant (1). Nous designons par S
!













Theoreme 3.1 Soient (!(n))
n2Z
une suite satisfaisant (1) et S
!











Preuve : Puisque (~!(n))
n2Z











0 et par consequent (S
!
)  , ([9], theoreme 7).
Pour tout 
0
2 , n (f; S
!




,, il existe un voisinage ouvert V de 
0
et une fonction





)F () = f ( 2 V ):





2 , n supp(f). Il existe alors un voisinage ouvert V de 
0
tel que f = 0
sur V \ ,. L'ensemble
I = f' 2 A
~!
= ' = 0 sur , n V g
est un ideal ferme de A
~!
et Z(I) := \
f2I
Z(f) = , n V en vertu de la regularite de A
~!
et
l'ensemble des caracteres de A
~!
=I s'identie a ,nV ([8] p.223 ). Ce qui donne, (()) = ,nV ,




=I. Ainsi l'application :
G : V  ! A
~!
=I
  ! (  ())
 1
est analytique. Soit W  V un voisinage compact de 
0
. Puisque G est borne sur W , il existe
c > 0 tel que
kG()k < c ( 2W ):













Or f = 0 sur V , donc f = (   )g











. Nous pouvons alors
considerer l'application F denie par :
F : V  ! A
!
  ! F () = g

f:




), il sut de demontrer que F est
analytique sur W .
Puisque () = ,, pour tout  2 V n , on a :
F () = f(  )
 1
;
donc F est analytique sur V n ,. De plus pour tout ;  2W on a :


























Ceci prouve que F est continue sur W et par consequent F est analytique sur W . D'ou le
resultat.
Remarque 3.2 Lorsque (~!(n))
n2Z
n'est pas un poids de Beurling, l'egalite (3) n'est pas toujours



















satisfait (1) et un calcul simple montre que
~!(n) =
(




Donc la suite (~!(n))
n2Z
n'est pas de Beurling et (S
!
) = fz 2 C = 1  jzj  2g.
Puisque S
!
n' as pas de valeurs propres, S
!









) ([7], p.8 ). On en deduit, puisque supp(f)  , (f 2 A
!
), qu'il existe f 2 A
!
tel que












1, alors l'application R(x; T ) : C n ,! X denie par :

























x (jj < 1)
est analytique et verie l'equation ( T )R(x; T )() = x ( 2 C n,), donc (x; T )  ,. Notons














(n 2 Z) est un poids. Il est bien connu que ~!
x






















































(f(T )x; T )  ,
et
R(f(T )x; T )() = f(T )R(x; T )()  2 C n ,:
Preuve : Pour tout p 2 Z on a :
kT
p





















Il decoule de ce qui precede que (f(T )x; T )  ,.
Soit  2 C tel que jj > 1. Pour tout p 2 Z on a :
kT
p























De me^me pour jj < 1 on obtient kT
p




(jj), (p 2 Z). On en deduit alors
facilement l'egalite :
R(f(T )x; T )() = f(T )R(x; T )()  2 C n ,:








= 1 et ~!
x




(f(T )x; T )  (x; T ) \ supp(f):
Preuve : Comme ~!
x







= 1. On en deduit, d'apres le
lemme 4.1, que (f(T )x; T )  ,. Il sut alors de montrer que (, n suppf) [ (, n (x; T )) 
, n (f(T )x; T ).
Soit 
0
2 , n suppf . D'apres le theoreme 3.1 on a (f; S
!
x
) = suppf , il existe alors un
voisinage ouvert V de 
0
et une application analytique F :
F : V  ! A
!
x
  ! F ()
telle que (  T )F () = f . Ceci permet de denir l'application :
G : V  ! X
  ! F ()(T )x:
Comme l'application G est analytique et verie :
(  T )G() = f(T )x ( 2 V );
6
0
2 , n (f(T )x; T ).
Soit maintenant 
0
2 , n (x; T ), il existe un voisinage ouvert V de 
0
et une application
analytique H de V a valeurs dans X telle que
(  T )H() = x ( 2 V ):







= 1, on a
H() = R(x; T )() ( 2 V n ,):







(jj) ( 2 V n ,; p 2 Z):




V n ,  ! X
  ! g(T )H()
est analytique et verie



















est analytique. De plus on a
kf(T )H()  f
n







(jj) ( 2 V n ,):
Puisque ~!
x
est un poids de Beurling (i.e 
x
satisfait (2)) on obtient, d'apres le theoreme 2.1,
que l'application :
V n ,  ! X
  ! f(T )H()
se prolonge analytiquement a travars V \ , (prolongement note L). On peut alors verier faci-
lement que L satisfait l'equation :
(  T )L() = f(T )x ( 2 V ):
Par consequent 
0





deux suites reelles. On dira que  domine ! s'il existe C > 0
tel que !(n)  C(n) pour tout n 2 Z.
Dans le cas ou ~!
x
n'est pas un poids de Beurling on peut demontrer, de la me^me maniere que
le theoreme 4.2, le resultat suivant :








= 1. Si  est un poids de Beurling dominant !
x
, alors pour tout f 2 A

on a
(f(T )x; T )  (x; T ) \ supp(f):
7








Si  est un poids dominant !
x
, alors pour tout f 2 A

,  domine !
f(T )x
et
(fg)(T )x = g(T )(f(T )x) pour tout g 2 A

:








= 1. Si  est un poids de Beurling dominant !
x
, alors pour tout f 2 A

on a
(x; T ) \ (, n Z(f))  (f(T )x; T ):
Preuve : Soit 
0
2 , n (f(T )x; T ) tel que f(
0
) 6= 0. Il existe un voisinage ferme V de 
0
et
une application analytique F : V  ! X satisfaisant :
(  T )F () = f(T )x ( 2 V ):





(V \,), ou I

(V \,) = ff 2 A

= f() = 0 ( 2 V \,)g, est un ideal de A

. Puisque
 est un poids de Beurling, A

est une algebre reguliere, donc Z(I)(:=
\
f2I
Z(f)) = ;. Par suite
I = A

. En particulier il existe g 2 A

et h 2 I

(V \ ,) tels que 1 = fg+ h. Il decoule alors du
lemme 4.3 que
x = g(T )(f(T )x) + h(T )x
D'apres le theoreme 4.2', d'une part nous avons (g(T )(f(T )x); T )  (f(T )x; T )
 ,nV , et d'autre part on a (h(T )x; T )  supp(h)  ,nV . Comme (x; T )  (g(T )(f(T )x); T )[
(h(T )x; T ), (x; T )  , n V . Ceci acheve la preuve du theoreme .
Nous donnons maintenant des exemples montrant que les inclusions obtenues dans les theoremes
precedents sont les meilleurs possibles.
Exemples : Soient ! un poids de Beurling et I un ideal ferme de A
!
tel que Z(I) = E. L'operateur
T deni sur X = A
!
=I est donne par :
T : X  ! X
(f)  ! (f):
ou  est la surjection canonique associee a I.
On peut verier facilement que (T ) = E. En particulier T admet la S.V.E.P. Puisque ! domine
!
(1)
, nous avons pour tout f 2 A
!
les inclusions suivantes :
((1); T ) \ (, n Z(f))  (f(T )(1); T )  ((1); T ) \ supp(f)
Nous allons construire, gra^ce a un bon choix de ! et de E, deux exemples montrant que l'enca-
drement ci-dessus est le meilleure possible.









) = 0 (a < t < b)g. Puisque ! est un poids de Beurling, il existe f 2 A
!
tel que
Z(f) = E. On obtient alors f(T )(1) = (f) = 0 et par consequent :
((1); T ) \ (, n Z(f)) = (f(T )(1); T ) = ;
et






2. Soit ! le poids deni par :
!(n) =
(





On considere I = ff 2 A
!
= f est nulle au voisinage de 1g. D'apres [2], il existe f 2 A
!
n I
tel que f(1) = 0. Nous obtenons alors :
((1); T ) \ (, n Z(f)) = ;:
D'autre part nous avons f(T )(1) = (f) 6= 0. Puisque T admet la S.V.E.P, (f(T )(1); T ) 6= ;.
On obtient alors
(f(T )(1); T ) = ((1); T ) \ supp(f) = f1g:
Soit E  ,, la frontiere de E dans , sera notee @E.
Nous obtenons facilement du theoreme 4.2' et du theoreme 4.4 le corollaire suivant :








= 1. Si  est un poids de Beurling dominant !
x
, alors pour tout f 2 A

on a
(f(T )x; T ) n (x; T ) \ (, n Z(f))  @(x; T ):
Nous introduisons maintenant une classe d'operateurs pour laquelle nous avons une caracterisa-
tion de (f(T )x; T ) dans le cas ou @(x; T ) est au plus denombrable.
Denition 4.6 Soit T 2 L(X)admettant la S.V.E.P, on dira que T verie la condition C si
pour tout x 2 X on a (x; T ) ni ou vide, implique x = 0 .
On a le resultat suivant :
Theoreme 4.7 Soient T 2 L(X)un operateur inversible satisfaisant la condition C et x 2 X
tels que @(x; T ) est au plus denombrable. Si  est un poids de Beurling dominant !
x
, alors
pour tout f 2 A

on a
(f(T )x; T ) = (x; T ) \ (, n Z(f)):
Preuve : On a d'apres le theoreme 4.2' :
(x; T ) \ (, n Z(f))  (f(T )x; T ):
Supposons que cette inclusion est stricte. D'apres le corollaire 4.5
(f(T )x; T ) n (x; T ) \ (, n Z(f))  @(x; T ). Puisque @(x; T ) est un ferme denombrable,
(f(T )x; T ) n (x; T ) \ (, n Z(f)) admet un point isole (note ). Il est alors evident que  est
aussi isole dans (f(T )x; T ). Soient W et V deux voisinages ouverts de  tels que :
W  V et V \ (f(T )x; T ) = fg:
Puisque  est un poids de Beurling, A

est une algebre reguliere et par consequent il existe
g 2 A

tel que supp(g)  V et g = 1 sur W. D'apres le lemme 4.3
f(T )x = g(T )(f(T )x) + (1  g)(T )(f(T )x)
Il decoule alors du theoreme 4.2' que (g(T )(f(T )x); T )  (f(T )x; T )\supp(g) = fg. Comme
T satisfait C , g(T )(f(T )x) = 0 et par consequent
f(T )x = (1  g)(T )(f(T )x):
Or d'apres le theoreme 4.2'on a :
(f(T )x; T ) = ((1  g)(T )(f(T )x))  supp(1  g);
9
ce qui est absurde puisque  2 (f(T )x; T ). D'ou (f(T )x; T ) = (x; T ) \ (, n Z(f)):
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