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Capitulo 1 
Introducci6n 
La econometria financiera constituye actualmente un area de investigaci6n muy ac­
tiva. Hasta hace veinte anos, la mayoria de los articulos empiricos en finanzas uti­
lizaban herramientas analiticas muy simples. Sin embargo, el rapido desarrollo de la 
tecnologia informatica, la disponibilidad de nuevos datos, junto con el desarrollo y 
adaptaci6n de tecnicas econometricas mas sofisticadas han cambiado el area por com­
pleto. Ademas, estos avances no se han restringido a la investigaci6n academica sino que 
han tenido tambien una gran infiuencia en la practica de las finanzas. El desarrollo de 
la econometria financiera ha tenido, fundamentalmente, dos objetivos. Por una parte, 
proponer modelos que represent en las propiedades empiric as mas habituales de los 
datos financieros. Por otra, desarrollar procedimientos para la estimaci6n y contraste 
de los modelos propuestos por la Teoria Financiera. Esta Tesis se centra en el primer 
objetivo y, en particular, en el analisis de algunas propiedades dimimicas de series tem­
porales financieras univariantes observadas con frecuencias elevadas como, por ejemplo, 
semanal 0 diariamente. Se analizan tres caracteristicas empiricas frecuentemente obser­
vadas en los rendimientos financieros: ( 1 )  heterocedasticidad condicional, que implica 
exceso de curtosis y dependencia temporal en los segundos moment os de la serie con 
correlaciones pequenas aunque muy persistentes, (2) observaciones atipicas, que son 
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aquellas observaciones provocadas por fen6menos extraordinarios que no forman parte 
de la dinamica habitual de la serie, y (3) cambios de nivel, que son cambios en la media 
marginal de la serie. Las principales aportaciones de est a Tesis se encuentran en estas 
tres direcciones. 
En el Capitulo 2 se hace una revisi6n actualizada de la literatura existente so­
bre los modelos de heterocedasticidad condicional mas utilizados en la practica para 
representar series de rendimientos financieros. Se analizan detalladamente los modelos 
GARCH (Generalized AutoRegressive Conditional Heterocedasticity) , EGARCH (Ex­
ponential G ARCH) y ARSV (AutoRegressive Stochastic Volatility) . La diferencia entre 
estos modelos estriba, principalmente, en que los dos primeros modelizan la volatili­
dad como la varianza condicional de la serie temporal, es decir, como una funci6n de 
observaciones pasadas mientras que los ARSV modelizan la volatilidad como un pro­
ceso estocastico con un componente predecible y otro inesperado. En este capitulo se 
muestra que, tanto los modelos GARCH como los ARSV son capaces de representar 
adecuadamente series con exceso de curtosis y cuyos cuadrados estan correlacionados. 
Sin embargo, aunque hasta el momento se habia creido que las funciones de autocor­
relaci6n de las observaciones al cuadrado de ambos modelos eran muy similares , se 
muestra que puede haber diferencias importantes en la estructura de dichas funciones. 
Ademas, se ilustra que, cuando ambos modelos se ajustan a la misma serie tempo­
ral, la persistencia de la volatilidad estimada con los modelos GARCH es mayor que 
con los modelos ARSV. Tambien se muestra que los modelos ARSV gausianos pare­
cen ser adecuados a la hora de explicar las propiedades de las series reales, mientras 
que si el modelo que se ajusta es un GARCH, la distribuci6n condicional necesita ser 
leptocurtica. 
En el Capitulo 3 se explica por que la persistencia estimada en los modelos GARCH 
es mayor que la estimada en ARSV y por que el supuesto de gausianidad condicional 
es adecuado para los ARSV pero no 10 es para los GARCH. Estos hechos ya habian 
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sido observados, pero no explicados, en la literatura. Para ella se analiza la relacion 
entre el coeficiente de curtosis marginal, la persistencia de las innovaciones sobre la 
volatilidad y la correlacion de orden uno de las observaciones al cuadrado de los mode­
los CARCR (l , l ) y ARSV (l ) . Utilizando dicha relacion, es posible observar que los 
modelos CARCR solo son capaces de generar series con exceso de curtosis y cor­
relaciones de los cuadrados de magnitudes similares a las observadas en la pnictica, 
forzando la persistencia de la volatilidad hacia la frontera de la raiz unitaria. Otra 
alternativa es introducir una distribucion condicional con colas pesadas, que pueda ex­
plicar la curtosis sin incrementar excesivamente las correlaciones de los cuadrados. Sin 
embargo, en este caso, es frecuente encontrar modelos donde la condicion de exist en cia 
del momento de cuarto orden no se satisface. Alternativamente, la introduccion de 
un error adicional en la volatilidad permite que los modelos ARSV puedan generar 
series con curtosis grandes y correlaciones de los cuadrados pequeiias para un rango 
mas amplio de parametros. En este sentido, se vera que los modelos ARSV son mas 
fiexibles que los modelos CARCR para representar las propiedades empiricas que se 
observan habitualmente en los rendimientos financieros. 
En el Capitulo 4 se estudia el problema que plantea la presencia de observaciones 
atipicas en series temporales condicionalmente heterocedasticas. Como se ha comenta­
do anteriormente, introducir distribuciones condicionales con colas anchas no permite 
explicar totalmente la elevada curtosis frecuentemente observada en los residuos de los 
modelos de heterocedasticidad condicional, la cual podria estar causada por la exis­
tencia de observaciones atipicas. La presencia simultanea en una serie temporal de 
heterocedasticidad condicional y observaciones atipicas es un problema complicado da­
do que los efectos de ambos fenomenos pueden confundirse. Ambos causan exceso de 
curtosis y, si los atipicos son consecutivos, correlaciones en los cuadrados. Ademas, las 
observaciones correspondientes a etapas de volatilidad alta podrian ser identificadas 
como atipicos si se utilizan criterios tradicionales basados en la varianza marginal. Por 
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otra parte, las observaciones atipicas siempre pueden interpretarse como observaciones 
generadas por una distribucion de mayor varianza que la del resto de las observaciones. 
En concreto, en este capitulo se estudian los efectos causados por la presencia de 
observaciones atipicas en la identificacion de la heterocedasticidad condicional y se 
muestra que un atipico aislado sesga hacia cero todos los coeficientes de correlacion de 
las observaciones al cuadrado, y rachas de atipicos generan correlaciones en los cuadra­
dos de la serie, 10 que puede llevar a una deteccion espuria de heterocedasticidad 
condicional. A continuacion, se derivan los sesgos asintoticos causados por los atipicos 
en los estimadores de Minimos Cuadrados Ordinarios (MCO) de procesos ARCH(p) 
encontrando que atipicos aislados l levan a infraestimar los panimetros que miden la 
heterocedasticidad y atipicos consecutivos pueden sobreestimarlos. Mediante estudios 
de simulacion se ilustran tales efectos en muestras finitas, tanto en los estimadores 
MCO como en los estimadores de Maxima Verosimilitud (MV) de modelos ARCH(p) y 
GARCH(l, l ) .  Finalmente, en este capitulo, se prop one un procedimiento, en tres pa­
sos, para tratar la presencia simultanea de observaciones atipicas y heterocedasticidad 
condicional en series temporales. Dicho procedimiento consiste en: (i) detectar y cor­
regir los atipicos mas extremos con objeto de evitar los sesgos mayores en una primera 
estimacion de las varianzas condicionales, (ii) calcular las observaciones estandarizadas, 
detectar y corregir los atlpicos rest antes en dichas observaciones siguiendo los metodos 
tradicionales para series homocedasticas y, (iii) reestimar las varianzas condicionales. 
EI efecto de las observaciones atipicas consideradas en el Capitulo 4, sobre la dinami­
ca de la serie es transitorio. Sin embargo, al estudiar series por periodos largos de 
tiempo, es posible encontrar acontecimientos extraordinarios con efectos permanentes 
que provoquen, por ejemplo, cambios de nivel. EI Capitulo 5 aborda el problema de 
la deteccion de dichos cambios. En primer lugar, se analizan las propiedades de un 
estadfstico comunmente usado para detectar cambios de nivel en series temporales. Se 
muestra que la distribucion asintotica de dicho estadfstico no es conocida y su dis-
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tribucion en muestras finitas depende crucialmente del tamafio muestral y del proceso 
generador de los datos. A continuacion, se prop one un nuevo contraste para el que se 
deriva su distribucion asintotica. Mediante experimentos de Monte Carlo se analizan 
sus propiedades en muestras finitas y se muestra que la distribucion asintotica propor­
ciona una buena aproximacion de dichas propiedades incluso para tamafios de muestra 
moderados. Ademas, la distribucion muestral del nuevo estadistico no se ve afectada 
por el hecho de que la serie para la que se hace el contraste este generada por un proceso 
con heterocedasticidad condicional. Por 10 tanto, la distribucion asintotica obtenida es 
una buena aproximacion a la distribucion muestral, al menos, en el contexto de las se­
ries temporales condicionalmente heterocedasticas de interes en esta Tesis. Finalmente, 
en este capitulo, se analiza tambien el problema de la deteccion de multiples cambios 
de nivel en una serie. Se prop one un procedimiento que consiste en detectar un cambio 
de nivel, dividir la serie en las dos subseries correspondientes y, buscar nuevos cambios 
en cada una de las subseries. Se muestra que este procedimiento aventaja a otro, mas 
utilizado en la practica, que consiste en detectar un cambio de nivel, corregir la serie 
por su magnitud y buscar cambios adicionales en la serie corregida. La ventaja funda­
mental del procedimiento propuesto es que su objetivo es detectar todos los cambios 
existentes en la serie antes de estimar sus respectivos tamafios 10 cual evita sesgos en 
la estimaci6n y, consecuentemente, la generaci6n de cambios de nivel espurios, que son 
los principales problemas del procedimiento tradicional. 
Para ilustrar todos los resultados obtenidos, a 10 largo de la Tesis se analizan 
diferentes series diarias de rendimientos financieros entre los que se encuentran varios 
tipos de cambio y algunos indices bursatiles. 
Por ultimo, el Capitulo 6 contiene las consideraciones finales y lineas de investi­
gacion futuras. 
Las principales aportaciones de la Tesis se pueden resumir en los siguientes puntos: 
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1 .  Clarificar las diferencias entre modelos GARCH y ARSV, 10 que permite explicar 
algunos fenomenos observados en amilisis empfricos previos de series diarias de 
rendimientos financieros. 
2. Obtener los sesgos causados por atipicos aditivos en el correlograma de los cuadra­
dos y en los estimadores de modelos ARCH. 
3. Proponer un procedimiento para modelizar la presencia simultanea de observa­
ciones atipicas y heterocedasticidad condicional en series temporales. 
4. Analizar las propiedades del estadistico de Tsay para detectar cam bios de nivel 
bajo heterocedasticidad condicional y mostrar que dicho estadfstico no es robusto 
a la presencia de heterocedasticidad condicional. 
5. Proponer un nuevo contraste para detectar cambios de nivel , que mejora al an­
terior, y obtener su distribucion asintotica. 
6. Proponer una nueva metodologfa para tratar el problema de multiples cambios 
de nivel . 
Capitulo 2 
Modelos de heterocedasticidad 
condicional 
El objetivo de este capitulo es hacer una revision de la literatura sobre los modelos de 
heterocedasticidad condicional mas utilizados en la practica para representar series de 
rendimientos financieros observadas con frecuencias elevadas. Se analizan, en detalle, 
los modelos GARCH, EGARCH y ARSV. Las caracteristicas de estos modelos y los 
problemas que surgen habitualmente, cuando est os se ajustan a series reales, se ilustran 
con doce series diarias de rendimientos financieros. 
7 
8 CAPITULO 2. MODELOS DE HETEROCEDASTICIDAD CONDICIONAL 
2. 1 Caracteristicas empiricas de los rendimientos 
financieros 
La mayoria de los trabajos en finanzas usan series de rendimientos en lugar de las 
series origin ales de precios. Campbell et al. ( 1997) argument an que hay al menos dos 
razones para ello. La primera es que, para el inversor medio, el rendimiento de un 
activo financiero es un indicador, libre de escala, de las oportunidades de inversion. 
La segunda, que las series de rendimientos tienen propiedades estadisticas mas simples 
que las series de precios, como son la estacionariedad y la ergodicidad. 
Considerese un activo financiero cuyo precio en el instante t es Pt . Habitualmente, 
el rendimiento de este activo se define como rt = Pt-Pt-l. No obstante, es comun 
Pt-l 
aproximar este rendimiento por Yt = log(pt) - lOg(Pt-l ) basandose en una expansion de 
Taylor de segundo orden de la funcion log (.J!.L) alrededor de 1, ya que, por 10 general, 
Pt-l 
Pt es muy cercano a Pt-l , esto es , 
log (�) = 10g(1 )  + 1 (� - 1) + f(t)2 Pt-l Pt-l 2 
donde f(t)2 es un termino despreciable. Por tanto, la serie de interes viene dada por 
( ) ( ) Pt - Pt-l Yt = log Pt - log Pt-l ;: = rt Pt-l 
Una razon alternativa para usar Yt como medida del rendimiento de un activo puede 
encontrarse en Tornqvist et al . ( 1985) , quienes caracterizan la funcion logaritmica y 
sugieren que los cambios logaritmicos, es decir, la serie Yt , deberfan ser los usados para 
medir cambios relativos 0 diferencias en las variables economicas porque el cambio 
logarftmico es el unico indicador simetrico, aditivo y normado de los cambios relativos. 
Las series de rendimientos financieros observadas con frecuencias elevadas estan 
caracterizadas principalmente por tener distribuciones marginales leptocurticas y corre­
laciones en los cuadrados. Estas propiedades fueron documentadas originalmente 
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por Mandelbrot (1963) y Fama (1965) . Las series de rendimientos son habitual­
mente incorreladas pero no independientes. La funci6n de autocorrelaci6n (fac) de los 
rendimientos al cuadrado tiene un coeficiente de primer orden normalmente pequeno 
y positivo seguido por coeficientes que decaen hacia cero muy lentamente; ver, por 
ejemplo, Bollerslev y Engle ( 1993) y Mills (1996) . Es importante notar que estas 
propiedades dependen de la frecuencia con se observa la serie y parecen ser diferentes 
si se consideran series mensuales; vease, por ejemplo, Aparicio y Estrada (2001 ) .  
Con objeto de ilustrar dichas propiedades, la  tabla 2 . 1  contiene estadisticos descrip­
tivos para las series diarias de los rendimientos, en porcentaje, del d61ar estadounidense 
frente al d61ar canadiense, la peseta espanola, el marco aleman, el yen japones, el franco 
suizo, la corona sueca y la libra esterlina observados desde enero de 1993 hasta octubre 
de 20001. Se describen tambien cinco indices bursatiles internacionales, los de Amster­
dam y Bombay (observados diariamente desde octubre de 1995 a octubre de 2000) , el 
Dow Jones (desde enero de 1990 a octubre de 2000) , el IBEX 35 (desde enero de 1992 a 
diciembre de 1999) y, finalmente, el S&P 500 (desde noviembre de 1987 a diciembre de 
1998). La tabla 2 . 1  muestra que la mayoria de estas series tienen media cero y todas 
ellas tienen exceso de curtosis y coeficientes de simetria negativos. Tambien puede 
observarse que, aunque la mayoria de las series son incorreladas, no son independientes 
ya que los rendimientos al cuadrado tienen correlaciones significativas. Las figuras 2 . 1  
y 2.2 ,  que represent an las series de rendimientos de los tipos de cambio y de los indices 
bursatiles respectivamente, muestran agrupamientos de la volatilidad con secuencias 
de dias con rendimientos grandes en valor absoluto. Ambas figuras contienen ademas 
estimadores kernel de las correspondientes densidades marginales junto con la densidad 
normal. Estos graficos confirm an que las distribuciones de los rendimientos financieros 
son leptocu.rticas. Finalmente, se muestra la fac de las observaciones al cuadrado y;, 
1Los datos se han obtenido en la pagina web http://pacific.commerce.ubc.ca/xr/ por cortesia del 
Prof. Werner Antweiler, University of British Columbia, Vancouver, Canada. 
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donde las primeras correlaciones son pequeiias pero significativas incluso para retardos 
grandes. Este hecho puede sugerir la presencia de persistencia alta 0 memoria larga en 
la volatilidad del proceso; ver, por ejemplo, Ding et al. ( 1993) , Bollerslev y Mikkelsen 
( 1996) , Lobato y Savin (1998) y Lobato y Velasco (2000) . 
Finalmente, la figura 2 .3 represent a, como ejemplo, la fac de la serie de rendimientos 
del S&P500, Yt, junto con las fac de Y;, IYtl Y log(yl) . Dicho gnifico ilustra 10 que 
es conocido como ejecta Taylor, es decir, los rendimientos, en valor absoluto, tienen 
las mayores correlaciones de todas las posibles transformaciones exponenciales. Este 
resultado tambien ha sido encontrado por Taylor (1986) , Cao y Tsay (1992) , Ding et al. 
(1993) y Granger y Ding (1995) , entre otros. 
El modelo mas simple capaz de representar las propiedades empiric as descritas , 
especifica la serie de interes, Yt, como el producto de dos procesos, Et Y CIt, esto es 
t = 1, 2 , . . .  , T (2 .1) 
donde Et es un proceso ruido blanco independiente e identicamente distribuido (i . i .d. ) 
de media cero y varianza uno, independiente del proceso Ct, conocido como volatilidad 
en la literatura financiera. La volatilidad es un factor crucial en muchos modelos de 
valoracion de opciones y de formacion de carteras. Su modelizacion sirve para caicular, 
por ejemplo, el valor en riesgo, asi como para mejorar la precision de los intervalos de 
prediccion para los rendimientos futuros, mas estrechos en periodos de calma financiera 
que en aquellos periodos mas volatiles. 
A pesar de que la volatilidad no es directamente observable , tiene ciertas carac­
teristicas que son comunmente observadas en las series de rendimientos financieros: (i) 
agrupamiento: la volatilidad suele ser grande en ciertos periodos de tiempo y pequeiia 
en otros periodos, (ii) continuidad: la volatilidad evoluciona en el tiempo de un modo 
continuo, los cambios bruscos no son frecuentes, (iii) acotacion: la volatilidad no di­
verge hacia infinito sino que varia en un rango finito, y (iv) asimetria: la volatilidad  
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parece reaccionar de un modo diferente a un incremento grande de los precios 0 a una 
gran caida. Todas estas propiedades juegan un papel muy importante en los modelos 
de volatilidad. 
Es facil ver que el proceso Yt, en (2 . 1 ) , es una diferencia de martingalas, es decir, Yt 
tiene media cero, varianza marginal constante y condicionado al pasado, su esperanza 
es cero. En particular, Yt es incorrelado. Ademas, el modelo (2 . 1 ) puede generar 
correlaciones en los cuadrados a traves de una dinamica autorregresiva en 0-;. El 
exceso de curtosis de los rendimientos, Yt, puede obtenerse de cualquiera de las maneras 
siguientes: 
1 .  Colas pesadas en la distribucion marginal de Ct. 
2 .  Heterocedasticidad condicional. La varianza condicional de Yt viene dada por 
E(y; I It l) = E(cr; I It-l) donde t l = (Yl, ... , Yt l), Y el exceso de curtosis de 
Yt depende de la evolucion dinamica de su varianza condicional. 
3. Cambios aleatorios en la varianza y valores atipicos. 
En la literatura se ha propuesto una amplia variedad de modelos para representar 
la evolucion dinamica de crt. A 10 largo de este capitulo se describiran algunos de e11os, 
tratando de seleccionar los que han recibido mas atencion en la practica. 
2.2 Modelos ARCH 
Los modelos ARCH (AutoRegressive Conditional Heteroscedasticity) fueron propuestos 
originalmente por Engle (1982) para modelizar la varianza condicional de la inflacion del 
Reino Unido. La idea basica de estos modelos es que la volatilidad, crt, es una funcion no 
lineal de las observaciones pasadas. Por ejemplo, en un modelo ARCH (2) , la volatilidad 
crt en (2. 1 ) viene determinada por cr; = W + O!lyLl + 0!2yL2. Debido a su estructura, 
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rendimientos pasados grandes implican valores grandes de la varianza condicional. Esto 
significa que valores grandes de los rendimientos son seguidos, en promedio, de otro 
valor grande del rendimiento. Este hecho es similar a los agrupamientos de la volatilidad 
que se observan en las series de rendimientos financieros. 
En la actualidad estos modelos son los mas populares en la literatura financiera 
econometrica, tanto desde el punta de vista teorico como empirico, generando un gran 
numero de articulos. Algunas revisiones se encuentran en Bollerslev et al . ( 1992) , 
Bollerslev et al. ( 1994) , Bera y Higgins (1995) ,  Diebold y Lopez (1995) y Palm ( 1997) . 
2 .2 . 1  Modelos GARCH 
La implementacion de los modelos ARCH requeria un numero elevado de retardos de 
Y; en la ecuacion de cr; , haciendo estos modelos dificiles de tratar en la practiea. Por 
ello, Bollerslev (1986)2 propuso un modelo mas parsimonioso, capaz de representar 
la elevada persistencia observada a menudo en los cuadrados de las observaciones, el 
modele ARCH Generalizado, 0 modelo GARCH. 
Si Yt esta generado por un modelo GARCH(p, q), entonees viene dado por (2 . 1) 
donde 
p q 
cr; = W + L O!iY;_i + L �jcr;_j 
i=l j=l 
(2 .2) 
Si �j = 0, \:fj 2: 1, se obtiene el modele ARCH(p) como caso particular. El modele 
GARCH mas uti liz ado en la practiea es el GARCH(l , l ) ,  en el eual 
(2.3) 
donde w, O! y � son parametros tales que w > 0 y O!, � 2: O. Las condiciones de 
positividad son necesarias para garantizar la existencia de la varianza condiciona13 y 
2Taylor (1986) propuso el modelo GARCH(l ,l) al mismo tiempo. 
3Las condiciones de positividad para el modelo general GARCH(p, q) se encuentran en Nelson y 
Cao (1992) . 
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w tiene que ser estrictamente positiva para que el proceso Yt no degenere. Finalmente, 
si 0: + (3 < 1 ,  el proceso es estacionario en covarianza y la varianza marginal de Yt es 
finita y viene dada por 
w a2 = y 1 - 0:-(3 (2.4) 
Nelson (1990) demuestra que, si E[log((3 + O:cD] < 04 , entonces Yt es estrictamente 
estacionario. N6tese que si Ct es gausiano, esta condici6n se satisface incluso si 0+(3 = l .  
Por tanto, cuando a + (3 = 1 el proceso GARCH(l , l) es estrictamente estacionario, 
aunque la varianza marginal no sea fin ita. En la figura 2 .4 se han represent ado las 
regiones de los panimetros a y (3 que satisfacen las condiciones de estacionariedad en 
covarianza y estacionariedad estricta para distintas distribuciones de Ct. En particular, 
se ha considerado la distribuci6n gausiana y dos distribuciones t de Student con 5 y 7 
grados de libertad respectivamente. En dicho gnifico puede observarse que la regi6n de 
estacionariedad en covarianza es la misma para las tres distribuciones. Sin embargo, 
la regi6n de estacionariedad estricta depende de la distribuci6n que se supone para las 
innovaciones. N6tese que dicha regi6n aumenta a medida que los grados de libertad 
disminuyen5. 
He y Terasvirta (1999) y Ling y McAleer (2002b) prueban que la condici6n necesaria 
y suficiente para la existencia del momento de cuarto orden es f'i,c;a2 + 20:(3 + (32 < 1 ,  
donde f'i,c; es la curtosis de la innovaci6n C t .  S i  esta condici6n se  satisface, entonces la 
curtosis de Yt viene dada por 
(2 .5) 
4Las condiciones para la estacionariedad estricta de los procesos generales GARCH(p, q) han sido 
derivadas por Bougerol y Picard (1992) . 
5Esto parece contradecir los resultados en Nelson (1990) y Kleibergen y van Dijk (1993) . Sin 
embargo, n6tese que en ambos trabajos se considera que la varianza de las innovaciones Et viene dada 
por la varianza de la distribuci6n t de Student, mientras que aquf se sup one que las innovaciones 
tienen varianza uno, 10 que hace que el panimetro a que se represent a en la figura 2.4 sea mayor que 
el panimetro a que se representa tanto en Nelson (1990) como en Kleibergen y van Dijk (1993) . 
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que es mayor que 3 aunque Ct sea gausiano. Por 10 tanto, la distribuci6n marginal de Yt 
tiene colas pesadas. Ademas, puede verse facilmente que todos sus momentos impares 
son cero. 
La figura 2.4 muestra tambien, para las tres distribuciones de Ct mencionadas ante­
riormente, las regiones donde los valores de los parametros a y (3 satisfacen la condicion 
necesaria para la existencia de curtosis. Como se puede observar en este gnifico, in­
dependientemente de la distribucion de Ct, la region de estacionariedad estricta es la 
mayor de las tres regiones y contiene a las otras dos, 10 que significa que si la curtosis 
del modelo es finita, el modelo es estacionario tanto en covarianza como de manera es­
tricta. Se puede observar adem as que, a medida que disminuyen los grados de libertad 
de la distribucion t de Student considerada, la region de los panimetros que garantiza 
que la curtosis del modelo existe, tambien disminuye. N6tese tambien que el valor 
maximo de a que satisface la condicion de existencia del momento de cuarto orden 
depende de la distribucion. Por ejemplo, si la distribucion de Ct es una t de Student 
con 5 grados de libertad, entonces a puede ser 0.3333 como maximo, si (3 = O. Por 
otra parte, si a = 0 .15 ,  para que la curtosis sea finita, (3 debe tomar un valor menor 
que 0.7555. 
El modelo GARCH(I,I) puede escribirse, alternativamente, como un modelo ARMA(I,I) 
no gausiano en los cuadrados, dado por 
(2 .6) 
donde l/t  = Y; - a';. La perturbaci6n l/ t  es incorrelada, tiene media cero y varianza 
constante pero es condicionalmente heterocedastica. En la ecuaci6n (2 .6) ,  es posible 
observar como la dinamica del proceso GARCH(I,I) aparece en la fac de las observa­
ciones al cuadrado, que tiene la misma forma que la fac de un proceso ARMA(I,I) . 
2.2. MODELOS ARCH 
Bollerslev ( 1988) deriva las autocorrelaciones de y; que vienen dadas por 
0:(1 - 0:(3 - (32) 
1 - 20:(3 - (32 
(0: + (3)T-1p2 ( 1 ) ,T > 1 
15 
(2 .7) 
Notese que la fac depende de los parametros 0: y (3 y que decae hacia cero geometri­
camente a la tasa 0: + (3. Por tanto, es com un usar 0: + (3 como una medida de la 
persistencia de las innovaciones en la volatilidad de los modelos GARCH(l , l ) .  No ob­
stante, debido a que es posible tener modelos ARCH estrictamente estacionarios que no 
tienen momentos finitos, la no cion de persistencia de una innovacion en la volatilidad 
en el marco de los procesos ARCH es mas complicada que el correspondiente concepto 
de persistencia en la media para modelos lineales. Bauwens et al . (1999) discuten 
cuidadosamente la nocion de persistencia en el proceso GARCH(1 , l ) .  La idea es estu­
diar si el efecto de una innovacion en las varianzas condicionales futuras es persistente 
o si, por el contrario, desaparece con el tiempo. Para ella reescriben a; en (2.3) en fun­
cion de los valores pasados de las innovaciones, Ct, Y de la varianza condicional inicial 
aZ, como propuso Nelson (1990) . Es facil ver que 
t [ t-1 j 
1 a; = w + aLl (o:cL1 + (3) = a5 il (O:CZ-i + (3) + w 1 + f; il (O:CZ-i + (3) (2 .8) 
Nelson (1990) llama persistencia en L1 al impacto de la innovacion inicial co sobre la 
varianza condicional a;, esto es, 
lim E [oa;] 
Hoo oc6 (2.9) 
La razon para tomar esperanzas en (2.9) es que la derivada depende de todas las 
innovaciones Ci entre los instantes 0 y t. Suponiendo que aZ es independiente de la 
sucesi6n Ct, se tiene que 
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(2 . 10) 
De este modo, existini persistencia (en el sentido de que el efecto de una innovaci6n no 
desaparece nunc a) si la expresi6n (2 . 10) converge a una cantidad finita y distinta de 
cero cuando t tiende a infinito. Y esto sucede siempre que aE(c�) + (3 = 1 .  En este caso 
el impacto de la innovaci6n sera a. Dado que la varianza de la perturbaci6n Ct es uno, 
tendremos persistencia cuando exista una raiz unit aria en el proceso GARCH (l ,l ) ,  es 
decir, cuando a + (3 = 1 .  Engle y Mustafa (1992) tambien usan a la + (3]t-l como 
medida de persistencia. 
La tabla 2 .2 contiene los estimadores de Maxima Verosimilitud (MV) de los paramet­
ros del modelo GARCH(l ,l ) con errores gausianos6 para las 12 series de rendimientos 
descritas en la tabla 2 . 1  junto con el logaritmo de la verosimilitud como medida de bon­
dad de ajuste. Aquellas series que tenian alguna estructura en la media, en particular, 
los cinco indices bursatiles y dos de los siete tipos de cambio, han sido filtradas medi­
ante modelos de medias m6viles para recoger esa dependencia. Como puede observarse, 
todas las series tienen efectos ARCH significativos y valores de a + 7J muy pr6ximos 
a uno. El diagn6stico de los modelos se basa en las observaciones estandarizadas, 
definidas como ft = yt!O't, donde O't se obtiene sustituyendo los parametros por sus 
estimadores en la expresi6n correspondiente de la varianza condicional . La figura 2 .5  
represent a las volatilidades estimadas, O't, correspondientes a las 12 series. La tabla 
2 .2 , muestra tambien algunos momentos muestrales de ft. N6tese que las observaciones 
estandarizadas son asimetricas y tienen colas pesadas. Esto se ve mas claramente en 
la figura 2.6 donde se han representado estimaciones kernel de las densidades de Et, 
junto con la densidad gausiana. Por 10 tanto, si O"t se modeliza mediante un modelo 
GARCH (l , l) , el supuesto de gausianidad para Ct no parece adecuado. Sin embargo, las 
autocorrelaciones de Ef ya no son significativas. En consecuencia, para estas series, el 
6La estimacion se ha llevado a cabo con el programa EViews, version 3 .1 .  
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modelo GARCH (l , l ) gausiano es capaz de representar adecuadamente la dinamica de 
los cuadrados pero no puede explicar ni las asimetrias ni el exceso de curtosis presente 
en los datos. Esto puede deberse, como se vera en detalle en los siguientes capitulos, a 
un supuesto no adecuado de la distribucion de Et Y / 0 sobre la especificacion de (Yt Y / 0 
a la presencia de observaciones atipicas. 
El supuesto de gausianidad para las innovaciones Et ha sido relajado por varios 
autores. Por ejemplo, Bollerslev (1987) sugiere una distribucion t de Student, Jori­
on (1988) prop one usar una mixtura de distribuciones Normal y Poisson. El uso de 
la mixtura de Normal y Lognormal es propuesta por Hsieh (1989) y la distribucion 
GED (Generalized error distribution) por Nelson ( 1991 ) .  Bollerslev et al. (1994) usan 
ademas la distribucion t Generalizada que incluye a las distribuciones t de Student y 
GED como casos particulares. Granger y Ding ( 1995) y Gonzalez-Rivera (1998) tam­
bien consideran el uso de la distribucion de Laplace. Finalmente, Jiang et al. (2001) 
suponen que la distribucion de las innovaciones Et es desconocida y us an metodos 
semiparametricos para estimar los parametros de los modelos ARCH. 
La tabla 2 .3 contiene los estimadores MV de los parametros del modelo GARCH (l , l ) 
con errores t de Student. Comparando estas estimaciones con las de los modelos 
GARCH (l , l ) gausianos, se puede observar que, con la excepcion del in dice de Bombay, 
no hay grandes diferencias entre las estimaciones de los parametros. Sin embargo, en los 
rendimientos del indice de Bombay, a cambia dramaticamente cuando se sup one una 
distribucion condicional t de Student. Bajo el supuesto de gausianidad, el parametro 
ex se estima como 0.0434 con un error estandar de 0 .006 y cuando se supone una t de 
Student pasa a estimarse como 0. 1317 con un error estandar de 0 .034. Este fenomeno 
puede ser debido a la presencia de observaciones atipicas, como se vera en el Capitulo 
4. En cuanto a las observaciones estandarizadas, notese que ya no tienen exceso de cur­
tosis con respecto a la distribucion t de Student. Por tanto, los modelos GARCH (l , l  )-t 
parecen capaces de explicar tanto la dinamica de los cuadrados como la elevada cur-
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tosis que se observa en las series. Sin embargo, en cinco de las doce series analizadas, 
los panimetros estimados violan la condicion de existencia del momento de cuarto or­
den, por 10 que aparentemente, no existiria la curtosis, algo que parece muy restrictivo 
cuando se mira a las series reales. En el Capitulo 3 se vera una posible explicacion a 
este fenomeno. 
Las tablas 2 .4 ,  2 .5 y 2 .6 muestran los valores de la media, varianza, curtosis y 
autocorrelaciones de los cuadrados que implican los modelos GARCH(l , l )  estimados 
para cada una de las series, junto con sus valores muestrales. Notese que, con la 
excepcion del indice de Amsterdam, cuando los errores se suponen gausianos, la curtosis 
teorica que implica el modelo es menor que la curtosis muestral. Por el contrario, si se 
sup one una distribucion t de Student, en los casos en que los parametros satisfacen la 
condicion de existencia del momento de cuarto orden, la curtosis que implica el modelo 
es siempre mayor que la muestral. Por tanto, parece que el modelo GARCH(l , l )  no es 
capaz de explicar bien la curtosis de estas series ya que cuando se sup one gausianidad 
condicional la curtosis que implica el modelo es demasiado baja  y cuando se supone una 
distribucion leptocurtica la curtosis que implica el modelo es demasiado alta, cuando 
existe. 
Dado que en muchas aplicaciones empiricas y como muestra la tabla 2 .2 ,  es comtin 
obtener estimaciones de a y f3 tales que (;+73 c: 1, Engle y Bollerslev (1986) propusieron 
el modelo GARCH Integrado (IGARCH) dado por (2.3) con a + f3 = 1. Es importante 
recordar que aunque la varianza marginal del proceso no sea finita, el proceso puede 
ser estrictamente estacionario. 
Alternativamente, considerando que, como se ha visto con un ejemplo en la figura 
2 .3 ,  las autocorrelaciones de los rendimientos en valor absoluto suelen ser mayores 
que las de los cuadrados de los rendimientos, varios autores han propuesto modelizar 
la desviacion tipica condicional en lugar de la varianza condiciona17. Los primeros 
7No obstante, He y Teriisvirta (1999) sugieren que e1 ejecta Taylor podrfa ser debido a sesgos en 
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modelos para el valor absoluto de los rendimientos se remontan a Taylor (1986) y 
Schwert (1989) quienes propusieron el modelo AVGARCH (Absolute Value GARCH) 
dado por 
(2.11) 
Nelson y Foster (1994) demuestran que el modelo anterior es un filtro mas eficiente 
de la varianza condicional en presencia de innovaciones con distribuciones leptocu.rticas 
que las especificaciones basadas en a;' He y Teriisvirta ( 1999) derivan la fac de los 
cuadrados en el modelo AVGARCH que es radicalmente diferente de la del modelo 
GARCH. Aunque la varianza marginal, curtosis y fac de las observaciones al cuadrado 
del modelo AVGARCH son inmediatas a partir de los resultados de He y Teriisvirta 
(1999) , sus expresiones son muy complicadas y por 10 tanto no se reproducen aqui. 
Los modelos GARCH tienen muchos atractivos, por 10 que, como ya se ha comen­
tado, su implementaci6n empfrica es muy extensa. No obstante, est os modelos tienen 
tambien algunas limitaciones seiialadas originalmente por Nelson (1991) y, entre las 
que Tsay (2002) destaca: 
1 .  Suponen que los rendimientos positivos y negativos tienen el mismo efecto en la 
volatilidad ya que esta depende de los valores previos al cuadrado. Sin embar­
go, en la practica puede existir una respuesta asimetrica de la volatilidad ante 
movimientos positivos y negativos de los precios. Esto es conocido como eJecto 
apalancamiento y fue descrito originalmente por Black (1976) . Esta asimetrfa 
ha sido tambien documentada por Glosten et al . ( 1993) , Schwert (1989) , Nel­
son (1991) , Campbell y Hentchel (1992) , Engle y Ng (1993) , Sentana (1995) y 
Shephard (1996) entre otros. 
2. Imponen restricciones sobre los parametros que van aumentando a medida que 
se quiere garantizar la existencia de moment os de mayor orden y que se permiten 
la fac muestral de los cuadrados . 
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colas mas anchas para la distribucion condicional. Ademas, se ha observado en 
algunas aplicaciones empiricas, que las restricciones de no negatividad sobre los 
parametros no se satisfacen. 
3. Tienden a sobrepredecir la volatilidad porque dependen directamente de los val­
ores grandes aislados de la serie de rendimientos. Esto hace que las estimaciones 
de la volatilidad sean muy poco suaves. 
4 .  El concepto de persistencia en estos modelos no es claro. 
2 .2.2 Modelos EGARCH 
 Para solucionar algunas de las limitaciones de los modelos GARCH, mencionadas an­
teriormente, Nelson (1991) prop one el modelo EGARCH (Exponential GARCH) . El 
modelo mas simple, EGARCH (1 , l) , viene dado por Yt, en (2 . 1) con 
1 2 (31 2 [I Yt-1 1 I Yt 1 IJ 
Yt l ogCYt = w + ogCYt l + 0:' - E + ,CYt l CYt l CYt l 
(2 . 12) 
donde E I  I = /fr, si Ct es gausiano. N6tese que en (2 . 12) no hay necesidad de 
restringir los panimetros para garantizar que la varianza condicional sea positiva ya 
que el modelo esta formulado para e1 proceso log CY; . La condici6n de estacionar­
iedad es 1(31 < 1 .  Este modelo implica una respuesta asimetrica de la volatilidad ante 
rendimientos positivos y negativos debida al termino ,Yt l. Si, por ejemplo, el coefi-O"t-1 
ciente , es negativo, esto implica que rendimientos positivos generan men os volatilidad 
que rendimientos negativos. 
La figura 2.7 contiene la Curva NIC (News Impact Curve) propuesta por Engle y 
Ng (1993) para medir el impacto de las innovaciones sobre 1a volatilidad. Esta curva 
mide la relaci6n entre Yt l Y CY; cuando toda la informacion hasta el instante t - 2 ,  
incluido, se mantiene constante y todos los retardos de las varianzas condicionales estan 
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evaluados en la varianza marginal . Para el modelo GARCH ( l , l) , la curva NrC tiene 
la siguiente expresi6n 
2 A 2 O"t = + aYt l (2.13) 
donde A = w + (30";. Como se puede observar, 1a curva NrC para e1 mode10 GARCH 
es simetrica, 10 que significa que innovaciones positivas tienen el mismo efecto sobre la 
volatilidad que innovaciones negativas siempre y cuando ambas sean iguales en valor 
absoluto. Al igual que en el modelo GARCH ( l , l) , la curva NrC del modelo AVGARCH, 
tambien representada en la figura 2.7, es simetrica, de modo que este modelo tampoco 
permite asimetrias en la volatilidad. Sin embargo, para el modelo EGARCH ( l , l) 
gausiano, la curva NrC viene dada por 
O"z 
= {A exp  A exp  si Yt l > ° si Yt l < ° (2.14) 
donde A = 0";f3 exp (w -  Considerando w > 0, ° < a < 1, ° < f3 < 1 y, muy 
importante, "/ < 0, como se ha hecho en la figura 2.7, las innovaciones negativas tienen 
un efecto sobre la volatilidad mayor que las innovaciones positivas. 
Expresiones para la varianza marginal, curtosis y fac de las observaciones al cuadra­
do del proceso EGARCH en (2.12) se encuentran en He et al. ( 1999) y vienen dadas 
por 
y 
K, = 3 rroo E (exp (2(3i
lg)) 
Y 
i l 
[E (exp ((3i lg))]2 
(2.15) 
(2.16) 
(2.17) 
donde, si Ct es gausiano, g = g (Yt l) = a ( I Yt-l 1- �) +,,/Yt-l, PI = fI=l E (exp ((3i lg)), O"t-l O"t-l O"t-l 
P2 = rr�l E (exp ((1 + f3T)(3i lg)), P3 = rr�l[E (exp (2(3i lg))J2 and P4 = rr�l E (exp (2(3i lg)). 
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La figura 2 .8 represent a la fac de los cuadrados del modelo EGARCH(l , l )  para 
distintos valores de los panimetros. Una conclusion inmediata de este gnifico es que la 
tasa a la que decae dicha fac no es /3, puesto que para el mismo valor de /3, y para un 
valor fijado de Q:, la fac decae a distinta tasa dependiendo del valor del panimetro de 
asimetria, 'Y. Amilogamente, para el mismo valor de /3 y fijando un valor de 'Y, la fac 
decae a distinta tasa dependiendo del valor de Q:. 
Nelson (1991 ) ,  Kearns y Pagan ( 1993) , Poon y Taylor (1992) , Zakoian (1994) y 
Chong et al . ( 1999) entre otros, han ajustado modelos EGARCH a distintas series 
temporales financieras reales. No obstante, a pesar de las ventajas que ofrecen los 
modelos EGARCH frente a los GARCH, dichos modelos no han sido muy utilizados 
en la pnictica, posiblemente debido a la falta de resultados asintoticos ace rca de los 
estimadores de Cuasi-Maxima Verosimilitud y a que los modelos EGARCH tienden 
a sobreestimar el efecto de las observaciones extremas en la volatilidad; vease, por 
ejemplo, Hafner y Herwartz (2000) . 
La tabla 2 .7 contiene los estimadores MV de los parametros del modelo EGARCH(l , l )  
con errores gausianos8 para las 12  series. Observese que e l  coeficiente de  persistencia 
de la volatilidad, /3, se estima muy proxima a uno y el parametro de asimetria, 'Y, 
es significativo para todas las series analizadas, excepto para los tipos de cambio US­
CAN y US-ESP. Ademas, notese que, excepto para el tipo de cambio US-SWK, dicho 
parametro se estima negativo, 10 que implica que los rendimientos negativos tienen 
un efecto sobre la volatilidad mayor que los positivos. Finalmente, puede observarse 
que las observaciones estandarizadas, ft, tienen exceso de curtosis y, para ocho de 
las doce series, son tambien asimetricas. Por 10 tanto, como en el caso de los mode­
los GARCH(l , l ) ,  los modelos EGARCH(l , l )  gausianos son capaces de representar la 
dinamica de los cuadrados pero no pueden explicar ni el exceso de curtosis ni todas las 
asimetrfas presentes en los datos. En las tablas 2 .4, 2 .5 Y 2.6 puede observarse que los 
8La estimacion se ha llevado a cabo con el programa EViews , version 3 .1 .  
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valores de la curtosis y las autocorrelaciones de los cuadrados que implican los modelos 
EGARCH (l , l) estimados son muy parecidos a los valores que implican los modelos 
GARCH(l , l) , aunque en el caso de la varianza, los valores que implican los modelos 
EGARCH (l , l) estan muy alejados de los muestrales. 
2.2.3 Otros modelos ARCH para varianzas condicionales asimetri-
cas 
Desde la propuesta original de Nelson (1991) ,  se han propuesto varios modelos alter­
nativos para representar la respuesta asimetrica de la volatilidad. Entre los mode­
los asimetricos mas populares se encuentra el modele A-PARCH (Asymmetric-Power 
ARCH) ,  propuesto por Ding et al. ( 1993), que es capaz de unificar a siete mode­
los tipo ARCH. En particular, los modelos GARCH, AVGARCH, GJR-GARCH de 
Glosten et al. ( 1993), TARCH (Threshold-ARCH ) de Zakoian (1994) , NARCH de 
Higgins y Bera (1992) y log-ARCH de Geweke (1986) y de Pantula (1986) son casos 
particulares del modele A-PARCH. 
La varianza condicional en el modele A-PARCH mas simple viene dada por 
(2 . 18) 
Ding et al . ( 1993) y Granger y Ding (1995) seiialan que el parametro 6 sirve como 
una transformacion Box-Cox de (It Y que es necesario para captar adecuadamente la 
dinamica de la volatilidad. El parametro r modeliza la respuesta asimetrica de (It ante 
innovaciones positivas y negativas. Las propiedades estadfsticas del modelo A-PARCH 
han sido tratadas por He y Terasvirta (1997) y Fornani y Mele (1997) . Este modele ha 
side ajustado a rendimientos de varios mercados financieros por Brooks et al. (2000) 
y Paolella (2000) . 
Recientemente, han aparecido varios modelos alternativos que permiten obtener 
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como casos particulares la mayoria de los modelos tipo ARCH descritos anteriormente. 
En primer lugar, Hentschel ( 1995) define una familia parametrica de modelos GARCH 
que incluye a los modelos EGARCH y A-PARCH pero no al modelo GQARCH de Sen­
tana (1995) . Leon y Mora (1999) ajustan el modelo propuesto por Hentschel (1995) a 
rendimientos diarios del indice de la Bolsa de Madrid, IBEX-35. Para dicha serie, los 
modelos que represent an la desviacion tipica condicional se ajustan mejor que los que 
modelizan las varianzas condicionales. Ademas, la verosimilitud de los modelos basa­
dos en distribuciones condicionales leptocurticas es mayor que cuando la distribucion 
condicional se sup one Normal. Finalmente, muestran que el comportamiento asimetri­
co de los rendimientos del IBEX-35 es estadisticamente significativo. La respuesta 
asimetrica de la volatilidad y la distribucion condicional leptocurtica para los mismos 
rendimientos se menciona tambien en Blanco (2000) . 
Posteriormente, Duan (1997) introduce el modelo GARCH Aumentado que es 10 
bastante general como para unificar a los principales modelos tipo ARCH propuestos 
en la literatura. Por ejemplo, los modelos GARCH, EGARCH y GJR-GARCH son, 
entre otros, casos particulares del modelo GARCH Aumentado. Loudon et al. (2000) ,  
ajustan dicho modelo a los rendimientos diarios del indice FT All Share del Reino 
Unido, observados desde 1971 a 1997. Concluyen que la volatilidad de dicha serie 
exhibe un alto grado de asimetria y de persistencia (en el sentido de que el efecto de una 
innovacion sobre la volatilidad acaba desapareciendo aunque 10 hace muy lentamente) . 
Sin embargo, los residuos se caracterizan por tener coeficientes de asimetria y curtosis 
significativos. Por 10 tanto, concluyen que los modelos tipo ARCH con funciones de 
densidad condicional normales son capaces de captar parte, aunque no toda la asimetria 
y exceso de curtosis observado. La misma conclusion se encuentra en McCurdy y 
Morgan (1987) , Milhoj (1987) , Hsieh (1989) y Baillie y Bollerslev (1989) . 
Finalmente, He y Terasvirta ( 1999) proponen un marco unificador para considerar 
las propiedades estadisticas de muchos modelos GARCH(l , l) , simetricos y asimetricos, 
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y sin necesidad de hacer supuestos particulares sobre la distribucion de St . Entre los 
modelos considerados se encuentran los siguientes: GARCH (l , l ) , AVGARCH (l , l ) , 
GJR-GARCH ( l , l ) , GARCH(l , l ) no lineal, que es un caso particular del modelo A­
PARCH, "volatility switching" GARCH (l , l ) de Fornani y Mele ( 1997) , TGARCH (l , l ) , 
"fourth-order nonlinear generalized moving-average conditional heteroscedasticity" de 
Yang y Bewley (1995) y GQARCH (l , l ) . No incluyen ni el modelo EGARCH ni el A­
PARCH. Para su familia de modelos GARCH (l , l ) , derivan una condicion general para 
la existencia de cualquier momento de orden entero, tanto para las observaciones como 
para el valor absoluto de las observaciones, junto con la fac de los cuadrados de las 
observaciones y de su valor absoluto. Ling y McAleer (2002b) consideran esta misma 
familia de modelos GARCH (l , l) para la cual establecen una condicion suficiente para 
la estacionariedad estricta y la condicion necesaria y suficiente para la existencia de 
sus momentos. 
En la actualidad hay un gran interes en las propiedades teoricas de esta familia de 
modelos 10 que ha dado lugar a varios art:fculos que aportan condiciones necesarias y 
suficientes para la estacionariedad en covarianza y estacionariedad estricta as! como 
para la existencia de momentos de cualquier orden. Vease tambien Li et al . (2001) y 
Ling y McAleer (2002a) . 
2.3 Modelos de Volatilidad Estocastica 
Los modelos ARSV (Autoregressive Stochastic Volatility) , propuestos originalmente 
por Taylor (1986) y popularizados por Harvey et al . ( 1994) , especifican la volatilidad, 
{}t , como una variable latente que, en el caso mas sencillo, sigue un proceso autorregre­
sivo una vez se ha transformado tomando logaritmos. 
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EI caso mas simple es el modelo ARSV(1)9 que viene dado por 
(2 .19) 
donde se asume que Ct Y TJt son procesos i . i .d . ,  mutuamente independientes, con media 
cero y varianzas uno y ()� respectivamente. Se diferencian, por tanto, dos perturba­
ciones, una, Ct, que afecta al nivel de la serie y otra, TJt, que afecta a la volatilidad. 
De este modo, la volatilidad tiene un componente predecible que depende del pasado 
y un componente inesperado. Ademas, TJt se asume Normal. El parametro ()* es un 
factor de escala que evita incluir un termino constante en la ecuacion de log (); y la 
restriccion I cPl < 1 garantiza la estacionariedad de Yt. A pesar de que el supuesto 
de Normalidad para TJt pueda parecer ad hoc, se ha observado que la distribucion del 
proceso log-volatilidad en series financieras reales puede aproximarse adecuadamente 
por una distribucion Normal; ver, por ejemplo, Andersen, Bollerslev, Diebold, y Ebens 
(2001) y Andersen, Bollerslev, Diebold, y Labys (2001) . Notese que ()� es la varianza 
de la perturbacion de la volatilidad. Cuando ()� es cero, el modelo (2 . 19) no esta iden­
tificado. So et al. ( 1999) present an una interpretacion muy interesante del modelo 
ARSV(l)  mediante la descomposicion de la volatilidad total de Yt en dos terminos: la 
volatilidad de un dia tipico, y la volatilidad debida a las fiuctuaciones por las llegadas 
de informacion al mercado. Taylor ( 1994) , Ghysels et al. ( 1996) y Shephard (1996) 
contienen revisiones de la literatura sobre los modelos ARSV. 
En general, la distribucion de Yt condicionada a las observaciones pasadas no tiene 
una forma conocida. Sin embargo, usando las propiedades de la distribucion log­
normal, se pueden obtener distintos momentos de la distribucion marginal. Asi, la 
varianza de Yt viene dada por 
(2 .20) 
9La especificacion del proceso log-volatilidad como un proceso ARMA(p, q) ha sido considerado, 
por ejemplo, por Hwang y Satchell (2000) .  
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donde (J� = (J�/ ( 1  - ¢2) .  La curtosis de Yt es 
K-y = K-€ exp ((J� ) (2 .21)  
donde K-€ es la curtosis de Ct.  Aunque Ct  sea gausiano, K-y es mayor que 3 y, por tanto, el 
modelo ARSV(l)  tambien es capaz de generar series con colas pesadas. N6tese que, en 
el modelo ARSV(l ) ,  el panimetro (J� controla el grado de curtosis, independientemente 
de la persistencia de las innovaciones en la volatilidad, medida por ¢. Podria haber 
exceso de curtosis incluso cuando ¢ = O. Como se vera en el capitulo siguiente, esta 
propiedad hace a los modelos ARSV(l) mas fiexibles que los modelos GARCH(l , l )  
a la  hora de representar los hechos empiricos usual mente observados en  series reales. 
Ademas, en el modelo ARSV(l ) ,  la condici6n para la existencia del momento de cuarto 
orden es la condici6n de estacionariedad, es decir, I¢ I  < 1 .  Esta propiedad es una 
ventaja frente al modelo GARCH(l , l ) ,  que puede ser estacionario y no tener momento 
de cuarto orden finito, como se veia en el grafico 2 .4 .  
Se puede ver facilmente que Yt es un proceso incorrelado aunque no independi­
ente cuyos moment os impares son cero. Las autocorrelaciones de las observaciones al 
cuadrado han sido derivadas por Taylor (1986) y vienen dadas por 
(2 .22) 
Taylor (1986) menciona que cuando CJ� es pequeiia y/o las autocorrelaciones de 
log CJ; son pr6ximas a uno, la fac de las observaciones al cuadrado se puede aproximar 
mediante la fac de log CJ; multiplicada por un factor de proporcionalidad, esto es, 
(2.23) 
Consecuentemente, se ha argumentado con frecuencia que la fae de las observaciones 
al cuadrado en el modelo ARSV(l)  es similar a la de un proeeso ARMA(l , l ) ,  car­
acterizada por un decaimiento geometrico determinado par el parametro ¢; ver, por 
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ejemplo, Taylor ( 1994) y Shephard (1996) . Sin embargo, dicha aproximacion puede 
no ser adecuada para determinados val ores de los parametros 4> y CT� de interes en 
aplicaciones empiricas. Como ilustracion, en la figura 2.9 se ha represent ado la fac 
para las observaciones al cuadrado del modelo ARSV(l )  junto con la aproximacion de 
Taylor para algunos valores seleccionados de los panimetros. En primer lugar, notese 
que la aproximacion siempre esta por encima de la verdadera fac. Ademas, para la 
mayoria de los casos considerados, el decaimiento de la fac no es geometrico sino que es 
mas rapido en los primeros retardos. Este hecho se puede observar mas claramente en 
la figura 2 .10 que representa, para los mismos valores de los parametros considerados 
anteriormente, el cociente entre dos valores consecutivos de la fac, que viene dado por 
la siguiente expresion 
exp (4)TCTh) - 1  1 + 0.5CTh4>T + 0 . 17CT�4>2T + . . .  
exp (4)(T-l)CT�) 1  = 4> 1 + O.5CT�4>(T-l) + 0. 17CT�4>2(T-l) + . . .  (2.24) 
Notese que, a medida que los retardos considerados son mayores, se tiende al decaimien­
to geometrieo a la tasa 4>. Por su aparente similitud con la fae de los euadrados de 
un modelo GARCH(l , l ) ,  en la que a + fJ da una idea de la persisteneia de las innova­
eiones en la volatilidad, en los modelos ARSV(l )  la persistencia de las innovaeiones en 
la volatilidad se ha medido, habitualmente, por ¢Y. 
En la tabla 2 .8 se muestran las estimaeiones de los parametros de los modelos 
ARSV(l)  para las doce series anteriores. El metodo de estimacion utilizado es el metodo 
propuesto por Sandmann y Koopman (1998) 10 que consiste en maximizar la funcion 
de verosimilitud mediante Monte Carlol1 .  El modelo ARSV(l )  puede expresarse como 
un modelo en el espacio de los est ados con innovaciones no gausianas una vez se tom a 
lOEste metoda se ha implement ado usando el lenguaje de programaci6n Ox 3. 1 de Doornik (2001) 
y usando la librerfa SsfPack 2. 3 de Koopman y Doornik (1999) .  EI programa empleado para la esti­
macion se llama sv - mel .ox y se ha obtenido de la pagina web http://www.econ.vu.nl/koopman/sv/. 
Mas informacion en http://www.nuff.ox.ac.uk/Users/Doornik/index.html y http://www.ssfpack.com. 
1 1  Para las series US-SSF y US UKP este metodo no converge, por 10 que, para dichas series, los 
parametros han sido estimados mediante el metoda de Cuasi Maxima Verosimilitud propuesto in
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el logaritmo de las observaciones al cuadrado, esto es, 
log y; 
log a; 
fJ, + log az + �t 
I/> log aZ- l + TJt 
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(2 .25) 
don de fJ, = log a; + E (log En y �t = log E; - E (log En . N otese que cuando Et es Normal, 
�t sigue una distribucion 109(X(l) )  cuya media y varianza son - 1 .27 y 7r2/2 respectiva­
mente. El metoda de estimacion propuesto por Sandmann y Koopman (1998) consiste 
en aproximar la funcion de verosimilitud mediante la suma de una parte gausiana, 
construida mediante el filtro de Kalman y una funcion resto cuya esperanza puede ser 
evaluada por simulacion. 
Un result ado interesante que se observa comparando las estimaciones ARSV(l )  en 
la tabla 2 .8 y las estimaciones GARCH(l , l )  en la tabla 2 .2  es que, para la mayoria 
de las series, el parametro 1/>, asociado con la persistencia en el modelo ARSV(l ) ,  se 
estima menor que el correspondiente a + (3 en el modelo GARCH(l , l ) .  Este hecho 
ha sido ya mencionado en la literatura por varios autores; ver, por ejemplo, Shephard 
(1996) y Taylor ( 1994) . En la tabla 2 .8, se puede observar adem as que las observaciones 
estandarizadas, para la mayoria de las series, ya no tienen asimetrfas ni exceso de cur­
tosis y el supuesto de Normalidad parece adecuado. La figura 2 .6 contiene estimadores 
kernel de la densidad de las observaciones estandarizadas con modelos GARCH(l , l )  
y ARSV(l)  junto con la  densidad Normal para las doce series consideradas. Como 
se puede ver en esta figura, la distribucion de las observaciones estandarizadas con 
el modelo ARSV(l)  es mas proxima a la distribucion Normal, que cuando el modelo 
considerado es el GARCH(l , l ) .  En el siguiente capitulo abordaremos estos dos temas 
con mas detalle. 
Por otra parte, el exceso de curtosis y las asimetrias que se observan en las observa­
ciones estandarizadas de algunas series, tanto cuando se estima un modelo G ARCH (1 , 1 )  
dependientemente por Harvey e t  al. (1994) y Nelson (1988) , basado en maximizar la funci6n de 
verosimilitud gausiana del logaritmo de las observaciones al cuadrado. 
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como un modelo ARSV(l) , puede deberse a la presencia de observaciones atipicas, co­
mo ya se ha comentado anteriormente. La presencia de observaciones atipicas en series 
condicionalmente heterocedasticas sera considerado en detalle en el Capitulo 4. 
A pesar de que el modelo ARSV (l ) parece explicar las series consideradas, de un 
modo mas adecuado que el modelo GARCH (l , l) , es importante seiialar que, en la tabla 
2 .8 ,  el estadistico de Box-Ljung es significativo, al 95% de confianza, para la mayoria 
de las observaciones estandarizadas, 10 que indica que hay estructura en los residuos 
del modelo. Sin embargo, dado que las correlaciones en los cuadrados son pequeiias y 
negativas y son significativas solamente para las series estimadas por medio del metoda 
propuesto por Sandmann y Koopman (1998) , parece este un problema del modo en 
que se estima la volatilidad mas que del propio modelo ARSV(l ) . Podria deberse al 
filtro que utilizan los autores para obtener los valores suavizados at . 
Las tablas 2.4, 2 .5  Y 2.6 muestran los valores de la media, varianza, curtosis y 
autocorrelaciones de los cuadrados que implican los modelos ARSV (l ) estimados para 
cada una de las series junto con sus valores muestrales. Notese que, al igual que en 
el caso de los modelos GARCH (l , l ) , para la mayoria de las series, la curtosis teorica 
que implica el modelo ARSV (l ) es menor que la curtosis muestral. Sin embargo, la 
curtosis de los modelos ARSV (l ) esta, en cualquier caso, mas cerca de la muestral. 
Finalmente, la figura 2 .5 contiene estimaciones de la volatilidad, obtenidas medi­
ante los modelos ARSV (l ) . Notese que la especificacion ARSV ( l ) para la volatilidad 
permite obtener estimadores suavizados de (Jt usando toda la muestra, (Yl , . . .  , YT) ; 
vease, por ejemplo, Harvey et al . (1994) . Como se puede ver en la figura 2 .5 ,  com­
parando las estimaciones de la volatilidad con las obtenidas mediante los modelos 
GARCH (l , l ) , ambas son muy similares aunque, en general, la especificacion ARSV(l ) 
produce estimadores de la volatilidad mas suaves que la especificacion GARCH (l , l ) . 
En los modelos GARCH (l , l) las observaciones en el instante t e instantes posteriores 
no modifican la estimacion de (Jt , puesto que (Jt es observable en el momenta t 1 .  
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2 .4 Otros modelos alternativos 
Aunque los modelos descritos en las secciones anteriores son los mas conocidos y utiliza­
dos en la pnictica, la literatura sobre modelos para representar la evolucion dinamica de 
la volatilidad, O"t , es muy extensa. Hay otros muchos modelos que pueden ser alterna­
tivas interesantes a los modelos anteriores; como, por ejemplo, los modelos CHARMA 
(Conditional Heteroscedastic Autoregressive Moving Average) , que fueron introducidos 
por Tsay (1987) . El modelo CHARMA mas simple viene dado por 
(2 .26) 
donde ¢(L) = 1 - ¢lL - ¢2L2 - . . .  - ¢pLP y ()(L) = 1 - ()lL - ()2L2 - . . .  - ()qLq son 
polinomios en L, de grados p y q respectivamente, y de coeficientes constantes. L es el 
operador de retardos tal que £3Yt = Yt-j , T)t es un proceso ruido blanco gausiano con 
varianza O"� y 6t (L) = 1 - 6ltL - 62tL2 - . . .  - 6rtLr es un polinomio en L, de grado 
r, con coeficientes aleatorios. El vector de coef cientes aleatorios 6t = (6lt ,  62t , . . .  , 6rt) '  
forma una secuencia de vectores aleatorios i . i .d. de media cero y matriz de varianzas 
y covarianzas definida positiva, E. Ademas, 6t es independiente de T)t . La presencia de 
coeficientes aleatorios genera heterocedasticidad condicional en los modelos CHARMA. 
Si, por ejemplo, p = q = 0 y r = 1, entonces la serie Yt viene dada por 
Yt = 6ltYt-l  + T)t 
Es sencillo pro bar que el proceso Yt es incorrelado, condicionalmente heterocedastico 
y con una distribucion marginal leptocurtica. Tsay (1987) considera una aplicacion 
del modelo CHARMA utilizando la estructura de heterocedasticidad condicional como 
una manera alternativa de tratar observaciones atipicas en series temporales. 
Otros modelos alternativos a los CARCH y ARSV son los modelos All-Pass, prop­
uestos por Breidt et al . (2001) . Estos modelos son modelos ARMA en los cuales 
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todas las rakes del polinomio autorregresivo son reciprocas de las del polinomio de 
medias moviles y viceversa. Este tipo de modelos generan series incorreladas pero no 
independientes en el caso de innovaciones no gausianas. 
Breidt et al. (2001 )  aplican esta metodologia a rendimientos de tipos de cambio 
mostrando que los modelos All-Pass lineales pueden captar comportamientos no lineales 
asociados a menudo con los modelos GARCH y ARSV. El modelo All-Pass mas simple 
es el de orden uno dado por 
(1 - ,pL)Yt = (1 - ,p l L)at 
donde at se sup one i.i .d. de media cero y varianza cr2 • Se puede ver facilmente que Yt 
es una secuencia incorrelada y, en el caso de que at sea Normal, la distribucion de Yt 
es N(O, cr2,p-2) ,  pero si at no es Normal, entonces Yt ya no es independiente. 
Se han propuesto otros muchos modelos en la literatura. Granger y Ding ( 1995) 
sugieren que las series diarias de rendimientos financieros podrfan caracterizarse con la 
distribucion doble exponencial. Ryden et al . ( 1998) proponen modelizar los rendimien­
tos mediante una mixtura de variables normales de media cero, ya que pueden generar 
series con muchas de las propiedades empiricas observadas. Ellos proponen usar el 
modelo de "hidden Markov" para captar la dependencia de mayor orden presente en 
las series de rendimientos. 
Finalmente, los modelos NIGSV (Normal Inverse Gaussian Stochastic Volatility) ,  
propuestos por Barndorff-Nielsen (1997) y extendidos y aplicados a series reales por 
Andersson (2001)  son otra alternativa interesante para modelizar series de rendimien­
tos financieros. Recientemente han aparecido muchos articulos relacionados con este 
tipo de modelos; ver, por ejemplo, Barndorff-Nielsen y Shephard (2001a) , Barndorff­
Nielsen y Shephard (2001 b) , Barndorff-Nielsen y Shephard (2002a) , Barndorff-Nielsen 
y Shephard (2002b) y Forsberg y Bollerslev (2002) .  
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2 . 5  Apendice de tablas y figuras 
Figura 2. 1 :  Rendimientos diarios de varios tipos de cambio 
Rendimientos diarios Yt Densidades normal y estimada FAC de � 
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Tabla 2 . 1 :  Estadisticos descriptivos de varias series diarias de rendimientos financieros 
us us us us 
CAN ESP GER JAP 
T 1963 1963 1963 1963 
Media 0.0084 0.0245 0.0153 0.0077 
D.T. 0.3094 0.6233 0.6 129 0.7796 
Simetria 0. 1449* 0.1509* 0.2553* 0.5858' 
Curtosis 5.6080' 5. 1553' 4.7606' 7.3970' 
r ( l )  0.0647* 0.0341 0.0262 0.0255 
Q(20) 34.80' 24.20 20.70 23.60 
Autocorrelaciones de y[ 
r2(1)  0.1200' 0.0800* 0.1200' 0.2500' 
[2 (2) 0.0900' 0.0500' 0.0300 0.1300' 
[2(5) 0.1400' 0.0300 0.0600' 0 .1100' 
[2(10) 0.0800' 0.0400 0.0900' 0.0500 
Q2 (20) 380' 96.7' 161'  377* 
T: Tamaiio muestral. 
[(7) :  Autocorrelacion de orden 7 de las observaciones Yt.  
[2(7): Autocorrelacion de orden 7 de los cuadrados Yr. 
us us us AMST. 
SSF SWK UKP E.O.E 
1963 1963 1963 1261 
0 .0078 0.01 49 0.0008 0.0818* 
0.6860 0.6267 0.5090 1 .3468 
0.3539' 0. 1535' 0.0266 0.3101* 
5.0157' 4.4174' 5.4891 * 5.7362* 
0.0278 0.0050 0.0100 0.0300 
18.70 20.07 32.70' 39.70* 
0.1800' 0.0600* 0.0900' 0. 1800' 
0.0300 0.0800' 0.0800' 0.2700' 
0.0600' 0.0300 0.0900' 0.1300' 
0.0600' 0.0400 0.0700' 0 . 1600' 
220* 141*  256* 749' 
Q(20) y Q2 (20): Estadistico Box Ljung para Yt e Y[ respectivamente (31.4 es el valor critico al 5%). 
* Significativamente distinto de cero al 95% de confianza. 
BOMBAY DOW IBEX 
S.M.1. JONES 35 
1262 2728 1982 
0.01 1 1  0.0472* 0 .0708' 
1 .8471 0.9312 1 .2495 
0. 1329 0.4303' 0.3540' 
6.8799* 7.9133' 6.8751* 
0.0700' 0.0300 0 .1219' 
4 1 .30' 47.50* 72.80* 
0 . 1300' 0.2100* 0.2100* 
0. 1300' 0. 1400' 0.2000' 
0 . 1000' 0. 1600' 0 . 1800' 
0.0400 0.0600' 0.2300* 
146' 5 1 1 '  1414' 
S&P 
500 
2888 
0.0575' 
0.9085 
0.6108' 
9.6405* 
0.0001 
38.30* 
0.1700' 
0.0900' 
0 .1500' 
0.0700' 
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Figura 2.3 :  Funci6n de Autocorrelaci6n para los rendimientos de S&P 500 
FAG de Yt 
 
0, 1 5  
0.1 
0.05 
      o 1 0  
FAG de IYtl 
20 30 
 
0. 1 5  
0.1 
0.05 
 
o 1 0  20 30 
FAG de >{ 
0.2 
0.1 5  
0.1 
0.05 
0 
-0.05 
0 1 0  20 30 
FAG de log(>{) 
 
0. 1 5  
0.1 
 
o 1 0  20 30 
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Figura 2 .4: Regiones donde el modelo GARCH(l , l )  satisface las condiciones de esta­
cionariedad estricta y de existencia de los momentos de ordenes dos y cuatro para 
distintas distribuciones condicionales 
Et e5 N{O,1) 
3.5 4.5 
Et as ts con varianza uno 
0.9 0.9  
0.$ 0." 
0.7 0.7 
0.6 0.6 
.:0. 0.5 -:0.0.5 
0.4 0.4 
0.3 0.3 
0.2 0.2 
0.1 0.1 
0 
0.5 4 5 0 
Et es 17 con var anza uno 
2.5 
 
 
 30?+2a.�+�2 1 
  
 90?+2aB+(32=1 :, 
0.1 0.2 0.3 
5a2+2af\+�2 1 
0.6 
3.5 4.5 
0 7  0.$ 0.9 
Tabla 2 .2 :  Modelos GARCH(l , l )  gausianos estimados y diagnosis de los residuos 
us us us us us us us AMST. BOMBAY DOW 
CAN ESP GER JAP SSF SWK UKP E.O.E S.M.I. JONES 
W 0.00 1 1  0.0045 0.0047 0.0130 0 .0116  0.0054 0.0048 0.0174 0.0702 0.0090 
(0.001 ) (0.002) (0.002) (0.002) (0.003) (0.002) (0.001 )  (0.005) (0.0 1 1 )  (0.002) 
a 0.0442 0.0328 0.0319 0.0559 0.0301 0.0319 0.0347 0.0659 0.0434 0.0584 
(0.005) (0.006) (0.005) (0.006) (0.006) (0.006) (0.005) (0.009) (0.006) (0.005) 
lJ 0.9449 0.9564 0.9559 0.9230 0 .9445 0.9537 0.9443 0.9256 0.9369 0.9323 
(0.006) (0.009) (0.008) (0.007) (0.012) (0.010) (0.008) (0.009) (0.006) (0.006) 
a + lJ 0.9891 0.9892 0.9878 0.9789 0.9746 0.9856 0.9790 0.9915  0.9803 0.9907 
log L 379 1808 1772 2162 2000 1814 1364 -2007 2491 3431 
 it = Jt1. O"  
Media 0.0319 0.0381 0.0243 0,0105 0 .0110 0.0249 0.0009 0.0 1 13  0.0023 0.0201 
D.T. 1 .0013 1 .0014 1 .0014 1 .0000 1 .0011  1 .0015 0.9987 1 .0006 1 .0000 1 .0006 
Simetrfa 0.0889 0 .1414 * 0.3310* 0.5577* 0.4142* 0. 1099' 0.0750 0.4051 *  0.0637 0.4644* 
Curtosis 4.4519' 5. 1538* 4.4781* 6.0271 * 4.6648* 4. 1090* 5.0067* 4.5140* 6.8533* 5.5081 ' 
r(l ) 0.0050 0.0330 0.0400 0.0270 0.0440 0.0090 0.0280 0.0070 0.01 1 0  0.0090 
Q(20) 20.57 18.55 20.68 19.82 19.95 16.94 28.64 21 .36 26.50 24.34 
T2 (1 )  0.0250 0.01 10  0.0360 0.0270 0.0660 0.0250 0.0120 0.0 160 0.0500 0.0190 
T2(2) 0.0100 0.0180 0.0210 0.0000 0.0280 0.0070 0.0060 0.0270 0.0170 0.0370 
T2 (5) 0,0170 0.0150 0.0120 0.0090 0.0120 0.0240 0.0110  -0.0080 0.0110  0.0070 
T2 (10) 0.0150 0.0040 0.0240 0.0270 0.0 120 0.0030 0.0230 -0.0030 0.0050 0.0040 
Q2 (20) 10.07 7.03 16.87 14.06 20.48 18.23 10.13 1 1 .81  31 .49' 1 1 .53 
IBEX 
35 
0.0470 
(0.010) 
0.0979 
(0.014) 
0 .8697 
(0.018) 
0.9676 
3026 
0.0198 
0.9988 
0. 1232* 
4.8366* 
0.0140 
19.38 
0.0220 
0.0010 
0.0020 
0 .0030 
6.98 
S&P 
500 
0.0042 
(0.001 )  
0.0326 
(0.003) 
0.9619 
(0.003) 
0.9945 
-3535 
0.0056 
1 .0010 
0.7494* 
8.3018* 
0.0310 
28.63 
0 .0300 
0.0190 
0.0070 
0.0010 
7.65 
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Figura 2 .5 :  Estimaciones GARCH(l , l )  y ARSV(l)  de la volatilidad 
US-CAN US-ESP US-GER 
 1 .5   
0.5 
US-JAP 
2 
US-UKP 
0.5 0.5 
  
1 963 0 US-SSF 1 963 0 US-SWK 1 963 
1 .5  
1 
0.5 0.5 
  
1 963 0 AMSTERDAM 1 963 0 BOMBAY 1 963 
 
3 
2 
  
o 
2 
DOW JONES 1 963 0 
3 
2 
IBEX35 1 261 
4 
2 
S&P 500 1 262 
2 
   
o 2728 0 1 982 0 2888 
40 CAPITULO 2. MODEL OS DE HETEROCEDASTICIDAD CONDICIONAL 
Figura 2 .6 :  Estimaciones kernel de las densidades de las observaciones estandarizadas 
 US-ESP 
0.6    
0.4 
0.2 
- N(0, 1 )  
. . . .  ARSV .4 
0.2 
US-GER 
0.6  
0.4 
0.2 
   
-5 US-JAP 5 -5 U S-SSF 5 -5 US-SWK 5 
0.6 0.6  
0.4 0.4 0.4 
0.2 0.2 0.2 
   
-5 US-UKP 5 -5 AMSTERDAM 5 -5 BOMBAY 5 
 0.6  0.6  
0.4 0.4 0.4 
0.2 0.2 0.2 
   
-5 DOW JONES 5 -5 IBEX 35 5 -5 S&P 500 5 
 0.6   
0.4 0.4 0.4 
0.2 0.2 0.2 
   
-5 5 -5 5 -5 5 
Tabla 2 .3 :  Modelos GARCH(l , l )-tv estimados y diagnosis de los residuos 
us us us us us us us AMST. BOMBAY DOW 
CAN ESP GER JAP SSF SWK UKP E.O.E S.M.I .  JONES 
0.0010 W 0.0017 0.0025 0.0057 0.0072 0.0020 0.0010 0.0178 0.2663 0 .0060 
(0.001) (0.001) (0 .002) (0.003) (0.004) (0.001) (0.001 )  (0.008) (0.106) (0.002) 
ii 0.0497 0.0316 0 .0364 0.0400 0.0300 0.0418 0.0396 0.0755 0.1317 0.0507 
(0.009) (0.006) (0.008) (0.009) (0.008) (0.008) (0.001 ) (0.015) (0.034) (0.009) 
73 0.9418 0.9655 0.9588 0.9498 0.9558 0.9565 0.9601 0.9121 0.7993 0.9439 
(0.011) (0.007) (0.009) (0.012) (0.013) (0.007) (0.001) (0 .017) (0.054) (0.010) 
ii + 73 0.9915 0.9971 0.9952 0.9898 0.9858 0.9983 0.9997 0.9876 0.9386 0.9946 
 6. 1275 5.8635 6 . 1014 4.7460 5.9279 7.0415 5.5092 7.8301 4.0764 6 .4352 
log L 169 877 865 1034 978 895 569 994 1206 - 1679 
f:t = ¥1-
 
Media 0.0349 0.0380 0.0237 0.0104 0.0106 0.0249 0.0026 0.0029 0.0054 0.0051 
D.T. 0.9918 0.9943 0.9921 1 .0111  0.9896 0.9741 0.9632 1 .0258 1 .0085 0.9991 
Simetrfa 0.0876 0.1432' 0.3603' 0.5942" 0.4365" 0.0975 0.0822 0.4147' 0.0252 0.4794' 
Curtosis 4. 5445 5.2624 4 .6406 6.2079 4.7585 4 . 1777 5.3919 4.6452 8.8427 5.5679 
r( l )  0.0820 0.0330 0.0420 0.0270 0.0450 0.0100 0.0340 0.0070 0.0420 0 .0290 
Q(20) 30.10 17.38 20.33 20.79 20.36 17.23 28.45 2 1 .41 32.05' 26.94 
r2 ( 1 )  0.0250 0.0090 0.0280 0.0380 0.0660 0.0230 0.0180 -0.0240 0.0120 0 .0230 
r2 (2) 0.0180 0.0190 0.0230 0.0160 0.0260 -0.0180 0.0100 0.0190 0.0140 0.0400 
r2(5) 0.0100 0.0190 0.0190 0.0020 0 .0110 0.0260 0.0080 0.0120 -0.0070 0.0040 
r2 ( 10) 0.0160 0.0040 0 .0170 0.0240 0.0100 0.0020 0.0180 0.0300 0.0 120 0.0050 
Q2(20) 10 .92 6 .78 14.46 14.83 19.76 17.37 8.58 9 .73 75.95' 12.31 
IBEX 
35 
0.0341 
(0.011) 
0.0977 
(0.017) 
0.8789 
(0.0212) 
0.9766 
10.957 
1500 
0.0018 
1 .0106 
0.1 169' 
4.9941 
0.0080 
18.91 
0.0250 
0.0040 
0.0060 
0.0020 
7.49 
S&P 
500 
0.0026 
(0.001) 
0.0360 
(0.002) 
0.9637 
(0.002) 
0.9997 
4.4786 
-1609 
0.0076 
0.9699 
0.7582' 
8.4703 
0.0330 
29.97 
0.0290 
0.0170 
0.0060 
0.0010 
7 .19 
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Tabla 2.4 : Momentos muestrales y los que implican los modelos estimados 
 Yt  Muestral  GARCH(l,l)  GARCH(l ,l) t  EGARCH(l ,l )   ARSV(l)  
 US CAN       
Media 0.0084 0 .0000 0.0000 0.0000 0.0000 
Varianza 0.0957 0 . 1009 0 .1176 0.0009 0.0944 
Curtosis 5 .6080 3 .6595 19.6207 3.6190 4.4480 
P2 (1) 0.1200 0.1223 0 .1696 0 .1 176 0.1352 
P2 (2) 0.0900 0.1210 0. 1682 0 .1161 0.1307 
P2 (5) 0 .1400 0 .1 171 0.1639 0 . 1117 0 .1 180 
P2 (10) 0.0800 0 .1108 0.1571 0 .1048 0.0999 
 US ESP  
Media 0 .0245 0.0000 0.0000 0.0000 0.0000 
Varianza 0.3885 0.4167 0.5862 0.0063 0.3949 
Curtosis 5 . 1553 3.3339 62.1760 3.2653 4.7185 
P2 (1) 0.0800 0.0784 0.1736 0.0705 0.1381 
P2 (2) 0.0500 0.0776 0. 1731 0.0693 0.1240 
P2 (5) 0.0300 0.0751 0. 1716 0.0661 0.0906 
P2 (10) 0.0400 0.0711 0. 1691 0.0611 0.0550 
 US GER  
Media 0.0153 0.0000 0.0000 0.0000 0.0000 
Varianza 0.3757 0.3852 0.5208 0.0099 0.3804 
Curtosis 4.7606 3.2748 17.8359 3.2526 4. 1474 
p2 (1 ) 0 .1200 0.0704 0. 1529 0.0688 0 .1 157 
P2 (2) 0.0300 0.0695 0. 1522 0.0675 0 .1 102 
P2 (5) 0.0600 0.0670 0.1500 0.0640 0.0953 
P2 (1O) 0.0900 0.0630 0 .1464 0.0585 0.0752 
 US JAP  
Media -0.0077 0.0000 0.0000 0.0000 0.0000 
Varianza 0.6078 0.6161 0.5588 0.0277 0.5807 
Curtosis 7.3970 3 .5281  53.0184 3.5237 5.6888 
P2 (1) 0.2500 0. 1202 0. 1094 0. 1344 0. 1701 
P2 (2) 0 .1300 0 . 1 176 0. 1083 0 .1281 0 .1518 
P2 (5) 0.1 100 0 .1 103 0.1050 0 . 1111  0.1093 
P2 (10) 0.0500 0.0992 0.0998 0.0881 0.0654 
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Tabla 2 .5 :  Momentos muestrales y los que implican los modelos estimados 
Yt 
US-SSF 
Media 
Varianza 
Curtosis 
P2 (1) 
P2 (2) 
P2 (5) 
P2 (1O) 
US-SWK 
Media 
Varianza 
Curtosis 
P2 (1) 
p2 (2) 
P2 (5) 
P2 (1O) 
US-UKP 
Media 
Varianza 
Curtosis 
P2 (1) 
p2 (2) 
P2 (5) 
P2 (10) 
 Muestral  GARCH(l,l)  GARCH(l ,l) t  EGARCH(l,l)  ARSV(l)  
      
0.0078 0.0000 0.0000 0.0000 0.0000 
0.4706 0.4567 0.5070 0.0619 0.4748 
5.0157 3.1 124 7.3039 3.1858 3.6090 
0.1800 0.0469 0.0596 0.0520 0.0761 
0.0300 0.0457 0.0587 0.0507 0.0744 
0.0600 0.0423 0.0563 0.0472 0.0695 
0.0600 0.0372 0.0524 0 .0419 0.0621 
0.0149 0.0000 0.0000 0.0000 0.0000 
0.3928 0.3750 1 . 1765 0.0056 0.4058 
4.4174 3.2299 $ 3.3130 4.0164 
0.0600 0.0647 0.3667 0.0758 0. 1088 
0.0800 0.0637 0.3660 0.0746 0.1054 
0.0300 0.0610 0.3642 0 .0711 0.0960 
0.0400 0.0568 0.3611  0.0657 0.0823 
0.0008 0.0000 0.0000 0.0000 0.0000 
0.2591 0.2286 3.3333 0.0109 0.2717 
5.4891 3. 1845 $ 3.2055 4.6822 
0.0900 0.0613 0 .7340 0.0610 0.1472 
0.0800 0.0600 0.7338 0.0598 0.1423 
0.0900 0.0563 0.7332 0.0563 0.1287 
0.0700 0.0506 0.7321 0.0510 0.1093 
 AMSTERDAM  
Media 
Varianza 
Curtosis 
P2 (1 ) 
P2 (2) 
P2 (5) 
P2 (10) 
0.0818 0.0000 
1.8139 2 .0471 
5.7362 6 . 1614 
0.1800 0.2549 
0.2700 0.2527 
0.1300 0.2463 
0.1600 0.2360 
0.0000 0.0000 0.0000 
1.4355 0.0094 1.6989 
26.0765 3.7926 5.9980 
0.2468 0. 1475 0.1952 
0.2438 0. 1439 0.1905 
0.2348 0. 1336 0.1773 
0.2206 0 .1183 0. 1577 
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Tabla 2 .6 :  Momentos muestrales y los que implican los modelos estimados 
Yt  Muestral  GARCH(l ,l)  GARCH(l , l)-t  EGARCH(1 , l)  ARSV(l)  
BOMBAY       
Media 0.011 1  0.0000 0.0000 0.0000 0.0000 
Varianza 3.4118 3 .5635 3.8594 0.6335 3.3492 
Curtosis 6 .8799 3.3207 � 3.3061 7.4160 
P2 (1 ) 0 .1300 0.0866 0.2238 0.1064 0.1805 
P2 (2) 0 .1300 0.0848 0.2083 0.0984 0. 1438 
P2 (5) 0.1000 0.0799 0. 1681 0.0783 0.0770 
P2 (10) 0.0400 0.0724 0 . 1176 0.0542 0 .0304 
 DOW JONES  
Media 0.0472 0.0000 0.0000 0.0000 0 .0000 
Varianza 0.8672 0.9677 1 . 1 1 1 1  0.0098 0.8691 
Curtosis 7.9133 4.7501 � 4.1482 5.2224 
P2 (1) 0.2100 0.2034 0.2326 0 .1709 0 .1710 
p2 (2) 0.1400 0 .2015 0.2313 0. 1660 0 .1668 
P2 (5) 0 . 1600 0.1960 0.2276 0 .1525 0. 1547 
P2 (1O) 0.0600 0. 1870 0.2215 0 .1327 0 .1367 
IBEX 35 
Media 0.0708 0.0000 0.0000 0.0000 0.0000 
Varianza 1 .5613 1 .4506 1 .4573 0.0105 1 .4441 
Curtosis 6.8751 4.2899 9.4372 3.7490 5.2052 
p2 ( 1) 0.2100 0.21 16 0.2481 0 .1546 0. 1692 
P2 (2) 0.2000 0.2047 0 .2422 0. 1494 0. 1638 
P2 (5) 0 .1800 0.1854 0.2256 0.1350 0.1487 
P2 ( 10) 0.2300 0. 1573 0.2004 0 .1144 0. 1271 
S&P 500 
Media 0.0575 0.0000 0.0000 0.0000 0.0000 
Varianza 0.8253 0.7636 8.6667 0.0016 0.8251 
Curtosis 9.6405 3 .7210 � 3.8644 5.6730 
P2 (1 ) 0. 1700 0 . 1 176 0.6948 0.1335 0. 1851 
P2 (2) 0.0900 0 . 1169 0.6946 0. 1318 0. 1797 
P2 (5) 0. 1500 0 . 1 150 0.6939 0 .1269 0 .1645 
P2 ( 10) 0.0700 0 . 1 1 19 0.6929 0 . 1 192 0.1426 
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Figura 2 .7: Curva NIC para los modelos GARCH, AVGARCH y EGARCH 
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Figura 2.8: FAC de los cuadrados de un modelo EGARCH(l , l )  para distintos val ores 
de los panimetros 
a=0. 1  y 13=0.9 13=0.9 y y=0.075 
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- y=O 
- y=0.05 
 y 0.10 
- y=O 
- y=0.05 
y=O. lO 
10 20 
30 
30 
0. 15 
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us us us us us 
CAN ESP GER JAP SSF 
W -0. 104 0 .074 0.076 0. 143 -0.061 
(0.0 12) (0.013) (0.013) (0.012) (0.013) 
ii 0.101  0.079 0.079 0 . 162 0.058 
(0.0 1 1 )  (0.013) (0.013) (0.013) (0.013) 
7J 0.989 0.986 0.984 0.961 0.978 
(0.003) (0.005) (0.005) (0.005) (0.006) 
7 0.014 0.007 -0.Dl5 -0.040 -0.035 
(0.008) (0.006) (0.006) (0.007) (0 .006) 
log L 376 1802 1769 2156 1996 
 1ft  J!.1.  
Media 0.0319 0.0380 0.0236 0.0068 0.0099 
D .T. 1 .0012 1 .0017 1 .001 1  1 .0003 1 .00l l  
Simetria 0.0973 0.1622* 0.3316' 0.4 754' 0 .4097' 
Curtosis 4.4660' 4 .9906' 4.5470' 5 .7950' 4 .6062' 
r(l ) 0.0000 0.0340 0.0390 0.0310 0.0380 
Q(20) 22.03 18.82 19.64 20.47 19.50 
r2 (l )  0.0270 0.0150 0.0320 0.0200 0.0600 
r2(2) 0.0080 0.0180 0.0240 0.0020 0.0300 
r2 (5) 0.0250 0.0120 0.0080 0.0210 0.0140 
r2 (10) 0.0170 0.0020 0.0290 0.0210 0.0190 
Q2(20) 12 .35 7 .21  17.96 16.31 18.83 
us US AMST. BOMBAY 
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Figura 2.9 :  FAC de los cuadrados de un modelo ARSV(l )  para distintos valores de los 
parametros 
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Figura 2 . 10 :  Decaimiento de la FAC de los cuadrados de un modelo ARSV para dis-
tintos valores de los panimetros 
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Capitulo 3 
Persistencia y curtosis en modelos 
GARCH y ARSV 
En este capitulo se analiza la relacion entre el coeficiente de curtosis marginal, la 
persistencia de las innovaciones sobre la volatilidad y la correlacion de orden uno de 
las observaciones al cuadrado en los modelos GARCH(l , l )  y ARSV(l ) .  La diferen­
cia entre como se relacionan est os coeficientes en ambos modelos permite explicar 
dos fenomenos empfricos observados frecuentemente al ajustar dichos modelos a series 
financieras reales. En particular, se explica por que, para las mismas series, la persis­
tencia de las innovaciones sobre la volatilidad se estima, a menudo, mayor en modelos 
GARCH que en modelos ARSV. Tambien se explica por que los modelos ARSV gau­
sianos parecen ser adecuados a la hora de explicar las propiedades de las series reales 
mientras que si el modele que se ajusta es un GARCH, la distribucion de los errores 
necesita ser leptocurtica. 
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3 . 1  Introd ucci6n 
Las series de rendimientos financieros observadas con frecuencias elevadas se caracter­
izan principalmente por tener: ( 1 )  elevada curtosis marginal, (2) correlacion de orden 
uno de los cuadrados significativa, aunque de magnitud relativamente pequeiia y (3) 
decaimiento muy lento hacia cero, es decir, elevada persistencia en la fun cion de au­
tocorrelacion de los rendimientos al cuadrado. Estas tres caracteristicas empiricas se 
ponen de manifiesto en la tabla 2 . 1  y han sido documentadas por distintos autores; 
ver, por ejemplo, Liesenfeld y Jung (2000) y Loudon et al. (2000) . 
Los modelos de heterocedasticidad condicional descritos en el capitulo anterior son 
capaces de generar est os efectos. En este capitulo, nos centramos en los dos modelos 
parametricos basicos usados en el analisis empirico de series financieras, el modelo 
GARCH(1 , l) y el modelo ARSV(l ) .  
Se ha observado que la persistencia1 de las innovaciones sobre la volatilidad, se 
estima por 10 general, mayor en el modelo GARCH(l , l )  que en el modelo ARSV(l ) .  
Por ejemplo, Taylor (1994) muestra que el parametro que mide l a  persistencia en 
rendimientos diarios del tipo de cambio DM/US Dollar, se estima como 0.9702 en el 
GARCH(l , l ) ,  mientras que es 0 .93S0 cuando el modelo que se ajusta es el ARSV(l) . 
Resultados similares han sido encontrados por Shephard ( 1996) , Kim et al . ( 199S) , 
Hafner y Herwartz (2000) y Andersson (2001 ) .  Este hecho tambien se pone de mani­
fiesto en las doce series analizadas en el capitulo anterior. Observando las estimaciones 
GARCH(l , l )  y ARSV(l)  en las tablas 2 .2  y 2 .S ,  respectivamente, se puede ver que 
Ii' + S es mayor que J para diez de las doce series. Sin embargo, ninguno de los autores 
ante rio res da una explicacion a este fenomeno. 
1 El concepto de persistencia en los modelos de heterocedasticidad condicional no esta definido 
con precision, como ya se ha discutido en el capItulo anterior, sin embargo se va a considerar, como 
es habitual, que la medida de persistencia en los modelos GARCH(l ,l) es 0: + (3 y en los modelos 
ARSV(l) es 4>. 
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Dado que la persistencia estimada con los modelos GARCH es, generalmente, muy 
cercana a uno, en much as aplicaciones empiricas se asume que la volatilidad tiene una 
raiz unitaria. Sin embargo, esto implica que la prediccion a largo plazo de las volatili­
dades futuras tiende a infinito de un modo lineal. Puesto que este comportamiento no 
es muy realista, es importante distinguir cuando la persistencia esta cercana a uno y 
cuando no. 
Tambien se ha observado que el supuesto de gausianidad para las innovaciones, Et , 
parece adecuado en los modelos ARSV(l )  mientras que, en la especificacion GARCH(l , l ) ,  
E t  requiere una distribucion con colas pesadas. Por ejemplo, Shephard (1996) muestra 
que el modelo GARCH(l , l )  con innovaciones que siguen una distribucion t de Student 
tiene diagnosis similares al modelo ARSV(l )  gausiano. Ghysels et al. ( 1996 ) ,  Kim 
et al . ( 1998) y Hafner y Herwartz (2000) , entre otros, aportan resultados similares . 
Por 10 general , la obtencion de las propiedades estadisticas de un modelo y la inferen­
cia son mas simples bajo el supuesto de gausianidad. Por 10 tanto, si la distribucion 
gausiana es una aproximacion adecuada, esta es, en general, preferible a cualquier otra 
distribucion. 
En este capitulo se muestra que, aunque los modelos GARCH(l , l )  y ARSV(l )  son 
cap aces de explicar exceso de curtosis y correlaciones de los rendimientos al cuadrado 
significativas y con un decaimiento lento, la relacion entre la curtosis, la correlacion 
de orden uno de las observaciones al cuadrado y el parametro asociado con la persis­
tencia que implican est os dos modelos es diferente. Esta diferencia puede explicar los 
fenomenos descritos anteriormente. 
La organizacian de este capitulo es la siguiente. La seccian 2 describe las principales 
propiedades de los modelos GARCH(l , l) y ARSV(l )  y explica por que seria de esperar 
que la persistencia que implica el modelo GARCH(l , l )  sea mayor que la que implica 
el ARSV(l) y por que la distribucion condicional de los modelos GARCH necesita 
colas pesadas. Se analizan tambien algunas propiedades del modelo EGARCH(l , l) 
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que sugieren que este podria ser un modelo intermedio entre el GARCH(l , l )  y el 
ARSV(l)  a la hora de representar las tres caracteristicas descritas anteriormente. Los 
resultados de esta seccion sugieren que el modelo ARSV(l )  es mas flexible que el 
modelo GARCH(l , l )  en el sentido de que es capaz de representar simultaneamente 
curtosis elevada, baja correlacion de orden uno de las observaciones al cuadrado y 
alta persistencia de las innovaciones sobre la volatilidad. En la seccion 3 se ilustran 
los resultados mediante una serie de experimentos de Monte Carlo. Finalmente, las 
conclusiones aparecen en la seccion 4. 
3 . 2  Propiedades de los modelos GARCH y ARSV 
3.2 .1  EI modelo GARCH(l ,l )  
Tedisvirta ( 1996) observ� que los valores de la curtosis y de l a  correlacion de orden uno 
que implica el modelo GARCH(l , l) con errores gausianos no se corresponden con los 
observados en series reales. En particular, valores altos de la curtosis estan asociados 
a valores de la correlacion de orden uno de los cuadrados, mayores que los usualmente 
observados en la practica. Ante este hecho, Terasvirta ( 1996) sugirio que distribuciones 
can colas mas pesadas que la distribucion normal para Et podrian mejorar la capacidad 
de los modelos GARCH(l , l )  para caracterizar los hechos observados en la pnictica. 
Para ello estudio la relacion que implica el modelo GARCH(l , l) entre la curtosis, "'y en 
(2.5) y P2 (1 )  en (2 .7) .  Sin embargo, dicha relacion depende tambien de la persistencia, 
p = 0: + ,8, por 10 que son tres los coeficientes a tener en cuenta. Es posible ver, despues 
de algunos calculos, que la relacion entre "'y , P2 (1) Y P viene dada por la expresion: 
(3 . 1 )  
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La figura 3 . 1  representa esta relaci6n para tres distribuciones alternativas de ct, las 
distribuciones gausiana y t de Student con 7 y 5 grados de libertad. N6tese que en los 
tres casos, dado un valor de la curtosis, la correlaci6n de orden uno disminuye a medida 
que se incrementa la persistencia. Por 10 tanto, el modelo GARCH(l , l )  gausiano s610 es 
capaz de generar, al mismo tiempo, valores altos de la curtosis y valores bajos de P2 (1 )  
s i  la persistencia es pr6xima a uno. Esto sugiere que al ajustar modelos GARCH(l , l )  
gausianos, ex + (3 podria estimarse muy pr6ximo a uno, incluso s i  la  persistencia no 
fuese elevada. 
La figura 3 .2 representa la relaci6n entre �y y P2 (1 )  para varios modelos GARCH(l , l )  
con diferente persistencia, junto con los val ores muestrales de la  curtosis y la  correlaci6n 
de orden uno de los rendimientos al cuadrado para las doce series analizadas en el 
Capitulo 2 y descritas en la tabla 2 . 1 .  Como se puede ver en este grafico, el modelo 
GARCH(1 ,l )  con errores gausianos no es capaz de representar los valores observados. 
Sin embargo, los modelos GARCH(l , l )  con una distribuci6n condicional t de Student, 
son mejores a la hora de explicar simultaneamente los tres hechos empiricos observados 
en series temporales reales. Como ilustraci6n, consideremos ex + (3 = 0 .95 y �y = 10 .  
En este caso, s i  Ct fuese gausiano 0 una t de Student con 7 0 5 grados de libertad, 
P2 (1 )  serfa 0 .3831 ,  0 .2037 0 0 .0462 respectivamente. Para ex + (3 = 0.99 y �y = 10, si 
Ct fuese gausiano 0 una t de Student con 7 0  5 grad os de libertad, P2 (1 )  seria 0 .3185, 
0 . 1543 0 0 .0278 respectivamente. Sin embargo, una distribuci6n t de Student para los 
errores, Ct , imp one restricciones import antes para garantizar la existencia del momenta 
de cuarto orden 0 hacer inferencia. En particular, cuando los grados de libertad son 
men ores que 8, la distribuci6n asint6tica de las correlaciones de los cuadrados ya no es 
conocida; vease, por ejemplo, McLeod y Li (1983) . 
Por otra parte, la curtosis de Yt esta muy directamente relacionada con la curtosis 
de Ct; ver Bai et al. (2000) para una expresi6n de est a relaci6n .  Por ejemplo, si Ct se 
distribuye como una t de Student con 7 grados de libertad, la curtosis debe ser mayor 
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que 5 para que la fac de los cuadrados sea positiva. 
3 .2 .2 EI modelo EGARCH(l,l)  
Debido a la complejidad de  las expresiones (2 . 16) y (2 . 17) para el coeficiente de  curtosis 
marginal y la fac de las observaciones al cuadrado en el modelo EGARCH(l ,l ) respec­
tivamente, es muy dificil obtener, como en el modelo GARCH(1 , l) , una expresion que 
relacione la curtosis, la correlacion de orden uno de los cuadrados y la persistencia en 
estos modelos. No obstante, es posible representar, para un valor fijo de los parametros, 
la fac de las observaciones al cuadrado que implica el modelo EGARCH(l , l) . La figura 
3 .3 representa, para el modelo EGARCH(l , l) simetrico, es decir, l' = 0, dicha fac para 
un valor determinado de la curtosis y de la persistencia junto con las correspondientes 
fac que implican los modelos GARCH(l , l) y ARSV(l ) . Como se puede observar en 
este gnifco, la fac que implica el modelo EGARCH es diferente de las otras dos. A 
pesar de que los val ores de los coeficientes de correlacion no distan mucho de los corre­
spondientes al modelo GARCH(l , l) , cabe seiialar que el coeficiente de correlacion de 
orden uno es el mayor de los tres modelos y que la tasa a la que decae la fac no es 
geometrica, como en el GARCH(l , l) , sino que es mas similar al decaimiento de la fac 
en el modelo ARSV(l) . 
Se ha calculado tambien la relacion que implica el modelo EGARCH (l , l) entre 
la curtosis y el coeficiente de correlacion de orden uno de los cuadrados para distintos 
valores de los parametros. Las figuras 3 .4 y 3.5 represent an dicha relacion para modelos 
EGARCH simetricos y asimetricos. Como se puede observar en ambos gnificos, la 
relacion entre K,y y P2 (1 ) no es muy diferente de la que implica el modelo GARCH (l , l ) 
aunque parece que el parametro de asimetria l' permite al modelo generar series con 
un campo mas amplio de valores para la curtosis y la correlacion de orden uno de los 
cuadrados. De nuevo, parece que los valores de P2 (1 ) asociados a los valores de la 
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curtosis comunmente observados en la pnictica son mayores que los muestrales y que a 
medida que el panimetro /3, asociado a la persistencia, se acerca a uno, para un valor 
dado de P2 ( 1 ) ,  los val ores de la curtosis son mayo res y, para un valor dado de /'I,Y ' los 
valores de P2 ( 1 )  son menores, al igual que pasa en el modelo GARCH. 
3 .2 .3  EI modelo ARSV(l)  
Basandose en l a  aproximacion propuesta por Taylor (1986) , dada por (2 .23) y discutida 
en detalle en el capitulo anterior, se ha argument ado frecuentemente que la estructura 
de las correlaciones de los cuadrados en los modelos GARCH(l ,l )  y ARSV(l)  es muy 
similar. Por ello, y dado que 0: + /3 y 4> pueden interpretarse como medidas de persis­
tencia en los modelos GARCH(l , l )  y ARSV(l )  respectivamente, muchos autores han 
comparado sus estimaciones; ver, por ejemplo, Taylor ( 1994) y Shephard (1996) . No 
obstante, tanto en la tabla 3 . 1  como en la figura 3.3, se observa que las fac de las ob­
servaciones al cuadrado en modelos GARCH(l , l )  y ARSV(l )  gausianos son bast ante 
diferentes. La tabla 3 . 1  muestra las fac respectivas para distintos valores del coeficiente 
de curtosis y para 4> = 0: + /3. Como puede observarse, para 4> = 0: + /3 y para la misma 
curtosis, las autocorrelaciones de las observaciones al cuadrado que implica el modelo 
ARSV(l)  son sistematicamente menores que las que implica el modelo GARCH(1 , 1 ) 2 , 
excepto cuando la volatilidad se acerca a la region de no estacionariedad, donde am­
bas fac son aproximadamente iguales. Es decir, los dos modelos tienen las mismas 
propiedades estadisticas cuando la volatilidad est a cerca de tener una raiz unitaria. 
Sin embargo, n6tese que en este caso, los panimetros que gene ran la heterocedasti­
cidad condicional, a y (J� en los modelos GARCH(l , l) y ARSV(l )  respectivamente, 
2En base a la figura 3.3, parece que las correlaciones que implica el modelo ARSV(l) en las 
observaciones al cuadrado son tambien sistema,ticamente menores que las que implica el modelo 
EGARCH(l ,l) . No obstante, es necesario estudiar mas detalladamente el modelo EGARCH(l ,l ) para 
entender mejor cual es la relaci6n que este modelo implica entre las tres caracterlsticas de interes. 
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estan muy cerca de cero. Consecuentemente, en el caso limite de la raiz unitaria, en 
la practica, las series temporales generadas por ambos modelos son aproximadamente 
homocedasticas. Finalmente, notese que, en los modelos ARSV(l ) ,  para un valor dado 
de la curtosis, la correlacion de primer orden de los cuadrados aumenta a medida que el 
parametro que mide la persistencia, ¢, crece. Esta relacion es contraria a la observada 
en modelos GARCH(l , l ) .  
Siguiendo la  idea de  Terasvirta ( 1996) , Liesenfeld y Jung (2000) derivan la  relacion 
entre curtosis y p2 ( 1 )  en un modelo ARSV(1 ) , que viene dada por 
(3 .2) 
La figura 3.6 represent a dicha relacion, teniendo en cuenta ademas la persistencia, 
junto con la correspondiente relacion para el modelo GARCH(l , l ) ,  ambos con errores 
normales. La caja represent a los valores usualmente observados en series reales, que 
son curtosis entre 5 y 10 Y p2 ( 1 )  entre 0 . 1  y 0 .2 .  Este grafico muestra que el modelo 
ARSV (1 )  es capaz de generar series que tengan una elevada curtosis, un valor bajo de 
P2 (1 )  y una persistencia lejos de la region de no estacionariedad. Sin embargo, las series 
generadas por modelos GARCH(l , l ) ,  han de tener una persistencia muy alta ya que es 
el unico modo de lograr al mismo tiempo valores altos de la curtosis y bajos de P2 ( 1 ) .  
Consecuentemente, el modelo ARSV(1)  no necesita distribuciones condicionales con 
colas anchas 0 volatilidades con persistencias cercanas a la raiz unitaria para generar 
valores elevados de la curtosis y valores pequefios de P2 ( 1 ) .  La presencia de la innovacion 
'r/t permite que los modelos ARSV(l )  sean mas flexibles en el sentido de que pueden 
generar series con propiedades similares a las observadas en la realidad para un rango 
mas amplio de los parametros. Este hecho podria explicar por que, en la practica, 
cuando la volatilidad se modeliza con un proceso GARCH(l , l ) ,  es necesario suponer 
una distribucion leptocurtica para Ct, mientras que si se especifica un modelo ARSV(l ) ,  
el supuesto de  gausianidad para c t  parece adecuado. La figura 3 .6 explica tambien por 
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que la persistencia estimada en modelos ARSV (1 )  es , por 10 general, menor que la 
estimada en modelos GARCH(l , l ) .  
Manteniendo la persistencia, c/J ,  constante, es posible representar la relacion en 
(3 .2) para los modelos ARSV(l )  y GARCH(l , l )  junto con los valores de la curtosis 
y la correlacion de orden uno de los rendimientos al cuadrado para las doce series 
analizadas. La figura 3 .7  representa esta relacion. Como se puede ver en este gnifico, 
el modelo ARSV(l)  gausiano es mas adecuado que el GARCH(l , l) gausiano a la hora 
de representar los valores observados. 
Para ilustrar que los modelos GARCH(l , l )  con errores t de Student tienen ajustes 
similares a los modelos ARSV(l)  con errores gausianos, la figura 3 .8 represent a la 
relacion entre l'Cy , P2 ( 1 )  y persistencia para los modelos ARSV(l )  con errores normales 
y los modelos GARCH(l , l )  con errores t de Student con 7 grados de libertad. En 
este caso ambos modelos son capaces de generar series con valores de la curtosis y 
P2 ( 1 )  dentro de la caja, donde se encuentran los valores tipicamente encontrados en la 
pnictica. No obstante, es importante sefialar que mientras que los modelos ARSV(l )  
pueden generar series con curtosis menores que 5 ,  los model os GARCH(1 , 1 )-t7 no. 
Manteniendo la persistencia constante se obtiene la figura 3 .9 ,  que represent a la 
relacion entre l'Cy y P2 (1 )  para los modelos ARSV(l )  con errores normales y los mod­
elos GARCH(l , l )  con errores t de Student con 7 grados de libertad. Como se puede 
observar, ambos modelos son capaces de explicar los valores observados. 
Finalmente, como en el caso de los modelos GARCH(l , l ) ,  los modelos ARSV(l )  
pueden generar todavia mayores curtosis s i  los errores, et , tienen una distribucion lep­
tocurtica; ver, por ejemplo, Harvey et al . (1994) , Chib et al . (1998) y Liesenfeld y 
Jung (2000) . Las figuras 3 . 10  y 3 . 1 1  representan la relacion entre l'Cy , P2 ( 1 )  y c/J, y l'Cy 
y P2 ( 1 )  respectivamente, para modelos ARSV(1) gausianos y con errores t de Student. 
Se puede observar que suponiendo una distribuci6n t de Student con un numero rel-
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ativamente pequeno de grados de libertad, por ejemplo 5, el modelo ARSV(l )  genera 
series con valores muy grandes de la curtosis y muy bajos de p2 ( 1 ) ,  men ores que los 
que se observan usualmente, solo cuando la persistencia aumenta, el modelo ARSV(l )-t 
aumenta el valor de P2 ( 1 ) .  Esto podria explicar por que los estimadores de 1; bajo la 
especificacion ARSV(l )-t son, por 10 general, mayores que los mismos bajo la especifi­
cacion ARSV( l)-normal; ver Mahieu y Schotman ( 1998) y Liesenfeld y Jung (2000) . 
3 . 3  Experimentos de Monte Carlo 
Con objeto de ilustrar el hecho de que los modelos GARCH(l , l) pueden estimar mayor 
persistencia de la real y que necesitan distribuciones condicionales no gausianas inclu­
so cuando Ct es gausiano, se han simulado 1000 series de tamano muestral T=5000, 
generadas por un modelo ARSV(l )  gausiano, a las que se les ha ajustado un mode-
10 GARCH(l , l )  gausian03 . La tabla 3 .2 presenta los modelos ARSV(l )  usados para 
generar las series y los resultados del experimento de Monte Carlo al estimar los mode­
los GARCH(l , l ) .  En particular, se muestra la mediana y la desviacion tipica muestral 
obtenidas de las 1000 replicas de los estimadores4 .  Se muestra tambien el porcentaje de 
series en las que los panimetros estimados no satisfacen la condicion para la existencia 
de la curtosis, 30:2 + 20:(3 + (32 < 1 .  Para esas series, la mediana de la curtosis que 
implica el modelo ha sido calculada basada en los estimadores que satisfacen dicha 
condicion. La ultima columna muestra la mediana de P2 (1 )  que implica el modelo. 
Como se puede observar en la tabla 3 .2 ,  la persistencia que implica el modelo 
G ARCH ( 1 , 1 )  estimado es mayor que la persistencia real de las series, especialmente 
para las series con mayor curtosis. Hafner y Herwartz (2000) obtuvieron un resulta-
3Los parametros han sido estimados mediante Cuasi-Maxima Verosimilitud con Fortran 90. Todos 
los programas estan disponibles. 
4 Aunque los resultados son similares para la media, la raz6n para presentar la mediana es la 
asimetrfa de las estimaciones kernel de la densidad de los estimadores. 
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do similar en un experimento de Monte Carlo con un diseiio mas restringido, llevado 
a cabo con un objetivo diferente. Sin embargo, el resultado mas interesante que se 
ext rae de la tabla 3 .2 es que , para un elevado numero de series, los parametros estima­
dos correspondientes al modelo GARCH(l , l ) no satisfacen la condicion de existencia 
de la curtosis. Por ejemplo, en el caso en que ¢ = 0.9856 Y a; = 0.0344 (vease 
la fila ocho de dicha tabla) , que es bastante realista, la curtosis teorica del proceso 
est a perfectamente definida y es igual a 7. Sin embargo, cuando se estima un modelo 
G ARCH (1 , 1 )  gausiano a estas series, ninguno de los modelos estimados satisface la 
condicion de existencia de la curtosis. Otras dos filas de la tabla (las filas 11 y 12) se 
corresponden con series con curtosis finita para las que, en ningun caso, los modelos 
estimados satisfacen la condicion de exist en cia del momento de cuarto orden. Este 
es un result ado importante que explica por que la utilizacion masiva de los procesos 
G ARCH para modelizar series de rendimientos financieros ha llevado a plant ear que en 
los rendimientos financieros la curtosis no esta definida. Los resultados en la tabla 3 .2  
sugieren que e l  hecho de que dicha condicion no se satisfaga puede ser un problema del 
propio modelo G ARCH, que no es capaz de representar adecuadamente las propiedades 
de series cuya curtosis esta perfectamente definida. Finalmente, notese que aun en los 
casos en los que la curtosis del modelo estimado existe, los valores estimados y reales 
de la misma difieren substancialmente. Notese tambien que el coeficiente P2 ( 1 )  que 
implica el modelo GARCH(l , l )  estimado es siempre mayor que el valor teorico. 
Como ilustracion, la tabla 3 .3 muestra los resultados de la estimacion de modelos 
GARCH(l , l ) ajustados a cuatro series concretas generadas por modelos ARSV(l)  gau­
sianos. Esta tabla muestra ademas los diagnosticos de las observaciones estandarizadas 
Et = yt!o-t . Como se puede observar, la persistencia estimada, 0: + ;3 , es muy proxima 
a uno y mayor que el valor teorico, ¢, en los cuatro casos. Por ejemplo, en la cuarta 
serie, el valor estimado de a + ;3 es 0.9959 cuando la serie habia sido generada con 
¢ = 0 .98. Notese tambien que, para las series que satisfacen la condicion de existencia 
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del momento de cuarto orden, las curtosis que implican los modelos estimados son 
3 .8305 y 5 .1604, menores que los valores teoricos, que eran 5 .0781 y 6 .0000 respectiva­
mente. Para las otras dos series cuya curtosis teorica es 7 y 10.6041 ,  los estimadores 
GARCH(l , l) correspondientes no satisfacen la condicion para la existencia de la cur­
tosis. En 10 que a P2 ( 1 )  se refiere, el coeficiente que implica el modelo siempre es mayor 
que el verdadero valor. Por otra parte, aunque todas las series han sido generadas con 
Ct gausiano, las observaciones estandarizadas Et no parecen ser gausianas, puesto que 
tienen exceso de curtosis. Los diagnosticos sobre las observaciones estandarizadas de 
la tabla 3.3 ,  son similares a los encontrados en el ana1isis empirico de series temporales 
financieras ajustadas p�r modelos GARCH(l , l) ; ver, por ejemplo, Andersson (2001 )  y 
Kim et al. (1998) . 
3.4 Conclusiones 
En este capitulo, se ha discutido la relacion entre curtosis, autocorrelacion de orden uno 
de las observaciones al cuadrado y persistencia en modelos GARCH(l , l )  y ARSV(l ) .  
Aunque los modelos GARCH y ARSV son capaces de  explicar exceso de curtosis y au­
tocorrelaciones de los cuadrados significativas y con un decaimiento lento, la relacion 
existente entre la curtosis, el coeficiente de orden uno de la fac de las observaciones 
al cuadrado y la persistencia que implica cada modele es diferente. Mientras que los 
modelos GARCH(l , l )  necesitan valores de la persistencia, a + /3, muy proximos a uno 
para que la correlacion de orden uno de las observaciones al cuadrado sea pequeiia 
y, al mismo tiempo, la curtosis sea elevada, los modelos ARSV(l )  no necesitan im­
poner valores de la persistencia, 4>, proximos a uno para generar series con valores de 
la curtosis grandes y, al mismo tiempo ,  valores pequeiios de la correlacion de orden 
uno de las observaciones al cuadrado. Esto implica que es posible que la persistencia 
tan elevada que, frecuentemente, se estima con los modelos GARCH(l , l )  sea espuria. 
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Alternativamente, en los modelos GARCH es necesario asumir distribuciones condi­
cion ales leptoclirticas para poder generar series con curtosis mayo res sin incrementar 
las autocorrelaciones de las observaciones al cuadrado. 
En cuanto al modelo EGARCH (l , l ) , es mas flexible que el GARCH (l , l ) gracias al 
parametro de asimetria, siendo un modelo intermedio entre los modelos GARCH (l , l ) 
y ARSV (l ) . 
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3 . 5  Apendice de tablas y figuras 
Figura 3. 1 :  Relaci6n que implica el modelo GARCH(l , l ) entre la curtosis, la correlaci6n 
de primer orden de los rendimientos al cuadrado y la persistencia 
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Figura 3.2 :  Relaci6n que implica el modelo GARCH (l , l ) entre la curtosis y la cor­
relaci6n de primer orden de los rendimientos al cuadrado 
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Figura 3.3 :  Funcion de autocorrelacion de las observaciones al cuadrado que implican 
los modelos GARCH(l , l) , EGARCH(l , l )  simetricos y ARSV(l )  para un valor dado 
de la curtosis y de la persistencia 
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Figura 3.4: Relacion que implican los modelos GARCH(l , l )  y EGARCH(l ,l )  
simetricos (r = 0)  entre la curtosis y la  correlacion de primer orden de los rendimientos 
al cuadrado 
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Figura 3.5 :  Relacion que implican los modelos GARCH(l , l )  y EGARCH(l , l )  
asimetricos (r  i- 0) entre la  curtosis y l a  correlacion de  primer orden de  los rendimientos 
al cuadrado 
0.35 
0.3 
::o.P.25 
a. 
0.2 
0.15 
0.1 
0.05 
Datos 
0 0  ° 
0° 
° 
GARCH(1 , 1 )  
_----.... .. . -...  --- -- - - - - -
° 
10 15 20 2S 30 
Curtosis 
Tabla 3 . 1 :  Funcion de autocorrelacion de las observaciones al cuadrado en modelos GARCH(l , l) y ARSV(l) gausianos 
Ky  4 Ky  5 Ky = 6 Ky  10  
GARCH ARSV GARCH ARSV GARCH ARSV GARCH ARSV 
Q  0.2000 a�  0.0919 Q = 0.2000 a�  0.1016 Q  0.2000 a�  0 . 1 109 Q  0.2000 cr�  0. 1401 
/3 = 0.6246 4>  0 .8250 /3  0.6944 if;  0.8950 /3  0.7165 4>  0.9165 /3  0.7411 if; = 0.9400 
P2 ( 1 ) 0.2694 0.0893 0.3157 0 . 1449 0.3433 0 .1775 0.3921 0.2334 
p2 (2) 0.2222 0.0721 0.2824 0 . 1264 0.3146 0. 1580 0.3691  0.2108 
P2 (3) 0. 1832 0.0584 0.2526 0 . 1 106 0.2884 0 .1410 0.3473 0. 1909 
P2 (4) 0 . 1511  0.0475 0.2259 0.0970 0.2643 0 . 1262 0.3269 0 .1733 
P2 (5) 0. 1246 0.0387 0.2021 0.0852 0.2422 0 . 1 131  0.3076 0 . 1577 
Q  0.1000 a�  0.0231 Q = 0 . 1000 cr�  0.0252 Q = 0. 1000 cr�  0.0277 Q  0.1000 cr� = 0.0344 
/3 = 0.8592 if; = 0 .9590 /3  0.8747 if; = 0.9750 /3 = 0.8798 if;  0.9798 /3  0.8856 4>  0.9856 
P2 (1 ) 0.1955 0. 1059 0.2458 0 .1614 0.2760 0. 1944 0.3296 0.2529 
P2 (2) 0.1875 0 .1010 0.2396 0.1563 0.2704 0. 1891 0.3249 0.2467 
P2 (3) 0.1798 0.0963 0.2335 0 .1514 0.2649 0. 1839 0.3202 0.2408 
P2 (4) 0.1725 0.0918 0.2276 0 .1467 0.2596 0. 1788 0.3156 0.2350 
P2 (5) 0. 1654 0.0876 0.2218 0.1421 0.2543 0. 1740 0.31 1 0  0.2293 
Q  0.0500 a�  0.0057 Q  0.0500 cr� = 0.0102 Q = 0.0500 cr�  0.0069 Q  0.0500 cr� = 0.0086 
/3  0.9399 if; = 0.9900 /3  0.9437 if; = 0.9900 /3  0.9450 if;  0.9950 /3  0.9464 if;  0.9964 
P2 (1 ) 0.1544 0 . 1098 0.2073 0.1645 0.2390 0. 1986 0.2954 0.2577 
P2 (2) 0.1529 0. 1086 0.2060 0 .1624 0.2378 0. 1972 0.2943 0.2561 
P2 (3) 0.1514 0 .1073 0.2047 0 .1604 0.2366 0. 1959 0.2933 0.2545 
P2 (4) 0. 1498 0.1061 0.2034 0. 1584 0.2354 0. 1945 0.2922 0.2529 
P2 (5) 0. 1483 0 .1049 0.2021 0. 1564 0.2342 0. 1932 0.2912  0.2514 
ex = 0.0050 cr�  5.75 X 10-5 Q  0.0050 a� = 10-4 ex  0.0050 a�  1 .38 X 10-4 ex = 0.0050 cr� = 2.4 X 10-4 
/3 = 0.9949 if; = 0.9999 /3  0.9949 if;  0.9999 /3  0.9949 if; = 0.9999 /3  0.9949 if; = 0.9999 
P2 (1 ) 0 . 1 155 0 . 1 1 1 1  0 .1708 0 . 1666 0.2040 0.2000 0.2630 0.2592 
P2 (2) 0 . 1 155 0 . 1 1 1 1  0 .1708 0.1666 0.2040 0. 1999 0.2629 0.2592 
P2 (3) 0 .1 155 0 . 1 1 1 1  0 . 1708 0 .1666 0.2040 0. 1999 0.2629 0.2591 
P2 (4) 0 . 1 151 0 . 1 1 1 1  0 . 1708 0. 1666 0.2040 0. 1999 0.2629 0.2591 
P2 (5) 0 .1 150 0 . 1 1 10 0 .1708 0. 1666 0.2039 0. 1999 0.2629 0.2590 
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Figura 3.6: Relacion que implican los modelos ARSV(l)  y GARCH(l , l )  gausianos 
entre la curtosis, la correlacion de primer orden de los rendimientos al cuadrado y la 
persistencia 
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Figura 3.7 :  Relacion que implican los modelos ARSV(l)  y GARCH(l , l )  gausianos 
entre la curtosis y la correlacion de primer orden de los rendimientos al cuadrado 
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Figura 3.8: Relaci6n que implican los modelos ARSV(l)  gausiano y GARCH(1 ,1 )-t7 
entre la curtosis, la correlaci6n de primer orden de los rendimientos al cuadrado y la 
persistencia 
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Figura 3.9: Relaci6n que implican los model os ARSV(l)  gausiano y GARCH(1 , 1 )-t7 
entre la curtosis y la correlaci6n de primer orden de los rendimientos al cuadrado 
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Figura 3. 10:  Relacion que implica el modelo ARSV(l ) entre la curtosis, la correlacion 
de primer orden de los rendimientos al cuadrado y la persistencia 
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Figura 3 . 1 1 :  Relacion que implica el modelo ARSV(l ) entre la curtosis y la correlacion 
de primer orden de los rendimientos al cuadrado 
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Tabla 3 .2 :  Mediana de los modelos GARCH(l , l )  gausianos estimados a series generadas por modelos ARSV(l )  
gausianos basados en 1000 replicas 
MODELO SIMULADO 
ARSV(l)  
1> (J"2 17 K,y P2 (1)  
0 .8250 0.0919 4.0000 0 .0893 
0.9590 0.0231 4.0000 0 . 1059 
0 .9750 0.0252 5.0000 0 . 1614 
0 .9000 0 . 1 000 5.0781 0 . 1486 
0 .9165 0 . 1 109 6.0000 0 . 1775 
0.9798 0.0277 6 .0000 0 . 1944 
0.9400 0 . 1401  7.0000 0 .2334 
0 .9856 0.0344 7.0000 0.2529 
0.9500 0 . 1000 8.3666 0 .2239 
0.9000 0.2000 8.5955 0 .2079 
0 .9800 0.0500 10.6041 0 .2547 
0.9500 0.2000 23.3336 0 .2695 
w 
0.2065 
(0.0567) 
0 .0436 
(0.0109) 
0.0243 
(0.0069) 
0 . 1 196 
(0.0243) 
0.0978 
(0.0194) 
0.0181 
(0.0059) 
0.0634 
(0.0137) 
0.01 15 
(0.0047) 
0 .0505 
(0.01 17) 
0 .1233 
(0.0245) 
0.0166 
(0.0056) 
0.0549 
(0.0132) 
MODELO ESTIMADO 
GARCH(l ,l )  
& /3 & + /3 %�K,y K,y P2 ( 1) 
0.0861 0 .7350 0.8225 0.0 3. 1437 0 . 1026 (0.0158) (0.0587) 
0 .0722 0.8899 0 .9627 0.0 3.5043 0 . 1321  (0.0095) (0.0153) 
0.0912 0 .8918 0 .9834 5.20 5.8420 0.2694 
(0.0097) (0 .0114) 
0.1371 0.7751 0 .9128 0.0 3.8695 0.2156 (0.0167) (0 .0287) 
0 . 1642 0.7741 0 . 9387 0.8 5.4659 0.3086 (0.0177) (0 .0239) 
0. 1020 0 .8880 0 .9903 55.20 1 1 . 4225 0 .4125 
(0.0099) (0.0107) 
0 .2234 0 .761 1  0 .9864 98.80 23.3838 0.7180 (0.0195) (0.0198) 
0 . 1 190 0 .8777 0 .9970 100 0.7339 
(0.0099) (0.0103) 
0 . 1887 0 .7950 0. 9840 94.40 18.0580 0.6100 
(0.0 168) (0.0173) 
0.2367 0 .7106 0 .9490 60.70 15.0589 0.4943 
(0.0250) (0.0278) 
0 . 1418 0.8548 0 .9965 100 0 .7738 
(0.0 1 14) (0.01 18) 
0.2642 0 .7328 0 .9970 100 0 .9398 
   (0.0201)  
w 
CJ1 
> '" 
tr:l' 
Z 
t:J .. 
Q 
tr:l 
t:J 
tr:l 
� 
to t" 
> 
r:n 
>< 
I-rj 
(5 
e 
� 
> 
r:n 
-0 >-' 
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Tabla 3.3: Modelos GARCH(l , l )  gausianos estimados para cuatro series generadas por 
modelos ARSV(l )  gausianos y diagn6stico para las observaciones estandarizadas 
/'i,y te6rica 
P2 (1) teorica 
W 
a 
$ 
&. + $  
K,y implicita 
P2 (1) implicit a 
  - J!.J.  • Ut 
Curtosis 
Q(20) 
r2 (1 )  
r2 (2) 
r2 (5) 
r2 (10) 
Q2 (20) 
Serie 1 Serie 2 
¢ = 0.9000 ¢ = 0.9165 
(J2 = 0.1000 1/ (J� = 0 .1109 
5.0781 6.0000 
0.1486 0. 1775 
0 .1227 0.1042 
(0.0139) (0.0103) 
0. 1352 0.1625 
(0.0106) (0.0106) 
0.7766 0.7723 
(0.0175) (0.0141) 
0.9118 0.9348 
3.8305 5 .1604 
0.21 12 0.2962 
4.2122 4.4469 
19.07 19.93 
-0.0080 -0.0080 
-0.0130 -0.0150 
0 .0110 0 .0110 
-0.0040 -0.0060 
18.21 18.28 
Serie 3 Serie 4 
¢ = 0.9856 ¢ = 0.9800 
(J� = 0.0344 (J2 = 0.0500 1/ 
7.0000 10.6041 
0.2529 0.2547 
0.0103 0.0161 
(0.0016) (0.0020) 
0. 1 104 0. 1332 
(0.0067) (0.0075) 
0.8863 0.8627 
(0.0056) (0.0062) 
0.9967 0.9959 
� � 
0.6857 0 .7236 
4.1180 4.3241 
17.98 18.88 
-0.0080 -0.0060 
-0.0070 -0.0080 
0.0190 0.0160 
0.0020 0.0000 
18.10 17.06 
r2 (k) :A u tocorrelacion de orden k de las observaciones al cuadrado yt . 
Q2 (20) : Estadistico Box-Ljung para yt (31 .4 es el valor critico al 5%) . 
Capitulo 4 
Observaciones atipicas y 
heterocedasticidad condicional 
En este capitulo se estudian los efectos causados por la presencia de observaciones atipi­
cas en la identificacion y estimacion de la heterocedasticidad condicional. En primer 
lugar, se analiza como afectan estas observaciones al correlograma de los cuadrados y 
a los contrastes tradicionales de homocedasticidad condicional, en particular al con­
traste de McLeod y Li. A continuacion, se obtienen los sesgos asintoticos causados por 
los atipicos en los estimadores de Minimos Cuadrados Ordinarios (MCO) en procesos 
ARCH (p) . Los sesgos en muestras finitas, tanto en los estimadores MCO como en los 
estimadores de Maxima Verosimilitud (MV) de modelos ARCH(p) y GARCH (l , l ) , se 
ilustran mediante estudios de simulacion. Se propone un procedimiento para tratar 
la presencia simultanea de observaciones atipicas y heterocedasticidad condicional en 
series temporales, y se ilustra en las doce series de rendimientos financieros descritas 
en el Capitulo 2 .  
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4.1  Introducci6n 
Los modelos de heterocedasticidad condicional describen la evolucion en el tiempo de 
las varianzas condicionales. Sin embargo, estos modelos no son siempre capaces de 
explicar la frecuencia y magnitud de valores extremos que comunmente aparecen en 
series temporales; vease, por ejemplo, Bollerslev ( 1987) , Tedisvirta ( 1996) y Franses y 
Ghijsels (1999) . Las observaciones estandarizadas por la varianza condicional estimada 
tienen todavia exceso de curtosis, 10 que podria explicarse, entre otras posibles causas, 
por la presencia de observaciones atipicas. La presencia simultanea de heterocedastici­
dad condicional y observaciones atipicas es un problema dificil de tratar porque dichos 
fenomenos se confunden facilmente al causar ambos, exceso de curtosis y, si los atipicos 
son consecutivos, correlaciones en los cuadrados. 
La presencia de observaciones atlpicas puede llevar a detectar, de manera espuria, 
heterocedasticidad condicional y, dado que los metodos tradicionales para la deteccion 
de observaciones atlpicas se basan en la hipotesis de homocedasticidad, (vease, por 
ejemplo, Tsay ( 1988) y Chen y Liu (1993) ) si las varianzas condicionales cambian 
en el tiempo, las observaciones en periodos de alta varianza condicional podrian ser 
identificadas como atipicos. En este caso, seria la heterocedasticidad condicional la 
causa de que se detectasen, de manera espuria, observaciones atipicas. 
Algunos autores atribuyen la heterocedasticidad condicional encontrada en series 
temporales a la presencia de atipicos. Por ejemplo, Balke y Fomby (1994) encuentran 
que las observaciones atlpicas son capaces de explicar la mayoria de la no-linealidad 
observada en varias series temporales de la economia estadounidense. Aggarwal et al. 
(1999) , tras analizar diez mercados financieros, sugieren que muchos de los efectos 
GARCH encontrados desaparecen una vez que se tienen en cuenta las observaciones 
mas extremas. En este sentido tambien, Van Dijk et al . (1999) muestran que la 
presencia de observaciones atipicas pueden llevar al contraste del Multiplicador de 
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Lagrange, propuesto por Engle ( 1982) , a rechazar la hipotesis de homocedasticidad y 
proponen un nuevo contraste que es robusto a este tipo de observaciones. 
El objetivo de este capitulo es modelizar la presencia simultanea de heterocedas­
ticidad condicional y observaciones atipicas en series temporales y su organizacion es 
como sigue. La seccion 2 describe los tipos de observaciones atipicas en series tempo­
rales. Sus efectos en la identificacion y estimacion de la heterocedasticidad condicional 
se analizan en las secciones 3 y 4 respectivamente. En la seccion 5 se prop one un 
procedimiento, en tres pasos, para tratar la presencia simultanea de ambos fenomenos. 
En el primero, se detect an y corrigen los atipicos mas extremos con objeto de evitar 
los posibles sesgos en una primera estimacion de las varianzas condicionales. En el se­
gundo, se calculan las observaciones estandarizadas, en las que se detect an y corrigen 
los atipicos restantes siguiendo los metodos tradicionales para series homocedasticas. 
En el tercero, se reestiman las varianzas condicionales. En la seccion 6 se aplica el pro­
cedimiento anterior a las doce series descritas en el Capitulo 2 .  La seccion 7 contiene 
las conclusiones. 
4.2 Observaciones atipicas en series temporales 
El estudio de observaciones atipicas en series temporales se ha centrado en los model os 
lineales ARMA. Fox ( 1972) propuso considerar dos tipos de observaciones atipicas: 
atipicos aditivos (AO) y atipicos innovativos (10) .  Tsay ( 1988) amplio a cuatro los tipos 
de atipicos en modelos ARMA y propuso un procedimiento iterativo para detectarlos. 
Tol vi (2000) Y Peiia (2001)  contienen revisiones de este tema. 
Como se ha defnido en la seccion 2.4, un modelo ARMA (p, q) viene dado por 
(4. 1 )  
Alternativamente, si e l  proceso Yt es estacionario, este puede expresarse como un pro-
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ceso AR(oo) :  7r(L)Yt = at donde 7r(L) = ¢(L)O(L)-l ,  0 como un proceso MA(oo) : 
Yt = 'ljJ(L)at donde 'ljJ(L) = O(L)¢(L)-l siempre que Yt sea invertible. 
Un AO mide un cambio ex6geno sobre la serie Yt. Esto es, en lugar de observar Yt ,  
observamos la  serie Zt , que esta contaminada en  e l  instante T con un atipico de  tamafio 
WA, es decir, 
Zt = Yt + wAI(t = T) = {Yt si t -=1= T 
Yt + WA si t = T  
(4.2) 
Un atipico aditivo solo afecta al nivel de la serie en el in:stante T y por tanto, el modele 
para la serie observada viene dado por Zt = wAI(t = T) + 'ljJ(L)at 0, equivalentemente, 
7r(L) (Zt wAI(t = T) ) = at. 
El 10 esta generado, posiblemente, por un cambio endogeno en la serie temporal, 
esto es, la serie observada es, en este caso {y si Z, = 
y: + WI';'; si 
t < T  
t = T + j, 
(4.3) 
j > O 
donde 'ljJj son los coeficientes de la representacion MA( 00) correspondiente. Un atipico 
innovativo afecta a todas las observaciones posteriores al instante T a traves de la 
memoria del proceso ARMA. El modele para la serie observada es 
0, equivalentemente, 7r(L) Zt = wJI(t = T) + at . 
Las observaciones atipicas afectan a la estructura de correlacion de una serie tem­
poral y causan sesgos en los coeficientes de autocorrelacion estimados. Dichos sesgos 
dependen tanto del numero de observaciones atipicas presentes en la serie, como de 
su tamafio y posicion; vease, por ejemplo, Chang et al. (1988) y Chan (1995) . En 
particular, un atipico aditivo grande sesga todos los coeficientes de autocorrelacion ha­
cia cero. Puesto que los procedimientos tradicionales para la identificacion de modelos 
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ARMA se basan en las autocorrelaciones estimadas, las observaciones atipicas tienen 
efectos importantes en la identificacion del modelo ARMA(p, q) correspondiente; vease, 
por ejemplo, Deutsch et al . ( 1990) . De un modo similar, los atipicos sesgan las est i­
maciones de los parametros del modele ARMA. Los metodos de Minimos Cuadrados 
Ordinarios (MCO) y Maxima Verosimilitud (MV) son muy sensibles a la presencia de 
observaciones atipicas, especialmente a los atipicos aditivos. Por ejemplo, un tinico AO 
tiene un efecto enorme en la estimacion del parametro de un modelo AR( l ) ,  que tiende 
hacia cero a medida que el tamano del atipico tiende a infinito. En el caso de atipicos 
innovativos, los efectos no son tan fuertes. Este tipo de observaciones atipicas producen 
un efecto pequeno en la fac y, por tanto, en las estimaciones de los parametros; vease, 
por ejemplo, Pena (2001) . 
Hotta y Tsay (1998) introducen dos tipos de atipicos en modelos GARCH, atipicos 
en el nivel (LO) ,  que afectan s610 al nivel de la serie y no a la varianza condicional y, 
atipicos en la volatilidad (VO) ,  que afectan tanto al nivel como a la varianza condicional 
de la serie. 
Considerese, por ejemplo, el proceso incorrelado, Yt , que sigue un modele GARCH( l , l ) .  
Entonces, AO e 10 coinciden y deberiamos distinguir solamente entre LO y VO. S i  la 
serie Yt esta contaminada con un LO, entonces la serie observada, Zt , viene dada por 
Zt Yt + wLI(t = r) ( 4.4) 
w + aYZ- l + !30Ll 
N otese que la varianza condicional de Zt , (J; , depende de yL l ' Y por tanto no est a afec­
tada por el atipico. Sin embargo, si la serie Yt esta contaminada por un atipico en la 
volatilidad, VO, entonces la serie observada, Zt , viene dada por 
Zt Yt + wvI(t = r) (4.5) 
w + aZ;_ l + !3(J;_1  
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y en este caso, la varianza condicional (Ji depende de ZZ-l ' Y por tanto esta afectada 
por el atipico. 
Si tanto la media como la varianza condicional varian en el tiempo, hay tres tipos 
posibles de observaciones atipicas: el AO y el 10 que puede ser LO 0 VO. Por ejemplo, 
considerese el modelo MA(l)-GARCH(l , l )  dado por, 
Yt ( 1  eL)at 
Si oCurre un 10, la serie observada podria ser 
que es 10-LO, 0 
que es 10-VO. 
Zt 
(J2 t 
Zt 
Et(Jt + wLl(t = r) 
w + aaZ-1 + j3(JZ-l 
(1 eL)at 
Et(Jt + wvl(t = r) 
w + aaLl + p(JLl 
(4.6) 
(4.7) 
(4.8) 
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4.3 Efectos en la identificaci6n de la heterocedasti-
cidad condicional 
Los contrastes de homocedasticidad condicional se basan fundamentalmente en las 
correlaciones muestrales de las observaciones al cuadrado 1 y en contrastes de no nor­
malidad. Por 10 tanto, sesgos en el correlograma de las observaciones al cuadrado 
afectanin a la identificacion de la heterocedasticidad condicional. A continuacion se 
muestra como las observaciones atipicas en series homocedasticas pueden confundirse 
con heterocedasticidad condicional y como pueden tambien ocultarla. 
4.3 . 1 Contrastes de homocedasticidad condicional 
Los contrastes principales para detectar la presencia de heterocedasticidad condicional 
en series temporales son: 
El contraste del Multiplicador de Lagrange (LM) 
Este contraste fue propuesto por Engle ( 1982) para detectar efectos ARCH y viene 
dado por T R2 , donde T es el tamaiio muestral y R2 es el coeficiente de determinacion 
de la regresion de las observaciones al cuadrado, y;, sobre una constante y p retardos 
YZ-l ' . . .  , YZ-p · Bajo la hipotesis nula de homocedasticidad condicional, el estadistico del 
contraste se distribuye asintoticamente como una variable X2 con P grados de libertad. 
Lee (1991) demuestra que este contraste para procesos GARCH(p, q) es el mismo que 
para ARCH (p) . 
lSi la serie tiene estructura en la media condicional, los contrastes se aplican a los residuos al 
cuadrado una vez se ha estimado un modelo para la media. 
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Contrastes de portmanteau 
U no de los contrastes de homocedasticidad condicional mas usados es el propuesto por 
McLeod y Li ( 1983) (McLL) , que se basa en el estadistico 
donde r(j) es la j-esima correlaci6n muestral de la serie cuya incorrelaci6n queremos 
contrastar. Bajo la hip6tesis nula de homocedasticidad condicional, McLeod y Li (1983) 
prueban que la distribuci6n asint6tica de Q(k) aplicado a las observaciones al cuadrado 
es aproximadamente una X2 con k grados de libertad, siempre que el momenta de orden 
ocho de la serie exista. Las propiedades de este estadistico en muestras finitas han sido 
estudiadas por Engle et al. ( 1985) para modelos GARCH y por Perez y Ruiz (2002) 
para modelos de Volatilidad Estocastica. 
Recientemente, Perra y Rodriguez (2002) han propuesto un nuevo contraste de port­
manteau, que se denotara PR, que mejora significativamente la potencia de los anteri­
ores y que se basa tambien en las autocorrelaciones de las observaciones al cuadrado. 
Dicho estadistico viene dado por 
donde 
1 
f(l)  
f (l )  
1 
f(k) f(k 1 )  
f (k) 
f(k 1 )  
1 
Y f (j) es el coeficiente de autocorrelaci6n de orden j estandarizado ,  dado por 
-( . )  ( . ) r J = 
 
T=Jr J 
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Bajo la hipotesis nula de homocedasticidad condicional, Pena y Rodriguez (2002) prue­
ban que este estadistico, aplicado a las observaciones al cuadrado, tiene una distribu­
cion asintotica que se puede aproximar por una distribucion Gamma, ,(a, (3) , con 
a = 3k(k + 1) /4(2k + 1) y (3 = 3k/2(2k + 1 ) . 
Contrastes robustos 
Van Dijk et al. (1999) muestran que las rachas de atipicos aditivos hacen que el 
contraste LM rechace la hipotesis nula de homocedasticidad condicional con mas fre­
cuencia que la nominal. Para solucionar este problema, proponen un contraste robusto 
que parece funcionar adecuadamente a la hora de discriminar entre efectos ARCH ver­
daderos y los espurios causados por la presencia de atipicos consecutivos. Su idea es 
estimar el modelo bajo la hipotesis nula usando un estimador robusto. El estadistico 
que emplean es similar al utilizado en el contraste LM, T R2 rv X� pero en este caso 
R2 es el coeficiente de determinacion de la regresion de 'IjJ(rt) 2  sobre una constante y 
'IjJ(rt_ l ) 2 ,  . . .  , 'IjJ (rt-p)2 don de la funcion 1jJ,  que aparece representada en la figura 4 . 1 ,  
viene dada por la  expresion: 
'IjJ(x) = x ( 1 H( l x l c l )) sign(x) + H( lx l cl ) ( 1 H( lx l - c2) ) g ( lx l )  (4.9) 
con Cl Y C2 constantes de ajuste, Cl = 2 .576, C2 = 3 .291 ,  H(x) = I(x > 0) , sign( · )  es 
la funcion signo y 9 (x) es un polinomio de orden 5 que hace que la funcion 1jJ sea dos 
veces continuamente diferenciable. Por otra parte, rt tiene la expresion: 
 r t = 
 
donde O"y es un estimador robusto de escala de Yt ,  en este caso el MAD (Mediana 
de las desviaciones absolutas con respecto a la mediana) y wY ' que aparece tambien 
represent ada en la figura 4 . 1 ,  viene dada por 
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siendo 'Ij;(.) la funcion definida en (4 .9) y d(o) la distancia de Mahalanobis: 
d( ) _ I Yt-l - my I Yt-l -
(Jy 
donde my es una medida robusta de localizacion de Yt-l , en concreto, la mediana. La 
constante 0: se toma igual a 2 .  
Este contraste robusto tiene mejores propiedades que el contraste LM, en cuanto a 
tamaiio y potencia, cuando la proporcion de observaciones atlpicas es inferior al 1%. 
Sin embargo, el tamaiio y potencia del mismo se deterioran de manera notoria cuando 
la proporcion de observaciones atipicas supera el 5%. 
Alternativamente, Lumsdaine y Ng (1999) analizan los efectos de una mala especifi­
cacion de la media condicional sobre el contraste LM y encuentran que lleva a rechazar 
la hipotesis nula de homocedasticidad en mas casos de los reales. Para solucionar este 
problema, proponen un contraste robusto que se basa en aiiadir terminos adicionales en 
el modelo estimado, en particular, proponen aiiadir retardos de la variable analizada. 
4.3.2 Sesgos en los correlogramas 
En esta seccion se ilustran los efectos que la presencia de observaciones atipicas puede 
tener en el correlograma de las observaciones al cuadrado y consecuentemente, en los 
contrastes anteriores. A continuacion se derivan los sesgos asintoticos causados por 
observaciones atipicas en el correlograma de los cuadrados de la serie observada. 
Sea Yt la serie de interes, y considerese que la serie observada, Zt , esta contaminada 
por k atipicos consecutivos del mismo tamaiio, WA.  En este caso, Zt viene dada por 
Zt = 
{Yt + WA si t = T + I ,  T + 2,  . . .  , T + k 
Yt en otro caso. 
(4. 10) 
Proposici6n 1 Sea Yt una serie temporal estacionaria Y sea Zt la serie observada dada 
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en (4 . 1 0) .  Entonces 
r (h) _  
W}�CXl r2 - _ � T - h  
 
sz O :S  h :S k 
si h 2: k 
donde r2 (h) es la correlaci6n muestral de orden h de la serie de cuadrados z; ' 
Demostraci6n: El coeficiente de correlaci6n de orden h para la serie de cuadrados z; 
viene dado por 
  2 ) ( 2 2 ) 
r2 (h) =   
Z 
t h+l Zt -  
donde i2 es la media muestral de la serie z; , que se sup one 
T T 
   Z - T  Zt ,- T _ h  Zt ·  t l t=h+1 
Entonces, cuando 0 :S h :S k se tiene que r2 (h) es igual a 
"£tET YFYZ-h + (YT+l + WA )2Y;+1_h + . . .  + (YT+k + WA)2 (YT+k h + WA)2 + . . . + Y;+h+l (YT+l + WA)2 - (T - h)Z-22 
"£tET Y{ + (YT+l + WA)4 + . . .  + (YT+k + WA)4 - Tz22 
d d 1I' {h 1 k 1 T} C 22 - k2 4 ( 4 ) ,- k2 4 on e = + , . . . , T, T + + , . . .  , . omo Z T2 W A + 0 W A ,- (T h)2 W A + 
o ( W�) , se tiene que 
(k h k2 ) 4 
(h) - l' - - T h 
W A lim r2 1m 2 WA --+OO WA --+OO (k -  )W� 
k2 k h T h 
k ( l  - �)  
siempre que 0 :S h :S k.  Por otra parte, cuando h 2: k se tiene que r2 (h) es igual a 
"£tET YFYZ-h + (YT+l + WA)2Y;+1_h + . . .  + (YT+k + WA)2Y;+k_h + . . .  + Y;+h+l  (YT+l + WA)2 - (T - h);22 
"£tET Y{ + (YT+l + WA)4 + . . .  + (YT+k + WA)4 - TZ22 
Y, por tanto, 
siempre que h 2: k. 
Si el tamafio de muestra, T, es 10 suficientemente grande, el limite anterior sera muy 
cercano a  para h :S k y muy cercano a cero para h 2: k y por tanto, un unico atipico 
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sesga hacia cero todos los coeficientes de correlaci6n de las observaciones al cuadrado 
y rachas de atipicos generan correlaciones en los cuadrados de la serie. N6tese que, por 
ejemplo, tres atipicos consecutivos generarian correlaciones en los cuadrados de orden 
uno y dos, 10 que podria llevar a los contrastes anteriores a detectar de manera espuria 
la presencia de heterocedasticidad condicional en la serie. Para ilustrar este problema, 
se han simulado cuatro series de tamafio muestral T = 500, todas ellas de media cero 
y varianza uno. La primera, at, esta generada mediante un proceso ruido blanco gau­
siano. La segunda, Yt , sigue un proceso GARCH(l , l )  con parametros w = 0 . 1 ,  0;' = 0 . 1  
y f3 = 0.8 , la  tercera, Xt, sigue un  modelo EGARCH(l , l )  con parametros w = -0.001 ,  
0;' = 0.07, f3 = 0 .98 y I = -0.0456 y la  cuarta, Zt , sigue un proceso ARSV(l )  con 
parametros <p = 0.98, O"� = 0 .05 y 0"; = 0.5329. Todas las series se han contaminado 
primero con tres atipicos aditivos consecutivos2 en los instantes t = 200, 201 Y 202 y 
segundo, con tres atipicos aislados del mismo signo, en los instantes t = 100, 200 Y 
300. Si St es la serie original, las series contaminadas se denominan Sf y Sf respectiva­
mente. Todos los atipicos son de tamafio WA, igual a 5 desviaciones tipicas3 . La tabla 
4 . 1  muestra los resultados del Monte Carlo para distintos estadisticos descriptivos de 
las series, en particular para la media, desviaci6n tipica y los coeficientes de asimetria, 
curtosis y correlaci6n de orden uno de las observaciones al cuadrado, basados en 1000 
replicas generadas para cada uno de los procesos descritos anteriormente. El efecto de 
los atipicos en la desviaci6n tipica y en el coeficiente de curtosis es, como se esperaria, 
el mismo, independientemente de que los atipicos sean consecutivos 0 aislados y de 
que la serie original sea ruido blanco, GARC?H,  EGARCH 0 ARSV. Dichos coeficientes 
son mayo res en las series contaminadas. El efecto en la media y en el coeficiente de 
asimetria varia, ya que en el caso de los atipicos consecutivos dos son de signo positivo 
2Dado que la mayorfa de las series financieras son incorreladas y que la presencia de tres atipicos 
consecutivos del mismo signo generarfa una correlacion de orden uno en la serie contaminada, se han 
considerado los dos primeros atfpicos con signo positivo y el tercero con signo negativo. 
3Todas las series han sido generadas con varianza uno, por tanto WA = 5 .  
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y uno es negativo mientras que los aislados son todos positivos, pero el tipo de sesgo 
causado por ambos atipicos en dichos estadisticos es el mismo. Sin embargo, el efecto en 
el coeficiente de autocorrelacion de orden uno de las observaciones al cuadrado, r2 (1 ) , 
depende de si los atipicos son consecutivos 0 aislados y de si la serie original sigue un 
proceso ruido blanco, GARCH, EGARCH 0 ARSV. Las conclusiones mas importantes 
son: (i) atipicos consecutivos aumentan el coeficiente de correlacion de orden uno de 
las observaciones al cuadrado, y por tanto, si ocurren en una serie ruido blanco, pueden 
llevar a detectar heterocedasticidad condicional espuria y (ii) atipicos aislados dismin­
uyen r2 (1 )  y, por tanto, pueden ocultar la heterocedasticidad condicional presente en 
la serie. Estos efectos se ilustran en la figura 4.2 ,  donde se han representado, como 
ejemplo, cuatro series generadas con los modelos Normal, GARCH, EGARCH y ARSV 
anteriores junto con las fac de las observaciones al cuadrado para las series originales 
y las series contaminadas con tres atipicos consecutivos y aislados. Es claro que la 
presencia de observaciones atipicas afecta a las correlaciones muestrales de las observa­
ciones al cuadrado. Cuando los atipicos son consecutivos, los dos primeros coeficientes 
de autocorrelacion aumentan significativamente, como se deriva de la Proposicion 1 ,  
mientras que cuando los atipicos son aislados, coeficientes de autocorrelacion significa­
tivos pasan a ser no significativos como sucede en los modelos GARCH y EGARCH 
que se han representado. 
La tabla 4. 1 contiene ademas el porcentaje de veces que los contrastes descritos an­
teriormente rechazan la hipotesis nula de homocedasticidad condicional. Como muestra 
la tabla, los efectos que la presencia de las observaciones atipicas tiene en los contrastes 
de homocedasticidad coinciden con 10 encontrado por Van Dijk et al . (1999) y Lums­
daine y Ng (1999) con respecto al contraste LM. Notese que el estadistico LM para 
contrastar efectos ARCH se ve seriamente afectado. Para la serie at ,  el contraste LM 
rechaza la hipotesis nula de homocedasticidad condicional en el 99% de los casos cuando 
hay tres atipicos consecutivos. Sin embargo, si los atipicos son aislados, su tamaiio es 
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1 .90%, mucho menor que el nominal, que es 5%. En los dos contrastes de portmanteau 
el efecto es el mismo y dichos contrastes se yen tambien seriamente afectados por la 
presencia de observaciones atipicas. Como era de esperar, en este caso, el contraste 
robusto es el menos afectado. 
Para las series condicionalmente heterocedasticas, es decir, Yt , Xt Y Zt , los dos con­
trastes de portmanteau tienen mejores propiedades en terminos de potencia y el con­
traste robusto es el que tiene la menor potencia. Para las misma series, los efectos 
de las observaciones atipicas dependen de que dichas observaciones sean consecutivas 
o aisladas. Cuando los atipicos son consecutivos, al igual que 10 que sucedia para la 
serie at, los contrastes van a rechazar la hipotesis nula de homocedasticidad condicional 
en mas del 99% de los casos, excepto el contraste robusto que mantiene su potencia 
que a pesar de ser muy baja, no se ve afectada por la presencia de atipicos. Por otra 
parte, si los atipicos son aislados, los contrastes van a rechazar la hipotesis nula de 
homocedasticidad condicional en menos casos de los que deberia. Por tanto, es claro 
que atlpicos aislados pueden ocultar heterocedasticidad condicional genuina. 
Notese que para los modelos EGARCH, los cuatro contrastes tienen poca poten­
cia. Cuando la serie no tiene atipicos, el contraste LM rechaza la hipotesis nula de 
homocedasticidad condicional solo en el 26.40% de los casos cuando la alternativa es 
en realidad la cierta. En este caso, el contraste McLL es el que tiene mas potencia, 
rechazando la hipotesis nula en un 61 % de las veces. 
Aunque la presencia de atipicos consecutivos en una serie temporal pueda parecer 
poco realista, esta es una situacion bastante comun en la practica. Por ejemplo, en un 
modelo AR (2) , si la serie esta contaminada con un solo atipico, los residuos estan con­
taminados con tres atipicos consecutivos 10 que podria llevar a los contrastes anteriores 
a detectar heterocedasticidad condicional cuando en realidad se tendria una serie ruido 
blanco con atipicos. 
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4.4 Efectos en la estimaci6n de la heterocedastici-
dad condicional 
En esta seccion se analizan los efectos que las observaciones atipicas tienen en la esti-
macion de los modelos ARCH y GARCH. Este problema ha sido previamente estudiado 
en la literatura con resultados contradictorios. Por ejemplo, Mendes (2000) establece 
las propiedades de robustez de los estimadores de MV de los modelos ARCH, obtenien­
do su curva de infiuencia y punto de ruptura. Mediante experimentos de Monte Carlo 
ilustra los sesgos causados por la presencia de observaciones atipicas en los estimadores 
de cuasi-maxima verosimilitud (QMV) de los modelos GARCH(1 , l )  concluyendo que 
el estimador del panimetro CX' esta sesgado hacia cero mientras que el del parametro j3 
est a sesgado hacia uno y ademas, los efectos son menores cuanto mayor es el tamaiio 
muestral. Verhoeven y McAleer (2000) y Gregory y Reeves (2001 )  llegan a resultados 
contrarios. Mediante un experimento de Monte Carlo, Gregory y Reeves (2001 )  con­
cluyen que cuando hay atipicos, el parametro CX' se sobreestima y el parametro j3 se 
infraestima. Verhoeven y McAleer (2000) llegan a los mismos resultados analizando 
cinco series diarias de rendimientos financieros. 
4.4.1 Estimaci6n de modelos ARCH 
Sea Yt una serie generada por un proceso ARCH(p) , 
Yt 
1J2 
t 
2 2 W + CX'lYt l + . . . + CX'pYt_p 
(4. 1 1  ) 
donde Et se sup one i . i .d .  con media cero y varianza uno, W 2: 0 ,  0 < CX'i < I ,  vi Y 
�f l CX'i < 1 .  
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Minimos Cuadrados Ordinarios 
Considerese la representacion del modelo ARCH(p) como un modelo AR(p) para yl 
como sigue 
P 
2  2 Yt = W +  (XiYt-i + Vt 
i l 
t = p + 1 ,  . . .  , T ( 4. 12) 
donde Vt = Y; - (II es un proceso incorrelado, de media cero y varianza constante pero 
condicionalmente heterocedastico. 
Equivalentemente, 
donde 
2 Yp+1 1 
2 1 y =  Yp+2 X =  
Yf 1 
y = xe + v  (4. 13) 
Y; 2 Yp-l yi Vp+1 
2 Y; y� Vp+2 Yp+l V = 
2 YT-l 2 YT 2 2 YT p VT 
y e es el vector de parametros definido como e = [w aJ ' y a = [001 . . . apJ' . Entonces, 
el estimador de mfnimos cuadrados ordinarios (MCO) de e viene dado por 
(4 . 14) 
Si el momento de cuarto orden de Yt existe, e es consistente, ya que E(X'V) = 0; 
ver, por ejemplo Poterba y Summers ( 1986) . Aunque el estimador MCO es el mejor 
estimador lineal insesgado, es ineficiente debido a la dependencia cuadratica del proceso 
Maxima Verosimilitud 
En el modelo (4. 1 1) ,  (II es la varianza de Yt condicional a Yt-l = {Yt l , Yt 2 , . . .  , yd · 
Si ademas Ct es gausiano, la distribucion de Yt I Yt-1 es N(O, (In y consecuentemente, 
4.4. EFECTOS EN LA ESTIMACION DE LA HETEROCEDASTICIDAD CONDICIONAL 89 
la estimacion de estos modelos4 es inmediata maximizando la funcion de verosimilitud 
dada por 
T 1 2 f(Yt; w, (Xi) = II � exp { -  t=:p+l 27fCTt  
(4. 15) 
Maximizar la funcion de verosimilitud es equivalente a maximizar su logaritmo, que 
viene dado por 
donde 
Por otra parte, se tiene que 
con 
T T - p  L =  +  it t=:p+l 
1 ( 2 Y; ) It = - log CT + -2 t CT2 t 
(4 . 16)  
Las derivadas de primer y segundo orden de It con respecto a B vienen dadas por 
Por 10 tanto, 
8L 
= X'Z* 8B 
donde X es la matriz de dimension (p + 1) x (T - p) cuyas columnas son los vectores 
Xt Y Z* es un vector de dimension (T - p) x 1 cuyos elementos son: 
y 
82L 
8B8B' = X'WX 
4La estimacion MV de modelos GARCH(p, q) es anaJoga. 
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donde W es una matriz diagonal de pesos: 
Wt = _ _ 
1 (1 - 2Yl)  (J"2  t 
de dimension (T p) x (T p) . El estimador MV de e es, por tanto, la solucion de la 
siguiente ecuacion 
fJL = X'Z* = 0 fJe 
La maximizacion del logaritmo de la funcion de verosimilitud se lleva a cabo, usual-
mente, mediante tecnicas de optimizacion. Engle ( 1982) y Bollerslev ( 1986) describen 
criticamente algunos procedimientos iterativos alternativos que han sido aplicados con 
exito en la estimacion de los modelos ARCH. 
4.4.2 Sesgos en los estimadores MCa de los modelos ARCH(p) 
En esta seccion se estudian los efectos causados por atipicos en el nivel sobre los est i­
madores MCO de un proceso ARCH(p) definido en (4. 1 1 ) .  En primer lugar, se sup one 
que dicho proceso esta contaminado en el instante T con un atipico en el nivel de 
tamano W A .  Y a continuacion, se analizan los efectos cuando la serie esta contaminada 
con k atipicos consecutivos. 
Un unico atlpico 
La siguiente Proposicion proporciona una expresion para los sesgos asintoticos causados 
por un unico atipico en los estimadores MCO del modelo ARCH(p) 
Proposici6n 2 Sea Yt un proceso ARCH{p) dado por (4 . 1 1) .  Si la serie observada 
es Zt dada por {4. 2)7 los estimadores MCO de los parametros w y a = [al ,  . . .  , apJ '  
verifican que 
donde 1 = [1 1 1] ' . ( 4 . 17) 
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Demostracion: Como se muestra en (4 . 14) ,  los estimadores MCO de w, a1 , . . .  , ap 
vienen dados por 
T p 
2:T 1 2 t=p Zt 
2:T-1 2 t=p Zt p+1 
2:T-1 2 t=p Zt 
2:T 1 4 t=p Zt 
2:T 1 2 2 t=p Zt Zt p+1 
2:T 1 2 t=p Zt p+1 
2:T 1 2 2 t=p Zt Zt p+1 
2:T 1 4 t=p Zt p+1 
- 1 
2:T 2 t=p+1 Zt 
2:T 2 2 t=p+ 1 Zt Zt 1 
2:T 2 2 t=p+ 1 Zt Zt p 
(4. 18) 
C  4  4 ( 4 ) l '  1  4  4  2  omo  Zt - WA + 0 WA , a 19ua que  Zt-1 , · · · ,  Zt P+l Y  Zt -
2 ( 2 ) l '  1  2  2  2 2  2 2 W A +0 W A , a  19ua que  Zt- 1 , · · · ,  Zt p+ 1 Y que  Zt Zt p+ l ' . . .   Zt Zt+ 1 , 
entonces se tiene, 
donde F = {/ij } es una matriz simetrica con lij = 1 para i = 1 ,  . . .  , p, j = i + 1 ,  . . .  , p  
y Iii = W� para i = 1 ,  . . .  , po Asf, 
[ w 1 lim WA -+00 & . 1 [ w;r + o(w�1') ( w;r 2 +vO(W;r 2 ) )1 1  1 [ w� + o(w�) 1 == 11m 4 WA -+00 (T - 2p)w I (-w't 2 + o(w't 2)) 1  (w� + o(w�) ) l  
� w�i� oo (T  -  [ �!:;: :�:�::� ] � [  1 
donde V = {Vij } es una matriz simetrica con Vij = o( w'1 2) . Por 10 tanto, para 
un model0 ARCH(p) contaminado con un atipico de tamaiio WA, se tiene que los 
estimadores MCO de W y a = [a1 . . . ap] ,  verifican 
Se puede observar que, como era de esperar, la presencia de un atipico cuyo tamaiio 
tiende a infinito en una serie generada por un modelo ARCH(p) hace que la varianza 
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marginal estimada, w/(l - I:f=l O:i) , tienda a infinito y la dependencia dinamica de la 
varianza condicional desaparezca. 
Ademas, dado que la persistencia en un modele ARCH(p) puede medirse mediante 
I:f l ai , vease, por ejemplo, Bollerslev (1986) , esta tiende hacia -4 cuando WA 
tiende a infinito. Notese tambien que en este caso, cuando e1 tamaiio muestral es 
grande, la persistencia es muy cercana a cero. 
Como i1ustracion, la figura 4.3 representa los cuantiles de los estimadores MCO, 
basados en 500 replicas, de modelos ARCH(l )  y ARCH(4) con parametros w = 0.8 y 
a = 0.2 y w = 0.55 ,  a1 = 0.2, a2 = 0. 1 ,  a3 = 0. 1 y a4 = 0.05 respectivamente. Ambos 
mode10s han side contaminados con un unico atipico. Como se puede observar en e1 
grafico, a medida que e1 tamaiio del atipico aumenta, los estimadores de los parametros 
tienden a los valores limite dados en la Proposicion 2. Para ambos modelos w crece 
indefinidamente con WA. En cuanto a los parametros ai , observese que para un tamaiio 
WA suficientemente grande, este se estima como  en el caso del ARCH(l ) ,  que 
es -0.0020, -0.0010 y -0.0002 para T = 500, 1000 y 5000 respectivamente. Para e1 
ARCH( 4) , los estimadores de ai tienden a T  para i = 1 ,  2 , 3 , 4. N otese tambien 
que, como era de esperar, los sesgos causados por un atipico de tamaiio WA fijo y finito, 
son menores a medida que el tamaiio muestral, T, aumenta. Asi, por ejemplo, para 
e1 modele ARCH(l)  con un atipico de tamaiio 7 desviaciones tipicas, 1a mediana de 
los estimadores MCO de w y a es 1 .03 y 0.05 respectivamente cuando T = 500, 0.95 
y 0.09 cuando T = 1000 y 0 .84 y 0.16 cuando T = 5000. Otro hecho import ante es 
que, cuando en una serie existen atipicos muy grandes, estos pueden llevar a que los 
parametros estimados no satisfagan las condiciones de no negatividad necesarias para 
que e1 modelo este bien definido. 
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k atipicos consecutivos 
Considerese ahora que la serie esta contaminada por k atipicos consecutivos del mismo 
tamafio, WA. En este caso, la serie observada, Zt , viene dada por (4. 10) . Como se vera a 
continuacion, los sesgos seran diferentes dependiendo de la relacion entre el numero de 
atipicos y el orden del modelo, k y p respectivamente. 
Proposici6n 3 Sea Yt un proceso ARCH(l) dado par (4 . 1 1) can p = 1 .  Si la serie 
observada es Zt en (4 . 10) can k 2: 15 ,  los estimadores MCO de los parametros w Y 0:1 
verifican que [ w 1 [ 00 1 lim = 2 • WA-+OO � (T- 1) (k-1)-k 0:1 (T-l)k-k2 (4. 19) 
Demostraci6n: Dado que los estimadores MCO de los parametros w y 0:1 vienen dados 
por (4. 14) , sustituyendo en dicha expresion Zt Y teniendo en cuenta que L:f=�l z; 
kw� + o(w�) y que L:f=�l Z[ = kw� + o(w�) , se tiene que 
lim [ w 1 = lim 1 [ kw� + o(w�) -kw� + o(w�) 1 [ kw� + o(w� ) 1 W A --+ OO  al WA --+ OO  (T - l)kw� - (kW�)2 -kw� + o(w�) T - 1 (k - l)w� + o(w�) 
Y, por tanto 
00 
(T 1 )(k 1 ) k2 
(T 1 )k-k2 1 -
En este caso, la varianza marginal estimada tiende a infinito, como en el caso de un 
unico atipico. Sin embargo, la estimacion del parametro 0:1 tiende a un valor proximo 
a uno cuando k es 10 suficientemente grande. Notese que en un model0 ARCH(l ) ,  el 
parametro 0:1 mide, tanto la dependencia dinamica de la varianza como la persistencia. 
Por 10 tanto, cuando aparecen un numero grande, k ,  de atipicos consecutivos en una 
serie generada por un modelo ARCH(l ) ,  se podria conduir erroneamente que existe 
una raiz unitaria en los segundos momentos. 
5N6tese que si k = 1 = p es el caso de un unico atfpico y el resultado coincide con el de la 
Proposicion 2. 
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Como ilustracion de este caso, la figura 4.4 represent a los cuantiles de los est i­
madores MCO, basados en 500 replicas, del modelo ARCH(l ) considerado anterior­
mente, contaminado en este caso con 2 y 20 atipicos consecutivos. Como se puede 
observar en el gnifico, a medida que el tamaiio del atipico aumenta, los estimadores 
de los panimetros tienden a los valores limite dados en la Proposicion 3. Notese que 
w crece indefinidamente con WA, mientras que 0'1 se estima como  en el caso de 
dos atipicos, que es aproximadamente 0.5 para los tamaiios de muestra considerados 
y ��:�, en el caso de veinte atipicos, que es aproximadamente 0.95. Al igual que 
cuando hay un unico atipico, los sesgos van a depender en gran medida del tamaiio del 
atipico, WA, y del tamaiio muestral T. Por ejemplo, en el caso que ilustra la figura 4.4, 
un modelo ARCH (l ) contaminado con dos atipicos conseeutivos y de tamafio muestral 
T = 500, la mediana de los estimadores de w y 0'1 es 0.06 y 0.47 respeetivamente 
euando WA = 5, 0 . 11  Y 0 .48 cuando WA = 7 Y 0.21 Y 0.49 cuando WA = 10. 
A continuacion se va a estudiar eua1 es el efecto de k atipicos eonsecutivos en un 
modelo ARCH(p) con p > 1 .  
Proposicion 4 Sea Yt un proceso ARCH(p) dado por (4 . 1 1) .  Si la serie observada es 
Zt en (4 . 1 0) con k 2: p > 1 ,  se tiene que los estimadores MCO de los parametros w y 
0' =  [0'1 . . .  ap] ' verifican que 
donde 
[ 2k2 + (2k - p) (T p) 
0 a = 
2k2 + (2k P + l ) (T _ p) o 
( 4.20) 
(T - p) ] I 
2k2 + (2k - P + l ) (T p) 
Demostraci6n: Los estimadores MCO de los panimetros w y a = [0'1 . . .  ap] ' vienen 
dados por (4 . 1 8) .  Por tanto, sustituyendo en dicha expresion Zt ,  y teniendo en cuenta 
 2 _ k 2 ( 2 ) l ' 1  2  2  4 _  que  Zt - WA + 0  WA , a  19ua que  Zt- 1 , · · · ,   Zt-p+1 Y que  Zt 
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k 4 ( 4 )  4  4  2 2 W A + 0 W A , como  Zt- l , · . .   Zt-p+1 Y que  Zt Zt+l (k - l)w1 + 
o(w1) , · · · , L:J=�l Z;Z;_P+l = (k - p + l)w1 + o(w1) , se tiene que 
lim r 
T p (kw� + o(w� ) ) l' kw� + o(w�) [ w ] W A -+ OO  & [ ] -1 [ ] = w}�oo (kw� + o(w� ) ) l  (w1 + o(w1) )M (w� + o(w�) )B 
= w�iI?= [ ::R (w� +C;���) )D ] [ (��: :(���� ] 
donde 1 = [1 1 1 ] ' .  M = {mij } es una matriz simetrica, con mij = k + i - j 
para i = 1 ,  . . .  , p  Y j = i, . . . , po B = {bd con bi = k i para i = 1 ,  . . .  , po D = {dij } 
. b· , . , . d - d - 1  d 1 es una matnz, tam len slmetnca, con 1 1  pp -  -2k2+(2k-p+l) (T-p) ' ii - WI 
. 2 1 d 1 . - 2 1 d - 1 T-p para 1, - , • • •  , p , ii+l   para 1, , • • •  , p - , Ip -  -2k2+(2k-p+l) (T-p) 
d· · 0  [1 0 0 0 I]'  y ZJ en otro caso. - , Cl - 2P 2 [-2k2+(2k-p+l)(T-p») Y 
C2 = �  Por 10 tanto, 
Al igual que en los casos anteriores, la varianza marginal estimada tiende a infinito 
con WA,  el tamaiio del atfpico. En cuanto a los estimadores de los panimetros ai , 
notese que solamente al Y ap tienden a cantidades distintas de cero, siendo el limite del 
estimador de al muy proximo a uno para un numero suficientemente grande de atfpicos 
. N ' d ' 1 . .  . d 2k2+(2k p l) (T p) consecutlvoS. otese a emas que a perslstencla,  ai , hen e a 2k2+(2k p+l)(T p) 
que, como era de esperar, coincide con el valor obtenido en la Proposicion 3 para el 
caso particular k = 1 = p. 
Como ilustracion de estos efectos, la figura 4 .5 contiene los cuantiles de los esti­
madores MCO, basados en 500 replicas, del modelo ARCH( 4) anterior, contaminado 
en este caso con 20 atipicos consecutivos. Como se puede observar en el grafico, a 
medida que el tamaiio del atipico aumenta, los estimadores de los parametros tienden 
a los valores limite dados en la Proposicion 4. Analogo a los casos anteriores w crece 
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indefinidamente con WA, mientras que los panimetros aI , a2 , a3 Y a4 , se estiman como 
36T-944 0 0 -T+4 t' t 37T 948 ' , Y 37T 948 respec lvamen e. 
Finalmente, se va analizar el efecto de un numero de atipicos consecutivos menor 
que el orden del proceso ARCH(p) . 
Proposici6n 5 Sea Yt un proceso ARCH(p) dado por (4. 11) con p > 2 .  Si la serie ob­
servada es Zt en (4 . 1 0) con k = 2,  se tiene que los estimadores MCO de los parametros 
w y a = [al . . .  ap] , verifican que 
[ ai��' 1 
donde 
sz p es par 
. . sz p es zmpar 
(4 .21) 
[ P p2 
   
p 1 2p -
P + 1 + T - p(p + 3) 
1 p2 ] ' 
P + 1 + T - p(p + 3) 
aimpar = 
[ P  
 p + 1 T - p (p +  
p 1  --
p + 1  
1 (P + 1)2 ] ' 
 P + 1 T - p (p +  
Demostraci6n: Los estimadores MeO de los panimetros w y a = [al ' "  ap] ' vienen 
dados por (4. 18) . Por tanto, sustituyendo en dicha expresi6n Zt ,  k = 2 Y teniendo en 
cuenta los 6rdenes de los elementos como, por ejemplo, I:r=: z; = 2w� + o( W�) que es 
d 1 ·  d  2  2  2 2  2 ( 2 ) e mlsmo or en que  Zt- l " ' "  Zt-p+1 Y que  Zt Zt-p+1 W A + 0 W A 
 2 2 4 ( 4 ) . Y  Zt Zt+l = W A + 0 W A , se bene que 
[ ]  [ ] - 1  [ ] . W . T - p  (2w� + o(w�)) l' 2w� + o(w�) hm = hm WA -+ OO  & WA-+OO (2w� + o(w�) ) l (w� + o(w�))R (w� + o(w�) )S 
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donde 1 = [1 1 1]' , R = {rij } es una matriz simetrica, con rii = 2 ,  rii+ l = 1 
para i = 1 ,  . . .  , p - l , rij =  para j = i + 2, . . .  , p Y eij son constantes reales. S = {8i }   
donde 81 = 1 ,  8i = !-!f for i = 2, . . .  , p  Y 88i son constantes reales. Por 10 tanto, WA 
 2 + 0(1 )  1 
 (w� + o(w�) )S  
donde X = (All A12A2"21 A21 )- 1 , A22 = w�R puede aproximarse por w�it donde 
it = {Tij } es una matriz de Toeplitz, simetrica con iii = 2, iiH1 = 1 para i = 1, . . .  , p, 
iij = 0 para j = i + 2, . . .  , po Entonces, A2"l ;: �it-1  = �T y T = {tij } con wA wA 
tij = (-1  )Hj  para i = 1 ,  . . .  , p  y j = i, . . .  , p. Despues de algunos dJculos se 
obtiene 
si p es par 
si p es impar 
 [ p 2 p - 2 4 p - 4 . . .  p ] si p es par 
 [ P + l O p + l O p + 1 . . .  p + 1 ] si p es impar 
Por 10 tanto, 
si p es par 
si p es impar 
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donde 
[ P  + 
P + 1 T -  +  
p 1  2p 
p + 1 
+ T p(p + 3) 
1 p2 ] ' 
P + 1 
+ T p(p + 3) 
aimpar = 
[ 
 + 
   
p + 1 T p (p +  
p 1 
p + 1 
 
(p + 1) • 
2 l '  P + 1 T p (p + 1 )2 
Como en los casos anteriores, la varianza marginal estimada tiende a infinito con 
el tamafio del atipico. La persistencia estimada, L: ai , tiende a un valor muy proximo 
a 0 .5 cuando el atipico tiende a infinito y el tama:io muestral es 10 suficientemente 
grande. Mas concretamente, la aproximacion dada por la Proposicion 5 para el limite 
de la persistencia cuando hay dos atipicos consecutivos seria, � si p es par y 0 .5 si 
p es impar. 
La figura 4.5 contiene los cuantiles de los estimadores MCO, basados en 500 repli­
cas, del modele ARCH(4) anterior, contaminado en este caso con 2 atipicos consecu­
tivos. En este caso, la Proposicion 5 no aporta los limites exact os de los estimadores 
sino valores aproximados de dichos Hmites. Como se puede observar en el grafico, w 
crece indefinidamente con WA .  Los estimadores de los parametros aI , a2, a3 Y a4, se 
. , . .  d I P  . . ,  5 4 16 3 8 2 4 1 16 aproxlmanan, slgUlen 0 a roposlclOn , por S + T 28 '  S + T 28 '  S + T-28 Y S + T 28 
respectivamente. 
La siguiente Proposicion se ha obtenido extrapolando los resultados obtenidos, 
usando el programa Maple V, para los distintos casos particulares que se muestran 
en la Tabla 4 .2 .  
Proposicion 6 Sea Yt un proceso ARCH{p) dado por (4. 1 1). Si la serie observada es 
Zt en (4 . 1 0) con k = p 1, se tiene que los estimadores MCO de los panimetros w, Y 
a = [al . . . ap]' verifican que 
(4.22) 
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donde 
[ (2p - 3)T - (6p2 I Ip + 4) 
a = (2p _ 2)T - (6p2 _ lOp + 4)] 
0 o 1 2 
(p 2)T - (3p2 6p + 2) ] I 
(2p 2)T - (6p2 lOp + 4) 
N 't 1 .  . d (p 2)T (4p2 -6p+2) o ese que, en este caso, a perslstencla,  ai , ben e a (p- I)T-(pL5p+2) 
Como resumen, se puede concluir que los efectos que las observaciones atipicas 
tienen en los estimadores MCO de los modelos ARCH(p) van a depender crucial mente 
de su magnitud, mimero y posicion. El estimador del panimetro de escala, W ,  va a 
tender siempre a infinito con el tamaiio de los atipicos. Sin embargo, los sesgos en los 
estimadores de ai ,  i = 1, . . .  , p, que miden la dependencia dinamica de la varianza, 
van a ser diferentes dependiendo del numero y posicion de los atipicos. Un unico 
atipico sesga hacia cero los estimadores &i Vi. Sin embargo, cuando hay k atipicos 
consecutivos, sus efectos dependeran de la relacion entre k y p, el orden del modelo 
ARCH. Si el numero de atipicos es suficientemente grande y mayor que p, el estimador 
del parametro al estara sesgado hacia uno y todos los demas &i estaran sesgados hacia 
cero. No es posible establecer un result ado general para el caso k < p, dado que los 
sesgos son diferentes dependiendo de los valores concretos de k y p. 
4.4.3 Sesgos en los estimadores MV 
Obtener los sesgos causados por la presencia de observaciones atipicas en los esti­
madores MV de los modelos ARCH es complicado ya que dichos estimadores no tienen 
una expresion cerrada. Esto ha llevado a que todos los artfculos que tratan este proble­
ma en la literatura 10 hayan estudiado mediante experimentos de Monte Carlo, vease, 
por ejemplo, Mendes (2000) y Gregory y Reeves (2001) . 
Como ejemplo, considerese un modelo ARCH(l ) .  Como se veia en la seccion 4.4 . 1 ,  
los estimadores MV de los parametros W Y al seran la solucion del problema de opti-
mizacion 
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Minimizarw,Ql t (log(w + alyL I ) + ( Y; 2 ) ) t=2 w + alYt-l 
Si la serie esta contaminada con un atipico de tamafio W A en la observaci6n r ,  la 
estimaci6n consistir<i en minimizar la siguiente expresi6n 
Si W A es grande y T moderado, la verosimilitud vendra dominada por 
( ( ) 2 ) 
(Yr + WA? log w + al YT + W A + ( 2 ) w + aIYr_l 
(4.23) 
En est os terminos, w Y al deb en neutralizar el efecto de WA. Por tanto, para que el 
minimo se alcance, el estimador de al debe tender a cero para que 10g(w +al (Yr +WA)2) 
sea 10 menor posible y el estimador de w debe tender a infinito para hacer que el termi­
no  sea tambien 10 menor posible. Esto coincide con los sesgos encontrados w QIY.,.-l 
para los estimadores MCO. No obstante, encontrar e1 6ptimo de este problema de mini-
mizaci6n no es sencillo debido a que la funci6n objetivo es muy plana. Como ejemplo, en 
la figura 4.6 ,  se ha represent ado la funci6n objetivo para una serie, de tamafio T = 500, 
generada por un modelo ARCH(l ) ,  con parametros w = 0.8 y al = 0 .2  Y para la misma 
serie contaminada con un unico atipico de tamafios WA = 5 , 10 , 25, 50 y 100. Como se 
puede observar, a medida que el tamafio del atipico crece, el valor de w que minimiza la 
funci6n crece tambien, 10 que se corresponde con 10 que se esperaba viendo la expresi6n 
(4.23) . En cuanto al valor de al que minimiza la funci6n, este tiende a cero a medida 
que el tamafio del atipico aumenta. No obstante, n6tese que la funci6n a minimizar es 
muy plana, 10 que hace dificil, para los metodos de optimizaci6n, encontrar la soluci6n. 
Este hecho podria explicar los resultados que se muestran en la figura 4.7, donde se 
han representado los percentiles 25, 50 Y 75 de los estimadores MV, basados en 500 
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replicas, para el modelo ARCH(l)  anterior, contaminado en primer lugar, por un unico 
atipico, y luego por tres atipicos consecutivos. Como se puede observar, al igual que 
ocurre con los estimadores M CO, el estimador del panimetro w crece con el tamaiio del 
atipico. En cuanto al estimador del panimetro 001 , este tiende a cero cuando la serie 
esta contaminada con un unico atipico, pero cuando hay tres atipicos consecutivos, la 
variabilidad es enorme para valores grandes de WA. El estimador de 001 podria tomar 
cualquier valor menor 0 mayor que el verdadero parametro, 10 cual podria ser debido 
a la dificultad de los metodos de optimizaci6n para minimizar la funci6n objetivo, co­
mo ilustra la figura 4.6. N6tese, por otra parte, que para un tamaiio del atlpico fijo, 
los sesgos disminuyen con el tamaiio muestral. Por ejemplo, para un unico atlpico de 
tamaiio 7 desviaciones tipicas, la mediana de los estimadores de w = 0.8 Y 001 = 0.2 
es 0 .920 y 0 .169 respectivamente cuando T = 500 Y 0.810 y 0 . 198 cuando T = 5000. 
Por tanto, para valores realist as de WA , que son entre 5 y 10 desviaciones tipicas, y 
tamaiios muestrales grandes, los sesgos en los estimadores MV son menos importantes 
que en los estimadores MCO. Esto se puede apreciar tambien comparando las figuras 
4 .3 y 4.4 con 4.7. N6tese tambien un resultado interesante que sugiere la figura 4.7, y 
es que los errores de estimaci6n parecen aumentar para tamaiios del atipico pequeiios 
mientras que a partir de un tamaiio grande de W A ,  el error estandar se hace cero, ya 
que como se aprecia en el grafico, los percentiles 25, 50 y 75 de los estimadores coin­
ciden. En consecuencia, parece que atipicos pequeiios causan sesgos pequeiios en la 
estimaci6n puntual del parametro pero causan sesgos importantes en el error estandar. 
Este result ado merece mas atenci6n y se estudiani con mas detalle en el futuro. 
Sesgos en los estimadores MV de los modelos GARCH(l , l )  
La figura 4.8 contiene los percentiles 25, 50 y 75 de los estimadores MV, basados en 
500 replicas, de un modelo GARCH(I , l )  con parametros w = 0 . 1 ,  a = 0 . 1  Y f3 = 0.8, 
contaminado en primer lugar con un unico atipico y a continuaci6n con tres atipicos 
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consecutivos. Como puede observarse en los gnificos, un unico atipico parece sesgar 
hacia cero al estimador de 0: y hacia uno al estimador de (3 mientras que el estimador 
de w parece no sentirse muy afectado por el atipico. En cuanto a tres atipicos con­
secutivos, parece que estos sesgan a los estimadores de w y 0: hacia un valor mayor 
que el verdadero, y al estimador de (3 hacia un valor menor. Parece, por tanto, que 
los sesgos causados por la presencia de atipicos en los estimadores MV de un modele 
GARCH(l ,l )  dependen del numero de atipicos, de su tamaiio y, muy importante, de si 
los atipicos son aislados 0 consecutivos. Esta puede ser una razon para los resultados 
contradictorios encontrados en la: literatura. 
A partir de la representacion ARCH(oo) de los modelos GARCH(l , l ) , podria en-
contrarse una explicacion a los sesgos causados por un unico atlpico. Considerese una 
serie Yt generada por un modele GARCH(l , l) donde 0"5 =  es decir, el valor 
inicial para 0"; es la varianza marginal. Para un tamaiio de muestra fijo, T, dicha serie 
puede aproximarse por el siguiente modelo ARCH(T - 1 ) :  
- _ [ 1+,BT- l (3T- l ] -  i-I . _ donde w - w 1-(3 + l-a-(3 y O:i - 0:(3 for z - 1 , 2 ,  . . .  , T - l .  
Si l a  serie observada est a contaminada con un  unico atipico, a partir de  l a  Proposicion 2 
se tendria que limwA---+oo � = 00 y limwA--oo 6:i = &.�i
-l = 1/ (T - 2) ,  Vi. En particular, 
para i = 1 se tendria que &. tiende a l/ (T - 2) y por tanto, � tiende a uno a medida 
que el tamaiio del atipico tiende a infinito. En el limite, &. esta muy cerca de cero y 
� esta muy cerca de uno, 10 que implica que la varianza marginal es infinito y w no 
est aria identificado. Esto podria explicar que w no se yea muy afectado por el atipico. 
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4.5  Modelizacion de la heterocedasticidad condi-
cional en presencia de observaciones atipicas 
Como se ha visto anteriormente, la presencia de observaciones atlpicas puede distor-
sionar, notablemente, la inferencia y estimacion en series temporales condicionalmente 
heterocedasticas. Por tanto, es import ante corregir el efecto de los atipicos antes de 
analizar la dependencia dinamica de la varianza. Teniendo esto en cuenta, en esta 
seccion se prop one un procedimiento, en tres pasos, para modelizar la presencia si­
multanea de observaciones atlpicas y heterocedasticidad condicional. El procedimiento 
propuesto es como sigue: 
Paso 1 Detectar y corregir las observaciones mayores que 7 desviaciones tlpicas. 
Paso 2 Estimar el modelo para la varianza condicional y calcular las observaciones 
estandarizadas en las que se detect an y corrigen los atipicos siguiendo los metodos 
tradicionales, puesto que estas deberian ser homocedasticas. 
Paso 3 Reestimar el modelo de heterocedasticidad condicional. 
En el Paso 1, la eleccion de 7 desviaciones tipicas, como valor critico, se ha hecho 
siguiendo dos argumentos. En primer lugar, por la desigualdad de Tchebychev se tiene 
que, para cualquier distribucion de Yt : 
o 10 que es 10 mismo, en cualquier distribucion, entre la media y k desviaciones tipicas 
se encuentran, al menos, el 100(1  por ciento de las observaciones. Por tanto, el 
97.96% de las observaciones generadas a partir de cualquier distribucion de media cero, 
son menores, en valor absoluto que 7 desviaciones tipicas. El segundo argumento para 
elegir 7 desviaciones tipicas, son los resultados que se muestran en la tabla 4 .3 ,  la cual 
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contiene los percentiles 95 de la distribucion empirica del maXt=l, .. . ,T IYt l para distintos 
tamafios muestrales, calculados a partir de 10000 replicas de series Yt generadas por 
un modelo GARCH(l , l )  con distintos valores de los panimetros. Como se puede ob­
servar en la tabla 4.3, para los valores de los panimetros que usualmente se estiman en 
series financieras reales, que son Ct = 0.03, 0 .05 , 0 . 1 , 0 . 15 ,  y j3 = 0.8 , 0 .85 , 0 .9 , 0.95, la 
probabilidad de obtener un valor mayor, en valor absoluto, que 7 desviaciones tlpicas 
es muy pequefia, pues el maximo valor generado por un modelo GARCH(l , l )  es menor 
que 7 desviaciones tipicas con una probabilidad rriuy alta. Este primer paso se hace 
para evitar sesgos importantes en la estimacion de los parametros. Como se ha visto 
en la seccion anterior y se ilustrara luego con algunos ejemplos, los sesgos empiezan a 
ser importantes para atipicos mayores que 7 desviaciones tipicas. 
Una vez corregida la serie de los atipicos mas extremos6 , el segundo paso del proced­
imiento propuesto es estimar el modelo para las varianzas condicionales. Es importante 
notar que, en esta primera estimacion, podrian estar presentes todavia observaciones 
atipicas que estarian sesgando la estimacion. Por ello, 10 siguiente es estandarizar las 
observaciones dividiendo por la varianza condicional estimada y detectar atipicos en 
dichas observaciones estandarizadas, que ya estan proximas a la homocedasticidad. 
Una vez detectadas y corregidas las observaciones atipicas en las observaciones es­
tandarizadas, el ultimo paso es reestimar el modelo para la varianza condicional. Los 
Pasos 2 y 3 son iterativos, es decir, del Paso 3 se va de nuevo al Paso 2 hasta que 
ninguna observacion sea detectada como atipico. 
En relacion al Paso 1 del procedimiento propuesto, es importante notar que, depen­
diendo del valor critico elegido, se corre el riesgo de corregir observaciones que no son 
atipicos sino observaciones correspondientes a periodos donde la varianza condicional 
es mayor que la marginal, y por ella 7 desviaciones tipicas parece bastante razonable. 
6El modo tradicional de corregir la serie es substituir la observaci6n atipica por la media condicional 
de la serie. 
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Para ilustrar el efecto del valor critico, considerense los resultados obtenidos por 
Verhoeven y McAleer (2000) , quienes estudian los efectos de observaciones atipicas en el 
modelo AR(l )-GARCH (l ,  1 ) ,  definiendo atipicos como aquellas observaciones mayores, 
en valor absoluto, que 3 desviaciones tipicas, sin tener en cuenta la heterocedasticidad 
condicional. Analizando rendimientos diarios de cinco series financieras, concluyen que 
cuando se eliminan las observaciones atipicas, el estadistico de Ljung-Box disminuye 
significativamente y que los atlpicos causan un incremento significativo en el parametro 
estimado 8; del modelo GARCH (l ,  1 ) ,  Y un decaimiento del panimetro estimado � . La 
figura 4.9 ilustra los efectos que puede tener corregir por observaciones mayores que 3 .5 
desviaciones tipicas, si  no se tiene en cuenta que ademas hay efectos ARCH. En dicho 
grafico se han representado los resultados de un estudio de Monte Carlo en donde 
se han simulado 1000 replicas de series generadas por un modelo GARCH(l , l )  con 
panimetros w = 0 . 1 ,  a = 0 . 1  Y (3 = 0.8, para tamafios muestrales T = 500, 1000 Y 
5000. La primera fila del gnifico contiene los resultados para T = 500, la segunda y la 
tercera fila contienen los mismos para T = 1000 Y T = 5000 respectivamente. En el eje 
de abscisas se han represent ado los panimetros estimados obtenidos a partir de la serie 
original simulada, el eje de ordenadas contiene las estimaciones obtenidas a partir de la 
serie corregida por observaciones mayores que 3 .5 desviaciones tipicas. Como se puede 
observar, hay puntos situados sobre la diagonal, que significa que las estimaciones son 
las mismas, 10 que sucede, por ejemplo, cuando ninguna observacion de la serie simulada 
es mayor que 3 .5a. En los casos en que los parametros estimados son diferentes, puede 
observarse como para la mayoria de las series corregidas, w y a se estiman men ores y (3 
se estima mayor que en las series originales. Esto podria ser 10 que sucede en Verhoeven 
y McAleer (2000) . Sin embargo, otra posibilidad para los resultados encontrados por 
estos autores es que existan, en los datos, atipicos consecutivos, los cuales podrian 
estar exagerando la heterocedasticidad y, por tanto, al corregirlos, 8; disminuiria y (3 
aumentaria. 
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Una alternativa para modelizar la heterocedasticidad condicional cuando hay datos 
atipicos es mediante metodos robustos. Algunos articulos que proponen estimadores 
robust os para los modelos ARCH son Sakata y White (1998) y Muler y Yohai (2002) .  
No obstante, est os metodos sue len ser muy pesados computacionalmente y menos efi­
cientes que los metodos tradicionales no robustos. Otra ventaja del procedimiento 
propuesto en esta seccion, ademas de su sencillez en la implementacion, es que per­
mite identificar las observaciones atipicas aportando mas informacion sobre la serie de 
interes. 
4.6 Ejemplos 
Para ilustrar los resultados obtenidos anteriormente, en esta seccion se analizan varias 
series reales. En primer lugar, se consideran los rendimientos del indice S&P 500, ob­
servado diariamente desde el 4 de Enero de 1982 hasta el 23 de Septiembre de 1994 
(3219 observaciones) y el tipo de cambio Dolar estadounidense frente al Yen japones, 
observado tambien diariamente desde el 2 de Enero de 1 973 hasta el 29 de Enero de 
2002 (7320 observacionesf . En las figuras 4.10 y 4 . 1 1  se han representado grafica­
mente las series de rendimientos y el correlograma de los mismos al cuadrado. Ambas 
series se han corregido por las observaciones mas extremas para ilustrar el efecto que 
dichas observaciones causan en el correlograma de los rendimientos al cuadrado. En 
primer lugar se han detectado las observaciones mayores, en valor absoluto, que 10 
desviaciones tipicas8 y se han corregido sustituyendolas por su media condicional , que 
en ambos casos coincide con la media marginal ya que ambas series son incorreladas. 
Para la serie del S&P 500 hay solamente una observacion mayor que 10 desviaciones 
7La serie del S&P 500 es la analizada en Perez y Ruiz (2002) y los datos para el tipo de cambio 
d61ar/yen han sido obtenidos de la pagina web http://pacific.commerce.ubc.ca/xr/ por cortesia del 
Prof. Werner Antweiler, University of British Columbia, Vancouver, Canada. 
8El valor de 100" se ha elegido de modo arbitrario para ilustrar el efecto de los atipicos mas extremos. 
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tipicas9, que es la correspondiente al 19 de Octubre de 1987, conocido tambien como 
"October black monday" , cuando tuvo lugar la caida mas fuerte de la historia de la 
bolsa de Wall Street. Como se puede observar en la figura 4.10 ,  el hecho de corregir 
la serie por una unica observaci6n hace que la estructura en los cuadrados aparezca 
mas claramente. Este caso es un ejemplo en donde una observaci6n atipica esta, posi­
blemente, enmascarando la heterocedasticidad condicional presente en la serie. Si se 
corrige la serie por las observaciones mayores que 7 desviaciones tipicas, el correlogra­
rna se ve afectado de nuevo, apareciendo significativas correlaciones de orden mayor. 
Las diferencias al corregir la serie por observaciones mayores que 5 desviaciones tipicas 
no son tan dramaticas como en los casos anteriores y apenas hay diferencias entre el 
correlograma de los rendimientos al cuadrado de la serie corregida por observaciones 
mayores que 7 desviaciones tipicas y el de la serie corregida por observaciones mayores 
que 5 desviaciones tipicas. 
De un modo similar pueden observarse los efectos que las observaciones atipicas 
pueden tener en la identificaci6n de la heterocedasticidad condicional cuando se anal­
iza la serie de rendimientos del tipo de cambio d61ar /yen represent ada en la figura 4 . 1 l .  
Al igual que en  e l  ejemplo anterior, en  primer lugar se han detect ado las observaciones 
mayores, en valor absoluto, que 10 desviaciones tipicas. A continuaci6n se han cor­
regido las observaciones mayores que 7 desviaciones tipicas y por ultimo las mayores 
que 5 desviaciones tipicas. Los efectos que una unica observaci6n puede tener en el 
correlograma se ponen de manifiesto de nuevo en este grafico. De nuevo, no parece 
haber grandes diferencias entre el correlograma de los rendimientos al cuadrado de la 
serie corregida por observaciones mayores que 7 desviaciones tfpicas y el de la serie 
corregida por observaciones mayores que 5 desviaciones tipicas. 
Por 10 tanto, como ilustran estos ejemplos, en las series reales puede haber obser­
vaciones extremas, que pueden considerarse atipicos, que estan causando sesgos en el 
9Dicha observaci6n es exactamente 22 veces la desviaci6n tipica. 
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correlograma de las observaciones al cuadrado y que pueden afectar de manera decisiva 
a la identificaci6n de la heterocedasticidad condicional. No obstante, para estas dos 
series en particular, las observaciones atipicas no afectan al diagn6stico de los cuatro 
contrastes de homocedasticidad condicional, los cuales rechazan la hip6tesis nula en 
todos los casos. 
A continuaci6n, para ilustrar el procedimiento propuesto en la secci6n anterior, 
se ha aplicado dicho procedimiento a las 12 series analizadas en el Capitulo 2. En 
primer lugar se han aplicado a dichas series los cuatro contrastes de heterocedasticidad 
condicional descritos en la seccion 4.3.1 obteniendo que para todas las series se rechaza 
la hipotesis nula de homocedasticidad condicional con los contrastes no robustos, es 
decir, el de Lagrange, el de McLeod y Li ( 1983) y el propuesto por Peiia y Rodriguez 
(2002) . Sin embargo, el contraste robusto propuesto por Van Dijk et al . (1999) rechaza 
la hip6tesis nula solamente para siete de las doce series. No la rechaza para los tip os 
de cambio US-CAN, US-G ER, US-J AP, US-SSF, ni para el in dice bursatil de Bombay, 
10 que podrfa ser consecuencia de su baja potencia. 
La tabla 4 .4 contiene las observaciones detectadas como atipicas mediante el pro­
cedimiento propuesto. En negrita se encuentran los atipicos mas grandes, detectados 
en el primer paso, es decir, aquellas observaciones mayores que 7 desviaciones tipicas y 
que son las que se corrigen en primer lugar para evitar que causen sesgos importantes en 
la estimaci6n de los parametros. Como justificaci6n adicional a la elecci6n de 7 desvia­
ciones tipicas en el Paso 1 del procedimiento, se ha realizado el siguiente experimento: 
se han calculado los percentiles 95 de la distribuci6n empfrica del maXt=l ,  . . .  ,T IYt l  para 
los tamaiios muestrales correspondientes a las 12  series, calculados a partir de 10000 
replicas de series Yt generadas por un modelo GARCH(l , l )  gausiano con los valores de 
los parametros estimados para las 12 series que aparecen en la tabla 2 .2 .  Los percentiles 
correspondientes a las 12 series son 8.34, 5 .77, 5 .61 ,  6 .41 ,  5 .01 ,  5.49, 5.68, 9 .33, 5 .58, 
9 . 17, 8 .56 y 7.03 respectivamente. Por tanto, parece que 7 desviaciones tipicas es un 
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valor razonable, aunque para algunas series el percentil 95 del maXt=l , . . .  ,T I Yt l es hasta 
de 9 desviaciones tipicas. 
La tabla 4 .5 contiene los estadisticos descriptivos de las series corregidas. Com para­
ndo esta con la tabla 2 .1  se puede observar como en las series corregidas, la desviacion 
tipica disminuye, al igual que la curtosis. En cuanto al coeficiente de asimetria, notese 
que para las series del tipo de cambio US-SWK y los indices del Dow Jones y S&P 
500 la asimetria negativa que aparece en las series originales esta completamente ex­
plicada por las observaciones atipicas, ya que una vez que estas son tenidas en cuenta, 
el coeficiente de asimetria no es significativo. En cuanto al coeficiente de correlacion 
de orden uno de las observaciones al cuadrado, no parece haber un comportamiento 
uniforme a todas las series, para algunas aumenta al tener en cuenta los atipicos; vease, 
por ejemplo, los indices de Amsterdan y Bombay, mientras que para otras disminuye, 
como por ejemplo, los indices Dow Jones y S&P 500. Esto es 10 esperable segun el tipo 
de atipicos. En la tabla 4.4 puede comprobarse que los atipicos corregidos en las dos 
primeras series son aislados, mientras que en las dos ultimas se han corregido atipicos 
consecutivos. Finalmente, el estadistico Q2 (20) aumenta significativamente cuando se 
tienen en cuenta las observaciones atipicas. 
La tabla 4.6 contiene las estimaciones de los modelos GARCH(l , l )  gausianos para 
las series corregidas por los atipicos detectados mediante el procedimiento descrito y 
que se detallan en la tabla 4.4. Comparando estos estimadores con los de la tabla 2 .2 se 
concluye que, los sesgos en los parametros dependen del tamano de los atipicos y de si 
est os son aislados 0 consecutivos. Por ejemplo, en la serie del indice de Bombay, parece 
claro que la presencia de atipicos aislados esta sesgando el parametro 0: hacia cero y 
j3 hacia uno. Notese ademas que la verosimilitud es mayor para las series corregidas 
que para las originales. Es import ante destacar tambien que, a pesar de que numeri­
camente los estimadores de los parametros son diferentes en las series corregidas y en 
las originales, estadisticamente no 10 son en algunos casos, ya que al 95% de confianza 
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no se puede rechazar que los valores estimados en las tablas 2 .2 y 4.6 sean diferentes. 
Para el fndice de Bombay, los estimadores de a y f3 son significativamente diferentes 
cuando se estiman en las series originales y corregidas. En cuanto al panimetro w,  
hay diferencias significativas para las series de los tipos de cambio US-ESP, US-JAP y 
US-SSF. 
4.7  Conclusiones 
En este capitulo se ha abordado el problema de la presencia simultanea de heterocedas­
ticidad condicional y observaciones atipicas en series temporales. Se han estudiado los 
efectos causados por los atipicos en la identificaci6n de la heterocedasticidad condicional 
encontrando que, un unico atlpico sesga hacia cero los coeficientes de correlaci6n de las 
observaciones al cuadrado, y rachas de atipicos generan correlaciones en los cuadrados 
de la serie, 10 que puede llevar a los contrastes de homocedasticidad condicional a rec­
hazar la hip6tesis nula. Se han obtenido los sesgos asint6ticos causados por los atipicos 
en los estimadores MCO de procesos ARCH(p) , concluyendo que un unico atipico ses­
ga hacia cero los panimetros que miden la heterocedasticidad y atipicos consecutivos 
pueden sobreestimarlos, y los sesgos dependen, en este caso, del numero de atipicos y 
del orden del proceso. Mediante estudios de simulaci6n se han ilustrado tales efectos en 
muestras finitas, tanto en los estimadores MCO como en los estimadores MV de mod­
elos ARCH(p) y GARCH(l , l ) .  Finalmente, se ha propuesto un procedimiento, en tres 
pasos, para modelizar la heterocedasticidad condicional en presencia de observaciones 
atipicas y se ha ilustrado con las doce series descritas en el Capitulo 2. 
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4.8 Apendice de tablas y figuras 
Figura 4. 1 :  Funciones 'lj; y Wy 
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Tabla 4. 1 :  Efectos causados por la presencia de observaciones atfpicas en el diagnostico de la heterocedasticidad 
condicional basados en 1000 replicas para cuatro modelos con atipicos consecutivos (AC) y aislados (AI) 
Serie 
Normal (at) 
AC (an 
AI (an 
GARCH (Yt ) 
AC (yn 
AI (yf) 
EGARCH (Xt) 
AC (xi) 
AI (xf) 
ARSV (Zt ) 
AC (zf ) 
AI (zf )  
Media 
-0.0002 
0 .0098 
0 .0298 
-0 .0017 
0 .0083 
0 .0283 
-0.0027 
0 .0073 
0 .0273 
-0.0017 
0 .0083 
0 .0283 
* Significativo al 5%. 
Estadfsticos descriptivos 
D.T. Simetria Curtosis 
0.9993 -0.0016 2. 9936 
1 .0716 0 . 1989* 5 .7333* 
1 .0709 0 .5857* 5 .6212* 
0.9962 -0.0008 3 .2375* 
1 .0689 0 .2017* 6 .0154* 
1 .0686 0.6072* 5 .9654* 
0.9977 0 .0193 3 .2195* 
1 .0702 0.2233* 6 .0632* 
1 .0708 0.6385* 6 .0502* 
0.9722 -0 . 0 1 18 6 .7273* 
1 .0505 0.2729* 10 .3783* 
1 .0504 0.8241* 1 0.3550* 
Contrastes de homocedasticidad 
(Porcentaje de rechazos) 
T2 (1 ) LM McLL PR Robusto 
-0. 0006 4.00 5 .20 5 .50 5.90 
0.3783* 99 .70 98.90 99.70 6.00 
-0.0043 1 .90 0 .60 0 .70 7.00 
0 . 1 180* 63.70 78.60 79.00 49 . 10  
0.4103* 99.80 99.70 99.90 51 . 10  
0.0425 16 .40 13 .20 13 .90 50.30 
0 .0557* 26.40 61 .00 53.80 27.80 
0.3820* 99.40 99.40 99.60 27.20 
0 .0191 6 .20 1 1 .30 7.60 28.40 
0. 1960* 89. 1 0  99.50 99. 20 79.60 
0.3986* 99.80 99.90 100 80.00 
0.0995* 46 .70 62 .30 58.90 80.70 
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Figura 4.2 :  Correlogramas de los cuadrados de distintas series con y sin observaciones 
atipicas 
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Figura 4.3: Cuantiles de los estimadores MCO de modelos ARCH(p) con un unico 
atipico 
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Figura 4.4: Cuantiles de los estimadores MCO de un modelo ARCH(l )  con 2 y 20 
atipicos consecutivos 
k = 2 
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Figura 4.5 : Cuantiles de los estimadores MCO de un modelo ARCH( 4) con 20 y 2 
atipicos consecutivos 
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Tabla 4.2: Limites de los estimadores MCO de modelos ARCH(p) cuando el tamafio 
del atipico tiende a infinito 
k 2 3 4 
w + 00 w -+ 00 w -+ 00 
a1 -+ 3T-25 a1 -+ 3T-27 a1 -+ 5T 47 ARCH(3) 4T 28 4T 30 6T-50 
a2 -+ 1 62 -+ 0 a2 -+ 0 - 2 
a3 + T ll  a3 -+ -T+3 a3 -+ T+3 4T-28 4T 30 6T 50 
w -+ 00 w -+ 00 w -+ 00 
61 -+ 4T-40 61 -+ 5T-56 61 + 4T-48 5T-44 6T-60 5T 52 
ARCH(4) a2 -+ -3T+24 a2 -+ 0 a2 + 0 5T-44 
a3 -+ 2T 20 a3 -+  a3 -+ 0 5T 44 2 
64 -+ -TH a4 + 2T 26 64 -+ TH 5T-44 6T-60 5T 52 
w -+ 00 w -+ 00 w -+ 00 
a1 -+ 5T 61 61 + 7T 89 a1 -+ 7T 99 6T-66 8T 94 8T- 104 
62 -+ 2 a2 -+ -T+5 62 -+ 0 ARCH(5) 3 4(4T 47) 
a3 -+ 3T 39 a3 -+  a3 -+ 0 6T 66 2 
a4 + _ 1  a4 + 7T 89 a4 -+ 1 3 4(4T 47) 2 
a5 -+ T 17 a5 + -T+5 a5 -+ 3T-47 6T 66  8T 104 
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Figura 4.6: -2 * log-verosimilitud para una serie generada por un modelo ARCH(l )  
con parametros w = 0 .8  y a = 0 .2  y que se  contamina con un atipico de  tamano 
WA = 5, 10, 25, 50 y 100. 
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Figura 4 .7: Cuantiles de los estimadores MV de un modelo ARCH (l ) con atipicos 
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Figura 4.8: Cuantiles de los estimadores MV de un modelo GARCH(l , l) con atipicos 
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Tabla 4 .3 :  Percentiles empiricos de max Iyt /  al 95% para Yt GARCH(l , l )  
GARCH(l , l )  Tamafio muestral 
w a f3 T = 500 T = 1000 T = 2500 T = 5000 T = 10000 
0 . 10 0 . 10 0.80 4.5386 4.8833 5 .3970 5 .7757 6.0926 
0 .05 0 . 10  0 .85 5 .0370 5 .5263 6 .2954 6 .8355 7.3618 
0 . 15  0.05 0 .80 3.9812 4 . 1784 4.4355 4.6341 4.8096 
0 . 10 0.05 0.85 4.0462 4.2401 4.5246 4 .7215 4.9115  
0 .05 0.05 0.90 4.2 1 13 4.4344 4 .7662 5.0088 5 .2373 
0 . 10  0 .02 0 .88 3.8933 4.0613 4.2823 4.4668 4.6137 
0 .03 0.02 0 .95 3.9558 4. 1302 4.3675 4.5574 4 .7288 
0 .05 0.20 0 .75 7.3 1 17 8.6032 10.9001 12 .8283 14.7093 
0 . 10 0 .20 0 .70 6 . 1848 6.9952 8.3290 9.4298 10.5697 
0 .05 0 . 15  0.80 6 . 1630 7.0184 8.4677 9.5240 10.6232 
0 . 10 0 . 15  0 .75 5 .2885 5 .8467 6 .6888 7.3722 8.0497 
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Figura 4.9 :  Estimadores GARCH(l , l )  basados en 1000 series corregidas por observa-
ciones mayores, en valor absoluto, que 3 .50" 
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Figura 4 .10 :  Correlogramas de los cuadrados de los rendimientos del indice S&P 500 
con y sin observaciones atipicas 
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Figura 4 . 1 1 :  Correlogramas de los cuadrados de los rendimientos del tipo de cambio 
D61ar estadounidense y Yen Japones con y sin observaciones atipicas 
Tipo de cambio D61ar USIY en Japones FAC de los cuadrados 
1 0  
0.2 
0 0 
-1  -0.2 
0 D61arIYen corregido por 1 atfpico 7320 0 1 0  20 30 40 
1 0  
0.2 
0 0 
-1 0  -0.2 
0 D61arIYen corregido por 4 atfpicos 7320 0 1 0  20 30 40 
5 
0.2 
0 
-5 -0.2 
0 D61arIYen corregido por 1 3  atfpicos 7320 0 1 0  20 30 40 
5 
0.2 
0 0 
-5 -0.2 
0 7320 0 1 0  20 30 40 
Tabla 4.4 :  Observaciones atlpicas 
us US US US US US US AMST. BOMBAY 
CAN ESP GER JAP SSF SWK UKP E.O.E S .M.I .  
81 93 557 26 557 1441 556 641 250 
437 392 673 287 909 1468 1005 815 351 
557 861 909 988 1 231 1 793 1 168 1068 370 
1772 909 1662 1 1 14 753 
1662 1757 1 176 853 
1757 1266 1 023 
1391 1 066 
1468 
DOW IBEX 
JONES 35 
262 336 
473 745 
1035 1043 
1976 1752 
1977 
2186 
2 1 8 8  
2598 
S&P 
500 
47 
1 1 4  
494 
495 
1023 
1338 
1585 
2 1 1 2  
2526 
2527 
2738 
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Tabla 4 .5 :  Estadfsticos descriptivos de varias series diarias de rendimientos financieros corregidas por la media y por 
las observaciones atipicas 
us us 
CAN ESP 
T 1963 1963 
Media 0.0078 0.0259 
D.T. 0.3047 0.6061 
Simetria 0.1346* 0.2263* 
Curtosis 5.5281*  4.2746* 
r(l)  0.0040 0.0370 
Q(20) 28.09 21 .47 
Autocorrelaciones de Y[ 
r2 ( 1 )  0.1410* 0. 1060* 
r2(2) 0.0860* 0.0740* 
r2(5) 0. 1490* 0.0510* 
r2 (1O) 0.0810* 0.0730* 
Q2 (20) 475* 169* 
 T: Tamaiio muestral. 
us 
GER 
1963 
0.0186 
0.6014 
0 .2192* 
4 .5419* 
0.0100 
20.20 
0 . 1040* 
0.0290 
0.0740* 
0 . 1090* 
182* 
 
us 
JAP 
1963 
0.0031 
0.7570 
0.4101* 
7.0506* 
0.0150 
20.61 
0.2960* 
0. 1250* 
0. 1200* 
0.0400 
509* 
reT): Autocorrelaci6n de orden T de las observaciones Yt .  
r2 (T): Autocorrelaci6n d e  orden T de los cuadrados y; '  
us us us AMST. 
SSF SWK UKP E.O.E 
1963 1963 1963 1261 
0.0127 0.0167 -0.0007 0.0127 
0.6744 0.6174 0.5012 1 .3209 
0.2251 *  0.0844 0.1080 0.1949* 
4.5429* 4.0628* 5.1474* 5.5364* 
0.0080 0.0010 0.0050 0.0290 
19.52 18.48 30.70 47.65* 
0. 1450* 0.0650' 0.1 100* 0.2200* 
0.0200 0.0680* 0.0980* 0.3080* 
0.0730' 0.0430 0.0820* 0.1590* 
0.0680* 0.0570* 0.0810* 0.1510* 
217* 162* 301 * 882' 
   
Q(20) y Q2 (20): Estadfstico Box Ljung para Yt e Y; respectivamente (31 .4 es el valor critico al 5%) . 
* Significativamente distinto de cero al 5%. 
BOMBAY DOW IBEX S&P 
S.M.I. JONES 35 500 
1262 2728 1982 2888 
0.0139 0.0079 -O.OOl l  0.0126 
1 .7282 0.8873 1 .2194 0.8532 
0. ll72 0.0386 0.3098* 0.0025 
5.2649* 4.9874* 6.3231 * 5.3564* 
0.0100 0.0150 0.0050 0.0380 
32.45* 55.99* 39.77* 64.68* 
0.2100' 0.1250' 0.2590* 0.1050* 
0.2400* 0.1350* 0.2410' 0.1300* 
0.1720' 0.1200* 0.2260* 0.1420* 
0.0930* 0 .1040' 0.2810* 0.1610' 
387* 721* 1842* 1268' 
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Tabla 4 .6 :  Modelos GARCH(l , l )  gausianos estimados para las series corregidas de atlpicos siguiendo el procedimiento 
propuesto y diagnosis de los residuos 
us us us us us us us AMST. BOMBAY DOW IBEX S&P 
CAN ESP GER JAP SSP SWK UKP E.O.E S.M.!.  JONES 35 500 
CJ 0.0009 0.0019 0.0029 0.0082 0.0061 0.0051 0 .0047 0.0171 
0. 1031 0.0060 0.0320 0.0037 
(0.001 ) (0.001)  (0.001) (0.002) (0.002) (0.002) (0.001 ) (0.006) (0.022) (0.002) (0.008) (0.001) 
0.0461 0.0392 0.0382 0.0527 0.0314 0.0312 0 .0374 0.0667 0.0990 0.0516 0.1073 0.0391 Q 
(0.005) (0.006) (0.006) (0.006) (0.005) (0.006) (0.005) (0.009) (0.013) (0.006) (0.014) (0.004) 
7J 0.9445 0.9569 0.9545 0.9333 0.9549 0.9545 0.9416 0.9242 0.8687 0.9416 0.8710 0.9553 
(0.006) (0.007) (0.008) (0.007) (0.009) (0.010) (0.008) (0.011 )  (0.016) (0.007) (0.018) (0.005) 
 0.9906 0.9961 0.9927 0.9860 0.9863 0.9857 0. 9790 0.9909 0.9677 0.9932 0.9783 0.9944 
log L 342 - 1732 1725 2086 1960 1787 1331 1984 2381 3337 2967 3364 
 {t  J?l.  
Media 0.0322 0.0433 0.03 1 1  0.0067 0.0188 0.0274 0.0045 0.0134 0.0142 0.0056 0.0015 0.0077 
D .T. 1 .0013 1 .0014 1 . 0012 1 .0000 1 .0012 1 .0015 0.9986 1 .0007 0.9999 1 .0007 0.9999 1 .0005 
Simetria 0.0877 0. 1593' 0.2409' 0.2250' 0.2603' 0.0624 0.0283 0 . 1 128' 0.0308 0.1 753' 0.1304' 0.0803 
Curtosis 4.0586' 3.8501 ' 3.9639' 4.8491 ' 3.9185' 3.7281 ' 4 . 1632' 4 .0356' 4 . 1797' 3.9632' 3.3970' 3.9077' 
r(l) 0.0100 0.0360 0.0220 0.0060 0.0210 0. 0050 0.0210 0.0090 0.0480 0.0320 0.0080 0.0050 
Q(20) 24.85 18.85 18.95 26.95 19.81 15.88 27.66 23.37 30.90 27.54 20.99 26.23 
r2(1)  0.0360 0.0140 0.0070 0.0330 0.0260 0.0280 0.0320 0.0080 0.0270 0.0080 0.0060 0.0 190 
r2 (2) 0.0450 0.0170 0.0170 0.0030 0.0220 0.0250 0 .0220 0 .0450 0.0010 0.0 1 l0 0.0030 0.0010 
r2 (5) 0.0150 0 .0020 0.0030 0.0230 0.0090 0.0140 0.0140 0.0030 0.0030 0.0220 0.0090 0.0100 
T2 (10) 0.0270 0.0170 0.0360 0.0310  0.0130 0.0080 0.0320 0.0430 0.01 10  0.0040 0 .0110 0.0050 
Q2 (20) 23.25 10.66 17.35 16.52 17.69 18.69 16 .81 13.67 15.24 13 . 18  17.83 9.26 
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Capitulo 5 
Detecci6n de cambios de nivel 
En este capitulo se propone un nuevo contraste para detectar cambios de nivel en series 
temporales. Se deriva la distribuci6n asint6tica del estadfstico del contraste y, mediante 
experimentos de Monte Carlo se analizan sus propiedades en muestras finitas. El nuevo 
estadfstico tiene la ventaja, frente a otros mas tradicionales, de tener una distribuci6n 
asint6tica conocida que aproxima adecuadamente la distribuci6n muestral . Ademas, el 
contraste es robusto a distribuciones no gausianas y, en particular, a la presencia de 
heterocedasticidad condicional. En segundo lugar, se propone un procedimiento para 
contrastar multiples cambios de nivel y, mediante un ejercicio de simulaci6n, se mues­
tran sus ventajas frente al procedimiento mas utilizado en la actualidad. Finalmente, 
se aplica el contraste y el procedimiento propuestos a la serie de rendimientos diarios 
del tipo de cambio de la peseta frente al d61ar estadounidense, en la que se detect an 
dos cambios de nivel. 
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5 . 1  Introducci6n 
Cuando se analizan series temporales econ6micas con tamaiios muestrales suficiente­
mente grandes es comtin encontrar cambios de nivel, los cuales podrian estar causados 
por guerras, crisis financieras, huelgas, intervenciones politicas , etc. Este tipo de cam­
bios produce sesgos importantes en la estimaci6n de las funciones de autocorrelaci6n 
y autocorrelaci6n parcial de la serie y, como seiialan Chen y Tiao ( 1990) , hacen que 
los estimadores de minimos cuadrados de los parametros del modelo ARMA sean in­
consistentes. Existen en la literatura varios estadisticos propuestos para identificar el 
punto de cambio en la media de un proceso estocastico. Por ejemplo, Hinkley (1971) 
prop one estimar el punto de cambio en la media de una secuencia de variables nor­
males usando un contraste tipo CUSUM. Worsley (1986) prop one el uso de metodos de 
maxima verosimilitud para contrastar la presencia de un cambio en la media para una 
secuencia de variables independientes con distribuci6n en la familia exponencial, esti­
mar el punto de cambio y dar intervalos de confianza. Los metodos anteriores suponen 
independencia en el proceso, mientras que en un trabajo reciente, Kokoszka y Leipus 
( 1998) prueban la consistencia de una familia de estimadores tipo CUSUM del punta 
de cambio en la media de una secuencia de observaciones dependientes y derivan las 
tasas de convergencia. No obstante, estos autores no abordan el problema de contrastar 
si existe un punta de cambio. Andrews ( 1993) considera diferentes estadisticos para 
contrastar la existencia de cambios estructurales en un instante desconocido. Los re­
sultados se aplican a una amplia clase de modelos parametricos que se pueden estimar 
por GMM (Metodo Generalizado de Momentos) . Csorgo y Horvath ( 1997) es un libro 
de texto extenso en teoria asint6tica para el analisis de punt os de cambio. 
Tsay ( 1988) considera el problema de la detecci6n de observaciones atipicas, cambios 
de nivel y cambios en la varianza en series temporales univariantes generadas por 
modelos ARMA con innovaciones gausianas y su metoda es uno de los mas utilizados 
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en la practica. Sin embargo, Balke (1993) argument a que dicho contraste puede no 
funcionar bien cuando la serie no es incorrelada porque, en presencia de cambios de 
nivel, las estimaciones del modelo ARMA seran sesgadas y, prop one una modificacion 
del estadistico de Tsay. Vogelsang (1998) aborda tambien el problema de la detecci6n 
de cam bios de nivel en series temporales, y prop one un contraste que es robusto a la 
presencia de autocorrelacion. 
Dado que el tema central de esta Tesis, es la modelizacion de series financieras, 
que en la mayoria de los casos son series incorreladas con heterocedasticidad condi­
cional, parece razonable estudiar el comportamiento del estadistico utilizado por Tsay 
cuando el supuesto de gausianidad no es adecuado. En este capitulo, se analiza la 
distribuci6n del estadistico usado por Tsay (1988) , en tamaiios de muestra finitos (su 
distribucion asintotica no tiene una expresion analitica conocida) y se concluye que 
dicha distribuci6n depende tanto de la distribuci6n del proceso generador como del 
tamaiio de la muestra. En consecuencia, la utilizacion empirica del estadistico de Tsay 
( 1988) es limitada, dado que seria necesario generar valores criticos diferentes para 
distintos tamaiios de muestra y / 0 distintas distribuciones. 
Se prop one un contraste alternativo basado en la idea de lnclan y Tiao (1994) de 
usar sumas acumuladas de cuadrados para la detecci6n retrospectiva de cambios en la 
varianza de una secuencia de observaciones independientes. Como se vera a 10 largo del 
capitulo, dicho contraste es robusto a la presencia de heterocedasticidad condicional y 
su distribucion asintotica es una buena aproximacion en muestras finitas. Se analiza 
tambien el problema de la deteccion de multiples cambios de nivel en una serie. Se 
propone un procedimiento que consiste en detectar un cambio de nivel , dividir la serie 
en las dos subseries correspondientes y, buscar en ellas nuevos cambios. Se muestra que 
este procedimiento es mejor que el utilizado habitualmente, que consiste en detectar 
un cambio de nivel, corregir la serie por su magnitud y buscar otros cambios en la serie 
corregida. La ventaja fundamental del procedimiento propuesto es que su objetivo 
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es detectar todos los cambios existentes en la serie antes de estimar sus respectivos 
tamafios 10 cual evita sesgos en la estimaci6n y la generaci6n de cambios de nivel 
espurios, que son los principales problemas del procedimiento mas tradicional. 
La organizaci6n de este capitulo es la siguiente. La secci6n 2 describe el contraste 
propuesto por Tsay (1988) e ilustra, mediante experimentos de Monte Carlo, sus prob­
lemas de tamafio y potencia cuando se implementa en muestras finitas. La secci6n 3 
describe el nuevo estadistico propuesto y su relaci6n con el estadistico de Tsay. Se deri­
va su distribuci6n asint6tica, se prueba su consistencia y se analizan sus propiedades 
en muestras finitas. La secci6n 4 aborda la detecci6n de un cambio de nivel con auto-
correlaci6n en una serie y la secci6n 5 la detecci6n de multiples cambios de nivel. En la 
secci6n 6 se analiza la serie de rendimientos diarios del tipo de cambio peseta/ d61ar es­
tadounidense, en la que se detectan dos cambios de nivel. Finalmente, las conclusiones 
se recogen en la secci6n 7. 
5 . 2  Metodo de Tsay para detectar cambios de nivel 
Considerese una serie temporal Yt , t = 1 ,  . . .  , T y sup6ngase que la serie observada Zt 
viene dada por el modelo 
{Yt + w Zt = Yt + wI (t � T) = Yt 
Sl t � T 
(5 . 1 )  
en otro caso 
donde w es el tamafio del cambio de nivel que tiene lugar en el instante T. Cuando 
el proceso generador de los datos Yt , es un ruido blanco\ el estadistico propuesto por 
1 Dado que la inmensa mayorfa de las series reales de inten§s se caracterizan por tener dependencia 
temporal, Tsay (1988) propone modelizar la media condicional mediante un modelo ARIMA y aplicar 
el contraste a los residuos del modelo, que ya son ruido blanco. No obstante, si hay un cambio de 
nivel en la serie observada, los panimetros del modelo se estimanin con sesgos y, por tanto, este 
procedimiento puede ser inadecuado. En la secci6n 4 se tratara este problema mas detalladamente. 
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Chen y Tiao ( 1986) y generalizado por Tsay (1988) para contrastar la hipotesis nula 
Ho : W = 0, viene dado por A = maXm=l , ... ,T IAm l ,  donde 
Am = 2:i:m+l (Zi - z) 
�    T 
m = 1 , 2 ,  . . .  , T - 1 (5 .2) 
(5 .3) 
y liz   (vease el Apendice A para mas detalles) . Alternativamente, Am 
se puede reescribir como 
m = 1 , 2 ,  . . .  , T - 1 (5.4) 
donde Zl = 2:::'1 zdm y Z2 = 2:7=m+l  zd(T - m) son las medias muestrales antes 
y despues del instante m respectivamente. Es inmediato ver que si Yt es un proceso 
gausiano, bajo la hipotesis nula Ho : W = 0, Am se distribuye segun una N (O, 1 ) ,  para 
to do m. Notese que, a pesar de que la distribucion asintotica de Am es conocida, 
para todo m, la distribucion asintotica del estadistico A, si existe, es desconocida. El 
estadfstico Am puede interpretarse como una diferencia ponderada entre la media de 
las m primeras observaciones y la media de las T - m ultimas observaciones de la serie. 
Cuando dicha diferencia sup ere un determinado valor critico, la hipotesis nula de que la 
media es la misma, 0 equivalentemente, que W = ° se rechazara. Tsay ( 1988) prop one 
comparar el estadistico del contraste, A, con un valor critico: 3.5 ,  3 0 2 .5 ,  para 10 que 
se basa en un ejercicio de simulacion llevado a cabo para 5000 replicas de procesos 
ruido blanco gausianos y modelos AR(l ) . Si A es mayor que el valor critico elegido, el 
momento t* , tal que A  ! At* ! = maXm= l , . . .  ,T ! Am ! ,  es identificado como el instante en 
el que tiene lugar un cambio de nivel . 
En la tabla 5 . 1  aparecen los percentiles empiricos del estadistico A basados en 
10000 replicas de observaciones independientes generadas por una distribucion N(O, 1 )  
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con distintos tamaiios de muestra, T = 25, 200, 500, 1000, 5000 y 15000. La figura 5 . 1  
representa estimaciones kernel de la  densidad de dicho estadistico para tres tamaiios 
muestrales, T = 25, 200 y 15000. Observese que la distribucion del estadistico A de­
pende claramente del tamaiio muestral, y por ella no es posible elegir un valor critico 
adecuado para cualquier tamaiio muestral. Por ejemplo, para un nivel de significacion 
de 10%, el valor critico seria 2.98 cuando T = 25 y 3 . 18 cuando T = 15000. Por otra 
parte, el mismo valor critico, por ejemplo, 3 .01 ,  corresponde a un nivel de significacion 
de 15% para T = 5000 y a un nivel de 10% para T = 500. Los valores criticos sugeridos 
por Tsay (1988 ) ,  3 .5 , 3 0 2.5 podrian, por tanto, corresponder a niveles de significacion 
de 5%, 15% Y 25% respectivamente para tamaiios de muestra grandes. Los valores 
criticos que se usanin en 10 que sigue son los percentiles 90, 95 y 99 de la distribucion 
empirica cuando el tamaiio muestral es T = 15000, que aproximarian los percentiles 
de la distribucion asintotica si esta existe, y que son 3 .18 , 3 .43 y 3 .90 como se puede 
observar en la tabla 5 . l .  
Tsay (1988) prop one el estadistico A para series gausianas. Como, en general, las 
series financieras no son gausianas, a continuacion se va a analizar si este contraste 
es robusto a la presencia de heterocedasticidad condicional. Con este objetivo se ha 
calculado el tamaiio del contraste cuando se aplica a series generadas por modelos 
de heterocedasticidad condicional. En particular, se han generado 10000 replicas de 
tamaiios T = 500, 1000 y 5000, mediante cuatro modelos diferentes: (i) GARCH(l , l )  
gausiano, (ii) GARCH(1 , 1 )-t7, (iii) EGARCH(l , l )  gausiano, y (iv) ARSV(l )  gausiano. 
La tabla 5.2 muestra el tamaiio cuando se consideran los valores criticos CT = 3 . 18, 3.43 
y 3 .90 correspondientes a niveles de significaci on de 10%, 5% y 1% respectivamente. 
A pesar de que se esperaria que el tamaiio empirico del contraste fuese menor que el 
tamaiio nominal, ya que se estan considerando valores criticos mayores que los que 
corresponden al tamaiio muestral , se puede observar que el tamaiio empirico es, en la 
mayoria de los casos, superior al nominal. Esto es exagerado en algunos casos como, por 
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ejemplo, para los cuatro modelos ARSV (l ) , donde algunos tamanos empiricos doblan 
los nominales. Ademas, es muy importante senalar que, en general , a medida que 
el tamano muestral aumenta, los tamanos empfricos se hacen mayores alejandose en 
muchos casos de los nominales. Por 10 tanto, se deduce que las propiedades de este 
contraste en 10 que a tamano se refiere no son adecuadas. El contraste no es robusto 
ante ciertas formas de heterocedasticidad condicional. 
Las tablas 5 .3 y 5.4 contienen la potencia del contraste .  Para ello, se han generado 
5000 replicas de tamanos muestrales T = 500, 1000 Y 5000 bajo la hip6tesis alternativa, 
esto es, siguiendo el modelo (5 .1 )  para distintos valores de w. En la tabla 5 .3, la serie, 
Yt , sigue una distribuci6n N(O , l ) , y en la tabla 5.4, Yt se ha generado a partir del 
modelo GARCH(l , l) gausiano con parametros (w ,  0:, (3) = (0.07, 0.05, 0.88) . Se han 
considerado ademas tres instantes distintos para el cambio de nivel: T = T /10, T /2 
Y 9T /10. Para que las potencias sean comparables se han elegido los valores criticos 
para que en cada tamano muestral, el tamano del contraste sea 5%. Como se puede 
observar en ambas tablas, el contraste tiene buenas propiedades en 10 que a potencia 
se refiere. Ademas, como es de esperar, la potencia del contraste aumenta con el 
tamano del cambio y con el tamano muestral. N6tese tambien que la potencia es 
mayor cuando el cambio ocurre en el centro de la serie (T = T /2) . Por ejemplo, para 
una muestra de tamano T = 5000, un cambio de nivel de tamano w = 0.2 desviaciones 
tlpicas, se detect a con probabilidad 1 cuando tiene lugar en el centro de la serie, y con 
probabilidad 0.9, aproximadamente, cuando ocurre en los extremos. Los resultados no 
parecen depender en gran medida del modelo con el que se han simulado los datos, 
aunque la potencia del contraste es ligeramente men or cuando la serie se ha generado 
con el modelo GARCH. 
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5 . 3  Un contraste alternativo. Distribuci6n asint6tica 
y propiedades en muestras finitas 
En est a seccion se propone un contraste nuevo para detectar cambios de nivel y se 
deriva la distribucion asintotica del estadistico propuesto. Considerese de nuevo la 
serie temporal Yt ,  t = 1, . . . , T y supongase que la serie observada Zt viene dada por 
(5. 1 ) .  El estadistico que se propone en este capitulo viene dado por e  maXm=l,  . . . ,T l em l  
donde 
(5 .5) 
Bajo la hipotesis nula Ho : W = 0,  la distribucion asintotica del estadistico e se 
deriva en el siguiente teorema. 
Teorema 1 Sea {Yl , Y2 , . . .  , YT} un proceso estacionario y erg6dico para el cual 
con probabilidad 1 y E(yl) = (J� es positiva y finita. Sea Zt el proceso dado por (5. 1) 
y sea em dado por (5. 5). Entonces, bajo la hip6tesis nula Ho : W = 0, la distribuci6n 
asint6tica del estadistico e=maXm l , .. . ,T l em l  viene dada por la distribuci6n del supremo 
de un puente Browniano, es decir, 
P(e s; x) -+ G(x) 
donde 
si x < ° 
si x 2: ° 
Demostraci6n: Sea XT(j) =  ��� Zi , donde [Tj] es el mayor entero menor 0 
igual que Tj y j E [0, 1 ] .  Aplicando el Teorema 23.1 en Billingsley ( 1968) se tiene que 
XT -+ B debilmente (5.6) 
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donde B es un movimiento Browniano. Por el teo rem a de la aplicaci6n continua se 
obtiene que 
XT(j) - jXT(l)  -+ BO debilmente (5.7) 
donde BO es un puente Browniano. Sea m = Tj para m = 1 , 2 ,  . . . . Entonces, XT(j)
jXT(l )  =  2:::1 Zi - ¥  2:i:1 Zi) =  {2:::1 Zi - ¥ 2:;=1 Zi } .  Puesto 
1  ( )2 2 t. 
2:m m 2:T 
que T  Zi - Z -+ O'z se 1ene em = i= 1  Z; T' i I Zi -+ BO. Sabiendo que  (z;-z)2 
e = maXm l, . . . ,T l em I y que em -+ BO debilmente, a partir de Kennedy ( 1976) se 
obtiene que 
P(e :: x) -+ G(x). 
La tabla 5 .5 contiene los percentiles de la distribuci6n asint6tica y de la distribuci6n 
empirica del estadistico e, calculados a partir de 10000 replicas de series independientes 
N(O,l) para los mismos tamafios muestrales considerados en la secci6n anterior. La 
figura 5 .2 muestra estimadores kernel de la densidad del estadistico para T = 25, 200 
y 15000 . Si se compara este gnifico con la figura 5 . 1 ,  puede observarse que la funci6n 
de densidad del estadistico e es mas estable que la del estadistico )., en el sentido de 
que la distribuci6n asint6tica se alcanza relativamente rapido. Por ejemplo, para un 
tamafio de muestra T = 200, la aproximaci6n asint6tica es ya buena. Por 10 tanto, 
el estadistico e, depende en menor medida del tamafio muestral que el estadistico de 
Tsay, A.  
No obstante, la mayor ventaja de este procedimiento es que se conoce la distribuci6n 
asint6tica del proceso, mientras que en el contraste de Tsay se conoce solamente la 
distribuci6n de Am para cada m. Ademas, para derivar la distribuci6n de Am se necesita 
el supuesto de normalidad, mientras que la distribuci6n de e se obtiene sin hacer 
supuestos distribucionales para la serie observada Zt . 
Es posible establecer una relaci6n entre los estadisticos A y e que puede ayudar a 
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clarificar su comportamiento en la pnictica. Dado que em se puede reescribir como 
21 - 22 1 
Cr, T 
  
(5.8) 
es facil ver que el proceso em se puede escribir en funcion de Am del siguiente modo: 
_ _   - m) 0- A em - T A m (Jz m = 1 , 2, . . .  , T - 1 .  (5 .9) 
con 0- dada por (5 .3) .  Por 10 tanto, el estadistico propuesto en este capitulo puede 
interpretarse como el estadistico de Tsay corregido de modo tal que tiene una distribu­
cion asintotica conocida. Como 0- < o-z , en (5.9) se tiene que   < 1 ,  entonces (J"z 
Am sera siempre mayor, en valor absoluto, que em y consecuentemente, el estadistico A 
siempre sera mayor que e. 
En resumen, el procedimiento que se prop one seguir para contrastar la hipotesis 
nula Ho : W = ° en la serie temporal observada, Zl , Z2 , . . . , ZT consiste en: (i) calcular 
e=maXm=l , ... ,T / em /  y (ii) una vez fijado el valor cdtico CN de la tabla 5.5 al nivel de 
confianza elegido ,  si e= /et* / > CN, hay un cambio de nivel en el instante t*. 
En el siguiente teorema se prueba la consistencia del contraste propuesto. 
Teorema 2 Sea {Yl , Y2 , . . .  , YT} bajo los mismos supuestos del Teorema 1. Baja la 
hipotesis alternativa HA : W =I- 0, 
lim P( e > C N) = l .  
T--+oo 
donde CN es el valor critico. 
Demostraci6n: Dado que Zt = Yt + wI(t > r) y w =/: 0, se tiene 
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T T 2 ( ) 7 1 T  _ 2   2 W T T - T  2WT   - Z) =  (Yi - y) + T - 2w  Yi + T  Yi i l i=l i l i=l 
Entonces, denotando por e;;A al valor del estadistieo del eontraste bajo la hiptesis 
alternativa, se tiene 
 m  m(T-T)W  Yi T  Yi T  ( -)2+  2  + 2WT   Yi -Y T w  Yi 'J"  Yi 
 m  ( ) m(T-T)W  Yi- T  Yi+ m-7 W - T 
 ( _ -)2  2  " 2WT    y, Y +  W  Y'+--  y, 
si m < T 
(5 . 10) 
si m 2: T 
Utilizando un supuesto estandar; vease, por ejemplo, Vogelsang (1998) , y es suponer 
que T = kT, donde 0 < k < 1 es una eonstante, es deeir, f permaneee eonstante a 
medida que el tamaiio muestral aumenta, es faeil ver que 
lim eHA = ±oo 
T-too m 
(5. 1 1 )  
dependiendo del signo de  w. Si w > 0 ,  e l  limite en  (5 . 1 1 )  sera -00, mientras que si 
w < 0, dieho limite sera +00. Por 10 tanto, la probabilidad de reehazar la hipotesis 
nula euando se esta bajo la alternativa, es deeir, P( e > C N ) , tiende a 1 a medida que 
el tamaiio muestral, T, tiende a 00. 
Notese que la derivaei6n de la distribuei6n asint6tiea del estadfstieo e s6lo requiere 
que la serie Yt sea ineorrelada, estacionaria y erg6diea con varianza finita. Por 10 tanto, 
el eontraste puede utilizarse en series no gausianas y, en particular, en series eondi­
eionalmente heterocedastieas. La tabla 5 .6 contiene el tamaiio del eontraste propuesto, 
para las mismas series condieionalmente heteroeedastieas de la tabla 5 .2 y eonsideran­
do tres valores erftieos diferentes: CN = 1 .22, 1 . 36 y 1 .63, eorrespondientes a niveles 
de significaci6n de 10%, 5% y 1% respectivamente. Se puede observar que el tamaiio 
del nuevo contraste es, en general, muy eereano al nominal, exeepto en el easo del 
modelo GARCH-t7 con parametros (w, 0:', ;3) = (0.02, 0 . 10, 0.88) , para el eual el tamaiio 
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empirico es muy superior al nominal, al igual que 10 que sucedia con el contraste Tsay. 
En este caso los panimetros del modelo no satisfacen la condicion de existencia de la 
curtosis y por tanto la estimacion de la varianza puede no ser precisa 10 que podria lle­
var a rechazar la hipotesis nula mas veces de las debidas. No obstante, las propiedades 
del nuevo contraste en terminos de tamano mejoran considerablemente las de Tsay, 
especialmente en los modelos ARSV. El nuevo contraste es robusto a distribuciones no 
gausianas y en particular a la presencia de heterocedasticidad condicional. 
La potencia del contraste se muestra en las tablas 5 .7 y 5 .8 .  Al igual que en las 
tablas 5 .3 y 5.4, se han generado 5000 replicas de tamanos muestrales T = 500, 1000 Y 
5000 bajo la hipotesis alternativa para distintos valores de w y para distintos instantes 
en los que ocurre el cambio de nivel. El tamano del contraste se ha fijado al 5% 
eligiendo en cada caso el valor critico adecuado. Los resultados que se obtienen son 
similares a los mostrados para el contraste de Tsay. As!, por ejemplo, notese que la 
potencia del contraste aumenta con el tamano muestral y con la magnitud del cambio, 
w. Dicha potencia tam bien es mayor cuando el cambio ocurre en el centro de la serie 
que cuando ocurre en los extremos. Si se compara la potencia del nuevo contraste 
con la del contraste de Tsay se observa que este ultimo tiene mas potencia cuando el 
cambio tiene lugar en los extremos de la serie. Sin embargo, cuando el cambio ocurre 
en el centro de la serie, el nuevo contraste tiene mejores propiedades. De nuevo, los 
resultados parecen ser independientes del modelo con el que se han generado los datos. 
Cuando el proceso generador no es un proceso gausiano sino GARCH, no parece haber 
perdida de potencia, mientras que con el contraste de Tsay habra una ligera perdida. 
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5.4 Detecci6n de un cambio de nivel en modelos 
ARIMA 
Las series de rendimientos financieros son, en la mayoria de los casos, incorreladas 
y consecuentemente, el contraste propuesto en este capitulo podria aplicarse a este 
tipo de series tal y como se ha descrito en la seccion anterior. No obstante, hay 
otras muchas series economicas y financieras de interes que est an correladas, y por 
tanto ya no satisfacen los supuestos del teorema 1 .  Cuando hay correlacion entre 
las observaciones, Tsay propone ajustar, en primer lugar, un modelo ARIMA a la 
serie observada y despues aplicar el contraste a los residuos del modelo estimado. 
No obstante, como nota Balke (1993) , la presencia de cambios de nivel en la serie 
puede llevar a estimar con sesgos los parametros del modelo. Balke ( 1993) prop one 
una modificacion del contraste de Tsay para solucionar este problema. Vaage (2000) 
estudia las propiedades del contraste propuesto por Balke (1993) y concluye que es muy 
sensible a la presencia de cambios de nivel transitorios, que tiende a identificar como 
permanentes, pero que, en general, el procedimiento funciona mejor que el propuesto 
por Tsay. Alternativamemte, Vogelsang (1998) propone un contraste para detectar un 
cambio en la media de series temporales univariantes, que no requiere la estimaci6n de 
parametros. Vogelsang (1999) estudia la potencia de varios contrastes para detectar 
cambios de nivel en series temporales, encontrando distintas razones que hacen que 
muchas de las curvas de potencia sean no monotonas. 
Para analizar el comportamiento del estadistico e cuando se aplica a los residuos 
de un modelo estimado se han realizado varios experiment os de Monte Carlo. Se han 
simulado 10000 replicas de tres modelos autorregresivos estacionarios con innovaciones 
gausianas: (i) AR(l )  con parametro cP = 0.5 ,  (ii) AR(l )  con parametro cP = 0.9 y 
finalmente (iii) AR(3) con parametros cP1 = 0.2, cP2 = 0.5 Y cP3 = -0. 1 .  La tabla 5.9 
contiene el ratio, en porcentaje, entre los percentiles de la distribuci6n empiric a de e 
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cuando se aplican a los residuos de los tres modelos estimados y los percentiles de la 
tabla 5 .5 .  Como se puede observar, en general, los resultados son muy proximos a 100 
sugiriendo por tanto, que ambas distribuciones empiric as son muy similares y que la 
teoria asintotica podria ser la misma en el caso de utilizar residuos. No obstante, este 
resultado se basa en simulaciones por 10 que no se puede asegurar que sea cierto, pero 
sera objeto de investigacion futura. Otro problema a solventar seria el mencionado por 
Balke (1993) , es decir, como tratar los sesgos en las estimaciones de los parametros que 
pueden venir causados por la existencia de un cambio de nivel. 
5 . 5  Detecci6n de multiples cambios de nivel 
Tanto el contraste de Tsay como el que se prop one en este capitulo estan disefiados 
para detectar un unico cambio de nivel . Sin embargo, pueden existir varios cambios 
en una misma serie. En ese caso, Tsay ( 1988) prop one detectar el instante en que 
ocurre el mayor cambio, estimar su tamafio, W, corregir la serie y volver a aplicar el 
procedimiento a la serie corregida, repitiendo el procedimiento hasta que el contraste 
no detecte ningun cambio. Es inmediato pensar que, la estimacion del tamafio del 
primer cambio de nivel detect ado va a estar sesgada por la presencia de los demas. 
Una alternativa a este procedimiento, que evitaria estimar en cada etapa el tamafio 
del cambio, es dividir la serie en dos subseries: una hasta el instante en que se detect a 
el primer cambio de nivel y la otra, a partir del mismo, y aplicar el contraste a las 
subseries suponiendo que son series diferentes. En concreto, est a alternativa es: 
Paso 0 Estimar, si hay estructura en la media de la serie, el proceso ARIMA correspondiente 
como en Tsay ( 1988) , y quedarse con los residuos que ya son incorrelados. 
Paso 1 Calcular e. Fijando el valor critico eN de la tabla 5 .5 al nivel de confianza 
deseado: 
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• Si e< CN : No hay cambios de nivel en la serie observada . 
• Si e> CN : Hay un cambio de nivel en el instante correspondiente. Ir al paso 
siguiente. 
Paso 2 Denotese por t* el instante en que se alcanza el maximo, es decir, e= ! et* ! = 
maXm=l, . . .  ,T ! em ! .  Considerar las subseries Yl , Y2 , . . .  , Yt* e Yt*+l , . . . , YT Y repetir 
los Pasos a y 1 para cada una de las subseries. Continuar hasta que no se detecte 
ningun cambio. 
Una posible debilidad de este procedimiento es que, cuando la serie se divide, los 
tamaiios muestrales de las subseries disminuyen 10 que hace que la potencia del con­
traste tambien disminuya. Ademas, en ambas subseries se usa el mismo valor crftico a 
pesar de que estos se basan en resultados asintoticos. No obstante, cuando se trabaja 
con series financieras, los tamaiios muestrales son tan grandes que se esperarfa que el 
metoda funcionase bien. Bai ( 1997) propone, usando un estadfstico diferente, utilizar 
este procedimiento para detectar mas de un cambio de nivel en un proceso lineal. 
A continuacion, se comparan ambos procedimientos que se denotaran por, (D) : 
detectar un cambio de nivel, dividir la serie en las dos subseries correspondientes y 
buscar nuevos cambios en las subseries, y (C) : detectar un cambio de nivel , corregir la 
serie por su magnitud y repetir el procedimiento. Se han simulado 1 0000 replicas de 
series independientes N(O, 1 ) ,  con tamaiios muestrales T = 500 y 1000, contaminadas 
con dos cambios de nivel del mismo tamaiio w = 1 ,  variando la posicion en la que 
ocurren en la serie: al principo (T = T /10 0 T = T /4) , en el centro (T = T /2) 0 al final 
(T  3T/4 0 T = ST/10) y variando la separacion entre los cambios: que ambos esten 
relativamente juntos (la separacion es T / 10) 0 separados (la separaci6n es T /4) . 
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La serie contaminada viene dada por 
Yt si t < T1 
Yt + 2w si t 2: T2 
(5. 12) 
Las tablas 5 .10 y 5 . 1 1  contienen los resultados del experimento, para T = 500 y T = 
1000 respectivamente, cuando el contraste utilizado es el propuesto en este capitulo, que 
usa el estadistico e. La primera columna contiene el porcentaje de veces que el contraste 
rechaza la hipotesis nula en la serie observada, las dos columnas siguientes contienen, en 
el procedimiento (D) , el porcentaje de veces que se rechaza la hipotesis nula cuando el 
contraste se aplica a las subseries obtenidas diviendo la serie original en dos subseries. 
En el procedimiento (C) ,  las columnas 2 y 3 contienen el porcentaje de rechazos de Ho 
cuando el contraste se aplica a las series corregidas, despues de estimar el tamaiio del 
cambio. En cuanto a las tres ultimas columnas, estas muestran la observacion mediana 
detectada como instante en que ocurre el cambio. Las conclusiones mas importantes 
que se extraen de ambas tablas son: 
• El procedimiento (D) parece funcionar mejor que el (C) ,  pues este ultimo implica 
estimar el tamaiio del cambio de nivel en cada etapa, introduciendo con ella 
un sesgo en cada estimacion. Las tablas 5 . 10 y 5 . 1 1  ponen de manifiesto el 
problema. Observando, por ejemplo, la segunda fila, es claro que el procedimiento 
(D) identifica dos cambios de nivel en las observaciones, pnkticamente, exactas. 
Sin embargo, el procedimiento (C) detect a un tercer cambio espurio, que seria 
consecuencia de haber corregido la serie, erroneamente. En las filas 1 ,  6 y 7 se 
observa el mismo fenomeno. La figura 5 .3 ilustra este problema. Como se puede 
observar en el grafico, se tiene una serie de tamaiio muestral 500, Yt  0, Vt que 
ha sido contaminada con dos cambios de tamaiio w = 1 ,  en las observaciones 
50 y 1002 . Aplicando el procedimiento (C) ,  no se llega a recuperar la serie Yt , 
2Esta serie puede interpretarse como la media de la serie Zt dada por (5 .12) con Yt una serie de 
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pues en cada etapa se estima, erroneamente, el tamaiio del cambio y, por tanto, 
al corregir la serie, se introduce un nuevo cambio. Con el procedimiento (D) ,  el 
tamaiio de los cambios se estima una sola vez . 
• El primer cambio detect ado parece ser el que tiene lugar en T2 , cuando los cambios 
ocurren al principio de la serie y el que ocurre en T1 cuando los cambios ocurren 
al final de la serie. Esto es 10 esperable una vez que se analiza el estadistico 
e. Considerese la serie del ejemplo anterior en la que T1 = T /10 = 50 Y T2 = 
T /10 + T /10 = 100. La figura 5.4 contiene los valores de em para la serie Zt 
correspondiente. Denotando por 8 =  - 2)2 , es facil probar que 
24T 
e2T/10 = 100s 
y por tanto, el maximo se alcanza en T2 .  Cuando los cambios tienen lugar en el 
centro de la serie, es decir, T1 = T /2 = 250 Y T2 = T /2 + T /10 = 300, se puede 
probar igualmente que 
9T eT/2 = 208 ' 
8 .8T 
eT/2+T/10 = - 208 
La figura 5.4 contiene los valores de em - La diferencia entre eT/2 Y eT/2+T/lO es 
muy pequeiia pero se tiene que el maximo se alcanza en T1 . Esto implica que 
la observacion que deberia detectarse como primer cambio es t* = T /2. Sin 
embargo, en las tablas 5 .10 y 5 . 1 1  puede observarse que la observacion mediana 
que se detecta como primer cambio es la observacion 259, cuando el tamaiio 
muestral es 500 y 513 cuando el tamaiio muestral es 1000. Esto se debe a la 
variabilidad en la muestra. Vease la figura 5 .5 .  No obstante, el primer cambio 
se detecta mas proximo a T1 que a T2 . Cuando los cambios ocurren al final de 
la muestra, el primer cambio se detecta en T1 , por la misma razon por la que se 
detecta en T2 cuando los cambios ocurren al principio. 
media cero. 
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• El procedimiento (D) parece funcionar mejor cuando los cambios de nivel estan 
separados que cuando estan juntos y cuando ocurren en los extremos de la serie 
que cuando tienen lugar en el centro de la serie. Como se ha dicho anteriormente, 
en este ultimo caso, el instante en que se detecta el cambio suele ser incorrecto 
debido a que los valores de em en los puntos intermedios, es decir, Tl :: m :: T2 , 
son muy proximos. 
Estos resultados con respecto a los procedimientos (C) y (D) parecen ser independi­
entes del contraste utilizado. Como ilustracion se ha repetido el experimento anterior 
con el estadistico usado por Tsay, A. Los resultados se muestran en las tablas 5 . 12  y 
5 . 13. Las conclusiones son las mismas que las obtenidas cuando el contraste se realiza 
con el estadistico e, es decir, el procedimiento (C) funciona peor porque genera cam­
bios espurios. De ambas tablas se puede concluir ademas que el contraste propuesto 
en este capitulo funciona mejor que el usado por Tsay, a la hora de identificar el punto 
de cambio. Observese que la mediana de las observaciones que se detectan, con el 
estadistico e, como el instante en que tiene lugar el cambio de nivel, estan mas cerca 
de las verdaderas que las detectadas con el estadistico A .  
5.6 Aplicaci6n empirica 
Este apartado ilustra el procedimiento propuesto analizando la serie de los rendimientos 
del tipo de cambio entre la peseta frente al dolar estadounidense3 , observados diaria­
mente, desde el 2 de Enero de 1980 al 18 de Abril de 2001 .  La serie de interes sera la 
serie de rendimientos definida como Yt = 100(10g(pt) lOg(Pt- l ) )  don de Pt es el numero 
de pesetas por dolar en el instante t, y el tamaiio muestral es T = 5371 .  La figura 
5.6 contiene la serie original Pt Y la serie de los rendimientos Yt , junto con estimadores 
3 Al igual que los tipos de cambio analizados en los capitulos anteriores, los datos han sido obtenidos 
de la pagina web http://pacific.commerce.ubc.ca/xrj. 
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kernel de la densidad y el correlograma de los rendimientos al cuadrado. La tabla 
5 .14 muestra estadisticos descriptivos de la serie Yt . Como se ha visto a 10 largo de 
la Tesis con otras series financieras, se observa un elevado coeficiente de curtosis y 
autocorrelaciones de las observaciones al cuadrado significativas. 
Dado que la serie de rendimientos es incorrelada, no es necesario ajustar la media, 
de modo que se aplica el procedimiento propuesto a la serie Yt . La figura 5 .7 represent a 
los valores de em cuyo maximo, e, corresponde a la observacion t* = 1289 y es 1 .6020. 
Puesto que e > eN = 1 .36 ,  el contraste rechaza, al 5%, la hipotesis nula, indicando, 
en el instante t = 1289 que corresponde al 26 de febrero de 1985, la presencia de un 
cambio de nivel en la serie de rendimientos, 0 10 que es 10 mismo, un cambio en la 
pendiente de la serie original de precios, Pt . A continuacion se divide la serie original 
en dos subseries Ylt e Y2t y se aplica el procedimiento de nuevo, a cada una de ellas. 
Como ilustra la figura 5.7, el contraste detecta un nuevo cambio de nivel en el instante 
t = 3189 que corresponde al dfa 2 de septiembre de 1992. Si se aplica de nuevo el 
procedimiento a las tres nuevas subseries: la primera desde t = 1 hasta t = 1289, la 
segunda desde t = 1290 hasta t = 3189 y la ultima desde t = 3190 hasta t = 5371, ya 
no se detectan mas cambios de nivel . Como se puede observar en la tabla 5. 14, estas 
tres subseries tienen medias diferentes. 
Aplicando el contraste de Tsay a la serie Yt , se detecta un cambio de nivel en el 
instante t = 1289, al igual que con el contraste propuesto. Una vez detectado el cambio, 
se estima el tamaiio del cambio, se corrige la serie por el mismo y se vuelve a contrastar 
la presencia de otro cambio. Cuando se aplica el contraste a la serie corregida, ya no 
aparecen mas cambios de nivel, como se observa en la figura 5 .8 .  Por 10 tanto, el 
contraste de Tsay detect a solamente un cambio de nivel mientras que el procedimiento 
propuesto en este capitulo detecta dos cambios de nivel. 
Se ha aplicado tambien el procedimiento (D) con el estadistico ). y el procedimiento 
(C) con el estadistico e. En el primer caso, el estadistico ). detecta un nuevo cambio 
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en la observacion t = 1290, esto es, en la primera observacion de la segunda subserie. 
Si se aplica el contraste de nuevo a la subserie Y2t para t = 1291, . . .  , 5371 ya no se 
detectan mas cambios. En el segundo caso, el estadistico e detect a un cambio en la 
observaci6n t = 3189. Por tanto, para este ejemplo concreto, independientemente del 
procedimiento usado, el estadistico e detecta dos cambios de nivel en la serie. 
Es importante senalar que, aunque el estadistico ,\ solo detecta un cambio, en 
realidad ocurrieron los dos cambios de nivel que el estadistico e ha detectado. En 1985 
el Grupo de los 5 paises mas industrializados del mundo decidieron, en Washington 
D.C. ,  debilitar el d61ar frente a otras monedas del mundo con el objetivo de fomentar 
las exportaciones. Y en Septiembre de 1992 tuvo lugar una devaluaci6n de la peseta. 
5 . 7  Conel usiones 
En este capitulo se han estudiado las propiedades del estadfstico propuesto por Chen y 
Tiao (1986) y generalizado por Tsay (1988) , comunmente usado para detectar cambios 
de nivel en series temporales. La distribuci6n asint6tica de dicho estadistico no es 
conocida y se ha visto que su distribucion en muestras finitas depende crucialmente 
del tamano muestral y de la distribuci6n del proceso generador de los datos. Se ha 
propuesto un nuevo contraste, para el que se ha encontrado su distribuci6n asintotica. 
Mediante experiment os de Monte Carlo se han ilustrado sus propiedades en muestras 
finitas y mostrado que la distribucion asint6tica proporciona una buena aproximacion 
de dichas propiedades. Se han comparado tambien dos procedimientos para detectar 
multiples cambios de nivel en una misma serie y se ha visto que el procedimiento mas 
usado en la practica genera cambios de nivel espurios y que el procedimiento propuesto 
aventaja al anterior. Finalmente, se ha aplicado el contraste propuesto a la serie de 
rendimientos diarios del tipo de cambio de la peseta frente al d61ar estadounidense, 
detectandose dos cambios de nivel. 
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5 . 8  Apendice A 
Estadistico utilizado por Tsay para detectar cambios de nivel 
Considerese la serie de interes Yt = f1 + at , para t = 1 ,  . . .  , T, . . .  , T, donde f1 es la 
media y at es una secuencia de innovaciones Li.d. que se suponen N (O ,  (/�) .  La serie 
observada, Zt ,  esta contaminada con un cambio de nivel de tamafio w en la observacion 
t = T, es decir, 
Zt = Vt + w S; = f1 + w S; + at 
donde S[ =I(t > T) es la funcion escalon, que tom a valor cero si t < T Y uno si t :: T .  
El estadistico propuesto por Chen y Tiao ( 1986) y generalizado por Tsay ( 1988) 
para contrastar la hipotesis nula Ho : w = 0, viene dado por: 
W AT = _ 
Var (w) 
(5 . 13) 
d d A -  V-( A )  C C ( ST) 1  ( ) on e w Var(S[) y ar W TVar(S[) · omo OV Zt , t = T  Zt - z y 
Var (S[)  =  sustituyendo en (5 . 13) se tiene que, el estadistico de interes sera 
donde 0-; es la varianza de los residuos dada por 
T 
A 2  1  A A ST)2 (/ a = T  Zt f1 W t . t l 
con jl = z - wB B =  Despues de algunos calculos, es facil ver que 
T 
 2 1 
(/ a = T  (Zt - z) - T (T - T) t l 
150 CAPITULO 5. DETECCION DE CAMBIOS DE NIVEL 
5.9  Apendice de tablas y figuras 
Tabla 5 . 1 :  Percentiles de la distribucion empiric a de A=maxm=l, . . .  ,T IAm l 
Percentil T=25 T=200 T=500 T=1000 T=5000 T=15000 
80% 2.62 2 .65 2 .73 2 .77 2.88 2 .91 
85% 2.78 2 .79 2.84 2.89 3.01 3.03 
90% 2.98 2.97 3.01 3.04 3 .15 3.18 
95% 3.36 3.23 3.26 3.28 3.39 3.43 
99% 4.12 3 .77 3 .78 3 .77 3 .87 3.90 
Figura 5 . 1 :  Estimadores kernel de la densidad de A 
Estimadores kernel de la densidad del estadistico A 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
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0. 1 
0 0 2  4 5 6 
Modelo 
GARCH 
(w, a, (3) 
GARCH-t7 
(w, a, (3) 
EGARCH 
(w , a, (3 , ,) 
ARSV 
((]"; , ¢, (]"� )  
Tabla 5 . 2 :  Tamafio del contraste de  Tsay bajo heterocedasticidad condicional 
a  0 .1  Y Cr  3.18 
Panimetros T 500 T 1000 T 5000 
(0.10,0.10,0.80)  0 .09 0.10 0.12 
(0.02,0.10,0.88) 0.13 0.14 0.17 
(0.07,0.05,0.88) 0.08 0.08 0.10 
(0.05,0.15,0.80) 0 .12 0.13 0.16 
(0.10,0.10,0.80)  0 .12 0.13 0.16 
(0.02,0.10,0.88) 0.30 0.34 0.37 
(0.07,0.05,0.88) 0.10 0.11 0.13 
(0.05,0.15,0.80) 0 .18 0.19 0 .23 
( -0.004,0.20,0.95,0 .05) 0 .10 0.11 0 .13 
(-0 .001,0.10,0.98,-0.05 ) 0 .10 0.11 0 .13 
(-0.004,0.15,0.95,0 .10) 0 .10 0.12 0 .14 
( -0.010,0 .30,0 .98,-0 .10) 0.20 0.21 0.23 
(0.77,0.90,0 .10) 0 .16 0.17 0.19 
(0.78,0.95,0.05) 0 .18 0.20 0.22 
(0.29,0 .98,0 .10) 0.26 0.26 0 .26 
(0.80,0.98 ,0.02) 0.20 0.24 0.27 
a  0.05 y Cr  3 .43 
T 500 T 1000 
0 .05 0 .05 
0 .08 0.09 
0 .04 0.04 
0.08 0 .09 
0.08 0 .09 
0 .25 0 .29 
0.06 0.07 
0 .14 0 .15 
0 .06 0 .07 
0 .06 0.06 
0 .06 0.07 
0.15 0.16 
0 .10 0 .11 
0 .12 0.14 
0.20 0 .20 
0.14 0.16 
T 5000 
0.07 
0 .10 
0. 06 
0.11 
0.11 
0.33 
0.08 
0.18 
0 .08 
0.08 
0.08 
0.17 
0 .12 
0.15 
0.20 
0.18 
a  0 .01 Y Cr  3.90 
T 500 T 1000 T 5000 
0.02 0 .02 0 .02 
0.03 0 . 04 0.05 
0.01 0 .01 0.01 
0.04 0 .04 0.05 
0.04 0 .04 0 .05 
0.18 0 .23 0 .27 
0.03 0 .03 0 .03 
0.09 0 .10 0.13 
0.02 0 . 03 0 .03 
 
0.02 0 .03 0 .03 
0.03 0.03 0 .04 
0.09 0 .09 0 .10 
0.04 0 .05 0 .05 
0.05 0 .06 0 .07 
0.12 0 .13 0.13 
0.06 0 . 08  
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Tabla 5.3 :  Potencia del contraste de Tsay cuando Yt t'V N(O, 1 )  
T = T/10 T = T/2 T = 9T/10 
T=500 T=1000 T=5000 T=500 T=1000 T=5000 T=500 T=1000 T=5000 
0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 
0.06 0.09 0.28 0 .11 0 .17 0.74 0.07 0.09 
0.12 0.24 0.91 0.35 0.66 1 .00 0.14 0.23 
0.26 0.53 1.00 0.72 0.97 1 .00 0.27 0.54 
0 .47 0.83 1 .00 0.94 1 .00 1.00 0.49 0.83 
0 .70 0.96 1 .00 0.99 1 .00 1 .00 0.72 0.97 
0.88 1 .00 1 .00 1 .00 1 .00 1 .00 0.88 1 .00 
0.96 1 .00 1 .00 1 .00 1 .00 1.00 0.96 1 .00 
0.99 1 .00 1 .00 1 .00 1 .00 1 .00 0.99 1 .00 
1 .00 1 .00 1 .00 1.00 1 .00 1 .00 1 .00 1 .00 
1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 
1 .00 1.00 1 .00 1 .00 1.00 1 .00 1 .00 1 .00 
Tabla 5.4: Potencia del contraste de Tsay cuando Yt t'V GARCH(l ,  1 )  
T = T/10 T = T/2 T = 9T/10 
T=500 T=IQOO T=5000 T=500 T=IQOO T=5000 T=500 T=1000 
0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 
0.07 0.08 0.25 0.10 0.16 0.71 0.06 0.08 
0.12 0.21 0.89 0.32 0.62 1 .00 0 .11  0 .22 
0.24 0.50 1 .00 0.69 0.96 1 .00 0.25 0.50 
0.44 0.80 1 .00 0.93 1 .00 1 .00 0.46 0.81 
0.67 0.96 1.00 0.99 1 .00 1 .00 0.70 0 .96 
0.86 0.99 1.00 1 .00 1 .00 1 .00 0.87 0.99 
0.95 1 .00 1.00 1 .00 1 .00 1 .00 0.96 1 .00 
0.99 1 .00 1 .00 1 .00 1 .00 1 .00 0.99 1 .00 
1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 
1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 
1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 
0.05 
0.28 
0.90 
1 .00 
1 .00 
1 .00 
1 .00 
1 .00 
1 .00 
1 .00 
1 .00 
1 .00 
T=5000 
0.05 
0.25 
0.89 
1 .00 
1 .00 
1 .00 
1 .00 
1 .00 
1 .00 
1 .00 
1 .00 
1 .00 
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Tabla 5 .5 : Percentiles de la distribuci6n empiric a de e=maxm=l, . . .  ,T lem l 
Percentil T=25 T=200 T=500 T=1000 T=5000 T=15000 Asint6tico 
80% 0.98 1 . 03 1 .05 1 .05 1 . 07 1 .07 1 .07 
85% 1 .04 1 . 10 1 . 12 1 . 12 1 . 13 1 . 13 1 . 14 
90% 1 . 1 1  1 . 19 1 .20 1 .21  1 . 22 1 .22 1 .22 
95% 1 .23 1 .32 1 .34 1 .34 1 .35 1 .36 1 .36 
99% 1 .44 1 .60 1 .62 1 .62 1 . 64 1 .64 1 .63 
Figura 5.2: Estimadores kernel de la densidad de e 
Estimadores kernel de la densidad del estadistico e 
1 .6 
1 .4 
1 .2 
0.8 
0.6 
0.4 
0.2 
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Tabla 5.6 :  Tamano del nuevo contraste bajo heterocedasticidad condicional 
a  0 .1  y eN = 1 .22 a  0.05 Y CN  1 .36 a = 0.01 Y CN = 1 .63 
Para,metros T=500 T=1000 T 5000 T 500 T 1000 T=5000 T 500 T=1000 T 5000 
(0. 10,0 .10,0.80) 0.09 0 .10 0 . 10 0 .04 0.04 0 .05 0.01 0 .01 0 .01 
(0.02,0 . 10,0.88) 0 .10 0 .10 0 .10 0 .05 0.05 0.05 0 .01 0 .01 0 .01 
(0.07,0.05,0.88) 0 .09 0.09 0. 10 0 .04 0.04 0.05 0.01 0 .01 0 .01 
(0.05,0. 15,0.80) 0 .10 0 .10 0 .10 0 .05 0.05 0 .05 0 .01 0 .01 0 .01 
(0.10,0. 10,0.80) 0 .10 0 .10 0 .10 0 .05 0.05 0.05 0 .01 0 .01 0 .01 
(0.02,0. 10,0.88) 0 . 16  0 .18 0.22 0 . 10 0 . 1 1  0 .15 0 .03 0 .04 0 .06 
(0.07,0.05,0.88) 0 . 10 0 .10 0 .10 0.05 0.05 0.05 0.01 0.01 0.01 
(0.05 ,0. 15 ,0.80) 0 .12 0 .13 0 .14 0 .07 0 .07 0.08 0.02 0.02 0 .02 
( 0.004,0.20,0.95,0.05) 0.09 0.09 0. 10 0 .05 0.04 0.05 0 .01 0 .01 0 .01 
( 0.001 ,0. 10,0.98, 0.05) 0 .10 0.09 0 . 10 0 .05 0.04 0.05 0 .01 0.01 0.01 
( 0.004,0. 15,0.95,0 .10) 0 .10 0 .10 0. 10 0 .05 0 .05 0.05 0 .01 0 .01 0 .01 
( 0.010,0 .30,0.98 , 0. 10) 0 . 12 0. 1 1  0 .10 0 .06 0.05 0.06 0 .01 0 .01 0 .01 
(0.77,0.90,0 .10) 0 .10 0 .10 0. 10 0 .04 0 .04 0.05 0 .01 0 .01 0 .01 
(0.78,0.95,0.05) 0 .10 0 .10 0. 10 0 .05 0.05 0.05 0 .01 0 .01 0 .01 
(0.29,0.98,0. 10) 0. 1 1  0 .10 0 . 1 1  0 .06 0.05 0.05 0.02 0.01 0 .01 
(0.80,0.98,0.02) 0 .10 0 .10 0 .10 0 .05 0.05 0.05 0 .01 0 .01 0 .01 
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Tabla 5.7 : Potencia del nuevo contraste cuando Yt rv N(O, 1 )  
T = T/10 T = T/2 T = 9T/10 
T=500 T=lOOO T=5000 T=500 T=1000 T=5000 T=500 T=1000 
0 .05 0.05 0 .05 0 .05 0.05 0 .05 0.05 0.05 
0.06 0.07 0 . 16 0 .16 0.29 0.89 0.06 0.07 
0.08 0 .12 0.69 0.51 0.82 1 .00 0.09 0 . 14 
0. 14 0.31 0.99 0.85 0.99 1 .00 0 .15 0 .30 
0.24 0.55 1 .00 0.98 1 .00 1 .00 0.26 0.57 
0.39 0.81 1 .00 1 .00 1 .00 1 .00 0.43 0 .83 
0.57 0.95 1 .00 1 .00 1 .00 1 .00 0.63 0.96 
0.76 0.99 1.00 1 .00 1 .00 1 .00 0.81 1 .00 
0.90 1 .00 1 .00 1 .00 1 .00 1 .00 0.93 1 .00 
0.99 1 .00 1 .00 1 .00 1 .00 1 .00 0.99 1 .00 
1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 
1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 
Tabla 5.8: Potencia del nuevo contraste cuando Yt rv GARCH(l ,  1 )  
T = T/10 T = T/2 T = 9T/10 
T=500 T=1000 T=5000 T=500 T=1000 T=5000 T=500 T=1000 
0.05 0.05 0.05 0.05 0.05 0.05 0.05 0 .05 
0.06 0.07 0.08 0.16 0.28 0.90 0.06 0.07 
0.09 0 .14 0 .70 0.51 0.82 1 .00 0.09 0 .14 
0 .15 0.29 1 .00 0.86 0.99 1 .00 0.15 0.30 
0.25 0.55 1 .00 0.99 1 .00 1 .00 0.27 0.56 
0.40 0.81 1 .00 1 .00 1 .00 1 .00 0.44 0.83 
0.59 0.95 1 .00 1 .00 1 .00 1 .00 0.64 0.96 
0 .78 0.99 1 .00 1 .00 1 .00 1 .00 0.83 1 .00 
0.90 1 .00 1 .00 1.00 1 .00 1 .00 0.93 1 .00 
0.99 1 .00 1 .00 1 .00 1 .00 1 .00 1.00 1 .00 
1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1.00 
1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 1 .00 
155 
T=5000 
0.05 
0 .16 
0.70 
0.99 
1 .00 
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1 .00 
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T=5000 
0.05 
0 .17 
0.71 
0.99 
1 .00 
1 .00 
1 .00 
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Tabla 5.9: Ratio, en porcentaje, entre los percentiles de la distribuci6n empirica de 
e=maxm=I, . . .  ,T l em l aplicado a los residuos y los percentiles de la tabla 5.5 
AR(l )  con ¢ = 0.5 
Percentil T 25 T=200 T 500 T=1000 T 5000 T 15000 
80% 96.94 100 .0 100.0 100.9 100.0 100.9 
85% 95. 1 9  98. 18  99. 1 1  100.0 100.0 100.0 
90% 93.69 97.48 100.0 99. 17 100.0 100.0 
95% 90.24 97.73 99.25 99.25 100.0 100.0 
99% 86. 1 1  94.37 96.91 98. 15 98. 17 99.39 
AR(l )  con ¢  0.9 
Percentil T=25 T=200 T=500 T=1000 T=5000 T=15000 
80% 103 . 1  98.06 99.05 100.0 100.0 100.0 
85% 101 .9 96.36 97.32 98.21 100.0 100.0 
90% 100.0 93.28 96.67 97.52 99 . 18  100.0 
95% 97.56 90. 15  94.03 97.01 98.52 99.26 
99% 94.44 84.38 89.51 93.83 97.56 98.78 
AR(3) con ¢I = 0.2 ,  ¢2 = 0.5 Y ¢3 = -0. 1 
Percentil T=25 T=200 T=500 T=1000 T=5000 T=15000 
80% 98.98 98.06 99.05 100.0 100.0 100.0 
85% 97. 12 96.36 98.21 99. 1 1  100.0 100.0 
90% 95.50 95.80 98.33 99. 17  100.0 100.0 
95% 91 .87 94.70 97.76 98.51 100.0 100.0 
99% 87.50 90.00 95.06 96.91 98.17 99.39 
CT< 
Tabla 5 . 10 :  Comparacion de dos procedimientos para detectar dos cambios de nivel con el estadistico e y T = 500 
 � 
Procedimiento (D) Procedimiento (C) 
% de rechazos de Ho Mediana instante % de rechazos de Ho Mediana instante 
71 - 72 Serie Subserie Subserie Serie Subserie Subserie Serie Corregida Corregida Serie Corregida Corregida 
original 1 2 original 1 2 original 1 2 original 1 2 
50 - 100 100 98.31 a 100 50 - 100 7.33 6.86 100 50 51 
125 - 175 100 98.92 0 174 123 - 100 63.95 57.53 174 123 189 
250 - 300 100 24.91 1 .25 259 224 329 100 53.10 29.28 259 302 259 
375 - 425 100 4 .14 57.75 375 180 426 100 48.37 43.49 375 424 348 
400 - 450 100 4 . 17 59.90 399 191 451 100 23.33 20.97 399 449 363 
50 175 100 99.05 0 174 5 1  - 100 40.47 36.64 174 52 193 
125 - 250 100 99.92 0 247 125 - 100 99.92 98.74 247 125 244 
250 - 375 100 8 .23 98.90 252 169 374 100 99.98 98.81 252 374 255 
Tabla 5 . 1 1 :  Comparacion de dos procedimientos para detectar dos cambios de nivel con el estadistico e y T = 1000 
Procedimiento (D) Procedimiento (C) 
% de rechazos de II 0 Mediana instante % de rechazos de Ho Mediana instante 
71 - 72 Serie Subserie Subserie Serie Subserie Subserie Serie Corregida Corregida Serie Corregida Corregida 
original 1 2 original 1 2 original 1 2 original 1 2 
100 - 200 100 100 0 200 100 - 100 64.66 60.10 200 100 105 
250 - 350 100 100 0 349 249 - 100 99.66 99.36 349 249 365 
500 - 600 100 31 .18 53.55 513 468 778 100 94.18 84.19 513 602 514 
750 850 100 4 .28 99.49 750 390 851 100 98.74 98.09 750 849 717 
800 900 100 4 .42 98.82 799 398 900 100 87.95 86. 10  799 899 750 
100 350 100 100 0 349 101  - 100 98.58 97.79 349 101 371 
250 - 500 100 100 0 497 250 - 100 100 100 497 250 493 
500 - 750 100 7.12 100 502 303 748 100 100 100 502 749 506 
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Figura 5.3 :  Procedimiento (C): detectar, estimar y corregir. Un ejemplo 
Etapas del procedimiento 2 
2.5 
original  
- corregida 1 
-  2 
2 
1 .5 
0.5 
 
0.5 
0 50 100 1 50 200 250 300 350 400 450 500 
Figura 5.4: Ejemplos 
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Tabla 5 . 12 :  Comparacion de dos procedimientos para detectar dos cambios de nivel con el estadistico A y T  500 
 � 
Procedimiento (D) Procedimiento (C) 
% de rechazos de Ho Mediana instante % de rechazos de Ho Mediana instante 
1') - 1'2 Serie Subserie Subserie Serie Subserie Subserie Serie Corregida Corregida Serie Corregida Corregida 
original 1 2 original 1 2 original 1 2 original 1 2 
50 - 100 1 00 73 .30 24.86 95 50 141 100 47.39 4 . 1 7  95 49 97 
125 175 1 0 0  62.73 43.38 160 125 205 100 28.66 4.04 160 124 168 
250 300 100 5 1 .3 0  56.65 271 250 316 100 2 1 .28 3 . 1 6  2 7 1  299 280 
375 425 1 0 0  3 4 . 3 1  68.85 383 374 430 100 40.79 5.97 383 425 378 
400 450 100 24.53 74.20 404 399 451 100 48.41 4.91 404 450 397 
50 175 1 00 97.69 6.34 173 50 284 1 00 98.34 13.79 1 73 50 1 73 
125 250 1 00 78.83 34.80 243 125 359 100 99.45 74.39 243 125 237 
250 375 100 35.59 78 . 5 1  256 250 377 100 99.52 74.58 256 374 263 
 
Tabla 5 . 13 :  Comparacion de dos procedimientos para detectar dos cambios de nivel con el estadistico A y T  1000 
1' )  - 1'2 
100 200 
250 350 
500 600 
750 850 
800 900 
100 - 350 
250 500 
500 750 
Procedimiento (D) 
% de rechazos de Ho Mediana instante 
Serie Subserie Subserie Serie Subserie Subserie 
original 1 2 original 1 2 
1 00 9 1 .76 22.58 196 100 270 
1 0 0  76.43 49.98 329 250 4 1 1  
1 00 62.48 67. 1 6  543 500 630 
100 34.91 85.24 757 749 851 
1 0 0  22.74 9 1 . 1 0  803 799 899 
1 0 0  99.82 4. 1 1  348 100 472 
1 0 0  86.25 28.52 495 250 728 
1 0 0  29.35 86. 14 505 500 750    
Procedimiento (C) 
% de rechazos de Ho Mediana instante 
Serie Corregida Corregida Serie Corregida Corregida 
original 1 2 original 1 2 
100 9 6 . 1 5  55.72 196 99 194 
100 87.64 60.82 329 249 332 
100 82.05 55. 1 5  543 598 539 
100 93.28 63.43 757 850 758 
1 00 96.32 57.66 803 900 805 
100 1 00 77.86 348 100 348 
100 100 99.96 495 250 488 
100 100 99.93 505 749 5 1 1  
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Figura 5.5:  Ejemplos 
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Figura 5.6 :  Tipo de cambio peseta/d61ar 
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Tabla 5. 14: Estadisticos descriptivos de la serie de rendimientos Yt Y de sus subseries 
Yt Ylt Y2t Y3t 
T 5371 1289 1900 2182 
1 5371 1 1289 1290-3189 3190 5371 
Media 0.0195* 0 .0826* 0.0388* 0.0330* 
D.T. 0 .6928 0.6676 0 .7285 0 .6715 
Simetria 0 .3684* 1 .3940* 0. 0636 0 . 1590* 
Curtosis 10 .8059* 25. 1780* 6 .8165* 7.0381 * 
r(l ) 0.0260 0 . 1060* 0.0010  0 .0170 
D20 (Yt) 1 1 .77 21 .43* 16 .03 20.52* 
Autocorrelaciones de Y; 
r2 ( 1 ) 0. 1 160* 0.0190 0.2880* 0 . 1450* 
r2 (2) 0.0560* 0.0130 0 .0880* 0 . 1 1 00* 
r2 (5) 0 .0750* 0 .0170 0 .0790* 0 .2020* 
r2 (10)  0 .0180 0.0000 0.0370* 0 .0440* 
D20 (yl)  129. 1 1* 2.05 179.48* 167.74* 
T: Tamano muestral. 
r(T) : Autocorrelacion de orden T de las observaciones Yt . 
r2 (T) : Autocorrelacion de orden T de los cuadrados yi ­
D20 (Yt) Y D20 (yi) : Estadistico propuesto por 
Pena y Rodriguez (2002) para Yt e Y; respectivamente 
( 17.41 es el valor critico al 5%) . 
*Significativamente distinto de cero al 95% de confianza. 
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Figura 5.7: Valores del estadfstico e para la serie Yt Y las subseries 
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Capitulo 6 
Consideraciones finales y lineas de 
investigaci6n futura 
En este trabajo se ha abordado el problema de la modelizacion de la volatilidad de 
series temporales financieras. Para ello, se han considerado tres caracterlsticas que 
aparecen comunmente en este tipo de datos: ( 1 )  heterocedasticidad condicional, (2) 
observaciones atipicas , y (3) cambios de nivel. 
En el Capitulo 2 se ha hecho una revision de la literatura existente sobre los modelos 
de heterocedasticidad condicional mas utilizados en la practica para representar series 
de rendimientos financieros. En particular, se han analizado , mas detalladamente , 
los modelos GARCH y ARSV ilustrando sus carateristicas y principales debilidades, 
mediante el analisis de doce series diarias de rendimientos financieros: siete tipos de 
cambio y cinco indices bursatiles. 
En el Capitulo 3 se ha discutido la relacion entre la curtosis, autocorrelacion de 
orden uno de las observaciones al cuadrado y persistencia en modelos GARCH(l , l )  
y ARSV(l) .  Se  ha  visto como esta relacion puede explicar por que la  persistencia 
estimada en modelos ARSV(l )  es , por 10 general, menor que la estimada en modelos 
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GARCH(l ,l )  y por que los modelos ARSV(l )  gausianos parecen adecuados para rep­
resentar las propiedades de series reales mientras que en los modelos GARCH(l , l ) ,  la 
distribuci6n de las innovaciones, por 10 general, debe ser leptocurtica. 
Como investigaci6n futura a partir de los resultados obtenidos en este capitulo, 
se pretende estudiar como se relacionan los tres coeficientes de interes en los modelos 
asimetricos. Parece razonable pensar que, si en el modelo EGARCH(l , l ) ,  el parametro 
de asimetria da mas flexibilidad, suceda 10 mismo en los modelos de Volatilidad Es­
tocastica asimetricos. Otras futuras extensiones de este capitulo son estudiar el mejor 
modo de comparar los modelos GARCH y ARSV y caracterizar la persistencia en este 
tipo de modelos. 
En el Capitulo 4 se ha abordado el problema de la presencia simultanea de hetero­
cedasticidad condicional y observaciones atipicas en series temporales. Se han estudia­
do los efectos de los atipicos en la identificaci6n y estimaci6n de la heterocedasticidad 
condicional, encontrando: (1 )  un unico atipico sesga hacia cero todos los coeficientes 
de correlaci6n de las observaciones al cuadrado, y (2) rachas de atipicos generan cor­
relaciones en los cuadrados de la serie. Tambien se han obtenido los sesgos asint6ticos 
causados por los atipicos en los estimadores MCO de procesos ARCH(p) , encontrando 
que atipicos aislados llevan a infraestimar los parametros que miden la heterocedastici­
dad y atipicos consecutivos los sobreestiman. Finalmente, se ha propuesto un proced­
imiento, en tres pasos, para tratar la presencia simultcinea de observaciones atipicas y 
heterocedasticidad condicional , que consiste en: (i) detectar y corregir los atipicos mas 
ext rem os con objeto de evitar sesgos elevados en una primera estimaci6n de las vari­
anzas condicionales, (ii) calcular las observaciones estandarizadas, detectar y corregir 
los atipicos restantes en dichas observaciones siguiendo los metodos tradicionales para 
series homocedasticas y, (iii) reestimar las varianzas condicionales. 
Como futuras extensiones de este capitulo, se pretende estudiar los atipicos en la 
volatilidad. Todo el analisis en este capitulo se ha hecho para atipicos aditivos que 
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afectan solamente al nivel de la serie, ya que se sospecha que sus efectos son los peores. 
Sin embargo, seria tambien interesante descubrir los efectos que causan los atfpicos 
en la volatilidad. Ademas, se pretende estudiar tambien cual es la mejor manera de 
corregir las observaciones atipicas una vez que se han detectado. Los metodos tradi­
cion ales sustituyen el atipico por la media condicional de la serie, sin embargo al tener 
varianzas condicionales que cambian en el tiempo no es tan claro que esa sea la mejor 
manera. Otro problema interesante es estudiar los efectos que causan los atipicos en la 
estimacion de modelos ARCH y GARCH con distribuciones condicionales leptocurti­
cas. Se pretende estudiar tambien las implicaciones que la presencia de observaciones 
atipicas tiene en la prediccion de la volatilidad. 
En el Capitulo 5 se han estudiado las propiedades del estadistico propuesto por 
Chen y Tiao (1986) y generalizado por Tsay (1988) , com un mente usado para detectar 
cambios de nivel en series temporales. Dado que la distribucion asintotica de dicho 
estadistico no es conocida y su distribucion en muestras finitas depende crucial mente 
del tamafio muestral y del proceso generador de los datos, se ha propuesto un nuevo 
contraste para el que se ha encontrado su distribucion asintotica e ilustrado, mediante 
experimentos de Monte Carlo, sus propiedades en muestras finitas. Se ha propuesto 
ademas un procedimiento alternativo para detectar multiples cambios de nivel en una 
serie, que muestra claras ventajas con respecto al mas utilizado en la practica. La 
ventaja fundamental del procedimiento propuesto es que trata de detectar todos los 
cambios existentes en la serie antes de estimar sus tamafios y as! evitar los sesgos en 
la estimacion y la alta probabilidad de generar cambios de nivel espurios. 
Una primera extension de este capitulo es estudiar el comportamiento del contraste 
propuesto cuando hay varios cambios de nivel de distintos tamafios y signos. La segunda 
extension es comparar el contraste propuesto con los propuestos por Balke (1993) y 
Vogelsang (1998) . 
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Resumen 
En est a Tesis se analizan tres caracteristicas empiricas frecuentes en las series 
financieras: heterocedasticidad condicional, observaciones atipicas y cambios 
de nivel. En primer lugar, se analiza la relacion entre el coeficiente de curtosis, 
la persistencia de las innovaciones sobre la volatilidad y la correlacion de 
orden uno de las observaciones al cuadrado en los modelos GARCH(l , l )  y 
ARSV(l) .  Dicha relacion permite explicar por que, para las mismas series, la 
persistencia se estima, a menudo, mayor en model os GARCH que en ARSV. 
Tambien se explica por que los modelos ARSV gausianos parecen adecuados 
para explicar las propiedades de las series reales mientras que si se ajusta 
un modele GARCH, la distribucion condicional necesita ser leptocurtica. A 
continuacion, se estudia la presencia simultanea de observaciones atipicas y 
heterocedasticidad condicional en series temporales. Se investigan los efectos 
causados por atipicos en el diagnostico y estimacion de la heterocedasticidad 
condicional y se propone un procedimiento para tratar este problema. Por 
ultimo, se prop one un nuevo contraste para detectar cambios de nivel en 
series temporales, que es robusto a distribuciones margin ales no Gausianas 
y, en particular, a la presencia de heterocedasticidad condicional. Se propone 
tambien un procedimiento para el caso de multiples cambios de nivel. Todos 
los resultados se ilustran con diferentes series financieras. 

