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Abstract
In this note we prove Minami’s estimate for a class of discrete alloy-
type models with a sign-changing single-site potential of finite support.
We apply Minami’s estimate to prove Poisson statistics for the energy
level spacing. Our result is valid for random potentials which are in
a certain sense sufficiently close to the standard Anderson potential
(rank one perturbations coupled with i.i.d. random variables).
1 Introduction
This paper is devoted to the study of spectral properties, in particular eigen-
value statistics, of random Schro¨dinger operators. The specific model we are
interested in is the discrete alloy-type model, which is defined by the family
of Schro¨dinger operators
Hω = −∆+ λVω, ω ∈ Ω = ×
k∈Zd
R, λ > 0, (1)
on ℓ2(Zd). Here, ∆ denotes the discrete Laplacian and Vω is the multiplica-
tion operator by the function
Vω(x) =
∑
k∈Zd
ωku(x− k). (2)
It is assumed that the projections Ω ∋ ω 7→ ωk, k ∈ Z
d, called coupling
constants, are independent identically distributed (i.i.d.) random variables,
and that ω0 is distributed according to some probability measure µ on R
with compact support. The function u : Zd → R is called single-site potential
and is assumed to be in ℓ1(Zd;R). Studying random Schro¨dinger operators
is motivated from solid state physics: each configuration ω ∈ Ω corresponds
to a possible realization of the random medium, while the product measure
on the space Ω describes the distribution of the individual realizations.
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Anderson [5] argued, that the solutions of the time-dependent Schro¨dinger
equation, the wave functions, stay localized in space for all time, giving
bound states, in certain disorder/energy regimes. This phenomenon is called
localization. It is in contrast to the situation encountered with periodic
Schro¨dinger operators, where the wave functions spread in space for time
tending to infinity (scattering states). Mathematically, bound or localized
states can be related via the celebrated RAGE-theorem to intervals I ⊂ R
in the almost sure spectrum of Hω, where the continuous spectrum of Hω is
empty for almost all ω ∈ Ω. There are also definitions of localization from
the dynamical point of view, see e.g. [10] for an early and [30] for a recent
paper.
If localization occurs in some interval I ⊂ R the entire spectrum in
I corresponds to eigenvalues, and their closure. Thus it is natural to ask
about the distribution of the eigenvalues. Physicists expect that there is no
level repulsion of the energy states in the localized regime; in fact, that the
eigenvalues are distributed independently on the interval I, cf. e.g. [11, 12].
The first precise result in this direction, namely that the point process
associated to rescaled eigenvalues converges to a Poisson process has been
obtained by S. Molchanov in [38]. It concerns a one-dimensional continuum
random Schro¨dinger operator on L2(R) and relies in its proofs on the papers
[21] and [39]. An associated central limit theorem was proven in [43].
For the purposes of this paper a result [37] of Minami will be more
relevant, where he proved the analogous result for the i.i.d. Anderson model,
i.e. the operator described in (1) and (2) in the case where u = δ0 and the
measure µ has a bounded density. The key feature of Minami’s proof is the
so-called Minami estimate given in Ineq. (4) below.
Subsequently, Minami’s result has stimulated further research in this
direction. For example, in [40] and [28] the authors study the joint distribu-
tion of energy levels and localization centers of eigenfunctions. Interestingly,
they use the bounds from [37] as a key tool for their analysis, while in the
approach of Molchanov [38, 39] quantitative estimates about the exponential
decay of eigenfunctions around localization centers is one step in the proof
of asymptotic Poisson statistics of rescaled eigenvalues.
The papers [23, 6] prove Minami’s estimate for more general background
operators than the nearest neighbor Laplacian but still for an i.i.d. potential,
i.e. in the case where u = δ0. In [8] it was shown that one can treat random
coupling constants ωj with Ho¨lder continuous distribution µj as well.
Germinet and Klopp continued the research on spectral statistics for
random Schro¨dinger operators in [19]. In particular, they give an abstract
result that a Wegner estimate and a weakened Minami estimate imply Pois-
son statistics for a large class of discrete random Schro¨dinger operators.
They also weaken the hypothesis on the existence and positivity of the DOS
by assuming only a quantified positivity of the density of states measure, cf.
Assumption (Pos) in Section 4. Consistently with this weakened assump-
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tion, they scale the eigenvalues by the integrated density of states (IDS), cf.
Eq. (14). We will apply [19] to conclude Poisson statistics from our version
of Minami’s estimate.
In [20] an enhanced version of a Wegner and Minami estimate is proven,
where the interval length |I| is replaced by N(I). Moreover, the positiv-
ity assumption (Pos) is again weakened and does not depend anymore on
Minami’s estimate. However, the results of [20] are stated for the i.i.d.
Anderson model only, and hence cannot be applied to the model we con-
sider here. In [34] a proof of Minami’s estimate for one-dimensional random
Schro¨dinger operators is established. Roughly speaking, Theorem 1.5 in [34]
states that a Minami-type estimate holds in any region where localization
and a Wegner estimate holds. This Minami-type estimate is then applied to
results on eigenvalue statistics for one-dimensional models.
In [9] important progress was made concerning the proof of Poisson statis-
tics for alloy-type models on L2(Rd). However, according to the information
provided by F. Germinet, not all steps of the proof are completely correct.
Our main result is a generalization of Minami’s estimate for discrete
alloy-type models with a single-site potential whose support has more than
one element. Our single-site potential may even change its sign. Assumption
(Dis) in Section 2 specifies the setting in which our result holds.
The main challenge of models of the type (1) is twofold. First, previous
results on Minami’s estimate are based on the fact that u = δ0, i.e. the
perturbation of the discrete Laplacian is of rank one with respect to the
random variables. Second, our single-site potential u may change its sign
which leads to negative correlations of the potential. This results in a non-
monotone dependence on the random variables of certain spectral quantities.
This lack of monotonicity slowed down progress in the study on localization
for such families of operators, which is a prerequisite for Poisson statistic.
Results on localization in the non-monotone case are far more scarce and
were achieved more recently than for the standard i.i.d. Anderson model,
see e.g., [32, 46, 47, 24, 48, 49, 14, 15, 36, 7, 13].
To our knowledge, our result is the first one on Minami’s estimate for
multi-dimensional random models with a single-site potential which is not of
rank one. In the proof we rely on a certain transformation of the probability
space, which was used earlier for non-monotone models to obtain Wegner
estimates and finiteness of Green function fractional moments [47, 48, 45, 15].
In retrospect it is not surprising that tools developed for non-monotone
models are useful in the context of Minami estimates: Namely, averaging
over local environments turned out to be an efficient way to obtain Wegner
and Green function fractional moments bounds, cf. e.g. [50, 15]. On the
other hand it is obvious that for Minami’s estimate multiple averages have
to be performed.
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2 Precise assumptions on the model
On the Hilbert space ℓ2(Zd) we consider the discrete alloy-type model, given
by the family of discrete Schro¨dinger operators as defined in Eq. (1). Recall
that ω is an element of the probability space (Ω,A,P), where Ω = ×k∈ZdR,
A is the σ-Algebra generated by the cylinder sets and P is the product
measure P =
∏
k∈Zd µ. Here µ denotes an arbitrary probability measure on
R with compact support.
Next we provide an additional assumption on the type of disorder, i.e.,
on u and µ, which is required for the main result on Minami’s estimate.
Assumption (Dis). We assume that suppu is compact, its Fourier trans-
form uˆ : [0, 2π)d → C, i.e.,
uˆ(θ) =
∑
k∈Zd
u(k)eik·θ,
does not vanish, and that the measure µ has a density ρ ∈W 2,1(R).
Remark 2.1. Let us discuss Assumption (Dis) on the single-site potential u.
It is satisfied if u obeys for some k ∈ Zd the condition
|u(k)| >
∑
j 6=k
|u(j)|, (3)
which may be interpreted as a decay condition on the single-site potential.
Hence our result applies to single-site potentials of rank one corresponding
to u(k) plus small perturbations corresponding to the other values of the
single-site potential, see Fig. 1.
x
u(x)
Figure 1: Illustration of condition (3) on the single-site potential
By evaluating uˆ(0) we see that Assumption (Dis) is not satisfied if the
mean value
∑
k u(k) vanishes. It is known that the analysis of discrete and
continuum alloy-type models becomes more intricate when the mean value
of u is zero, cf. [33, 48].
The previous remark can be specified as follows: our results apply to
the i.i.d. Anderson potential V Aω (x) =
∑
k∈Zd ωkδx−k plus a small perturba-
tion. To be more precise, for any v : Zd → R with compact support our
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assumptions are satisfied for the random potential
Vω(x) = V
A
ω (x) + κ
∑
k∈Zd
ωkv(x− k),
if κ > 0 is sufficiently small (depending on v) and ρ ∈W 2,1. In this case one
would set u : Zd → R, u(x) = δx+κv(x) and infer that Ineq. (3) is satisfied.
3 Minami’s estimate using circulant-matrices
Let us recall Minami’s estimate for the Anderson model which is the special
case of the discrete alloy-type model where u = δ0. For this purpose we
introduce some notation.
We use the symbol E to denote the average over the collection of random
variables ωk, k ∈ Z
d. For Λ ⊂ Zd we denote by Hω,Λ : ℓ
2(Λ) → ℓ2(Λ) the
natural restriction of Hω to the set Λ. For x, y ∈ Λ and z ∈ C \ σ(Hω,Λ) we
set Gω,Λ(z;x, y) = 〈δx, (Hω,Λ − z)
−1δy〉. Here δk ∈ ℓ
2(Λ) denotes the Dirac
delta function. For x ∈ Zd and L > 0 we use the notation ΛL,x = {y ∈
Z
d : |y − x|∞ ≤ L} and ΛL = ΛL,0.
Minami showed in [37] for u = δ0 and in the case where µ has a density
ρ ∈ L∞(R) that for all Λ ⊂ Zd finite and all x, y ∈ Λ one has
E
(
det
{
Im
(
Gω,Λ(z;x, x) Gω,Λ(z;x, y)
Gω,Λ(z; y, x) Gω,Λ(z; y, y)
)})
≤ π2‖ρ‖2∞. (4)
The proof essentially makes use of two ingredients. The first one is the so-
called Krein formula, a representation of the Green function. The second
one is the following lemma, which was proven in [37] for symmetric matri-
ces M with ImM > 0 and generalized in [23, 6] to arbitrary matrices M
with positive imaginary part in order to consider more general background
operators. These tools will be relevant also in our proof.
Lemma 3.1. Let M = (mij)
2
i,j=1 with ImM > 0. Then
∫
R
∫
R
det
(
Im
[(
v1 0
0 v2
)
−M
]−1)
dv1dv2 ≤ π
2.
In the remainder of this section we prove Minami’s estimate for more
general single-site potentials, i.e. under Assumption (Dis). The idea is to
use a special transformation of the probability space. This approach has
been used earlier, e.g., to prove Wegner estimates for Anderson models on
the lattice and in the continuum with a sign-changing single-site potential,
see e.g. [46, 47, 45, 49].
First we introduce the mentioned linear transformation. For Λ ⊂ Zd
finite and suppu compact we define l = {max{‖x‖∞ : x ∈ Λ}}, choose
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R ∈ N such that suppu ⊂ ΛR and set L = l + R. Then the cube Λ
+ :=
Λl+R = ΛL contains the set
⋃
x∈Λ{k ∈ Z
d : u(x − k) 6= 0}, which is the set
of all lattice sites j whose coupling constant influences the potential values
in Λ. Therefore, the restricted operator Hω,Λ depends only on the random
variables ωk, k ∈ Λ
+. This means, if we consider the expectation of some
measurable function of Hω,Λ it suffices to average merely with respect to the
finite collection of random variables ωk, k ∈ Λ
+.
Let now A : ℓ1(Zd)→ ℓ1(Zd) be the linear operator whose coefficients in
the canonical orthonormal basis are given by A(j, k) = u(j−k) for j, k ∈ Zd.
Since u has compact support, the operator A is bounded. If uˆ does not
vanish (as required by Assumption (Dis)), the operator A has a bounded
inverse by the so-called 1/f -Theorem of Wiener and we have
Cu := ‖A
−1‖1 <∞, (5)
see [49] for details. Moreover, there exists an invertible matrix AΛ+ :
ℓ1(Λ+)→ ℓ1(Λ+) satisfying
AΛ+(i, j) = u(i− j) for all i ∈ Λ and j ∈ Λ
+, and ‖A−1
Λ+
‖1 ≤ Cu, (6)
One possible choice of AΛ+ : ℓ
1(Λ+)→ ℓ1(Λ+) is
AΛ+(i, j) = u
(
πL(i− j)
)
, i, j ∈ Λ+.
Here the map πL : Z
d → Λ+ is defined by πL(x) = Λ
+ ∩ ((2L + 1)Zd + x).
Note that (due to the definition of the projection map πL) this choice of
AΛ+ is a multi-dimensional circulant matrix. That the first condition in (6)
is satisfied for this circulant matrix follows immediately by the choice of R
and the definition of πL. The invertibility of AΛ+ and the second property
of (6) follows by a calculation similar to the proof of Proposition 9 in [49].
In the special case d = 1, Λ = Λ1 and suppu = {−1, 0, 1}, we have l = 1,
can choose R = 1, and the matrix from Eq. (3) reads in the canonical basis
AΛ+ =


u(0) u(−1) 0 0 u(1)
u(1) u(0) u(−1) 0 0
0 u(1) u(0) u(−1) 0
0 0 u(1) u(0) u(−1)
u(−1) 0 0 u(1) u(0)

 .
Set ωΛ+ = (ωk)k∈Λ+ and define the new (random) vector ζ = (ζk)k∈Λ+ =
AΛ+ωΛ+. Then, by Eq. (6), the vector ζ satisfies ζk = Vω(k) for all k ∈ Λ
(but not necessarily for k ∈ Λ+ \ Λ). This property is important for the
proof of our main technical result:
Theorem 3.2. Let Λ ⊂ Zd be finite and Assumption (Dis) satisfied. Then
we have for all x, y ∈ Λ with x 6= y, all z ∈ C with Im z > 0 and all λ > 0
E
(
det
{
Im
(
Gω,Λ(z;x, x) Gω,Λ(z;x, y)
Gω,Λ(z; y, x) Gω,Λ(z; y, y)
)})
≤
(π
λ
)2
CMin,
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where
CMin =
C2u
4
max{‖ρ′‖21, ‖ρ
′′‖1}
and Cu is the constant from Eq. (5).
As in [23, 6, 8] the theorem still holds if the non-random part of Hω is
not the negative Laplacian −∆, but rather an arbitrary self-adjoint operator
H0.
Proof. Let Λ+, AΛ+ be as above and set B := A
−1
Λ+
. For x, y ∈ Λ with x 6= y
the second resolvent identity implies the so-called Krein formula, see e.g. [4],
i.e.
g(z) =
(
Gω,Λ(z;x, x) Gω,Λ(z;x, y)
Gω,Λ(z; y, x) Gω,Λ(z; y, y)
)
= λ−1
((
Vω(x) 0
0 Vω(y)
)
−M
)−1
,
where M is the 2× 2 matrix
M = −λ−1
(
Gˆω,Λ(z;x, x) Gˆω,Λ(z;x, y)
Gˆω,Λ(z; y, x) Gˆω,Λ(z; y, y)
)−1
.
Here Gˆω,Λ(z;u, v) is the Green function of the operator Hˆω,Λ = Hω,Λ −
Vω(x)Px − Vω(y)Py , where, for k ∈ Λ, Pk : ℓ
2(Λ) → ℓ2(Λ) is the or-
thogonal projection on the state δk, i.e. Pkψ = ψ(k)δk. Let us also note
that ImM is positive definite if Im z > 0, see e.g. [22, 23], and therefore
diag(Vω(x), Vω(y))−M is invertible.
Set ωΛ+ = (ωk)k∈Λ+ , k(ωΛ+) =
∏
k∈Λ+ ρ(ωk), dωΛ+ =
∏
k∈Λ+ dωk and
n = |Λ+|. Using the substitution ζ = (ζk)k∈Λ+ = AΛ+ωΛ+ we obtain from
Eq. (6)
E (det[Im g(z)]) =
∫
Rn
det[Im g(z)]k(ωΛ+)dωΛ+
= λ−2
∫
Rn
det
(
Im
((
ζx 0
0 ζy
)
−M
)−1)
k˜(ζ)dζ (7)
where k˜(ζ) = k(Bζ)|detB| and dζ =
∏
k∈Λ+ dζk. Since ζk = Vω(k) for all
k ∈ Λ by construction, the matrix M does not depend on the parameters
ζx and ζy, though it may be correlated with the random variables ζx or ζy.
This dependence is encoded in the joint density k˜(ζ) of the random variables
ζk, k ∈ Λ
+. By Fubini’s theorem and Lemma 3.1 we obtain
E (det[Im g(z)]) ≤
(π
λ
)2 ∫
Rn−2
(
sup
ζy
sup
ζx
k(Bζ)
)
|detB|
∏
k∈Λ+\{x,y}
dζk. (8)
7
Now we use a special case of the Sobolev imbedding theorem [1, Theorem
4.12], namely that W 2,1(R2) →֒ L∞(R2). In particular, by Lemma A.1 we
have
‖f‖∞ ≤
1
4
‖D(1,1)f‖1 for f ∈W
2,1(R2). (9)
Note that for fixed ζk, k ∈ Λ
+ \ {x, y} the mapping
(ζx, ζy) 7→ k˜(ζ)
is an element of W 2,1(R2) since ρ ∈ W 2,1(R) by assumption. For the weak
derivative ∂ζx∂ζy k˜ we calculate
∂ζx∂ζy k˜(ζ) =
∑
j∈Λ+
Bjy
(
ρ′′ ((Bζ)j)Bjx
∏
k∈Λ+
k 6=j
ρ ((Bζ)k)
+
∑
l∈Λ+
l 6=j
Blxρ
′ ((Bζ)j) ρ
′ ((Bζ)l)
∏
k∈Λ+
k 6=j,l
ρ ((Bζ)k)
)
. (10)
Hence we obtain from Ineq. (8) and Ineq. (9)
E (det[Im g(z)]) ≤
π2
4λ2
∫
Rn
|∂ζx∂ζy k˜(ζ)||detB|
∏
k∈Λ+\{x,y}
dζk. (11)
When substituting back into original coordinates, ωΛ+ = Bζ, we obtain from
Eq. (10), Ineq. (11) and the triangle inequality
E (det[Im g(z)]) ≤
π2
4λ2
∑
j∈Λ+
|Bjy|
[
‖ρ′′‖1|Bjx|+
∑
l∈Λ+
l 6=j
‖ρ′‖21|Blx|
]
(12)
≤
π2
4λ2
max{‖ρ′‖21, ‖ρ
′′‖1}‖B‖
2
1.
We use ‖B‖21 ≤ C
2
u as discussed in Ineq. (6) and obtain the statement of the
theorem.
Remark 3.3. Another way to apply Lemma 3.1 to Eq. (7) is to use conditional
densities:
E (det[Im g(z)]) =
λ−2
∫
Rn−2
F (ζ⊥)
∫
R2
det
(
Im
((
ζx 0
0 ζy
)
−M
)−1)
f(ζx, ζy; ζ
⊥)dζxdζy dζ
⊥,
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where ζ⊥ := (ζk)k∈Λ+\{x,y}, denotes the parameters except those associated
with x and y, F (ζ⊥) :=
∫
dζx
∫
dζyk˜(ζ) is the marginal and f(ζx, ζy; ζ
⊥) :=
k˜(ζ)/F (ζ⊥) the conditional density. The mentioned lemma gives
E (det[Im g(z)]) ≤
π2
λ2
CMin
∫
Rn−2
F (ζ⊥) sup
ζx
sup
ζy
f(ζx, ζy; ζ
⊥)dζ⊥.
Now it’s tempting to estimate and pull the conditional density out as supζx supζy supζ⊥ f(ζx, ζy; ζ
⊥).
However such suprema are typically infinite, see e.g. the discussion in [44].
One can try to estimate the averaged quantity
∫
Rn−2
F (ζ⊥) supζx supζy f(ζx, ζy; ζ
⊥)dζ⊥.
This actually leads to estimates similar in nature to the one performed in
Ineq. (8) to (12).
Theorem 3.2 has an important corollary, a bound on the probability of
finding at least two eigenvalues of Hω,Λ in a certain interval.
Corollary 3.4. Let Assumption (Dis) be satisfied, Λ ⊂ Zd finite and I ⊂ R
be a bounded interval. Then we have for all λ > 0
P
{
TrχI(Hω,Λ) ≥ 2
}
≤
1
2
E
(
(TrχI(Hω,Λ))
2 − TrχI(Hω,Λ)
)
(13)
≤
1
2
(π
λ
)2
CMin|I|
2|Λ|2,
where CMin is the constant from Theorem 3.2.
The proof of this corollary is due to [37], see also [31, Appendix] or [8].
These papers study the case u = δ0, however the proof applies to the discrete
alloy-type model studied in this note, as well.
4 Application to Poisson statistics for energy level
spacing
In this section we prove under Assumption (Dis) that near an energy where
Anderson localization holds and where the IDS increases, there is no corre-
lation between eigenvalues of Hω,Λ if |Λ| is large. To characterize Anderson
localization we will use here the following finite volume criterion.
Assumption (FVC). Let I ⊂ R. We say that Assumption (FVC) is satis-
fied in I if for all E ∈ I there exists Θ > 3d− 1 such that
lim sup
L→∞
P
{
∀x, y ∈ ΛL,0, |x− y|∞ ≥
L
2
: |Gω,ΛL,0(E;x, y)| ≤ L
−Θ
}
= 1.
As we will discuss in Section 5 this finite volume criterion is indeed equiv-
alent to various notions of localization, once an (sufficiently good) Wegner
estimate is available.
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Let L ∈ N and and Eω1 (ΛL) ≤ E
ω
2 (ΛL) ≤ . . . ≤ E
ω
|ΛL|
(ΛL) be the eigen-
values ofHω,ΛL repeated according to multiplicity. Since (Hω)ω is an ergodic
family of random operators, the IDS exists as a (non-random) distribution
function N : R→ [0, 1], satisfying for almost all ω ∈ Ω
N(E) = lim
L→∞
1
|ΛL|
#{j ∈ N : Eωj (ΛL) ≤ E},
at all continuity points of N . In particular, if Assumption (Dis) is satisfied,
the IDS is known to be Lipschitz continuous [49]. Let us now introduce
a second hypothesis which may be interpreted as a quantitative growth
condition on the IDS or a positivity assumption on the density of states
measure.
Assumption (Pos). Let E0 ∈ R and κ ≥ 0. We say that Assumption (Pos)
is satisfied for E0 and κ if for all a < b there exists C, ε0 > 0 such that for
all ε ∈ (0, ε0) there holds
|N(E0 + aε)−N(E0 + bε)| ≥ Cε
1+κ.
For E0 ∈ R we consider the rescaled spectrum ξ
ω = (ξωj )
|ΛL|
j=1 , defined by
ξωj = ξ
ω
j (L,E0) = |ΛL|
(
N(Eωj (ΛL))−N(E0)
)
, j = 1, . . . , |ΛL|, (14)
and the associated point process Ξ : Ω→Mp given by
Ξω = ΞωL,E0 =
|ΛL|∑
j=1
δξωj , (15)
where δx is the Dirac measure concentrated at x and Mp is the set of all
integer valued Radon measures on R. A point process Υ is called Poisson
point process with intensity measure µ if
P
{
ω ∈ Ω: Υω(A) = k
}
= e−µ(A)
µ(A)k
k!
, k = 1, 2, . . .
holds for each bounded Borel set A ∈ B(R) and for A1, . . . , An disjoint,
Υ(A1), . . . ,Υ(An) are independent random variables.
Let Υn : Ω → Mp, n ∈ N, be a sequence of point processes defined on
a probability space (Ω,A,P). This sequence is said to converge weakly to a
point process Υ : Ω˜ → Mp defined on a probability space (Ω˜, A˜, P˜), if and
only if for any bounded continuous function φ :Mp → R there holds
lim
n→∞
∫
Ω
φ(Υωn)P(dω) =
∫
Ω˜
φ(Υω˜)P˜(dω).
Let Σ denote the almost sure spectrum of the (ergodic) family of operators
Hω, ω ∈ Ω. Our main result of this section is
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Theorem 4.1. Let Assumption (Dis) be satisfied, I ⊂ Σ be a bounded
interval and E0 ∈ I. Assume that Assumption (FVC) is satisfied in I and
Assumption (Pos) is satisfied for E0 and some κ ∈ [0, 1/(1 + d)).
Then the point process Ξ, defined in Eq. (15), converges for L → ∞
weakly to a Poisson process on R with Lebesgue measure as the intensity
measure.
As discussed in Section 5, see e.g. [13] for a specific result, Assumption
(FVC) is satisfied in R if the disorder parameter λ in the model (1) is suffi-
ciently large. Thus we obtain the following corollary from Theorem 4.1.
Corollary 4.2. Let Assumption (Dis) be satisfied. Then there exists λ0 <
∞ such that for λ ≥ λ0 and for all E0 ∈ Σ where Assumption (Pos) is
satisfied for some κ ∈ [0, 1/(1 + d)), the point process Ξ defined in Eq. (15),
converges weakly for L→∞ to a Poisson process on R with Lebesgue mea-
sure as the intensity measure.
Theorem 4.1 will follow from the Minami estimate provided in Section 3,
the Wegner estimate of [49], and the abstract result of [19]. Thus, for the
proof of Theorem 4.1 it will be necessary to recall, in an adapted form,
Theorem 1.9 of [19]. It is stated there for an abstract class of random
Hamiltonians on the lattice including the discrete alloy-type model studied
in this note as a special case. In order to do so, we introduce the following
assumptions.
Assumption (W). Let I ⊂ R. We say that Assumption (W) is satisfied
in I if there exists a constant CW > 0 such that for any bounded interval
J ⊂ I and any L ∈ N one has
E
(
TrχJ(Hω,ΛL)
)
≤ CW|J ||ΛL|.
Assumption (M). Let I ⊂ R. We say that Assumption (M) is satisfied
in I if there exist constants CMin, β > 0 such that for any bounded interval
J ⊂ I and any L ∈ N one has
E
(
(TrχJ(Hω,ΛL))
2 − TrχJ(Hω,ΛL)
)
≤ CMin(|J | |ΛL|)
1+β .
Assumption (IAD). Let Λ,Λ′ ⊂ Zd finite. There exists R0 > 0 such
that if dist(Λ,Λ′) > R0, then the random Hamiltonians Hω,Λ and Hω,Λ′ are
independent random variables.
Now we are in the position to formulate the criterion of [19]:
Theorem 4.3. Let I ⊂ Σ be a bounded interval and assume that (IAD),
(W), (M) and (FVC) are satisfied in I. Pick some κ such that
0 ≤ κ <
β
1 + dβ
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where β is defined by (M). Pick E0 ∈ I and assume that Assumption (Pos)
is satisfied for E0 and κ.
Then the point process Ξ defined in Eq. (15) converges weakly, as L→∞,
to a Poisson process on R with intensity measure equal to the Lebesgue
measure.
Proof of Theorem 4.1. We have only to verify the hypothesis of Theorem 4.3.
Assumption (IAD) is satisfied since u has bounded support. A Wegner esti-
mate (W) was proven for I = R under Assumption (Dis) in [49]. Minami’s
estimate (M) holds for I = R and β = 1 due to Corollary 3.4.
Remark 4.4. Assuming (W), (M), (FVC) and (IAD) for a general ergodic
Schro¨dinger operator on ℓ2(Zd), the paper [19] presents a plethora of more
precise results on the rescaled eigenvalue statistics and even on the joint
statistics of rescaled eigenvalues and localization centers. Since we have all
these assumptions for the discrete alloy-type model given by Eq. (1), all
these abstract results apply.
For the standard Anderson model related results have been obtained
already in [41].
5 Discussion of the Assumptions (FVC) and (Pos)
First we discuss Assumption (FVC) in some detail. This is necessary, since
our assumptions cover some non-monotone models as well (u may change
its sign), where a satisfactory understanding of localization poses certain
challenges not encountered in the standard Anderson model with u = δ0.
Roughly speaking, Assumption (FVC) for a certain interval I ⊂ R corre-
sponds to the fact that Anderson localization holds in a dynamical sense in
the interval I. More precisely, if the Wegner estimate (W) holds in I ⊂ R,
then (FVC) is equivalent to certain dynamical localization properties which
ensure that the solutions of the Schro¨dinger equation stay trapped in a fi-
nite region of space for all time almost surely, see [18] or [19, Theorem 6.1].
In particular, these localization properties imply that the continuous spec-
trum of Hω is empty for P-almost all ω ∈ Ω. Note that a Wegner estimate
(W) is available for the discrete alloy-type model studied in this note once
Assumption (Dis) is satisfied, see [49].
In the multidimensional setting there are two methods available to prove
Anderson localization and hence to verify Assumption (FVC); the multiscale
analysis [17, 16] and the fractional moment method [4, 2, 22].
In the setting of the multiscale analysis Assumption (FVC) corresponds
to the so-called initial scale estimate. Roughly speaking, the multiscale
analysis implies localization in any energy region I ⊂ R where a Wegner
estimate and the initial length scale estimate hold. Note that the initial
length scale estimate may be deduced from Lifshitz tails, or from a Wegner
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estimate in the case of sufficiently large disorder [48]. The latter fact is
specific for random Schro¨dinger operators on the lattice. Let us name a few
results where the multiscale analysis was applied in certain energy/disorder
regimes for a localization proof for the discrete alloy-type model. With a cer-
tain energy/disorder regime we mean either I = R in the case of sufficiently
large disorder (large disorder) or intervals around edges of the almost sure
spectrum for arbitrary disorder λ > 0 (spectral extrema).
[17, 16, 51] consider the case u = δ0 and ρ bounded and compactly sup-
ported (large disorder and spectral extrema).
[29] consider non-negative u with u(x) ≤ C|x|−m for some m > 4d. They
consider the continuous alloy-type model, but the results can trans-
ferred to the discrete alloy-type model with non negative u, cf. [27],
(spectral extrema).
The model studied in this note allows the single-site potential to change its
sign, while the above results apply to non-negative single site potentials only.
If the single site potential changes its sign, certain properties of Hω depend
in a non-monotonic way on the random parameters. For u with changing
sign much less is known. Most proofs of the Wegner estimate and the initial
length scale estimate for non-negative u do not apply in the general setting.
Let us list some results for sign-changing single-site potentials.
[32, 24] prove a Wegner estimate for the continuous alloy-type model near
the minimum of the spectrum and show that if the IDS exhibits a
Lifshitz-tail behavior one can conclude localization (spectral extrema).
[46, 47] prove a Wegner estimate for the continuous and discrete alloy-type
model under condition (3) and an initial length scale estimate, roughly
speaking, if u has only a small negative part (spectral extrema).
[33] proves localization in the weak disorder regime for the continuum alloy
type model if the mean value of the single site potential does not vanish
(spectral extrema).
[48, 49] prove a Wegner estimate for the discrete and the continuous alloy-
type model under various conditions on the alloy-type potential
[35] prove Lifshitz tails for generalized alloy-type models in the continuum,
which imply the finite volume criterion (FVC). This is not applicable
for the lattice models we are considering here.
[36] proves localization using an enhanced version of the multiscale analysis
a` la Bourgain for the discrete alloy-type model with single site poten-
tials u with exponential decay at strong disorder (large disorder).
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[7] prove localization in the lattice case when d = 3, u is of compact sup-
port, and the density ρ is bounded compactly supported and Ho¨lder
continuous (spectral extrema). Moreover, they provide quantitative
bounds on the localization regimes.
[42, 27] consider (possibly sign-changing) single-site potentials u with ex-
ponential decay. The first paper establishes Wegner estimates, the
second a finite volume criterion both for the discrete and continuum
alloy type model.
Let us now turn to a discussion of results via the fractional moment
method which can be used to verify Assumption (FVC). The typical output
of the fractional moment method is the so-called fractional moment bound
(FMB) as formulated in Ineq. (16). Note that the the (FMB) for x = y
implies a Wegner estimate, see [14]. The next lemma shows that the (FMB)
also implies Assumption (FVC).
Lemma 5.1 ((FMB) implies (FVC)). Let I ⊂ R and assume that there
exist constants s ∈ (0, 1) and A, γ ∈ (0,∞) such that for all Γ ⊂ Zd, E ∈ I,
ε > 0 and x, y ∈ Γ we have
E
{
|Gω,Γ(E + iε;x, y)|
s
}
≤ Ae−γ|x−y|∞ . (16)
Then Assumption (FVC) is satisfied in I.
Proof. The result follows from an application of the sub-additivity of the
probability measure and Chebyshev’s inequality.
The fractional moment bound as described in Ineq. (16) has been verified
for a large class of random operators, either for I = R in the case of suffi-
ciently large λ (large disorder) or at the band edges for arbitrary disorder
λ > 0 (spectral extrema). The following list shows exemplary some results
where Ineq. (16) has been proven for the discrete alloy-type model studied
in this note.
[4, 2, 22] consider the case u = δ0 and ρ bounded and compactly supported
(large disorder and spectral extrema).
[3] consider u ≥ 0 compactly supported and ρ bounded and compactly sup-
ported. They consider the continuum alloy-type model (large disorder
and spectral extrema).
Just as in the multiscale analysis, the existing proofs of Ineq. (16) for non-
negative u are not directly applicable if the single-site potential changes its
sign. For this reason, the fractional moment bound has been established
more recently in the non-monotone case.
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[15] consider compactly supported u with fixed sign at the vertex-boundary
of its support, and a bounded and compactly supported densities ρ
(large disorder).
[13] assume a covering condition on the compactly supported single-site
potential u : Zd → R and that the measure µ is τ -regular and has a
finite q-moment for some q > 0 (large disorder).
Let us now discuss the positivity Assumption (Pos) on the IDS from
Theorem 3.2. First of all it is noteworthy that if N is differentiable at E0
and its derivative n(E0) is positive, then Assumption (Pos) is satisfied for
E0 and κ = 0, and one recovers from Theorem 4.1 the classical result of
[37] on Poisson statistics, see [19]. Indeed, since we have an optimal Wegner
estimate [49] under Assumption (Dis), the IDS is Lipschitz continuous and
hence its derivative, the DOS, exists for almost all E ∈ R. The positivity of
the DOS is known for the i.i.d. Anderson model where u = δ0.
The first derivation of the finiteness and positivity of the DOS was given
by Wegner in [52]. The argument is on the physical level of rigor, but many
ideas of the paper have been later given a mathematical justification. At
the time of the publication of [52] the physics community was speculating
whether one can identify the mobility edge by some unusual behavior (either
vanishing or divergence) of the DOS. These predictions have been discarded
by [52].
A precise mathematical justification for the positivity of the DOS was
achieved in [25], where the authors prove that if the density ρ is essentially
bounded away from zero on some interval [W−,W+], then for every δ > 0
small enough there exists a strictly positive constant Cδ such that n(E) ≥
Cδ for Lebesgue-almost all E ∈ [−2d +W− + δ, 2d +W+ − δ]. A similar
result was obtained earlier in the unpublished Ph.D. thesis [26] supervised by
Werner Kirsch. For the discrete alloy-type model with a non-trivial single-
site potential it is an open question under which conditions on the single-site
potential u an the measure µ one can verify the positivity condition (Pos)
on the density of states measure.
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A An explicit Sobolev imbedding
First we prove an inequality which was used in the proof of Theorem 3.2. If
α = (α1, α2) is an 2-tupel of non-negative integers, we denote by
Dα =
∂α1
xα11
∂α2
xα21
the α-th weak derivative.
Lemma A.1. Let f ∈W 2,1(R2). Then f ∈ L∞(R2) and
‖f‖∞ ≤
1
4
‖D(1,1)f‖1. (17)
Proof. The Sobolev imbedding theorem [1, Theorem 4.12] tells us thatW 2,1(R2) →֒
L∞(R2), i.e. W 2,1(R2) ⊂ L∞(R2) and there exists a constant c such that
‖f‖∞ ≤ c‖f‖2,1 = c
∑
|α|≤2
‖∂αu‖1.
This gives us the first part of our lemma. To prove Ineq. (17) we first consider
functions f ∈ C2c (R
2) ⊂W 2,1(R2). By the fundamental theorem of calculus
we have for all x = (x1, x2) ∈ R
2 the four equalities
f(x) =
∫ x1
−∞
∫ x2
−∞
D(1,1)f(x′1, x
′
2)dx
′
2dx
′
1 = −
∫ ∞
x1
∫ x2
−∞
D(1,1)f(x′1, x
′
2)dx
′
2dx
′
1
= −
∫ x1
−∞
∫ ∞
x2
D(1,1)f(x′1, x
′
2)dx
′
2dx
′
1 =
∫ ∞
x1
∫ ∞
x2
D(1,1)f(x′1, x
′
2)dx
′
2dx
′
1.
We take absolute value of each equality and apply the triangle inequality to
get four inequalities. Adding up these inequalities we obtain
4|f(x)| ≤
∫
R
∫
R
|D(1,1)f(x1, x2)|dx2dx1.
This proves
‖f‖∞ ≤
1
4
‖D(1,1)f‖1 for f ∈ C
2
c (R
2). (18)
Let now f ∈W 2,1(R2). Since C2c (R
2) is dense inW 2,1(R2) there is a sequence
fn ∈ C
2
c (R
2), n ∈ N, which converges to f in W 2,1(R2). The Sobolev
imbedding theorem tells us that fn converges to f in L
∞(R2). The result
now follows by letting n tend to infinity in Ineq. (18) with f = fn.
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