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CHAPTER 0 
NOTE ON CONVENTIONS 
Here we state a few conventions, which will be used 
throughout the dissertation and other definitions will be 
introduced as they become necessary. 
C.l. THE SYMBOLS f jN , |R , ^ , 
|N , (R and Z will be used to denote, respectively the 
set of all positive integers, the set of all real numbers, and 
the set of all complex numbers. 
0.2. SOME MORE SYMBOLS 
We denote, 
• 
E : Algebric dual space of a vector space E. 
(i.e. Banach space) 
E' : Continuous dual space of a normed space E. 
<x,y> : Inner product of x and y. 
> : Convergence. 
w ,., , 
> : Weak star convergence. 
'—> : Almost convergence for vector sequences 
0.3. LIM, SUP AND INF 
By lim, sup and inf we mean lim sup 
n n n n—> <» n=0,l,2, 
and inf r e s o e c t i v e l y . 
n o , 1 , 2 , 
0 . 4 . CONSTANT K 
Throughout we w r i t e K to denote an abso lu t e c o n s t a n t , 
not n e c e s s a r i l y the same a t each o c c u r r e n c e . 
0 . 5 . SUMMATION CONVENTIONS 
By E f ( n ) , we mean the sum of a l l va lue s of f (n) for 
a 
which a < _ n £ P ; i f p < a , t h i s i s z e r o . Summations a re over 
0 , 1 , 2 , , when t h e r e i s no i n d i c a t i o n to the c o n t r a r y . If 
(x ) = ( x , , X 2 , x - , ,) i s a sequence of te rms, then by 
oo 
E x we mean E x , and we s h a l l sometimes w r i t e as Ex where 
^ n 1 n n 
n n=l 
no poss ib l e confusion can a r i s e . 
0 . 6 . MATRIX A 
Throughout t h i s d i s s e r t a t i o n A denotes an i n f i n i t e 
0.7. SEQUENCES 
X denotes the sequence x = {"<<), real or complex 
0.8. SEQUENCE SPACES 
w denotes the space of all sequences real or complex 
We write, 
(k) 
e : - 10,0, ,0,1( kth place) ,0,0, , for all k6/^ /) 
ana, 
e : = (1,1,1, ) 
We denote, 
(|) : = Subsapce of w which con ta ins a l l sequences 
which are e v e n t u a l l y 0 . 
i : = J x : sup Ix^l < col 
: = V x : X •^ C a s n > J . 
and, 
x: X > 0 , as n 
n 
-? oo , 
r e s p e c t i v e l y , the Banac- spaces of f i n i t e , bounded, convergen t 
X II = s u p I X I 
n>0 " 
We n o t e t h a t 
^ o 
Also we d e f i n e , f o r 1 <_ p < oo, 
1/p 
^^ = { x : l l x l l ^ ( Z \ x / ) < oo) 
k 
0 . 9 . CLASS OF MATRICES 
L e t X and Y be two non-empty s u b s e t s of t he s p a c e w, 
A = ( a ^ ^ ) , ( n , k = 1 , 2 , ) 
be an infinite matrix of real or complex numbers. 
We wr i te , 
then, 
A^( x) = E a , X, 
n^  ' 1^  nk k 
Ax = (A^(x)) 
i s c a l l e d the A - t r a n s f o r m of x . A l s o , 
1 im Ax = l i m A ( x) , 
5 
when eve r i t e x i s t s . I f x ^ X i m p l i e s A x 6 Y , we say t h a t 
A d e f i n e s a ( m a t r i x ) t r a n s f o r m a t i o n from X i n t o Y, d e n o t e d 
by A : X > Y. By (X,Y) we mean the c l a s s of m a t r i c e s A 
such t h a t A : X > Y. By (X,Y;P) we mean the s u b s e t s of 
(X,Y) fo r which l i m i t s or sums a r e p r e s e r v e d . 
0 . 1 0 . IFF 
Throughou t ch i s d i s s e r r a t i o n i f f d e n o t e s the p h r a s e 




• < " - ' " > 
1 . 1 . The i n t r o d u c t i o n of 'Vec tor Sequence Spaces And 
Thei r Matrix Maps ' , i s the c e n t r a l theme of the p r e s e n t d i s s e r -
t a t i o n . N. PHUNG. CAC [36] in h i s genr i c paper 'On Some Spaces 
of Vector Valued S e q u e n c e s ' , s t u d i e d some spaces / \ of sequences 
t ak ing va lues in a t o p o l o g i c a l v e c t o r space E,ardequip them wi th 
t o p o l o g i e s which seem to a r i s e in a very n a t u r a l way. I t was 
then proved t h a t dual of/\ could be i d e n t i f i e d with the space 
p^ of a l l sequences y = (y , »y-» ) taking v a l u e s in 
the dual E' of E and such t h a t for every element 
X = ( x , , »x . , } of / \ the s e r i e s E < x . , y . > i s 
a b s o l u t e l y conve rgen t . i\ i s c a l l e d the a s s o c i a t e of y^  
Thus the t o p o l o g i c a l p r o p e r t i e s of these sequence spaces can be 
deduced from N. PHUNG. CAC [ 3 7 ] . 
D.A. GREGORY [ l 6 , 1 7 ] in h i s paper s tud ied the ' B a s i c 
and H e r i d i t a r y P r o p e r t i e s of Vec to r Sequence S p a c e s ' , which of 
course was a g e n e r a l i s a t i o n of N. PHUNG. CAC [ 3 6 ] . This t r end 
was followed by many a n a l y s t s no t ab l e among them be ing , 
J . B , DEEDS [ l O j , D.J .H. GARLING [ l 5 j , J . C . KURTZ [ 2 5 ] , I . E . 
LEONARD [ 2 9 ] , R.C. ROSIER [40j , W.H. RUCKLE [ 4 1 , 42 , 4 3 , 44 , 
45 , 4 6 ] , I . SAWASHIMA [ 4 7 j , H.H. SCHAEFER [ 4 8 ] . 
The main o b j e c t of the p r e s e n t d i s s e r t a t i o n i s to p rov ide 
an uptodate survey of the r e s u l t s so f a r ob ta ined in t h i s domain 
These w i l l be d i scussed in the s u c c e e d i n g c h a p t e r s . In o r d e r to 
help the readers to a p p r e c i a t e the d i s c u s r i o n g iven in the seq\:e: 
i t seems d e s i r e a b l e to s t a t e some d e f i n i t i o n s and n o t a t i o n s 
(which are not emphasized in c h a p t e r 0 ) . 
1.2. In t h i s s e c t i o n we r e c a l l the fo l lowing wel l known 
d e f i n i t i o n s . 
1 . 2 . 1 . By a vec to r sequence space (V.S.S) S(E) over E, 
< ^ 
we mean a s e t S(E) of s equences . 
(x^) = {x^,x^, 
of vector x from E that form a linear space over K 
under the usual componentwise operations. We also assume that 
S(E) contains 4)(E), the space of all sequences from E with 
only a finite number of entries not equal to the zero vectors. 
A vector sequence space S'(E') over E' is defined similarly. 
: 8 
The zero vectors in E,E', S(E), and S'(E') will be denoted 
by 0, 0', (0), and (0')t respectively. Let w(E) denote 
the vector sequence space of all sequences of vectors from E. 
Then 
(t)(E)^S(E)<Cw(E) 
always holds. Similarly, 
(p(E')^s'(E')<:::w(E') 
always holds. 
1.2.2. A subset x of w(E) is called solid if 
< > 
^^rJ €. ^ implies that (ex )£ X for all scalar sequences 
(c ) such that |c I £ 1 for all n. 
1^ 1 ={^^n'^n) • ('^n^  S ^' ^n ^  ^' '^n' ^  ^J 
is the smallest solid set containing X and is called solid 
hull of X. A subset X of S(E) is called solid in S(£) 
if )xjn S(E) = X |xin S(E; is called thesolid hull of X 
in S(£) . The solid hull of a singleton A{X ) ^ is denoted 
by |Cx )|. Solid and solid hull are defined similarly in 
w(E'). 
: 9 
1 . 2 . 3 . The p-dual / of a subse t X of w(E) i s 
< > 
def ined by 
X = | ( y ^ ) £ w ( E ' ) : 1E <'x^,y^>l < oo for a l l (x^) in X j . 
Y i s def ined s i m i l a r l y for a subse t Y of w(E')« 
Note t h a t w(E) = 4)(E') and ({)(£) = w ( E ' ) . Note a l s o 
t h a t (p) i s an i n c l u s i o n r e v e r s i n g map and t h u s , 
P PPP 
X = X for a l l X cor. tainec in w(E) . 
P 
A l so , X i s a v e c t o r sequence space over £ ' . 
a 
The a-dual X of a subse t X of w(E) i s d e f i n e d by, 
X =V^(yj^)^ w(E') : Z Kx^ ,y^>l < « for a l l (x^) in x j . 
a 
Y i s def ined s i m i l a r l y for a subse t Y of w(E')« The map 
(a ) i s a l so i n c l u s i o n r e v e r s i n g and, 
a aaoc 
X = X for a l l X conta ined in w(E) . 
a 
Moreover; X i s a so l id v e c t o r sequence space over E ' . Note 
t h a t i f X i s s o l i d , t hen , 
a p 
X = X 
10 : 
A subset X of w(E) (resp. Y of w(E') will be called 
aa aa 
perfect if X = X (resp. Y = Y ). From the above para-
a 
graph, we see that if X is any subset of w(E) then X and 
aa aa 
X are always perfect and X is the smallest perfect 
subset of w(E) containing X. 
1.2.4. For ^  a linear space of sequences in a locally 
^ — ' 
convex space. We define A to be the space of all sequences 
Cf ) in E such that, 
S l|fn^ x^ )|| < oo for all (x ) in A • 
n 
If A i s a l inear space in E . We define A 
space of a l l sequences (x ) in E, such t h a t , 
^ 11 ^ n ^ ^ ^ n ^ l l ^ " ^^ '^  ^^^ ^ ^ n ^ "•" ^ 
n 
The space A i s cal led pe r fec t , 
if 
to be the 
a 
1.2.5. Some examples of vector sequence spaces are, 
< J. 
11 
w(E) : all sequences in E. 
({)(£) : all sequences in E which are eventually O 
(zero) . 
. 0 0 
C (E) : a l l bounded sequences in E. 
c (E) : a l l sequences in E which converges t o O. 
( z e r o ) . 
c(E) : a l l convergen t sequences in E. 
1 
t (E) : a l l sequences (x ) in E such t h a t , 
E | f ( x )j < 00 f o r a l l f in E*. 
n 
C [ E ] : a l l sequences (x ) in E such t h a t , 
S p( X ) < 00 f o r a l l con t inuous seminorm p on E. 
n 
In genera l given any s c a l a r sequence space A we d e f i n e , 
A(E) : a l l sequences (x ) in E such t h a t 
( f ( x ^ ) ) £ X f o r a l l f in E*. 
A[E] : a l l sequences (x ) in E such t h a t 
(p (x ) ) £ A for a l l con t inuous seminorms p on E 
One u s u a l l y r e q u i r e s A to be a normal ( a l s o c a l l e d , b a l a n c e d ) 
12 : 
Some more examples a r e , 
l^ (E) : a l l sequences (x ) in E such t h a t 
( f ( x )) £ C. for each f in E . 
p 
i, [ E ] : a l l sequences ( x ) in E such t h a t 
nP ( p( X ) ) i s in t- for each cont inuous 
seminorms p on E. 
1 .2 .6 . A c o a r d i n a t e space (o r K-space) i s a v e c t o r 
< > 
space of numerical sequences , where a d d i t i o n and s c a l a r m u l t i -
p l i c a t i o n are de f ined p o i n t w i s e . 
A BK-space i s a K-space which i s a l so a Banach space 
wi th cont inuous C o - a r d i n a t e f u n c t i o n a l , 
fj^Cx) = Xj^ , (K = 1,2, 
A BK-space X i s s a i d to have AK-property ( o r s e c t i o n a l 
convergence) i f f 
II x^ - x | | > 0 , as n > <». 
1 . 2 . 7 . A sequence (x ) in a normed space X i s s a i d 
< > " 
to be s t r ong ly convergen t if t h e r e is an x ^ X such t h a t , 
13 
l im 11 x^ - xll = 0 
n—> oo 
w r i t t e n as 
l i m X = X or X > x. 
,, . n n 
n—5> oo 
X i s c a l l e d t he s t r o n g l i m i t of (x ) . 
1 . 2 . 8 . A s e q u e n c e (x ) in a normed s p a c e X i s s a i d 
< > " 
to be weakly convergent if t h e r e i s an x € X such t h a t f o r 
every f t X, 
l i m fCXp) = ^ ( ^ ^ 
n—>oo 
w r i t t e n as 
x„ > X o r X > X 
n n 
X i s c a l l e d the weak l i m i t of (x ) . 
n 
1 . 2 . 9 . Le t (f ) be a sequence of bounded l i n e a r 
func t i ona l on a normed space X. 
Then, 
(a) St rong convergence of (f ) means t h a t t h e r e i s 
an f 6 X' such t h a t , 
14 : 
^n - f'l > ° 
written as 
f„-^> f 
(b) Weak convergence of i'^^J means that there is 
m f C X* such that, 
f^(x) ^ f(x) for all X ^  X, 
written as, 
f „ - ^ f 
f in (a) and (b) is called the strong limit and weak limit 
of (f„). 
1.2.10. A cover (or covering) of a subset M of a 
< > 
set X is a family of subsets of X, say (B ) (I the 
°^  a £ I 
index set) , 
such that , 
M C U B . 
tf£ I « 
15 
then , 
U p = X 
a 6 I 
A cover i s said to be f i n i t e if i t c o n s i s t s of only f i n i t e l y 
many s e t s p . If X = ( X , ? ) i s a t o p o l o g i c a l space t h a t 
cover i s said to be open if a l l the p ,S are open s e t s . A 
t opo log i ca l space X = ( X , ? ) i s sa id to be 
( a ' ) Compact, i f every open c o v t r of X c o n t a i n s a 
f i n i t e cover of X. 
( b ' ) Countably compact, i f every countab le open cover 
of X con ta ins a f i n i t e cover of X. 
( c ' ) S e q u e n t i a l l y compact, i f every sequence in X 
c o n t a i n s a convergent subsequence . 
A subse t M C ( X , ^ ) i s s a id to be compact ( c o u n t a b l y compact , 
s e q u e n t i a l l y compact ) . I f M c o n s i d e r e d as a subspace (M, ^ ) 
i s compact ( coun tab ly compact, s e q u e n t i a l l y compact r e s p e c t i v e l y ) ; 
here the induced topology t- on M c o n s i s t s a l l s e t s 
^ ' m 
MD A with A £ ? . 
16 
1 . 3 . BANACH LIMIT AND ALMOST CONVERGENCE 
1 . 3 . 1 . Banach l i m i t (See [ 2 ] , p . 33-34) 
< > 
Let X = ( x ) be a bounded s e q u e n c e , and 
1 ^ p ( x ^ ) = i n f l ira sup -j^ E x^ + j , 
n-j^,n2, • . . ,n|^ j P=l P 
where K is a positive integer and n.,rVf.n^ , ,n, is 
an orbitrary subset of integers. A linear functional, L(x ) , 
which satisfies the condition 
L(x^) < p(x^) 
f o r a l l bounded s e q u e n c e s x , i s c a l l e d a Banach l i m i t . 
The f o l l o w i n g theorem on Banach l i m i t i s w e l l - k n o w n , 
(See PETERSEN [ 3 5 ] , Theorem 3 . 1 . 5 ) . 
THEOREM 1 . 3 . 2 . A Banach l i m i t , L s a t i s f i e s the 
f o l l o w i n g c o n d i t i o n s . 
( i ) L(ax^) = a L ( x ^ ) , f o r a l l a, 
( i i ) L(x^ + y^) = L(x^) + L ( y ^ ) , 
17 
( i v ) L(e) = 1, 
(v) X 2 0 (n = l , 2 , ) impl ies L(x ) 2 0 . 
1 . 3 . 3 . In 1948, LORENTZ [ 3 l ] in t roduces a new concep t 
< > 
of convergence, which is narrowly connected with the l i m i t of 
S. Banach and i t i s , a t the same t ime, a g e n e r a l i z a t i o n of 
( C , l ) - convergence. Thus, i t i s a summation method which 
a s s i g n s -• g e n e r a l i z e d l i m i t to c e r t a i n s e c a e n c t s . The sequences 
whicn are summable by t h i s method are c a l l e d almost c o n v e r g e n t . 
A sequence x €. ^ i s sa id to be almost convergen t to 
•Cf if each Banach l i m i t of x i s t_ . 
by c 
The space of a l l a lmost convergent sequences i s denoted 
Lorentz a l so c h a r a c t e r i z e d the space c in the form 
of the fol lowing theorem. 
THEOREM 1 . 3 . 4 . A sequence x = (x ) i s a lmost 
< > " 
rgen t to u , i1 convergent to C . i f f 
X + X , , + + X , , , A 
n n+l n+k-1 /) 
l i m = ^ 
k—> oo k 
! est i'C M^i^ 'IrJi JTIlLa 
Bll'CS 
CHAPTER I I 
BANACH SEQUENCE SPACES 
< > 
2 . 1 . INTRODUCTION. In t h i s chapter we shal l study the 
< — • > < > 
concept of sequential convergence in Banach sequence spaces and 
Radon-Riesz property with app l i ca t i ons . 
The re la t ionsh ip between the vei ious modes of seauen t ia l 
convergence m the c l a s s i ca l c. spaces, 1 £ p < «, i s a very 
specia l one, due primari ly to the fac t t ha t for p = 1, weakly 
convergent and norm convergent sequences in <L are the same, 
nP 
while for 1 < p < oo, the spaces c. ^.ve uniformly convex. In 
t h i s chapter, the connection between these modes of sequent ia l 
p 
convergence wil l be es tab l i shed for i, (E) and several a p p l i -
ca t ions of these r e su l t s wi l l be given. This chapter i s concerned 
mainly with the r e l a t ionsh ip between convergence in E and 
p 
convergence in £ (E) , 1 £ p < « . Some r e s u l t s are s t r a i g h t -
forward and t h e i r proofs mimic the proofs of the corresponding 
c l a s s i ca l theorems in BANACH'S monograph [ 2 ] , while o thers have 
no such c lass ica l analogue. 
19 : 
One r e s u l t , u s e f u l l in many areas of a n a l y s i s i s the 
well-known Radon-Riesz convergence, severa l a u t h o r s have 
s tud ied Banach spaces p o s s e s s i n g t h i s p rope r ty . In p a r t i c u l a r , 
KLEE [21] has given a c h a r a c t e r i z a t i o n of those Banach spaces 
t h a t are isomorphic to the spaces with t h i s p r o p e r t y . The 
c l a s s i c a l Radon-Riesz p r o p e r t y s tud ied by HEWITT AND STROMBERG 
n 
[ I 8 . p .233] s t a t e s . If 1 < p < 00 and (x ) i s a sequence 
n^l 
of po in t s in ^ and x i s a p o i n t in c, , such t h a t 
X —-—^> X and |1 x |1 > || x || , 
then 
II X - x l l > 0 . 
More generally, every uniform convex Banach space 
possesses this property, and the usual proof of this theorem 
jP »P 
for L relies heavily on the fact that for 1 < p < 00, ^ 
is uniformly convex. In 1940, BOAS [4] conjectured that for 
p 
1 < p < 00, the spaces ^ (E) are uniformly convex iff E is 
uniformly convex, and in 1941, this conjucture was proved by 
DAY [7] using an embedding arguments. A direct proof was given 
20 : 
i s a uniformly convex Banach space , Radon-Riesz p r o p e r t y 
w i i l l hold in t. (E) for 1 < p < «> . 
2 . 2 . NOTATIONS AND DEFINITIONS 
2 . 2 . 1 . Let E be a Banach space over the rea l or 
complex f i e l d , and l e t N be the s e t of p o s i t i v e i n t e g e r s , 
we define the sequence spaces equipped with t h e i r norms as 
f o l l o w s . 
[" ^^"^K>i '"^^'"'"''—'''^' 
with norm, 
1! X !! = sup II X II , : >r x £ c (E) . 
n>l ^ ° 
£.^(E) = i x = (x^) , X £ E , ? II X l l " < 
^ " n>l " n=l " 
1 <. P < oo, 
with norm. 
P ' / P P 
X II = ( Z II X II ) , f o r x £ ^ ( E ) , 1 1 p < 
n=l " 
with norm 
llx 11 = sup II X II , for xQt ( E ) , 
n>l 
are a l l Banach spaces , and con t a in s the c l a s s i c a l Banach 
sequence spaces as closed subspaces , a l so do agree with the 
usua l i nc lu s ion r e l a t i o n s , i . e . if 1 £ p-, < Po 1. °°» 
then , 
Pl 
II x | | p 2 < l lxl lp;^ for a l l x ^ i (E) , 
pl .p2 
t h e r e f o r e , li, (E)CIt- (E) . The c l a s s i c a l r e s u l t s are a l s o 
e n t i r e l y analogous to r e p r e s e n t the dual spaces 
CQ(E) , 1 (E) , 1 < p < CO. 
2 . 2 . 2 . A Banach space E i s i s o m e t r i c a l l y isomorphic 
< > 1 
on c (E) onto <- (E ) , if t he r e i s a con t inuous l i n e a r 
* 
f u n c t i o n a l Tfc ^ (E) i s given by 
T(x) = Z <f„,x„> 
1 
, n ' n 
n=l 
for a l l x £ c ( £ ) , where f = (f ) £ L {E ) , 
" n2l 
and 
2 . 2 . 3 . I f 1 < p < oo an d ( l / p ) + ( l / q ) = 1 , we t h e n s a v 
E i s i s o m e t r i c a l l y i s o m o r p h i c on o (E) o n t o L {E } , i f t h e r e 
i s a c o n t i n u o u s l i n e a r f u n c t i o n a l T ^L (E) i s g i v e n by 
T(x) = Z <fn ' '^n> 
n=l " " 
f o r a l l x £ ^ ( E ) , where f = ( f )" £ i ( E * ) , 
n> l 
and 
l l f | |= ( S 11 f j l ) = 11 Til , for p > 1, 
n=l " 
o r 
l l f l i = sup !1 f II = 11 T II , f o r p = 1 . 
n 2 l 
2 . 2 . 4 . I f E i s a Banach s p a c e , a nd ( f ) a 
< > " n 2 l 
* 
sequence of c o n t i n u o u s l i n e a r f u n c t i o n a l s , ^ ^ o ^ f o r n 2 i» 
we h a v e , 
( 2 . 2 . 4 o l ) If E < f n ' ^ n ^ ^ °° ^ ° ^ e v e r y x ^ ^ ^ ( E ) , 
n=l 
then 
f = ( f j G I (E*). 
" n>l 
( 2 . 2 . 4 . 2 ) i f 1 1 p 1 oo, ( l / p ) + ( l / q ) = 1 , 
: 23 : 
and 
oo P 
Z <f ,x > < oo fo r every x £ t ( E ) , 
n=l " " 
then 
The above s t a t emen t s ( 2 . 2 . 4 . 1 ) and ( 2 . 2 . 4 . 2 ) are the immediate 
consequences of uniform boundedness p r i n c i p l e . 
2 . 3 . In t h i s s e c t i o n we s t a t e some 'Lemma's s t u d i e d by 
LARSAN'S [ 2 7 ] , which do he lp us in proving the theorems of t h i s 
c h a p t e r , d e a l t w i t h i n [ s e c t i o n 2 . 4 . ] . 
LEMMA 2 . 3 . 1 . If E i s a Banach space and (x ) i s 
< y " n^ i 
a sequence in E and x c E, then x > x, i f f 
( i ) ( | I"X_| | ) i s bounded, t h a t i s , t h e r e e x i s t s 
n>l 
an M > 0 such t h a t || x | | £ M for a l l n 2 1» and, 
( i i ) f (x^) > f ( x ) for a l l f6A , where A 
* i s a (norm) dense subse t of E . 
LEMMA 2 , 3 . 2 . If E i s a Banach space and E i t s 
< > 
* _ * d u a l , and (f„)„^T i s a sequence in E and f fc E , then 
: 24 : 
i f f 
( i ) ^ l ) -^n^^^n>l ^^ bounded , t h a t i s , t h e r e e x i s t s 
an M > 0 , such t h a t II fp, 11 1 M, f o r a l l n 2 1> 
and , 
( i i ) f ^( x) > f ( x) , f o r a l l x 6 -^ , where A i s 
a (norm) dense s u b s e t of E . 
2 .4o In t h i s s e c t i o n we p rove t h e f o l l o w nc t h e o r e m s 
due to ! . £ • LEONARO [29 ] 
THEOREM 2 . 4 . 1 . L e t E be a Banach space and 1 _< p < «., 
^ ^ /)P AP 
I f ( a ) i s a s equence of e l e m e n t s of c (E) and aC ^ ( E ) , 
— -P 
then a^ > II a| | i n £ (E) , i f f ; 
n 
( i ) a > II a. II in E, f o r a l l k 2 1» 
k ^ 
and 
( i i ) l | a " i l > II a 11, 
t h a t i s , 
oo n p 1/P oo p 1/P 
PROOF. The v e r i f i c a t i o n of t h e f o r w a r d i m p l i c a t i o n i s 
< > 
s t r a i g h t f o r w a r d once i t i s n o t i c e d t h a t . 
25 : 
p 1/P 
I! a^ - a. II < ( E II a" - a II ) >^ 0 , as n > » . 
k ^ k=l k k 
Converse-ly, suppose t h a t ( i ) and ( i i ) h o l d s , and l e t N 
be an a r b i t r a r y p o s i t i v e i n t e g e r , t h e n 
p ^ /P ( ^ 11 a" - a II ) 
k=l k k 
N p 1 / P oo ^ / P p ^ / P 
< ( Z | | a " - a II ) + ( S | | a " l | ) -. ( E || a | | ) , 
k=l k k k=N+l k k=N+l k 
and l e t t i n g n > » , 
P i/P CO p 1/P 
l i m sup ( Z 11 a" - a II ) 1 2 ( Z H a |1 ) 
n—> oo k=l k k k=tJ+l k 
But N i s a r b i t r a r y , and l e t t i n g N > oo, 
1/p 
l i m sup ( Z II a" - a. II ) = 0 
n—> CO k = l "^  "^  
t h a t i s , 
11 a'^  - all > 0 , a s n > e 
THEOREM 2 . 4 . 2 . L e t E be a Banach s p a c e and 1 < p < » , 
< y 
A P P 
I f ( a " ) i s a sequence of e l e m e n t s of ^ (E) and a ^ ^ ( E ) , 
n>l 
: 26 : 
then a"^  > a in £ (E) , i f f ; 
( i ) a"^  — ^ a f o r a l l k 2 1 , 
and 
( i i ) t h e r e e x i s t s an M > 0 such t h a t 
p 1/P 
( E l | a " | | ) < M , 
k=l ic 
f o r a l l n > 1 . 
PROOF. To prove the f o r w a r d i m p l i c a t i o n , s u p p o s e 
<i > 
P oo 
a" — ^ ^ a i n £ (E) , then E < b^, a^ - a^ > > 0 , 
as n J> oo f o r e v e r y f = ( b , ) G (L {E ) . I f b ^ E i s 
^ k2l 
arbitrary, define f = (0,0, ,0,b,0, ....) , where b appears 
q ^^  
in the mth position, then f^^ (E ), and 
Thus, a > a m E for all m > 1. Also, since a > a 
m m — 
in £ (E), then (a ) is weakly, and hence, norm bounded. 
n>l 
27 : 
Converse ly , suppose ( i ) and ( i i ) h o l d . If n 2 1 ^rid 
b £ E , def ine f = ( 0 , 0 , , b , 0 , . . . ) » where b appear 
^ , ^ ^ A H * ) with 1  f^ ^ 
s 
in the n th p o s i t i o n , then f . ^ { . ( E ) i t  1 f ^ 11 = ll b jl , 
and span y f^)3 : n 2 1» b £ E J i s dense in ^ (E ) . The 
r ti^ * denseness f o l l o w s , s ince if f = (b ) C - c , ( ^ )» 
" n2l 
then 
N oo q 1/q 
11 f - S f 11 = ( E 11 b 11 ) > 0 , as N > «>. 
n=l " n k=N+l ^ 
n v\r Now, s m c e a|^  > a. as n > <» f o r a l l k 2 1» i ^ N 
. q J, 
i s an a r b i t r a r y p o s i t i v e i n t e g e r and f = (b, ) ^ c (E ) i s 
^ k2l 
N ^ 
a r b i t r a r y , then E < b , a, — a, > > 0 as n > <». But 
k=l ^ ^ K 
CO 
t h i s impl ie s t h a t E <b, , a? - a, > > 0 as n > «> f o r 
k=l "^  '^  "^  
every f = (bj^ ) ^ span J f^ j^  : n 2 1» b^E T . Therefore 
by Lemma 2.3.1. we see that. 
n 
n W ^ . ft /• r~\ 
a > a in £ (E) . 
Which completes this proof of the theorem. 
THEOREM 2.4.3. Let E be a Banach space, E* its 
^ > 
dual, and 1 < o < «,, If T . J f-P (P \ ^^^ - ^ i 
28 
r e s p e c t i v e l y , t o f^  = {f^) , f = ( f , ) £ i, ( E * ) , t h e n 
'^  k > l ' '^  k>l 
* P 
T„ — " ^ T in I {E ) . i f f , 
« 
( i ) f j—^^^ -^ f], in E* f o r a l l k 2 1 , 
and 
( i i ) There e x i s t s an M > 0 , 
such t h a t 
q !/<? 
II T j l = ( S II f i ; II ) < M, 
" k=l ^ 
f o r a l l n > 1 . 
PROOF* To Drove t h e f o r w a r d i m p l i c a t i o n , suppose 
< ir 
* p ^ 
T^ — ^ T in ^ (E ) , then T^( a) > T( a) f o r a l l 
- «P 
a fcc ( E ) ; h e n c e , 
oo 
E <f]^ -f,^, aj^ > > 0 , as n > «,, 
K-—JL 
f o r a l l a = ( a . ) P I (E) . 
^ k2l 
m 
L e t x ^ E, m 2 1 snd d e f i n e a = ( 0 , 0 , 0 , x , 0 , . . . . ) » 
where x i s in the mth p o s i t i o n , t hen a^^£.CiE) , \\ a^\\ = | | x || , 
29 
and f2(x) - f„(x) = E <f^ - f., a™ > > 0 as n > -. 




i n E as n > oo f o r a l l m 2 1 • 
q ^ / ^ 
A l s o , | | T „ II = ( Z II f!;i| ) 1 M f o r a l l n 2 1 , 
•tr 
for some M > 0 since (T ) is a w"-convergent sequence 
n 
in ^ ^ E ) * . 
n>l 
Conyerselv, suppose (i) and (ii) hold, if x^ E and 
n 2 1» let n^ V ~ (0,0,.... ,0, x,0, ), where x appears 
p 
i n the n t h p o s i t i o n , then a ^ C L ^^^ ^"^^ i^r> II = 11 ^ II • 
n , X t^ *-' n , X 
Let A = span {-.. }• : X > 1 , X 6 E T , then A i s norm d e n s e 
i n - c (E) , s i n c e i f c = ( c . ) ^ c ( E ) . t h e n , 
|c - Z «k c I  = ^ ^  ll\ll "^  
k=l ^*^k k=N+l ^ 
1/p 
0 as N 
L e t N 2 1» t h e n 
(T„ - T) ( E a^ , ) = E <f" - f. , c . > 
n k=l "^'^k k=l ^ k' k' 
N 
k'^-k' 
From ( i ) , <f" c. > k » " k ' -> <fi^»Ci^> as n -> CO, so t h a t 
30 
N 
S <fJJ - fj^,Cj^> > 0 as n > oo f o r a l l N 2 1 • 
T h u s , 
T ( a) > T(a) f o r e v e r y a ^ A , and from Lemma 2 . 3 . 2 , 
have llT II <. M f o r a l l n 2 1» t h i s i m p l i e s t h a t , 
p 
Tj^ ( a) y T(a) f o r e v e r y a £t ( E ) , 
we 
t h a t i s 
vr 
n 
* P * 
T_ -^^—> T in ^ (E) 
THEOREM 2 . 4 . 4 . L e t E be a Banach s p a c e , t h e n I, (E) 
< Jr 
has t h e same weakly c o n v e r g e n t and norm convergen" : s e q u e n c e s 
i f f E has the same weakly c o n v e r g e n t and norm c o n v e r g e n t 
s e q u e n c e s . 
PROOF. Suppose E has t he same weak ly c o n v e r g e n t and 
< y 
norm c o n v e r g e n t s e q u e n c e s , i t i s s u f f i c i e n t t o p r o v e t h a t c (E) 
has the same weakly c o n v e r g e n t and norm c o n v e r g e n t n u l l s e q u e n c e s 
L e t ( a ) be a sequence of e l e m e n t s o f -t (E) such t h a t 
n2 l 
a'^  ^ >0 in t (E) t h i s i m p l i e s t h a t aJJ — ^ ^ 0 in E 
fo r k > 1 . 
31 : 
By h y p o t h e s i s , || a? || >0 for a l l k 2 ! • No^ i't remains 
'k 
oo 
to show that |la"|l = Z Ha" 1| > 0. Following BANACH [2], 
k=l ^ 
suppose there exists an ^  > 0 such that 
oo 
lim sup E lla^ll > £ , 
n— •^oo i = l 
then the re e x i s t s two sequences of n a t u r a l numbers, ( n . ) and 
^ k>.l 
( r , ) , with n, > oo and r, > oo, as k > » , 
•^  k^l 
such t h a t 
oo 
1 , n, i s the s m a l l e s t n such t h a t E Ha"?!! > ^ , 
i= l 
r n, ^ 
2 , r^ i s the s m a l l e s t r such t h a t S | | a^ || > / 2 , r= l 
and Z 11 a"^ll < ^"o, 
i= r+ l ^ 
3 , n. i s the s m a l l e s t i n t e g e r g r e a t e r than 
n. , such t h a t , 
oo n, ^ •'^k-l n, /; 
Z Ija.'^ll > ^ and Z \\ a.^ < ^ / 5 , 
i= l ^ i= l ^ 
4 , r . i s the s m a l l e s t i n t e g e r g r e a t e r than 
r , _ , such t h a t . 
a^'^ll > ^/2 and I H a '^^  jj < <^/5. 
i=r^_^-M i=r^+l 
32 : 
The sequences e x i s t s by v i r t u e of the f a c t t h a t jj a. \\ > 0 
for a l l i 2 1» ^nd l im sup E |1 a.j l > ^ > 0 . By Hahn-
n — > «> i = l -•• 
Banach theorem, for each n 2 1 "^"^  k 2 ^» t h e r e e x i s t s 
b^J^E* such t h a t II bjjli = 1 and b"( a") = |1 a^ |1 , fo r i 2 1» 
de f ine b . E by 
" l b^ = b^-^ , for 1 1 1 <. r^ 
= b^"""^^, for r^ < i < r j^^^ , k = 1,2, , 
then II b . | | = 1 fo r a l l i = 1 ,2 , , and thus for 
f = ( b . ) £L{E*). Since a" — ^ 0 in £ (E) , t h i s 
imp l i e s t h a t , 
oo n . 
l i m E b . ( a.*^) = 0 . 
k—> oo 1=1 ^ ^ 
By c o n s t r u c t i o n of the sequences (n, ) and ( r ) , 
^ k2l k2l 
however, 
I f b , ( a ^ ) | 2 l i i , i b i ( a " k ) l - ' E ^ b . ( a % | - E 1 b . ( a % | 
1=1 k-1 i = l "• i = r ^ + l ^ ^ 
2 I Z b , ( a ^ ' ^ ) | - ' z ^ | b . | | l | a " ' ^ l l - Z | | b . | | l | a " ' ^ | | . 
i-=-r +1 1 -^  1=1 ^ ^ i = r , + 1 
JJ 
Now s ince |1 b . | | = 1 for a l l i 2 1» ^nd for r , _ , *^  i £. r , , 
b^(a^'^) = b^'^Ca^'^) = Ha^ * !^! , i t fo l lows t h a t 
oo n , n , k - 1 n , n , 
E b-Ca."^) ! > Z 11 a . ' ^ l l - Z II a . " ^ ! ! - Z || a. '^H 
1=1 ^ ^ i=r +1 ^ i= l ^ i = r . + 1 
k-1 k 
> <^/2 - <^/5 - ^ / 5 = ^ / l O . 
oo n , /T 
T h e r e f o r e , | Z b . ( a . ^ ) | 2 / l O > 0 f o r a l l k = 1 , 2 , ; 
1=1 ^ ^ 
h o w e v e r , t h i s c o n t r a d i c t s the f a c t t h a t 
T h u s , 
l im Z b . ( a. ) = O. 
k—^oo i = i ^ ^ 
lira sup Z II a^ J, |1 = 0 , 
n—> oo k=l 
and 
iia"ii = r II a;; 1 1 — > o . 
k=l ^ 
Converse ly , suppose c (E) has the same weakly c o n v e r g e n t 




> X. Define a = (x , 0 , 0 , . . . . , 0 , . • . ) , a = ( x , 0 , 0 , . . . ,0 , 
n n 
/) * 
and l e t f = ( b . ) t (E ) , t h e n 
^ k>l 
CM 
bj^(x^ - x) = E bj^CajJ - a^) > 0 as n 
Hence , 
n w ^ 
a J> a i n i (E), 
and by h y p o t h e s i s 
Xp - x|l = 11 a - all > 0 as n > oo. 
T h i s c o m p l e t s the p r o o f of t he t h e o r e m . 
THEOREM 2 . 4 . 5 . L e t E be a Banach s p a c e , and 1 < p < » , 
< ^ 
t h e n ^ (E) has t h e R a d o n - R i e s z p r o p e r t y i f f E h a s t h i s same 
p r o p e r t y . 
PROOF. Suppose E h a s t h e R a d o n - R i e s z p r o p e r t y , t h a t 
< > 
i s , x^ , X 6 E, x^ ^ X, and H x |1 > H x |1, i m p l i e s 
11 x^ - xll > 0 . L e t a" , a 6t (E) be such t h a t a" ^ > a 
i n ^ P ( E ) and || a'^H > 1| a l | ; from * e o r e r a ( 2 . 4 . 2 ) , i t 
f o l l o w s t h a t a? > a. in E f o r a l l k 2 ! • S i n c e E h a s 
t h e R a d o n - R i e s z p r o p e r t y , by theo rem 2 . 4 . 1 . , i n o r d e r to p r o v e 
35 
t h a t II a " - all y 0, i t s u f f i c e s to show t h a t | | a 
f o r a l l k > 1 . 
Ha 
S i n 
D e f i n e f ^£ R , n 2 1» by f ^( k) = || a j | | f o r k 2 1-
ce a"^  > a in c ( E ) , t h e r e e x i s t s an M > 0 such t h a t 
P ^^^ 1 /p 
a!J 11 = ( J^  II a2 11 ) < M f o r a l l n 2 1 and f o r a l l 
•^  k=l '^  
k > 1 ; t h a t i s , 0 < f (k ) < M f o r a l l n > 1 and f o r a l l 
w 
k 2 ! • T h e r e f o r e , ^ „ ^ [0>M] f o r a l l n 2 1» and s i n c e 
w 
[ 0 , M ] i s a compact m e t r i c s p a c e , t h e s equence ( f ) h a s a 
n 2 l 
convergent subsequence (f ) • Hence there exists an 
•^i i > i 
w w 
f 6 [ 0 , M ] , such t h a t f > f i n [ 0 , M ] . S i n c e c o n v e r g e n c e 
in tne o r o d u c t t o p o l o g y i s e q u i v a l e n t to ' :oor i n a t e w i s e c o n v e r -
g e n c e , t h i s means t h a t f ( k) f( k) f o r a l l k > 1 a s 
n^ ..P 
1 > oo. Thus , II a,^ II > f( k) fo r a l l k 2 1 as i 
Now , the norm f u n c t i o n 1| • |1 : E > (K i s w e a k l y l o w e r 
n • i w^  
s e m i c o n t i n u o u s and a. > a, in c f o r a l l k 2 1 as 
-> oo, so t h a t 
( 2 . 4 . 5 . 1 ) < l i m 
n.— 
" i l l P 
Suppose now that there e xists a k such that 
•^^ o 
II a^ 1 1 % lim \\al^ \\ ^ 
o n . > oo o 
t h e n t h e r e e x i s t s an(^> 0 such t h a t 
( 2 . 4 . 5 . 2 ) 11 a^ 11 < lla^ H ^ (L < l i m H a^Ml 
o o n.—> oo o 
L e t N be a p o s i t i v e i n t e g e r such t h a t N > k , and 
^ e. 
k=N+l 
t h e n 
N p e o p o o p o o P /: 
^ II a , | l = I II a j l - S | | a II > Z | | a^ l | - ^ / 2 
k=l ^ k=l ^ k=N+l ^ k=l ^ 
From ( 2 . 4 . 5 . 1 ) and ( 2 . 4 . 5 . 2 ) , s i n c e N > k^, 
N n . b N P y . ~ P /T 
l i m E t l a . i ^ Z II a. II + (^ > E | | a . | l - ^ / 2 ; 
n ^ - ^ oo k=l "^  k=l ^ k=l '^  
t h a t i s 
N n, b CO P /7 
l i m E II a . ^ i r > E || a || ^ ^ / 2 
n ^ - ^ oo k=l '^  k=l "^  
T h e r e f o r e , 
( 2 . 4 . 5 . 3 ) l i m Z \\ a^^H 2 ^ II ^u 11 + ^/^, 
n.—^>oo k = l ^ k = l ^ 
which c o n t r a d i c t s the f a c t t h a t H a 1| > l | a l | as n > c 
n . 
T h u s , II aj^ II > II a,^|| f o r a l l k 2 1 a s n^ — y « , and 
s i n c e f^  ( k) > f( k) f o r a l l k 2 1» i t f o l l o w s t h a t 
p 
f ( k ) = [[ a, [[ f o r a l l k 2 ! • I t i s e a s i l y s e e n t h a t w h a t 
h a s a c t u a l l y been shown i s t h a t e v e r y s u b s e q u e n c e of ( f ) 
" n2l 
contains a subsequence that converges to f. Therefore, the 
entire sequence (fy.) converges to f, and hence, 
n 2 l 
II B\ II > II aj^ll f o r a l l k > 1 . 
p 
C o n v e r s e l y , suppose t h a t c (E) ^^^ t h e R a d o n - R i e s z 
/^ W* 
o r o u e r t y , and l e t x , x f- £ be such t h a t x > x , and 
n n ' 
II x^ll > II x | | . De f ine a'^  = ( x ^ , 0 , 0 , , 0 , ) , 
p 
a = ( x , 0 , 0 , , 0 , ) , then a" , a£l ( E ) , l |a" | | = 1| x^ | | 
P • 
f o r n 2 1 . and jj a H = || x H . I f T ^ £ (E) , t h e n t h e r e 
e x i s t s an f = (b^ ) QL (E ) such t h a t T(c) = E b , ( c , ) 
^ k>l k=l ^ ^ 
fo r a l l c = ( c^ ) i ^^ ;^^ I ( E ) . Sinct 
T ( a " - a ) - E "^ k^  ^ k " ^k^ " "^l^^n"^^ ^ 0 , as n 
38 
t h e n a^ — ^ a i n £ ^ ( £ ) . Al so , |1 a^H = |1 x J | > 1| x |1 = | j a 11 , 
and s i n c e C (E) has the K a d o n - R i e s z p r o p e r t y , t h e n || x - x | | >0 
T h a t marks the end of the p roo f of t h e t h e o r e m . 
THEOREM 2 . 4 . 6 . I f E i s a Banach s p a c e and 1 < p < oo, 
r '^^  > 
then t. (E) is weakly sequent ia l ly complete iff E is weakly 
sequent ia l ly complete. 
«P 
PROOF. Suppose ^ (E) i s weakly sequent ia l ly complete, 
4 •^  
and l e t (x ; be a weakly Cauchy sequence i n E, t h e n 
^ n2 l 
b( X - X ) > 0 as n,m > oo f o r a l l b ^ E . D e f i n e 
a" = ( x ^ , 0 , 0 , ,C , ) for n 2 1 . t hen a^Q,L (E) and 
1/p 
11 a ^ i l M r l l a ' J l l ^ = !l X I I . L e t f = ( b , ) £ t {c*) , 
k=l k n K ,^^^ 
t f nen 
as n,m > oo. 
n /)P 
So ( a ) i s a weakly Cauchy s e a u e n c e in {^  ( £ ) , and by 
n ^ l 
hypothesis, there exists an a ^ c (£) such that a > a 
p 
in ^ (£) as n > ». Thus, a. > a, in E for all 
k > 1, in particular, x = a, > a, m E, so t: is 
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C o n v e r s e l y , suppose E i s weakly s e q u e n t i a l l y c o m p l e t e , 
n /?P 
and l e t ( a ) be a weakly Cauchy s e q u e n c e in £, ( E ) ; t h e n 
n>l 1/p 
t h e r e e x i s t s an M > 0 such t h a t || a" ] i = ( Z || a j H ) <_ M 
k=l 
f o r a l l n >_ 1» 3"^ fo^ each k 2 ^ ^ ^ k^ ^^ ^ weak ly C a u c h y 
n>l 
sequence in E. Thus, for each k _> 1» there exists an ^u^ ^  
such that a!^  > a. in E. If N 2 1 is orbitrary and 
f = ( b j £ A^E*), 
l<2l 
t h e n 
N ^ N q 1 / ^ N ^ p ^ /P 
1 E b ^ ( a ^ ) | < ( Z i b ^ l l ) ( Z 11 a ^ l l ) < Hf H. H a " 1| < Ml|f|| 
k=i '^  ^ k=l '^  k=l ^ 
N 
L e t t i n g n >• » , 1 Z b, ( a ) 1 <. M IJfH , and s i n c e N i s 
k=l k '°m 
r b i t r a r y , t hen | Z b { a, ) 1 <. M H f H < - f o r a l l f £ L ( E ) . 
k=l k^°k 
T h e r e f o r e , a - ( a . ) C ^ ( E ) , a^ > a, i n E f o r a l l 
k>l 
1/p 
k 2 1 . and ( Z 11 a!J H^) £ M fo r a l l n 2 1 ; from t h e o r e em 
k=l 
XAT /I P ftp 
( 2 . 4 . 2 ) , we i n f e r t h a t a" — ^ ^ ^ » in ^ ( E ) , and (_ (E) i s 
weakly s e q u e n t i a l l y c o m p l e t e . 




CHAPTER I I I 
VECTOR SEQUENCE SPACES AND THEIR a-DUALS 
< > 
3 . 1 . INTRODUCTION. RONALD. C. ROSIHR [40] has inves t i -
gated certain spaces of sequences with values in a locally 
convex space analogous to the generalized sequence spaces 
introduced by PIHTSCH [38], who combined a perfect sequence 
space / \ and a locally convex space ^ to obtained the space 
y^  (E) of all E-valued sequences x = (x ) such that the scalar 
sequence (<a,x >) is in/ \ for every a ^ E ' . The space/\(E) 
is topologized using the topology of E and a certain col lec t ion 
^\ of bounded subsets of f\ , the a-dual of j\ . The purpose 
of this chapter is to include the results of W.H. RUCKLE [45] , 
who extended the Hosier's and Pietsch's r e s u l t s . 
3 . 2 . NOTATIONS AND DEFINITIONS 
-f—> ^ > 
In addition to the definitions and notations given in 
the preceding chapters, we follow the following: 
3 .2 .1 . X denotes a perfect BK-space, i . e . a Banach 
< > 
4 1 
ince f\ i s p e r f e c t i t i s normal so the fo l l owing r e l a t i o n s 
\0C 
ho ld . 
a 
Where the A and ^ ^^^ dual s p a c e s . The BK-topology on «^  
II which has 
the fol lowing p r o p e r t i e s . 
can be der ived from a norm || |k or merely 
( 3 . 2 . ( * ) ) IK^n^H^^ ^^Pyll^^n'^n^'l}^ ' ' ^n' ^ ^ ^ ° ^ ^^^ " J * 
Since .A i s p e r f e c t , a sequence (x ) w i l l be in A • i f f 
( 3 . 2 . ( * * ) ) sup llp^(x^) 11^ < 
'k^Vll}^ 
where p>,(x ) i s the secfuence (y_) for which y 
• k ^ ^ n 
n < k and y = 0 if n > k. 
— n 
n' n n 
i f 
3 . 2 . 2 . A space of s c a l a r sequences i s sa id to be an 
< > 
FK-space if the re is a complete m e t r i c topology on j \ such t h a t 
each l i n e a r coord ina te l i n e a r f u n c t i o n a l def ined by E , ( x . ) = x, 
i s cont inuous on A • ^Y ^^^ Closed Graph Theorem the FK-topolo 
on a sequence space i s unique if i t e x i s t s . 
gy 
4 2 
If the sequence space »A i s equipped with a l i n e a r 
topology we say 
( 3 . 2 . 2 . 1 ) \ has AD if <^  the l i n e a r span of •[©^^,82, J 
i s dense in A- We than say, 
( 3 . 2 . 2 . 2 ) 'X has AK if (e^) for ms a Schauder b a s i s fo r )[ , 
i . e . i f 
( s ) = Es e for a l l ( s ) in A • 
^ n n n ^ n' 
n 
3 . 3 . In t h i s s e c t i o n we s t a t e some Lemmas which a re 
used in proving the theorems d e a l t wi th in [ s e c . 3 . 4 ] . 
LEMMA 3 . 3 . 1 . If ^ is a normal FK-space then , 
< y 
(a) The semigroup of mapping^JT : | u . j <_ 1 for a l l jT 
i s equ icon t inuous on A where T ( s - ) = ( u . s . ) for s c * A . 
(b) If A has AD then J\ has AK and Es e converges 
A" " " unconditionally to (s ) for all (s ) in /> • / ' n n 
(c) The closed linear span A of 0 in ^ is normal 





LEMMA 3 . 3 . 2 . L e t t be a Banach s p a c e . 
< ir 
( a) i f (x ) i s i n y \ (E) t he c l o s u r e of ^^(E) i n 
A ( E ) t h e n P,^( x^) > ^ ^ n ^ ' 
( b ) I f ( f ^ ) i s in A ( E * ) then P,,( f^) > ( f ^ ) • 
3 . 4 . In t h i s s e c t i o n we g i v e the f o l l o w i n g t h e o r e m s , 
r e c e n t l y s t u d i e d by W.H. RUCKLE [ 4 5 ] . 
THv-OREM 3 . 4 . 1 . L e t 5 be a F r e c h e t s p a c e ( l o c a l l y 
< > 
convex , c o m p l e t e , m e t r i c , l i n e a r ) . A s e q u e n c e ( x ) i s i n A ( E ) 
i f f t h e r e i s a c o n t i n u o u s l i n e a r mapping T from ( /\ ) i n t o 
E such t h a t Te = x f o r e a c h n . The c o r r e s p o n d e n c e T to 
n n 
a 
(Te ) i s a one to one l i n e a r c o r r e s p o n d e n c e from L(( /\ ) , E) 
to A(E) . 
'\'^ * 
PROOF. Suppose T i s i n L(( A ) » E) and f i s i n E . 
< > ° 
* * 
Then ( f ( T e ) ) = (T f ( e ) ) where T i s the a d j o i n t of T f rom 
5 i n t o ( X ) which can be r e a l i z e d as ( A ^o = "A • Thus 
( T * f ( e ^ ) ) i s in A so ( T e ^ ) £ A ( E ) -
Suppose (x ) ^ , / \ ( E ) . Fo r each ( t ) in /^ and f 
in £ , we have 
S | t ^ f ( x ^ ) l < - , 
n 
I . e . Z t X converges weakly a b s o l u t e l y . r o r K = 1 , 2 , . . . . 
n n 
n 
de f ine 
t, ( t ) = Z t X . 
n=i 
Then ( T , ( t )) is bounded in E for each ( t ) in y\ 
K n j^ n 
and lim I . e . = x. for t ;ch j . By Banach-Ste inhaus Theorem, 
T, converges pointwise to a con t inuous l i n e a r mapping T from 
a 
( A ) i n t o E such t h a t Te = x . 
^ ''^  ^ o n n 
The cor ~' soonaence T to (Te ) can be r o u t i n e l y 
checked for l i n e a r i t y . I t is one- to -one because if Te = 0 
' n 
for each n. T = 0 because [e ] i s dense in ( } \ ) . 
The sequence ( x ) £. >A(E) corresponds to the sequence 
. a 
of ' co lumns ' of the mapping T from ( J\ ) i n t o E such 
t h a t Te = x • 
n n 
THEOREM 3.4.2. Let E be a Frechet space with topology 
< > 
determined by the sequ'^ nce of seminorm (p ). For each m defin*^ 
: 45 : 
the function p on A(E) by 
m 
Pj(x^)) = supjp^( E t x^): all k, JK t^ ))) < 1 V. 
Then, 
( a ) Each p i s a c o n t i n u o u s seminorm on / \ ( E ) . 
( b ) The space J\{E) i s a F r e c h e t s p a c e w i t h the t o p o l o g y 
d e t e r m i n e d by the sequence (p ) of s e m i n o r m s . 
( c ) For each seminorms p , 
' ^m 
P ^ ( ( x ^ ) ) = s u p | ( % ( ( t ^ x ^ ) ) : | t ^ l 1 1 f o r a l l n V . 
(d ) A sequence ( x ) i s i n ^ ( E ) i f f 
3up p ( p , ( x ) ) < °o f o r a l l m. 
PROOF. (a ) Each p i s a c o n t i n u o u s seminorm s i n c e 
i t i s the supremum of c o n t i n u o u s s e m i n o r m s . 
( c ) P ^ ( ( x ^ ) ) = s u p J p ^ ( Z t^x ) : a l l k, \\{ t ) \\ < 1 V-
I "=' r J 
s u p ] p ^ ( I s t ^ x ^ ) : a l l k, l | ( t ^ ) | l < 1, j s ^ l < 1 a l l 
"* n=l . a 
because of c o n d i t i o n ( 3 . ' ^ . ( * ) ) g i v e n in s e c t i o n ( 3 . 2 ) . Bu t t h e 
l a s t q u a n t i t y i s equa l to 
46 : 
s u p f p ( ( t X )i : I t I < 1 foi each n T . 
(d ) This f o l l o w s from B a n a c h - S t e i n h a u s Theorem. 
( b) The c o m p l e t e n e s s of y \ ( c ) w i t h t he seminorms ( p ) 
f o l l o w s from the c o m p l e t e n e s s of E and c o n d i t i o n (d ) , 
which c o m p l e t e s the p roof of t he t h e o r e m . 
THEOREM 3 . 4 . 3 . L e t E be a Banach s p a c e . A s e a u e n c e 
< ^ 
(x ) i s in J\{E.) i f f t he mapping T from ( ^ ) i n t o E 
f o r which Te = x i s c o m p a c t , 
n n ^ 
PROOF. Suppose (x ) i s in ^ ( E ) . F o r e a c h k 
^ ^ " ° 
k 
d e f i n e s ( T , ( ( s ) ) ) = Z s x . Then by Lemma ( 3 . 3 . 2 ) we have k^  ^ n ' ' ' 1 n n 
n=l 
l i m T. = I i n L ( ( j \ ) ^ , E) . 
k ^ o 
Each T, has f i n i t e rank so T i s c o m p a c t . 
Suppose T i s compact from ( /^ ) i n t o E . I f 
(Te ) = (^n^ ^^ ^ ° ^ ^" J \ (E ) t h e n t h e r e i s a secfuence 
K( j ) < K( j + l ) and £ > 0 such t h a t 
" ^ P K ( J ^ I ) - P K ( J ) ^ ^ n ) ) l l > ^ • 
47 
From the way we d e f i n e 1| a s in (Theorem 3 . 4 . 2 ) t h e r e i s 
a 
f o r j a s e q u e n c e ( t - - ) i n ( A^ ) such t h a t 
i = l 
ll(tji)ll < 1 and 
a 
( 3 . 4 . 3 . 1 ) II 
K(j+1) 
i ^ K ( j ) + l J^ ^ ^ 
We may assume t h a t t . . = 0 u n l e s s K(j ) < i <_ K ( j + l ) . 
Then 
so 
( t . . ) : j = 1 , 2 , 
->^ i = i J 
' i s bounded in ( A ) 
l e s 
T ( t . ^ ) : j = 1 , 2 , 
i 
c o n t a i n s a c o n v e r g e n t subsecpjence . But ( t j ^ ) converge 
•^  i 
weakly to C as j > oo. Thus the convergent subsequence 
converges to 0 which is a contradiction to (3.4.3.1), which 
completes the proof of the theorem. 
THEOREM 3.4.4. Let £ be a Banach space A sequence (f ) 
< > - " 
is in vA(E ) iff the mapping T from E into J\ for which 
Tx = (f (x)) is compact. 
48 
PROOF. The mapping T from i=. into A is compact iff 
< > 
^ • ) ( . - ) ^ - ^ 
T from 'X i n to E i s compact. If T i s compact the 
r e s t r i c t i o n of T to { J\ ) i s compact . Thus 
(T*e^) = (f^) i s in A ( E * ) Q . 
If (f^) i s in A(E*)^ then ( f^ ) = l im P,^(f^) so T 
i s the l i m i t of f i n i t e rank o p e r a t o r as in theorem ( 3 . 4 . 3 ) , 
which completes the proof of the theorem. 
THEOREM 3 . 4 . 5 . Let E be a Banach s p a c e . A sequence 
< > 
( f ) i s in ^ (E ) i f f the re i s a con t inuous l i n e a r mapping T 
from E in to j \ such t h a t Tx( f (x ) ) fo r each x in E . The 
correspondence from T to (f ) i s one-one and l i n e a r from 
L ( E , ^ ) onto ^ ( E * ) . 
PROOF. Suppose T i s in L ( E , ^ ) . Define f ( x) to be 
< > " 
E (TX) where E ( s .) = s . Then f i s con t inuous on E 
n^ ' n^  j ' n n 
because i t is the composit ion of two con t inuous f u n c t i o n s . For 
each x in E, 
( f^(x) ) = T x £ ; \ . 
* * Suppose x i s in E . I f j|x|| <^  K then by the wel l known t h e o r e m 
49 
(GCLDSTINE'S) t h e r e i s f o r each k, a v e c t o r x, in E w i t h 
II Xu II 1 K such t h a t 
fj(Xj^) = x ( f . ) f o r j = 1 , 2 , . . . . , k. 
T h e r e f o r e 
(x(f^) , x(f2) , '^(^k^ ' ° ' ° ' ^ 
( f l C x ^ ) , fa^ '^k^ • ' ^ k ^ ' ^ k ^ ' ^ ' " 
< II T x J I < II T | | K. 
S i n c e /\ s a t i s f i e s the c o n d i t i o n ( 3 . 2 . ( * * ) ) of s e c t i o n ( 3 . 2 . ) 
f o l l o w s t h a t - ( t ) i s i n ^ ( E ) . 
Suppose ( f p j ) ^ ^ ( E ) • The mapping T d e f i n e d by 
Tx = fp,( x) t a k e s x in £ to a sequence ( f ( x) ) in A b e c a u s 
of t he way we d e f i n e y\(E ) . To show T i s c o n t i n u o u s we a p p l y 
the C l o s e d Graph Theorem. Suppose x > x in E and 
^'n -> ( s . ) in /[ . Then f,-(Xp,) > f •( x) f o r a l l j so 
f . ( x ) = s . . Th is means t h a t Tx = ( x .) • T h e r e f o r e , T i s a 
c l o s e d t h u s a c o n t i n u o u s mapp ing . I t i s n o t d i f f i c u l t to c h e c k 
t h e c o r r e s p o n d e n c e from T to f i s one -one and l i n e a r . 
3 . 5 . This s ec t i on i s e n t i r e l y based upon the ' c o n s e q u e n c e s ' 
observed a f t e r the proofs of theorems given in s e c t i o n ( 3 . 4 . ) . 
3 . 5 . 1 . If E i s a Banach space then ^ ( E ) 
< > 
i s a Banach 
space with the norm, 
|l(x^)ll = s u p j i l Zb .x . l l^ : ( t . ) e ( A ) " , | | ( t . ) l l ^ < l l . 
3.5.2. The space y\(E ) is a Banach space with the 
< ^ 
norm, 
l l(f^)l! = s u p j l | f ^ ( x ) | i : II X 11^ < 1 • . 
When the space j \ (E ) and A^ (£ ) 3^^ provided wi th the norm above 
the mappings 
(X.) > x^ and ( f . ) . f^  
are continuous from 7l(£) in to E and J\{E ) i n t o E 
re s p e c t i v e l y . 
3 . 5 . 3 . A (E) and ;^ (E ) have the p r o p e r t y c o r r e s p o n d i n g 
< > 
to t ha t of a BK-space of s c a l a r sequences . 






£. (£ ) = (^  ) Q (L ) but the identity mapping from 
.2 «
^ into c is not compact. 
3.5.5. V ill,) represents the space of continuous 
< y 
linear mappings from I into / . r (£.) represents the 
space of compact mappings. 
3.5.6. tit 
) represents the space of l inea r mappings 
< y 
from ^ P i n t o I ( C< p , q < «) by t h e o r e m ( 3 . 4 . 1 ) and t h e 
AP ; q* 
space of linear mappings from C into (^ , by theorem (3.4.5) 
Here l/p + l/p' - l/q + l/q' = !• The idea is that if matrix 
p' .q T iq' 
M maps /_ Into c then its transpose M maps L into 
^ . If p' < q then every mapping from c into c is 
r)P /jQ ftP flq 
c o m p a c t . Thus (^ ( c ) = C (cL ) when p ' > q o r e q u i v a l e n t l y 
p > q' . 
lyiffiiEi 
CHAPTER IV 
MATRIX MAPPINGS BETWEEN VECTOR SEQUENCE SPACES 
< > 
4.1. INTRODUCTION. In this chapter we discuss certain 
-^—> < > 
results concerning matrix mappings between vector sequence spaces 
Before discussion we give some out looks. 
Suppose A is a linear space of sequences in the topolo-
gical vector space E and M is a linear space of sequences 
in the vector space F; i»e. A/^w(E) and U (^v!{F) . The most 
general form of a matrix mapping from/\ into M will be (T ) 
where each T is a linear mapping from E into F such that 
mn 
-f n r o r • i ;h sequence (u ) in A , £ T u converges in F and the 
• ^ n' * » ' _ mn n ^ 
sequence ( S T u ) is m M. The general problem of such 
^ mn n 
n m 
mappings has o c c u r e d to s e v e r a l i n v e s t i g a t o r s n o t a b l e among them 
b e i n g A. ROBINSON, A. JAKAMOVSKI, and I . J . MADDOX who have 
s t u d i e d such mappings in c o n n e c t i o n w i t h s u m m a b i l i t y t h e o r y . 
More s p e c i f i c problem o c c u r when t h e t y p e of m a t r i c e s a r e 
r e s t r i c t e d . For example , to s c a l a r m a t r i c e s , t o m a t r i c e s f o r 
which T = 0 fo r m t n and T i s c o n s t a n t , to s c a l a r 
mn nn 
d i a g o n a l m a t r i c e s . 
4 . 2 . NOTATIONS AND DEFINITIONS 
In a d d i t i o n to the n o t a t i o n s and d e f i n i t i o n s g i v e n in 
t h e p r e c e d i n g c h a p t e r s , we d e n o t e t h e f o l l o w i n g n o t a t i o n f o r 
m a t r i x t r a n s f o r m a t i o n s . 
The space of a l l m a t r i x mapp ings (T ) from A i n t o 
mn ' ' 
M f o r which each T i s c o n t i n u o u s v^i l l be d e n o t e d by 
mn ' 
'MCA, ^ ) -
4 . 3 . In t h i s s e c t i o n we s t a t e some Lemmas wh ich h e l p 
<—•> 
us d u r i n g the d i s c u s s i o n of the r e s u l t s d e a l t w i t h i n t h e ( s e ' - t i o n 
[ 4 . 4 ] ) . 
LEMMA 4 . 3 . 1 - . L e t n and F be F r e c h e t s o a c e s . 
< > 
( a ) The m a t r i x (T ) i s in TV^CWCE), W ( F ) i f f e a c h 
T i s i n L ( £ , F ) and ( l ) i s row f i n i t e , i . e . f o r e a c h 
mn \ » / ' mn ' 
m t h e r e i s k for which T = 0 when n > k . 
m mn m 
(b ) e v e r y c o n t i n u o u s l i n e a r mapping from w(E) i n t o 
W ( F ) can be t hus r e p r e s e n t e d and each such m a t r i x i s c o n t i n u o u s . 
LEMMA 4 . 3 . 2 . L e t E and F be F r e c h e t s p a c e s . 
-^  > 
( a ) The m a t r i x (T ^) i s in 'Tv\( w(E) ,c!( E) ) 
i f f , 
( a - 1 ) Each mapping T i s in L ( E , F ) : 
mn 
( a-2) T i s row f i n i t e . 
^ mn 
( a - 3 ) There i s k such t h a t T = 0 f o r a l l n i f m>k. 
mn 
(We note that this condition is stronger than column finite, 
since k does not depend on n.) 
(b) Every such matrix as described in (a) is continuous 
and every continuous linear mapping fron w(E) into 0(E) can be 
thus represented. 
LEMMA 4.3.3« Let E and F be orbitrary topoligical 
< > 
vector soaces. The matrix (T ) is in 'M(0(E) ,w(F)) iff 
mn 
each T is in L(E,F) . 
mn 
. .00 
LEMMA 4.3.4. A matrix (T ) is in TA( /(£), i, (F)) 
< > ^ 
iff the set of sequence ((T f) : m = 1,2, ) is bounded 
n 
in /(E) for each f in F . 
4 . 4 . In t h i s s e c t i o n we g i v e t he f o l l o w i n g t h e o r e m 
r e c e n t l y s t u d i e d by W.H. RUCKLE [ 4 5 ] . 
THEOREM 4 . 4 . 1 . Suppose A is ^ normal BK-space w i t h AK 
< > 
w h i l e a and F are Banach s p a c e s . The f o l l o w i n g c o n d i t i o n s 
a r e e q u i v a l e n t ; 
( a ) (T^^) i s in %{ },[E] , ^ ( F ) ) ; 
( b ) The s e t of s e q u e n c e s ( ( T f) : m = 1 , 2 , ) i s 
mn 
n 
^ • * 
bounded i n X [ E ] f o r e a c h f i n F . 
( c ) s u p ] IKIlT* f|l) 11 : a l l m, l|fll < 1 (r = B < ~ . 
^ n ^a ^ „ 
PROOF. (a) = = ^ ( b ) . I f (T^^) i s in -Ui )\[E] , Li?)) 
^ > '"^ 
t h e n we can app ly the C l o s e d Graph Theorem t o v e r i f y t h a t i t 
CO 
d e f i n e s a c o n t i n u o u s l i n e a r mapping J from ^ [ E ] i n t o £, ( F ) 
Thus f o r e ach (x ) in A [ E ] , 
sup II E T _ x J | < 11 j l l l l f i 11 ( x j 
m n "^ ^ " - " •^" • • ' " ' " A L E ] 
so t h a t f o r each f in F we have 
sup I L f (T^^ x ^ ) | < II Jll II fll II (x^) l l 
m n ^ [ -J 
I f (u ) i s in ^ (£) and ( s^) i s in } \ and f i s in E 
t h e n we have 
sup 1 Z f ( T u ) s^l < 11 j l l llfjl 11 (u^ ) 
m n mn 
i ( E ) 
i (s„ ) | |^ . 
n 
F o r e a c h m and (2, > 0 we can f i n d a s equence ( u ^ ) i n ^ (E) 
such t h a t 
Ef(T u ) s > E II T f 11 Is^l - £ 
^ mn n n — „ " mn " ' n' ^-' 
m n 
and 
u < 1 fo r each n. 
n" — 
Thus 
^upElJT^^fll I s J < 11 Jll 11 fll 11 ( s j l i ^ . 
m n 
'n '" ; \ 
T h i s i m p l i e s t h a t (|1 T fjl ) i s i n ^ f o r e a c h m and 
n 
t h e sequence ( ( I j T f H ) : m = 2 , ) i s bounded in /\ a 
T h i s i m p l i e s ( b ) 
(b ) -•• > ( c ) . Th is f o l l o w s from t h e Uni form B o u n d e d n e s s 
p r i n c i p l e . 
( c ) = » ( a ) . If (T^^) s a t i s f i e s ( c ) and ( X ^ ) ^ ; \ [ E ] 
no 
t h e n ( E T x ) i s in ^ ( F ) w i t h 
n m 
'•"fK T.„"nli = ="p| | !^ f (T_ : ,)1 : m, f F with ||f|t < .1. 
< sup JZIT u s^l 
n 
: m, f F , llfjl <. 1 , u^ = x^ / l l x | | , s^ = l| x j 
< s u p ^ E llT^^ fll I s ^ i : II f 1 1 1 , m 
n 
< s u p ^ d l T^^ fll ) i i ( s ^ ) l l : II f II < l , m y < Bl l (x^) l l 
QO A[E] 
S I ince ^ [ E ] i s assumed to have AK the o p e r a t o r de f ined by (T^„) 
can be extended con t inuous ly to the e n t i r e s p a c e . 
mn' 
THEOREM 4 . 4 . 2 . Suppose ^ i s a p e r f e c t BK-space whil< 
< y 
E and F are Banach s p a c e s . The fol lowing c o n d i t i o n s are 
e q u i v a l e n t . 
(a) A matr ix (T^^) i s in 'M( £ [ E ] , ^ [ E ] ) ; 
mn 
(b) The s e t of sequences ((T x) : n = 1,2, ) i s 
mn 
m 
bo unded in .A[E] for each x in E. 
(c) supJ 11(11 T xll) 11 : n = 1 , 2 , . . . and Hxjl < 1 *f i B<«.. 
n ( m ^ 
J 
PROOF. (a) = > ( b ) . If (T^^) i s in '^( i (E) , ^ [ E ] ) 
< > mn' 
then i t de te rmines a cont inuous l i n e a r mapping J by Closed Graph 
Theorem. For each x in E the sequence (xe : n = 1 ,2 , ) 
i s bounded in £'[E] so ^ J (xe^) : n = 1,2, j which i s e qu al 
t o ) ( T x) : n = 1 , 2 , Vis bounded in ^ [ F ] . 
L m 
(b ) - ••' :-> ( c ) . Th i s f o l l o w s from Uni fo rm B o u n d e d n e s s 
p r i n c i p a l . 
( c ) - - > ( a ) . Suppose (x^.) i s i n c [ E ] . 
Then 
(T X / l l X II ) l U < B 
^ mn n " n " A ~ 
m <'' 
f o r each n . T h e r e f o r e , 
n m n m 
c o n v e r g e s a b s o l u t e l y to 
n m 
THEOREM 4.4.3. Let E and F be Banach spaces. A 
< > 
matrix (T ) is in 'TsAl c[£] , C[F] ) iff the following conditions 
mn 
hold: 
( a ) sup Z II T* fll < CO f o r a l l f in F * ; 
m n 
(b) Z r X converges unconditionally for each x in 
mn 
n 
(c) 1im T X converges for each x in c and each n; 
m 
(d) l im E T x c o n v e r g e s for e ach x in E . 
mn ^ 
m n 
PROOF. I f (Tjnn^ "^^P^ '^^^'^ ^""'^ ° '^^^^ ^^^'^ ^^ "^^P^ 
. 0 0 0 0 
c [£] in to C [ F ] , s ince C ^ [ E ] CI C[H] and C [ F ] ^ ^ [ F ] , t h u s 
(a) holds because of Theorem ( 4 . 4 . 1 ) . Since the c o n s t a n t sequence 
( x , x , ) i s in C [ E ] , E T x converges . The convergence i s 
n 
weakly uncond i t i ona l by (a) so i t is u n c o n d i t i o n a l . Cond i t i on ( c ) 
i s implied by the f a c t t h a t xe i s in C [ E ] for each x in E 
and each n while condi t ion (d) is implied by c o n s i d e r a t i o n of 
the c o n s t a n t sequence. 
Suppose condi t ion (a) to (d) hold . Cond i t ion (a) i m p l i e s 
CO 
(T ) maps c [£] into ^ [F] by Theorem (4.4.1) . Condition 
(b) and (d) imply that the image of every constant sequence is in 
C[F]. Condition (c) implies that the image of every sequence of 
the form xe is C[F]. Since C[E] = c [E] (+) X where X 
n o 
denotes the space of constant seauences and since [xe ] the K , '- n-" 
span of all sequences xe is dense in c [E] it follows that 
^ ^ n o 
(T ) maps C[E] into C[F]. 
THEOREM 4 . 4 . 4 . L e t £ be a Banach s p a c e . A m a t r i x 
< y 
(T^^) i s in " M C C L E ] , C [ E ] ) and 
l i m Z T X = l i m x 
^ ^ mn n ^ n 
m n n 
f o r e a c h (x ) in C [ E ] i f f the f o l l o w i n g c o n d i t i o n s h o l d . 
( a ) sup S II T*n^ll ^ °° ^ ° ^ ^^^ ^ ^" ^ * ' 
m n 
(b) E T X converges unconditional] for each x in 
^ mn 
n 
E and each n; 
( c ) i im T X = 0 fo r e a c h x m c and e a c h n ; 
^ ' mn ' 
m 
(d ) i im Z T X = X f o r each x i n E . 
mn 
m n 




ALMOST CO^A/ERGENT VECTOR SEQUENCES 
5 . 1 . INTRODUCTION. LORENTZ [31] gave the concept of 
almost convergence for bounded sequences of (real or complex) 
scalars in terms of Banach l imits , and characterized the almost 
convergent sequences as those whose translates are uniformly 
(C-1) summable. 
Recently DEEDS [lO] extended this concept to bounded 
sequences of vectors in a separable Hilbert space and used the 
expansion in terms of a complete orthonormal set to obtain 
component-wise criteria for almost convergence. 
The main object of the present chapter is to give extended 
results of LORENTZ [3l] and DEEDS [lO] to bounded sequences of 
vectors in an arbitrary (real or complex) Banach space, studied 
by J.::, m.az [25j. 
5.2. NOTATIONS AND DEFINITIONS 
-f-> < ^ 
In addition to the notations and definitions given in 
the preceding chapters we recall the following; 
X will denote an arbitrary Banach space over the real 
* A 
or complex numbers w i t h dua l X , and X w i l l d e n o t e t h e 
c a n o n i c a l image of X in X . L e t £ (x) d e n o t e t he s p a c e 
of bounded X-va lued s e q u e n c e s w i t h 
Hull = sup II x^li f o r u = ( x ^ ) £ f ( X ) . 
n 
L denote a Banach limit, i.e. a positive linear functional in 
fL which preserves ordinary limits and is translation invariant. 
JC denote the collection of all Banach limits. 
DEFINITION 5.2.1. Take any L£ Ji and fixed element 
< > 
u = ( x ) £ ^ ( X ) . For each x*^ X* define L{u)(x*) =L(x*(x)), 
•it-
Then L ( U ) i s a l i n e a r f u n c t i o n a l on X and 
II L ( u ) | | , * = sup 1 L ( u ) ( x ) 
^ ii x ' l l < 1 
* 
= sup 1L(X ( X ^ ) ) 1 
* l l x * | l < l 
<_ sup sup ix ( x ^ ) i <_ sup jx ( x^) i = li ull 
a x*ii < 1 " "^  fix) 
Thus L (u) £ X and L £ B[ t ( X ) , X ] w i t h Ji ujl <_ 1 
I f u - (x ) £ ^ ( X ) such t h a t l im x = x . t h e n , 
n—>oo 
L ( u ; l x ) = X (x) = X (x ) f o r e a c h x fc, X , 
so L ( U ) = X, and L p r e s e r v e s o r d i n a r y l i m i t s r e l a t i v e t o 
t h e c a n o n i c a l e m b e d d i n g . L i s c l e a r l y t r a n s l a t i o n i n v a r i a n t . 
I n the case where L ( v j ) £ x we w i l l o f t e n c o n s i d e r i t a s an 
e l e m e n t of x, and in t he c a s e whei^ X i s r e f l e x i v e we t h i n k 
. 0 0 
of L as an element of B[C. (X),X]. 
00 
DEFINITION 5.2.2. Suppose u = (x )££(X). If 
< y 
L(u) = X for every L ^Ji, we say that (x ) is almost 
converqent to x and write x > x . If x = x, 
n 
t h e n we w r i t e x —> x . We no te t h a t any w e a k l y c o n v e r g e n t 
s e q u e n c e i s a l m o s t c o n v e r q e n t to i t s weak l i m i t . 
EXAMPLE 5 . 2 . 3 . We can q u i t e g -^nora l ly g i v e e x a m p l e s of 
< > 
s e q u e n c e s no t in U which c o n v e r g e weak ly to z e r o a r e a l m o s t 
c o n v e r g e n t to z e r o , b u t for w h i c h , 
l l 3 P ( u ) i l > 0 (p > 00). 
The following example is du'^  to DEED fiol. 
L e t X be a r e f l e x i v e Banacn s p a c e w i t h a S c h a u d e r b a s i s 
J e . L . We may assume ( r e n o r m i n g i f n e c e s s a r y ) t h a t t h e b a s i s 
i s monotone ( s e e 8 ) . Def ine a s e q u e n c e of i n t e g e r s (rii,) by 
t a k i n g n, = 1 and c h o o s i n g n^ such t h a t 
II II > 1 / 2 . 
Set S. = E n,. If n,,n^, ,n. are chosen, choose 
k — \ i ^ 1 
n. , such t h a t 
" l ^ l ^ + " i - f l ^ i + l 
•II > 1 / 2 . 
^ i + 1 
This i s p o s s i b l e s i n c e 
n, e , + . . .+n . , e . , n. , e . . n, e , + . . .+n . e . 
1 1 1 + 1 1+1 1 + 1 1 + 1 1 1 1 1 >l i II - I I II - > 1 ( n 
s . , s . , s . + n . , , 
1 + 1 1 + 1 1 1 + 1 
S e t ^i = ^i % ^r\ = ^ i + 1 if s^ < n £ s ^ ^ ^ . Then , 
X. + + X 
i + 1 
•II = II II > 1 / 2 . 
^k ^k 
Since X i s r e f l e x i v e , i e ; V i s a b a s i s for X , where 
e.(e.) = 2). . ( see 8) . If X e X then 
X (e.) - Z c.e.(e.) =c. -> 0 ( i > oo) 
so that e. >0 and also x > 0. Thus we have 
1 n 
»oo 
DEFINITION 5.2.4. If u = (x )6c(X) is periodic then 
^ > n' 
u £ U as the r ange of u i s f i n i t e d i m e n s i o n a l 
DEFINITION 5 . 2 . 4 . k s e q u e n c e i s a l m o s t p e r i o d i c i f f o r 
< > 
(L> 0 t h e r e e x i s t s a k such t h a t each i n t e r v a l [ £ , -c+k] 
CO" t a i n s an o such t h a t supj! x , - x ii <. (7 • DEEUS [ 10 ] 
n 
; I 
showed t h a t such a sequence i s in U and t h a t the a l m o s t 
p e r i o d i c s e q u e n c e s forms a l i n e a r subspace of C_ ( X ) . 
5 . 3 . In t h i s s e c t i o n we g ive some Lemnnas which a r e 
used in p r o v i n g the theorems of t h i s c h a p t e r , d e a l t ' .v i th in 
( s e c . , 5 .4) . 
LEM/.IA 5 . 3 . 1 . I f u = ( x ) ^ ^ ( X ) , the * * n x -> x 
i f f x ( x) —> X IX j f o r e v e r y x c. X . 
A * * 
PROOF. I f X ' > X then by d e f i n i t i o n 
< > 
L ( u ) ( x * ) - L ( ( x * ( x ^ ) ) ) = x**(x*) f o r a l l LS^, , 
< C X , i . e . , X ( X } ^ V ' V 1 - P / ^ T - o a r - h v A - Y 
D u a l l y we can p rove the c o n v e r s e 
X ^ X , i . . ,  x ) —> X (x ) f or e c  x c X 
LEA«AA 5 . 3 . 2 . I f u = ( x ) ^ ^ ( X ) and ( x ) c o n v e r g e s 
< > ^ 
w e a k l y t o x, f: n x > x i f f u has r a n g e in a compact 
s u b s e t of X. 
PROOF. I f X > X t h e n the s e t (x ) ( J ( x ) i s 
^ > " 
c l e a r l y t o t a l l y bounded, re nee compac t . 
C o n v e r s e l y , i f x > x t hen t h e r e e x i s t s a n e i g h b o r h o o c 
N( x; (^ ) of X and a subsequence (x ) such t h a t x fr N ( x ; ^ ) 
"k " k ^ 
f o r a l l k. But then t h e r e e x i s t s a s u b s e q u e n c e (x ) of 
" k . 
1 
( x ) sucti t h a t x > X ^ X( i > <«) . S i n c e x > x 
"k "k "" 
we have ^ = x, which i s a c o n t r a d i c t i o n . 
• oo 
Now let U be the class of all sequences u^L (X) 
which have conditionally compact range. 
LE^'iA 5 . 3 . 3 . I f K = i s c o m p a c t , t h e n 
:h ^ > 0 t h e r e e x i s t s a f i n i t e s e t Vx^ , . . . . , x V ^ X 
* , , , 




^P 1^*^.^^)! > 'l'';^" ' ^ ^°'' ^^ ^ ^ ^ ^ 
PROOF. L e t ^  > 0 be given. For each ?\€,/\ then 
< ir 
e x i s t s an x. ^ X , | | x , i| - 1 , such t h a t 
A A 
11 X* ( x ^ ) l l > 11 x ^ II - ^ 
S e t UA= j x ^ X : j x ( x) j > li x|i - ^ T - Then each U- i s ooan 
r 
and K C U bU 
- i = l ^ i 
5 . 4 . In t h i s s e c t i o n we g ive the fo l lov- ' ina Theorems 
s t u d i e d by KURTZ [25] . 
THEOREM 5 . 4 . 1 . I f u = (x ) ^ U , t h e n x '—^ x** 
AP *• , 
i f f ll S (u) - x ii > 0 (p > oo) u n i f o r m l y i n n, 
in which ca se x = x for some x £ X and t h i s i s e o u i v a l e n t 
P 
to 11 S (u) - x|l > 0 (p > <«) u n i f o r m l y in n . 
Where 
P 1 
S (u) = ~ (x T^ + + x , ). 
n^  ' p ^ n+1 n+p' 
PROOF. If X '—^ X then by definition 
< > 
X (x ) '•—> X (x ) f o r each x ^ X . V/hich by L o r e n t z 
theorem i s e q u i v a l e n t t o 
S j ( x * ( x ) ) ) y x**{x*) (p 
n^ ' ' n' 
uniformly m n, for each x t. X . 3y MAZUR' S Theorem [12, 
p ^ 
page 416] f o r f i x e d n^__(_S(-u-)-)- i s ^ T z o n d l ^ i o n a l l y c o m p a c t , 
_ _ _ _ — — - — 1 1 T p=l 
P, ^ _ 
SO t h e r e e x i s t s a subseau^r .ce ( 3 ( u ) ) c o n v e r g e n t t o xfc X. 
3 u t t hen fo r each x c X we have 
^ Pk 
x * ( S ^ ( u ) ) > x * ( x ) = x * * ( x * ) ( k > oo) 
•X-X- A P CO 
and t h u s x = x. NQW l e t K be the c l o s u r e of (S ( u ) - x ) 
n , p = l 
By Lemma ( 5 . 3 . 3 ) , t h e r e e x i s t s ( x , , . . . , x * ) , 1| x*] ] = 1 . 
^ r 1 
( 1 1 i 1 ^) . "^uch t h a t 
sup l x * ( v ) l > ii yll - ^ for a l l y £ K. 
L<i<r 
Choose N > 0 such t h a t for a l l p > N, 1 _< i <^  r , 
* P * r 
l x ^ ( S ^ ( u ) ) - x ^ ( x ) | > (L f o r a l l n . 
p 
Then p > N > || S ( u ) - x 1| < 2(2, u n i f o r m l y in n . 
p f^.^ ,. 
C o n v e r s l y , suppose || S ( u ) - x || > 0 ( p > <») 
* * A 
uniformly in n. Then x = x and we have 
P * * 
S ((x (x ))) > X (x) (p > «>) uniformly in n and 
II x II <. !• By Lorentz Theorem we have x (x ) —i» x (x) 
for each x ^  X, so x —> x ( = x ) By Lemma (5.3.1) , 
which completes the proof. 
THEOREM 5.4.2. A sequence u = (x ) is periodic 
< > " 
iff (x (x )) is periodic for each x o X . 
PRCX)F. The necessity part of the theorem is obvious. 
^ Jr 
For s u f f i c i e n c y p a r t we p r o c e e d as i n [ l O j . S e t 
* 
Then X = U E. and each E, i s c l o s e d . By B a i r s c a t e g o r y 
k=l ^ ^ 
theorem some £, c o n t a i n s a b a l l 
X * : II X * - x * | | < d^  
Then we have y (x . - x ) = 0 f o r a l l || y || < ( and a l l n , 
so t h a t X , - X = 0 fo r a l l n , and k i s a p e r i o d f o r ( x ) 
3y Lemma ( 5 . 3 . 1 ) , and Theorem ( 5 . 4 . 1 ) , we s ee t h a t i f ( x ) i s 
n 
periodic with period k, then (x } is almost convergent to the 
mean value ^^ '^ l "*" •*" ^ k^ * 
THEOREM 5,4.3. If (x^)£u, then (x^) is almost 
periodic iff (x (x )) is almost periodic for each x ^ X . 
PROOF. The necessity is oDvious. For sufficiency, 
< y 
let K be the closure of (x , - x ) and suppose ^ > 0 
"^  P '^ n . p ^ l 
i s g i v e n . 3y Lemma ( 5 . 3 . 3 ) , t h e r e e x i s t s a f i n i t e s e t 
| x * , . x ^ T ^ X , ll x^ll = 1 , such t h a t 
sup 1 x*( x ^ - X ) I > ll X ^ - X 11 - ^/2 
. . -K^ ' 1^  n+p x\' ' " n+p n " l < i < r ' ^ 
fo r a l l n , p 2 ! • Then we can f i n d a k such t h a t e a c h 
i n t e r v a l [<,, C+k] c o n t a i n s an i n t e g e r p such t h a t 
sup sun x . ( x - x ) < / ^ . 
^ , . • , ' 1 n+p n' ' — 
n L<i<r ^ 
I t follows that for th is in teger p 
s u p llx ^ - X W < (L J^ " n+p n" — '*-' 
Since LORENTZ [3l] proved that every almost periodic scalar 
sequence is almost convergent, the result follows for vector 
sequences by Lemma (5.3.1), Theorem (5.4.1), and (5.4.3). 
REMARK: DEHDS [lO] gave an example in Hilbert space 
z ^ 
which shows that above theorem holds no longer if we drop the 
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