Let q be a prime power, G = GL n (q) and let U G be the subgroup of (lower) unitriangular matrices in G. For a partition λ of n denote the corresponding unipotent Specht module over the complex field C for G by S λ . It is conjectured that for c ∈ Z 0 the number of irreducible constituents of dimension q c of the restriction Res
Introduction
let p ∈ N be a prime, F q the finite field with q elements, where q is a power of p. Let F be a field whose characteristic is coprime to p and which contains a primitive p-th root of unity. Let U = U n (q) be the group of lower unitriangular n × n-matrices with entries in F q . Thus U is a p-Sylow subgroup of the general linear group G = GL n (q).
It follows from [17] and [18] that every irreducible complex character of U has degree a power of q. There is a long standing conjecture, contributed to Higman (c.f. [16] ) stating, that there should be polynomials h n (t) ∈ Z[t] such that h n (q) is the number of conjugacy classes of U. By general theory h n (q) equals the number of distinct irreducible complex characters of U, and hence Higman's conjecture immediately follows from the following conjecture:
Conjecture(G. Lehrer 1974 , [20] ). For 0 c ∈ Z, n ∈ N there exists l n,c (t) ∈ Z[t] such that l n,c (q) is the number of distinct irreducible complex characters of degree q c of U.
Isaacs put forward another stronger conjecture in [19] :
Conjecture (Isaacs) . l n,c (t) is a polynomial in (t − 1) with non-negative integer coefficients.
There is a remarkable set of F G-modules called unipotent Specht modules, defined for all fields F of characteristic coprime to q. These are labeled by partitions λ of n, λ ↔ S λ F , and for F = C these are precisely the distinct irreducible constituents of the permutation representation of G on the cosets of a Borel subgroup B G (for instance B is the set of invertible upper triangular n × n-matrices).
In this paper we shall show the unipotent Specht module S λ F for G for a 2-part partition λ of n restricted to the lower unitriangular group U satisfies a kind of Isaacs' conjecture, which we believe to hold for all unipotent Specht modules, i.e. all partitions λ of n:
Conjecture. For each c ∈ Z 0 there exists a polynomial d c,λ (t) ∈ Z[t] such that d c,λ (q) is the number of irreducible constituents of dimension q c of Res G U (S λ F ). Moreover, d c,λ (t) is a polynomial in (t − 1) with non-negative integer coefficients.
In particular, in the case λ = (1 n ), the corresponding unipotent Specht module S λ is the Steinberg module. It is known that in this case Res G U S λ is the regular U -module. Hence the conjecture above specialized to the case λ = (1 n ) implies Issacs' conjecture and hence Higman's conjecture. It is known that classifying the conjugacy classes of U is a wild problem and hence classifying the irreducible complex characters of U seems to be a wild problem as well. However C. A. M. Andre and subsequently N. Yan discovered a remarkable new decomposition of the regular character of U into a set of orthogonal characters, called supercharacters in [3] , [24] . This notion was subsequently axiomatized by P. Diaconis and I. M. Issacs and applied to F q -algebras. Yan constructed a monomial basis called Fourier basis, for C[U ], the space of complex-valued functions on U . In this paper, we consider first the restriction to U of the permutation representation of G on the cosets of the standard parabolic subgroup P λ in G where λ is a composition of n. By Mackey's decomposition theorem this splits into submodules labeled by row standard λ-tableaux, called batches. Each batch has a Fourier type basis, called idempotent basis, on which a certain subgroup of U acts monomially. We shall not carry this out in full generality, but restrict ourselves to the special case of two part partitions λ. However we point out that for the special case λ = (1 n ) and the unique batch attached to the only standard λ-tableau, our idempotent basis is dual to Yan's Fourier basis.
Exploring basic properties of idempotent bases we obtain as a consequence a new, representation theoretic proof of the following standard basis conjecture for unipotent Specht modules in the special case of λ = (n − m, m) ⊢ n, 0 m n/2:
Conjecture (Dipper-James, 1990 ). Let λ ⊢ n. Then there exists for each s ∈ Std(λ), a polynomial r s (t) ∈ Z[t] and a subset B s ⊂ S λ independent of q and F such that the following holds:
(1) r s (1) = 1 (2) |B s | = r s (q) ( 3) The union B = B λ = s∈Std(λ) B s is disjoint.
(4) B is a basis of S λ .
The polynomials r s (t) are called rank polynomials and the basis B of S λ is called the standard basis of S λ .
This conjecture was proved by M. Brandt, R. Dipper, G. James and S. Lyle for the case that λ is a 2-part partition in [4] , [12] . But the proof there is rather combinatorial hence our new representation theoretic proof seems to open up a new way to solve this conjecture for arbitrary partition λ of n. In particular, we give a representation explanation of those rank polynomials.
We now fix some notation which is used throughout this paper. We identify the set Φ = {(i, j) | 1 i, j n, i = j} with the standard root system of G where Φ + = {(i, j) ∈ Φ | i > j}, Φ − = {(i, j) ∈ Φ | i < j} are the positive respectively negative roots with respect to the basis ∆ = {(i + 1, i) ∈ Φ + | 1 i n − 1} of Φ. A subset J of Φ is closed if (i, j), (j, k) ∈ J, (i, k) ∈ Φ implies (i, k) ∈ J. For 1 i, j n let ǫ ij be the n × n-matrix g = (g ij ) over F q , with g ij = 1 and g kl = 0 for all 1 k, l n with (k, l) = (i, j). Thus {ǫ ij | 1 i, j n} is the natural basis of the F q -algebra M n (F q ) of n × n-matrices with entries in F q . For 1 i, j n, i = j and α ∈ F q , let x ij (α) = E n + αǫ ij , where E n is the n × n-identity matrix. Then X ij = {x ij (α) | α ∈ F q } is the root subgroup of G associated with the root (i, j) ∈ Φ, and is isomorphic to the additive group (F q , +) of the underlying field F q , hence is in particular abelian. Moreover U = x ij (α) | 1 j < i n, α ∈ F q is the unitriangular subgroup of G = GL n (q) consisting of all lower triangular matrices with ones on the diagonal. It is well known that for a closed subset J of Φ + , the set U J = {u ∈ U | u ij = 0, ∀ (i, j) / ∈ J} is the subgroup of U generated by X kl , (k, l) ∈ J and if we choose any linear ordering on J then U J = { (i,j)∈J x ij (α ij ) | α ij ∈ F q }, where the products are given in the fixed linear ordering. Note that, J ⊆ Φ + is closed if and only if (i, j), (j, k) ∈ J implies (i, k) ∈ J.
Let λ = (λ 1 , λ 2 , · · · , λ h ) be a composition of n. Then a set of subspaces V 0 , V 1 , V 2 , · · · , V h of the vector space F n q with the properties
The set of λ-flags is denoted by F(λ). Clearly, right multiplication of G on V induces a permutation action of G on F(λ). The corresponding permutation module is denoted by M λ . It is easy to see that M λ = Ind G P λ F , where P λ is the standard parabolic subgroup of G with respect to λ, containing U − , the group of upper unitriangular matrices in G and F = F P λ is the trivial F P λ -module. If char(F ) = 0, the unipotent Specht modules S λ vary over pairwise non-isomorphic irreducible modules for G. Moreover, Gordon James gave for fields F with char(F ) = p, the following characteristic free description of unipotent Specht modules analogous to the theory of Specht modules for symmetric groups:
Theorem. If λ is a composition of n, then the unipotent Specht module associated with λ is given as S
Here ⊲ is the usual dominance order. Moreover, S λ C is irreducible and for char(
The kernel intersection theorem suggests that it may be a good idea, to inspect first the restriction of the permutation module M λ to U , of which Res G U S λ is a submodule.
Normal form of a (m × n)-matrix
We list a basis of V 1 as m × n-matrix and then row reduce it to a unique normal form defined as follows (comp. [4] , [12] ): 2.1.1 Definition. Let m, n be integers with 0 m n. Denote by Ξ m,n the set of m × n matrices L = (l b i j ) over F q with the property that for some integers b 1 , · · · , b m with 1 b 1 < b 2 < · · · < b m n the following holds for each i, with 1 i m :
Remark.
Note in the definition above, we label the rows of the element in Ξ m,n by b 1 , b 2 , · · · , b m instead of 1, 2, · · · , m. The reason for doing this will become apparent later on. Moreover, for each i, l b i b i = 1 is the last nonzero entry in row b i . We call it "last 1" for convenience.
Every (m × n)-matrix over F q of rank m is row-equivalent to precisely one matrix in Ξ m,n . Therefore Ξ m,n is in bijection with the set of m-dimensional subspaces of an n-dimensional vector space over F q . Actually, the set Ξ m,n can be generalized to Ξ λ for arbitrary composition λ of n (see [4] ).
Definition.
(1) If m is a non-negative integer, then we let [m] = 1+q +q 2 +· · ·+q m−1 .
(2) If m, n are non-negative integers, let
if n m 0 otherwise.
Then [
n m ] is a polynomial in q, known as a Gaussian polynomial. Since q is a prime power, [ If L ∈ Ξ m,n and g ∈ G then Lg is row-equivalent to a matrix in Ξ m,n , and we denote this matrix by L • g. Under the action • of G, the vector space M λ becomes an F G-module, λ = (n − m, m) ⊢ n.
Obviously, this is isomorphic to the permutation module of G on the cosets of the parabolic subgroup for λ defined previously justifying the notation.
Remember U is the lower unitriangular subgroup of G. Hence M λ can be regarded as an F U -module. Since char(F ) = p and |U | is a p-power, F U is semisimple.
Definition.
Suppose that L = (l b i j ) ∈ Ξ m,n , and let 1 b 1 < b 2 < · · · < b m n be the integers which appear in Definition 2.1.1. Define tab(L) to be unique the row-standard λ-tableau whose second row is b 1 , b 2 , · · · , b m . We refer to tab(L) as the tableau of L.
We denote the set of row-standard λ-tableaux by RStd(λ). For 1 i n, t ∈ RStd(λ), let row s (i) be the row index of the row in t containing i. So for λ = (n − m, m), row t (i) ∈ {1, 2} and we denote the second row of t by t. Note that t is completely determined by t. Naturally, we obtain tab(
2.1.7 Remark. When λ is a two part partition, we order the elements in RStd(λ) lexicographically by their second rows.
The positions in a matrix M ∈ Ξ m,n , which are not in columns of and not to the right of the last 1's will play an important role in the following sections. And for the matrices having the same tableau, these positions are also the same. Therefore we fix the following notation:
Since Ξ m,n is a basis of M λ , the following definition makes sense:
2.1.9 Definition. Suppose that v ∈ M λ , and write v = X∈Ξm,n C X X where C X ∈ F and (1) For each t ∈ RStd(λ), let v(t) = tab(X)=t C X X.
(2) If v = 0, then let last(v) be the last t ∈ RStd(λ) (with respect to the lexicographical order as above) such that v(t) = 0.
Idempotent basis
Our first goal is to investigate the U -module structure of the permutation module M λ . Obviously Mackey decomposition provides a first splitting of Res
Note that D λ = {w ∈ S n | t λ w ∈ RStd(λ)} is a P λ −U double coset transversal in G. Note that this holds, even if P λ in our setting contains U − , the group of upper unitriangular matrices. Thus
where t = t λ w ∈ RStd(λ). We now translate this notion into the setting of section 2.1:
Then for L ∈ X t and u ∈ U, we have L • u ∈ X t . Moreover U acts transitively on X t . Let M t be the corresponding permutation module with basis X t . Then M t ∼ = Ind
Proof. For any g ∈ U = (i,j)∈Φ + X ij , its circle action on M ∈ X t can be obtained firstly by a series of column operation from right to left, keeping the last 1's unchanged, and then using row operations to remove the possible nonzero entries under the last 1's. Therefore M t is an U -module under the operation •.
Next we show that U acts transitively on X t . For this let L = (l b i j ) ∈ X t , whose only nonzero entries are the last 1's. Then for any arbitrary g ∈ U, Lg is obtained from g by deleting all rows with index j / ∈ t, then obviously we can easily construct u ∈ U such that L • u = M for any M ∈ X t . That is U acts transitively on X t .
To finish the proof it suffices to show that the stabilizer Stab U (L) of L in U is given as P w λ ∩ U. It is easy to see L • u = L if and only if the entries in rows b i of u are zeros except the positions (b i , b j ) where i j. Then Stab U (L) is generated by root subgroups X ij with 1 j < i n where i / ∈ t or i, j ∈ t. Since t has precisely two rows, this condition is equivalent to 1 j < i n and row t (i) row t (j) and we conclude Stab U (L) = P w λ ∩ U (see [12] ).
Next for t ∈ RStd(λ) fixed, we make X t into an abelian group through introducing an addition ⋄ on X t by adding all entries pointwise besides the last one's.
Example
Obviously (X t , ⋄) is an abelian group of order q |Jt| . Therefore we can find q |Jt| linear irreducible F -characters of X t . Such a character χ is a group homomorphism from X t to the multiplicative group F * . In particular
We fix, once for all, a non trivial linear character θ : F q , + → F * . Following the notation in [12] , we denote by
is the set of F -linear characters of (X t , ⋄) as a vector space over F q and for M = (m b i j ) ∈ X t , we have
Since char(F ) = p and |X t | is a power of p, F (X t , ⋄) is semisimple. F is a splitting field for (X t , ⋄) and F (X t , ⋄) has a basis of orthogonal primitive idempotents. This basis turns out to be very well adapted to the U -module structure of M t as we shall show.
In order to not mix up the formal addition in the F -vector space M t and the matrix addition ⋄, we write [M ] if we consider the matrix M as a basis element of the F -vector space F (X t , ⋄).
2.2.4
Definition. Suppose that t ∈ RStd(λ) and L ∈ X t . Let
By general theory e L is the idempotent in F (X t , ⋄) affording the linear character χ L . In fact,
is a complete set of primitive orthogonal idempotents in F (X t , ⋄), and so F (X t , ⋄) = L∈Xt F e L is the decomposition of the regular module of F (X t , ⋄) into pairwise non-isomorphic irreducible F X t -modules. Since X t is an F -basis of M t too, we may consider the idempotents e L , L ∈ X t as elements of M t , and hence E t as F -basis of M t , 2.2.4 providing the base change matrix.
The subgroup
Next we introduce a subgroup of U, which will play an important role later on. That is,
Then g ∈ U w ∩ U if and only if g ∈ U and ∀ 1 i, j n : (i < j or row s (i) < row s (j)) implies g ij = 0. So U w ∩ U consists of all matrices, which are contained in U and in addition have zeros at all places (i, j) with i > j and row s (i) < row s (j).
Proof. Let h = (h kl ) ∈ G and g = (g ij ) = w −1 hw. Then g ij = h kl for i = kw, j = lw, and ∀ 1 k, l n.
The key of showing this argument is by using the following observation: i occupies the place in s which is occupied by k in t λ and j occupies the place in s which is occupied by l in t λ .
From now on we fix a 2-part partition λ = (n − m, m) ⊢ n and t ∈ RStd(λ). Let w = d(t) i.e. t λ w = t. Recall that the second row t of t labels the rows of L ∈ X t . So let t = (b 1 , b 2 , · · · , b m ). In particular, we have: 2.3.2 Corollary. g = (g ij ) ∈ U w ∩ U if and only if g ∈ U and the following holds: (i / ∈ t and j ∈ t) implies g ij = 0. In particular, U w ∩ U is generated by the root subgroups X ij where 1 j < i n satisfying one of the following conditions:
2.3.3 Remark. We denote three closed subsets of the root system Φ of G with respect to the three conditions above as follows: 
Monomial action of
We now investigate the action of
Proof. Note that
where M runs through X t , since then M • g −1 runs through X t as well. Keeping the notation in 2.3.3, it is enough to prove the result for matrices of the form g = E n + αǫ ij , where E n is the (n×n)-unit matrix, 0 = α ∈ F q , ǫ ij is the n×n-matrix unit to position (i, j)
For M ∈ X t and g −1 = E n − αǫ ij , M g −1 is obtained from M by adding −α times column i to column j of M, therefore j / ∈ t implies that the columns of M containing a last one are not changed by the action of g and hence
Case (2):
where K ∈ X t coincides with Lg −t in all positions in J t . In this case, we have
Case (3): (i, j) ∈ Υ 3 . That is i > j and i, j ∈ t. Note in this case M g −1 = M • g −1 in general, hence we need to row reduce M g −1 to obtain M • g −1 . By easy calculation, we have
with h = E m + αǫ ij where E m is the (m × m)-unit matrix, and
where K ∈ X t coincides with h t L in all positions in J t . In this case, we have
with C(L, g) = 1.
Corollary.
We collect the information from the proof of the previous proposition as follows: For L ∈ X t , g = E + αǫ ij ∈ U w ∩ U :
where K = (k bu v ) ∈ X t , R = (r bu v ) ∈ X t satisfy:
From (2.4.5) follows that the action of g = E +αǫ ij ∈ U w ∩U on e L under the condition i, j / ∈ t is equivalent to subtracting in L from the i-th column α times the j-th column ignoring the (s, t)-entries with s t and take the idempotent corresponding to the resulting matrix. Hence we call this a truncated column operation. Similarly, by (2.4.6), the action of g = E +αǫ ij ∈ U w ∩U on e L under the condition i, j ∈ t is equivalent to adding α times the i-th row to the j-th row of L ignoring the (s, t)-entries with s t and take the idempotent corresponding to the resulting matrix. We call this a truncated row operation.
With respect to this monomial action, we can define U m ∩ U -orbit naturally: For e L ∈ E t with t = t λ w, the
The irreducibility of the
From the previous section, we know M t decomposes naturally into a direct sum of U w ∩ Usubmodules M O , where O runs through the set of orbits of U w ∩ U acting on E t . Our goal in this section is to classify the orbits O, determine their size (and hence the F -dimension of M O ) and count the number of orbits of a given fixed size. We shall show that this number is a polynomial in q with integral coefficients and the sizes of the orbits are powers of q; moreover for a given orbit O, the corresponding monomial
and call |h bj | the residue of the hook, denoted by res(b, j). In fact, it is easy to prove the following lemma:
In particular, res(b, j) is independent of t ∈ RStd(λ) and independent of the two-part partition λ.
We remark that this property of hooks is the deeper reason for labeling the rows of matrices in Ξ m,n in this unusual way. This will allow us later on to compare orbits for different row standard tableaux even for different 2-part partitions.
Example. Let
. Then
, h
and res(5, 1) = 4.
For λ = (n − m, m) ⊢ n, t ∈ RStd(λ), we say pattern p fits the t-batch M t and we call p
Thus p is a λ-pattern if and only if s m.
(2) L = (l ij ) ∈ Ξ m,n is called a pattern matrix, if each row and column of L has at most one non zero entry besides the last 1's. The corresponding idempotent e L is called pattern idempotent; it is easy to see for a pattern matrix L, the set of positions (i, j) ∈ J t with l ij = 0, t = tab(L) satisfies the condition for pattern in (1), thus we call it pattern of L, denoted by p = p(L). We call their concrete values in F * q a filling of p, denoted by p f (L). 2.5.5 Remarks. (1) For p ⊆ Φ + a pattern and λ = (n − m, m) ⊢ n, there exists pattern matrices and pattern idempotents in M λ with associated pattern p if and only if |p| m. As we will see orbit modules of U w ∩ U acting on E t , t = t λ w, are invariant under the action of U and filled patterns are important invariants of these. This is the reason behind labeling the rows of matrices in Ξ m,n in this particular way.
(2) Since the truncated column and row operations of U w ∩ U on e L work from left to right and down to up, they will not insert any nonzero values to the southwest positions of the outer rim of p(L). More precisely, say
by taking the concrete values together with those indices in p o (L). Obviously, for any e K ∈ O L , we have:
Next we show that each orbit O of E t under the monomial action of U w ∩U contains precisely one pattern matrix and that the dimension of M O is determined combinatorially by the frame of the corresponding filled pattern.
2.5.6 Lemma. Each U w ∩ U -orbit O of E t contains a unique pattern idempotent. So we have a bijection between the U w ∩ U -orbits of E t and pattern matrices in X t . Moreover, for a fixed pattern p there are precisely (q − 1) s many different pattern matrices L and orbits O L such that p(L) = p, where s = |p|, the cardinality of p.
Proof. First we prove the existence. Let e K ∈ E t ⊂ O. Assume j is the first column of K containing nonzero values besides the last 1. Choose the lowest nonzero value in this column, namely k bj . Using truncated row and column operations we can obtain a matrix M = (m cd ) ∈ X t with e M ∈ O such that m bj = k bj and all entries m cd with (c, d) ∈h bj are zeros. Then we go to the next column which contains nonzero values besides the last 1 and do the same procedure. Continuing in this way, we will finally obtain a pattern matrix L such that e L ∈ O.
Next we show the uniqueness. Suppose we have two different pattern idempotents e L , e R ∈ O with respectively filled pattern p f (L) and p f (R). Assume e R = e L g for some g ∈ U w ∩ U. Using 2.3.3, we can assume g = g 1 g 2 g 3 where e L g 1 = C(L, g 1 )e L and g 2 is a series of products of truncated column operations and g 3 is a series of products of truncated row operations. Now we have
where
is again a series of products of truncated row operations. From 2.4.3 and 2.5.5, we can easily get p o
If we order the condition sets p f (L) and p f (R) by the column indices, then we can choose without lose generality the first l uv ∈ p f (L) and
Since L is a pattern matrix, (2.4.5) shows that the truncated column operations only change the hook row on the (i, j)-hook with l ij ∈ p f (L). Hence we get m uv = l uv for any e M = e L • g 2 . Similarly since R is a pattern matrix, the truncated row operations only change the hook column on the (s, t)-hook with r st ∈ p f (R). Hence we get m uv = 0 = l uv , which means (2.5.7) never holds. Therefore, p f (L) = p f (R) and hence e L = e R . For t = v, s > u, considering the position (s, v) instead of (u, v) we will get the same result similarly, which proves the uniqueness.
Since we have proved each orbit has a unique pattern matrix, we can now define tab
2.5.8 Notation. Let L be a pattern matrix with pattern p = p(L). Define:
(1) p I = {i | (i, j) ∈ p }, which collects all the row indices of the positions in p.
(2) p J = {j | (i, j) ∈ p }, which collects all the column indices of the positions in p. Note that p I = p J = ∅ if and only if p = ∅.
Now we try to determine the size of an
, using Corollary 2.4.3 we see that every element in U w 0 is in the projective stabilizer of e L , hence in order to compute the orbits of the action of U w ∩ U , it suffices to calculate Stab U
, for a pattern idempotent e L , since by (2.4.5) and (2.4.6), the projective stabilizer of e L in U w C × U w R is exactly the stabilizer of e L in it.
2.5.9 Lemma. Let O be an U w ∩ U -orbit with pattern idempotent e L and pattern p.
Proof. From (2.4.5) the truncated column action on e L induced by x ij (α) is just subtracting in L from the i-th column α times the j-th column ignoring in column i all zero entries to the right of a last one and taking the idempotent indexed by the resulting matrix. Hence X ij ∈ Stab U w C (e L ) if and only if the j-th column of the pattern matrix L is a zero column, that is j / ∈ p J , or there exists (b, j) ∈ p with b < i. The calculation of Stab U w R (e L ) is carried out similarly.
where k is the number of places which are on the hooks whose corners belong to the pattern p. More precisely, k
Proof. Let e L be the unique pattern idempotent in O, and let p f = p f (L). Now we calculate the stabilizer of e L in U w ∩ U . We have already got three types of projective stabilizer of e L by Corollary 2.4.3 and Lemma 2.5.9:
Moreover, since we may have some intersection positions which are both on some hook row and some hook column with those hooks whose corners belonging to the pattern p and again by Corollary 2.4.3 there exist pairs of row operations and column operations such that the product of these two operations acts trivially on e L . More precisely, the pair has the form x ij (α ij )x st (β st ) with α ij l tj = β st l si where l si , l tj ∈ p f and t > i. That means
is a set of some elements contained in the stabilizer of e L . By Lemma 2.3.3, U w ∩ U = (i,j)∈Υ X ij can be taken in any order. Hence for any g = x ij (α ij ) ∈ U w ∩ U, we can fix an order like this: firstly those x ij (α ij ) belonging to
, then those pairs x ij (α ij )x st (β st ) belonging to the set P, then the remaining truncated column operation, and at last the remaining truncated row operation. Since for those truncated row operation x st in the pair set, there is a uniquely expression x st (γ st ) = x st (β st ) x st (γ st − β st ) for any γ st ∈ F q , this order makes sense.
Suppose u 1 is the product of the remaining truncated column operation of g, u 2 is the product of the remaining truncated row operation of g, then
Note that by (2.4.4),
2 is again a truncated row operation and belongs to X st where s, t ∈ t, (s, v) ∈ p, for some v < t. Moreover, by (2.4.5), e L • u 1 has only possible nonzero entries on the positions in rows u ∈ p I except those whose column indices belonging to p J . And by (2.4.6), e L • u −1 2 has only possible nonzero entries on the positions in columns v ∈ p J . It means that the action of u 1 and u
·P and u 1 (resp. u 2 ) is the product of the remaining truncated column (resp. row) operation of g, v 1 (resp. v 2 ) is the product of the remaining truncated column (resp. row) operation of h. We claim:
Since truncated row and column operations commute with each other, we get
Hence e L • u 1 u 2 gives all the coset representatives of Stab U w ∩ U (e L ) in U w ∩ U where u 1 ∈ X ij with i, j / ∈ t, i / ∈ p J , (b, j) ∈ p for some b > i and u 2 ∈ X st where s, t ∈ t, (s, v) ∈ p for some v < t. Now we can calculate the size of the orbit, which is just the index of the projective stabilizer in U w ∩ U , namely q d where 
It is easy to see |Γ 1 | is the number of all the positions on the hook arm with corners in p, and respectively |Γ 2 | is the the number of all the positions on the hook column places with corners in p. Then by 2.5.
it is the number of places which are on the hooks whose corners belong to the pattern p. Therefore we obtain dim M O = q k−s .
2.5.12 Remark. By 2.5.10, if two orbits have the same pattern then they have the same dimension. Even in the case that the tableaux of two orbits having different shapes, the statement still holds. Therefore, for a given frame of a filled pattern, the number of all the admissible orbits is a polynomial in q with integral coefficients and the sizes of the orbits are powers of q. Moreover, if the elements on the hooks with corners belonging to the pattern are fixed, then we have no choice of the other places, otherwise the dimension of the orbit will be increased.
2.5.13
In particular, we introduce a short notation for the orbit module M O L for later use:
Next we shall prove the irreducibility of the (U w ∩ U )-orbit modules:
Proof. Let e L be the unique pattern idempotent in O. We need to prove: For any arbitrary element
Since U w ∩ U acts monomially on O, we can reduce our problem to the simple case:
Note that for (b, v) ∈ Ω we have automatically b ∈ t, v / ∈ t and by Corollary 2.4.3 X bv ∈ U w 0 . More precisely, for any e R ∈ O and x bv (α) = E + αe bv Hence we obtain
and let e L be the unique pattern idempotent in O. Now we show that the corresponding module M O is invariant under the action of U , which shows that M O is actually an irreducible F U -module. We first show that in order to prove that M O is invariant under the action of U , it suffices to prove e L • g ∈ M O .
Proof. By Theorem 2.3.3, we can define a normal sequence:
for all g ∈ U and suppose inductively that we have already shown that M O is U i -invariant for some 0 i k − 1. We show that M O is U i+1 -invariant, the case i = 0 being trivial. Then the claim follows by induction. The fact that
So we only need to prove:
Let g = x vb t (α) ∈ U with v / ∈ t , b t ∈ t. There exists 1 s m such that b s−1 < v < b s then 1 t < s m. By (2.4.2), 
More precisely,L is obtained from L by replacing the entries on all positions (b t , j) ∈ J t by (l btj + m r=s αm brv l brj ). Therefore
In (2.6.4), the critical term is the second product factor, since it contains a multiplication of m brv and m btj . Obviously the easy case is when this critical term disappears, that is l brj = 0, for all (b r , j) ∈ J t with s r m. In particular we get then χ L (−M • g −1 ) = χ L (−M ) and by (2.6.3) e L • g = e L if l brj = 0, for all s r m, 1 j < b t .
Next we deal with the critical case, that is we have an (b r , j) ∈ p = p(L) ⊂ J t for some s r m, 1 j < b t . Using general character theory we may rewrite
Our strategy will be, to determine which e K occurs with non zero coefficient in this expression. By (2.6.5),
It is easy to see that the product
by (2.5.15) in order to get C K = 0, all the terms (k b i j − l b i j ) must be zero, which leads to
That means, if C K = 0 then K and L coincide in all positions except possibly ones in row b t or in column v. We remark that up to now, we have not used the condition that e L is a pattern idempotent. Now (2.6.7) becomes:
The critical term m brv m btj appears only when (b r , j) ∈ Y , since otherwise l brj = 0. Therefore again by (2.5.15), C K = 0 implies:
This shows the nonzero entries of K only appear on a column or a row containing a position in Y . In this sense, (2.6.8) becomes:
Since L is a pattern matrix, we have m r=s αm br v l brw i m btw i = αm bu i v l bu i w i m btw i and l btw i = l bu i v = 0. Then 
Therefore we obtain e L • g ∈ M O . Moreover, by Lemma 2.6.1 and Proposition 2.5.14, we obtain M O is an irreducible F U -module.
2.6.10
Remark. More precisely, we can actually determine the coefficient C K . Fix m bu i v in (2.6.9), then by (2.5.15),
2.6.11 Remark. For λ = (n − m, m) ⊢ n : By general theory every batch M t of M λ contains precisely one trivial component and this is the orbit module with empty pattern. More precisely, the unique pattern matrix L in X t , whose only nonzero entries are the last ones, induces the unique trivial component of the t-batch M t . This is given as M t = F e L .
The Specht modules S (n−m,m)
Let λ = (n − m, m) ⊢ n. Having completely decomposed M λ into a direct sum of irreducible F U -modules, we now turn our attention to the unipotent Specht module S λ given by James's kernel intersection theorem.
The homomorphism Φ m
3.1.1 Definition. Assume that 0 i m. Define φ 1,i to be the linear map from M (n−m,m) into M (n−i,i) which sends each m-dimensional subspace V to the formal linear combination of the i-dimensional subspaces contained in it. More precisely, let X ⊆ V = F n q with dim X = m.
where [X] denotes the flag X ⊆ V in F(λ). (James, [15] ). Let λ = (n − m, m) be a 2-part partition, then:
Theorem
We now concentrate on one of these homomorphisms, φ 
Moreover tab(N ) ∈ RStd(µ) for N ∈ R d (M ) is obtained from t by moving b d to the first row of t at the appropriate place to make the resulting µ-tableau row standard, denoted by u d .
Proof. This is just a linear algebra question, so we leave it to the reader. 
In particular, J t ∩ J u d together with row b d gives J t and together with column 
(3.1.9)
Using Remark 3.1.5 and (3.1.7) we get:
By (3.1.10) and (3.1.11), we get:
∈ t } by Remark 3.1.5, we obtain:
Inserting this formula into (3.1.12), we get:
Obviously by (3.1.14) C K contains the factor 1 q |Jt|
and there is no other factor of C K involving m b i j with (b i , j) ∈ J t ∩ J u d . Hence if the coefficient C K = 0, by (2.5.15) we must have:
That is, the entries in K are the same as L in the northwest, southwest and east boxes (c.f.
3.1.5)
. Thus the factor (3.1.15) becomes
In particular by (3.1.16) the remaining factor of C K is:
Proof. Assume (b d , v) ∈ p. keeping notations in 3.1.5 we rewrite the factor (3.1.17) as follows
Since L is a pattern matrix, l b i v = 0 for d + 1 i m. Thus (3.1.19) becomes:
Note that m b d v only occurs in the second sum, hence by (2.5.15), if C K = 0 we must have
It means that C K = 0 for all e K ∈ X u d and the claim follows from 3.1.9. Now we are ready for the following theorem:
Each e K with C K = 0 is contained in an orbitÕ of some batch of M µ such that p f (Õ) = p f .
Proof. Keeping notations in 3.1.5. Since Φ m = m d=1 Φ d m , it suffices to prove Φ d m preserves filled patterns. Since Φ d m is F U -linear and each orbit module is an irreducible U -module by 2.5.14, we can restrict our attention to the case that L = (l b i j ) ∈ X t is a pattern matrix. Moreover, by 3.1.18, we only need to consider those
where K ∈ Ξ m−1,n and C K = 0. The remaining factor (3.1.17) becomes: Combining with (3.1.16) , we obtain easily in this case K is a pattern matrix and p f (K) = p f .
Case 2: There exists
In this case, we rewrite the factor (3.1.21) of C K by separating the elements in the filled pattern from those which are not:
Hence by (2.5.15), C K = 0 implies Now we collect all orbit modules M O , where O ⊆ M t is some orbit associated with some fixed filled pattern p f and t runs through the tableaux in RStd(λ) satisfying p I ⊆ t and p J ∩ t = ∅: 3.1.23 Definition. Let λ = (n−m, m) ⊢ n, p be a λ-pattern and let p f be a filling of p. Define:
runs through all the different orbits in M λ which have the same filled pattern p f .
Recall the short notation for an orbit module in 2.5.13. 
Special orbits in M (n−m,m)
In this section we investigate two special orbits in M (n−m,m) which can easily give us some elements in S (n−m,m) . 
Since |p(L)| = |p| = m, we need to have i-many columns a 1 , . . . , a i before column b i , hence
From the definition of the homomorphisms φ 1, i for 0 i m − 2, we know the orbit modules with full pattern also live in ker φ 1, i , ∀ i m − 2, then they are in the Specht module S (n−m,m) for any arbitrary field.
Note that the result tab(L) ∈ Std(λ) in Proposition 3.2.1 coincides with an important result by Sinéad Lyle, which we will use very often in the later sections. First we introduce an order which was used in Lyle's theorem:
. Define a partial order on RStd(λ) by:
3.2.3 Theorem (Lyle, [22] ). Suppose that 0 = v ∈ S (n−m,m) and write v = X∈Ξm,n C X X where C X ∈ F. Say that X occurs in v if C X = 0. Assume X ′ occurs in v such that for every X with X = X ′ and tab(X ′ ) tab(X) we have: X does not occur in v. Then tab(X ′ ) is standard.
Recall the order we defined in section 2, (c.f. 2.1.9). Since our order is weaker than the order in Lyle's theorem, we can obtain the following corollary, on which our work heavily relies: 3.2.4 Corollary. Suppose that 0 = v ∈ S (n−m,m) . Then last(v) is standard. Now we investigate another special orbits having empty pattern. First we prove an easy lemma which will be very useful later on. Recall that for v = X∈Ξm,n C X X, top(v) is the collection of all X occurring in this sum with tab(X) = last(v), (c.f. 2.1.9).
Note that the trivial F U -module occurs in each batch of M λ precisely once as composition factor. This follows immediately from the Mackey decomposition, c.f. 2.2.1. Indeed this trivial F U -component is the unique orbit module M O such that p(O) = ∅. Let Throughout this section, we fix λ = (n − m, m) ⊢ n. We shall first construct a basis for S λ over a field with characteristic zero and then show this is an integral basis for any arbitrary field. The idea is reducing nonempty pattern case to the second special case in the previous section, that is when the pattern is empty. In this sense, we define the following map R p where p is a pattern. This map removes every row and column related to the pattern p. More precisely:
3.3.1 Definition. let p be a λ-pattern and p f be a filling of p.
by deleting from L all rows and columns b i ∈ p I and in addition all columns j ∈ p J . Otherwise we define R p (L) = 0. Obviously, R p (L) ∈ Ξ m−s,n−2s . Now we extend this by linearity to an F -linear map:
Note that for a pattern matrix L to pattern p, we have R p (L) is the pattern matrix in Ξ m−|p|,n−2|p| with empty pattern. 
. We can easily obtain tab(L) from t = tab(L) in the following way: First we delete the numbers i ∈ p I ∪ p J in t and omit the resulting gaps to obtain a row standard ν-tableaut of shape ν = (n − m − s, m − s) filled by numbers {1, 2, ..., n} \ (p I ∪ p J ), denoted bỹ t = t \ (p I ∪ p J ), called shifted µ-tableau. Assume {1, 2, ..., n} \ (p I ∪ p J ) = {a 1 , a 2 , ..., a n−2s } with order a 1 < a 2 < · · · < a n−2s . Replacing the numbers a i int by i instead, we get a µ-tableau s filled by numbers 1, 2, . . . , n − 2s with s = tab(L). Obviously s andt are 1-1 correspondence if we fixed the pattern p. We say s andt are p-similar, denoted by s p ∼t. Of course, s is standard if and only ift is standard. 3.3.5 Definition. Let p be a λ-pattern and let ν = (n − m − |p|, m − |p|). Denote T λ p be the set of row-standard but non-standard shifted ν-tableaux, which are filled by numbers in {1, 2, ..., n} \ (p I ∪ p J ). In particular, if p = ∅, then T λ ∅ is the set of row-standard but nonstandard tableaux of shape λ.
3.3.6 Example. Let λ = (3, 3) , p = {(6, 4)}, hence p I ∪ p J = {4, 6} and
3.3.7 Corollary. Let p be a λ-pattern and s = |p|. Then
Proof. It is a easy consequence of Lemma 3.2.5.
In 3.2.1, we have discussed the case that |p| = m, thus we only need to investigate the following key lemma under the condition: 0 |p| m − 1:
3.3.8 Lemma. Let p f be a filled pattern associated with a λ-pattern p. Let s = |p| such that
Proof. Suppose k r=1 γ r Φ m (e Lr ) = 0 with e L 1 , . . . , e L k being pairwise different idempotents in C λ p f and γ r = 0 for r = 1, . . . , k. In order to keep notation simple, we denote for r ∈ {1, . . . , k}:
thust r is a shifted tableau filled by numbers in {1, . . . , n} \ p I ∪ p J . Now we fix some r ∈ {1, . . . , k} to investigate Φ m (e Lr ). Hence at this moment we drop the index r, which means we let L = L r , e = e r , t = t r ,L =L r ,ẽ =ẽ r ,t =t r . By 2.2.4 we have:
(3.3.10)
Using similar notation as in (3.1.8) we may write
, obtained from t by moving the number b d to the first row at the appropriate place to make the resulting tableau row-standard, then from (3.1.7) we have:
k < r i or k > t i , it is easy to gett 2 <t 1 . Here we only deal with the case k = t i . In this case, t i+1 > t i > r i . And we gett 1 = (r 1 , . . . , r i−1 , t i+1 , . . . , t m ),t 2 = (r 1 , . . . , r i−1 , r i , . . . , r m ) \ {k} where k = r j such that j > i. Hence we obtaint 2 <t 1 . Proof. Let e L ∈ O ⊂ M λ with p f = p f (O), p = p(O) and s = |p|. In particular, we have discussed two special types of orbits in Section 3.2. One is the case of orbits with full pattern: For s = |p| = m, by Proposition 3.2.1 and Proposition 3.1.26, we have e L ∈ S λ and tab(L) ∈ Std(λ). In particular, in this case tab(L) \ (p I ∪ p J ) is a shifted standard (n − 2m, 0)-tableau. The other type of special orbits are those with s = 0. In this case the sufficiency is 3.2.6 and the necessity is 3.2.4. Now we assume 1 s m − 1. 
We claim that all occurring R with a R = 0 has the property: tab(R) < tab(L). Otherwise, assume there exist some R such that a R = 0 and tab(R) > tab(L). We choose some u ∈ U w ∩ U where t λ w = tab(R) such that e R 0 = e R • u, is a pattern idempotent. Hence we obtain:
. Then by 3.3.26 and (3.3.33), we obtain:
where tab(K) = tab(L), tab(R 0 ) = tab(R) and tab(Ñ ) is nonstandard. Since char(F ) = 0, by 3.1.26 we have S µ = ker Φ m−|p| where µ = (n − m − |p|, m − |p|) and then from (3.3.34) we get:
By assumption we have tab(R) > tab(L) then from Lemma 3.3.30, we obtain tab(R 0 ) = tab(R) > tab(L) = tab(K). Moreover we know tab(R 0 ) and tab(Ñ ) are non-standard.
Hence we obtain that last(x) is non-standard, which is a contradiction to 3.2.4. Let v = e L − a R e R . By 3.1.26 and (3.3.32) we get v ∈ ker Φ m = S λ with last(v) = tab(L), top(v) = e L . This finishes the proof of the sufficiency.
(2) (=⇒) Suppose there exists v ∈ S λ such that last(v) = tab(L) and top(v) = e L . Assume 0 = v = e L − R a R e R ∈ S λ = ker Φ m where tab(R) < tab(L) and 0 = a R ∈ F. Thus
, hence we can assume for all R in (3.3.35), we have p f (O R ) = p f where O R denotes the orbit containing R; moreover, from the proof in (1), we can further assume:
In fact it suffices to prove for L is a pattern matrix since tab(K) = tab(L) for all e K ∈ O L . Assume L is a pattern matrix, then by 3. 
Finally take B λ = B λ
. Note that this union is disjoint, since its elements are distinguished by their leading term top(v L ) = e L and we say this e L appears as leading term of S λ .
We choose now a suitable principal ideal domain Λ (containing a primitive p-th root of unity), with quotient field Q of characteristic zero. Moreover we assume that q = q · 1 Λ ∈ Λ is invertible. Finally We assume that our field F is epimorphic image of Λ and has characteristic l coprime to q. Note that
Proof. Note that e L,Q = e L,Λ . Keeping notation in 3. 
Multiplying this equation by the least common denominator of the coefficients we obtain an expression
Moreover we may assume that the greatest common divisor of the coefficients 3.39) where for c ∈ Λ, c denoted the corresponding residue class of c in F. Here we identify
by the canonical isomorphism, where l ∈ Λ generates the kernel of the epimorphism from Λ onto F. Since we have assumed the greatest common divisor of the coefficients
Acting by a suitable u ∈ U we can obtain a pattern matrix R 0 such that e R • u = e R 0 with tab(R 0 ) = tab(R). This means that char(F ) = l does not divide β L ∈ Λ. Choosing for example Λ to be the integral closure of Z in the field Q[ε], where ε is a p-th root of unity, we may vary l through all primes of Z except p to conclude that β L must be a unit in Λ. Thus we can assume β L = 1. This shows:
We remark that if e L ∈ O can appear as a leading term of S λ , then all the idempotents in O can also be a leading term of S λ , thus we say M O appears as a leading term. Now we can state the main result of this thesis. 
Rank polynomials r t (q)
In [5] , Brandt-Dipper-James-Lyle introduced a kind of polynomials in q attached to each standard λ-tableau t, λ = (n − m, m) ⊢ n , called "rank polynomials", denoted by r t (q) such that r t (1) = 1. We will show that the number of our basis elements B λ in the t-batch M t with leading term in E t is exactly the rank polynomial r t (q). We call a route along the grids from the northwest corner to the southeast corner a path, denoted by π. Define P (a, b) to be the set of all paths in an a × b array of boxes. (2) Given a corner (i, j) let r(i, j) = j − i. Suppose that Y is a filling of the boxes to the south of some path π with elements of F q . Say that Y is good if for each corner (i, j) through which the path passes, the matrix whose bottom left hand corner is (a + 1, 1) and whose top right hand corner is (i, j) has rank at most r(i, j). (3) We define the rank polynomial r(π) of the path to be the number of ways of filling the boxes below the path with elements of F q such that the filling is good. (1) If π passes through a corner with i > j then r(π) = 0. In particular, if r(π) = 0 then the path must start with a east move. (2) Note that in the definition of a good filling, we may replace 'for each corner (i, j) through which the path passes' by 'for each corner (i, j) through which the path passes and which has the property that (i− 1, j) and (i, j + 1) are on the path' since all the other restrictions follow from these.
3.4.3 Lemma. Let λ be a two part partition and t ∈ RStd(λ). Then t ∈ Std(λ) if and only if all the corners (i, j) of π t satisfying i j.
Proof. Suppose t = a 1 a 2 · · · a m · · · a n−m Proof. By Remark 3.4.2, the path π t must start with a east move, hence we can draw the following picture for it:
Picture of π t Note that t\(p I ∪p J ) is a shifted tableau, filled by numbers in {1, 2, . . . , n} \ (p I ∪ p J ). Remember the definition of p-similar in 3.3.3. We denote s p ∼ t \ (p I ∪ p J ). Thus after deleting the rows and columns which contain positions in p, and closing the gaps, we obtain the path π s . Again by 3.4.2, it is sufficient to investigate those kind of corners labeled by black dots in the Picture of π t above. Choose an arbitrary corner of this kind, say (i, j). Note that L is obtained from a pattern matrix L 0 by truncated row and column operations. Furthermore note that such operations preserve the ranks of the sub-matrices determined by the relevant corners of the path π t . In particular L is a good filling if and only if L 0 is a good filling. Thus we may assume that L is a pattern matrix.
Assume there are α (i,j) many positions in the north west boxes (u, v) of the corner (i, j) such that (u, v) ∈ p, and β (i,j) many positions in the south west boxes (s, t) of the corner (i, j) such
