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Abstract
Trellis coded quantization has recently evolved as a powerful quantization tech
nique in the world of lossy image compression. The aim of this thesis is to investigate
the potential of trellis coded quantization in conjunction with two of the most popular
image transforms today; the discrete cosine transform and the discrete wavelet trans
form. Trellis coded quantization is compared with traditional scalar quantization.
The 4-state and the 8-state trellis coded quantizers are compared in an attempt to
come up with a quantifiable difference in their performances. The use of pdf-optimized
quantizers for trellis coded quantization is also studied.
Results for the simulations performed on two gray-scale images at an uncoded bit
rate of 0.48 bits/pixel are presented by way of reconstructed images and the respective
peak signal-to-noise ratios. It is evident from the results obtained that trellis coded
quantization outperforms scalar quantization in both the discrete cosine transform
and the discrete wavelet transform domains. The reconstructed images suggest that
there does not seem to be any considerable gain in going from a 4-state to a 8-state
trellis coded quantizer. Results also suggest that considerable gain can be had by
employing pdf-optimized quantizers for trellis coded quantization instead of uniform
quantizers.
vi
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Chapter 1
Introduction
In today's world of global multimedia inter-networking, there is an ever-growing need
to transmit and store digital images effectively, which necessitates the use of compres
sion. This for the most part explains the pace at which the field of image compression
is expanding and the fact that researchers are constantly trying to come up with bet
ter schemes for compressing images. Some of these schemes are custom tailored to
a particular application while others are broad based and used in a variety of appli
cations. A good example of the former would be the FBI wavelet fingerprint image
compression standard which has been designed exclusively for fingerprint images [8].
An instance of the latter is JPEG, the ISO-CCITT still image compression standard
which is capable of compressing a wide variety of images efficiently [21].
In this thesis, a transform-based approach to image compression is used. There
fore, it would be instructive to gain a good understanding of it. Any transform-based
image compression system can be represented as shown in Figure 1.1. The top three
blocks together form the process called encoding, whereby the input image is con
verted into coded (compressed) image data. The encoded data is then stored or
transmitted. For the purpose of this thesis, it is assumed that the transmitted or
stored data is retrieved error-free to avoid such issues as channel coding, unequal
error protection, etc. This encoded data is then subject to the process of decoding
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(an exact reverse of the process of encoding), which is constituted by the three blocks
below. The transform processes the image data in such a way as to make it more
amenable to compression (for e.g., it decorrelates the image data). Quantization maps
the output of the transform (which can take on an infinite number of values) to a
finite set of pre-determined values so that they can be represented by a finite number
of bits. Coding is a lossless procedure which produces codewords in accordance with
the probability distribution of the quantizer output. Coding attempts to achieve the
entropy rate of the quantized output by removing further redundancy in it.
Image
->
Forward
Transform
Quantization -> Encoding
Coded Image
data
V
Reconstructed
Image
Inverse
Transform
<-
Inverse
Quantization
<- Decoding
Coded Image j
-
data
Figure 1.1: Block diagram of a typical transform-based image compression system.
This compression is said to be '"lossy" with all of the loss occurring in the quan
tizer (ignoring the almost negligible precision loss due to the transform itself, in any
practical system).
One of the most widely used theoretical benchmarks to gauge the performance
of any compression system is the rate-distortion function.
Rate-distortion1 theory is
the information theoretic approach to the study of optimal source coding systems.
The approach was first suggested in Shannon's original development of information
theory. Shannon's source coding theorem combines an ergodic theorem with the
idea of random coding in order to characterize the optimal achievable behavior of
1It is also sometimes referred to as Distortion-rate theory or theory of source coding with a fidelity
criterion.
a particular mathematical model of any system. This behavior is characterized by
the rate-distortion function of the source and distortion measure. The rate-distortion
function provides us with an absolute lower bound on the achievable distortion at a
given rate or vice-versa for any given system. For a more in-depth and mathematical
treatment of the rate-distortion theory, the reader may refer to [1] [6].
1.1 Background and Motivation
In this thesis, a relatively new quantization technique known as trellis coded quanti
zation (TCQ) is studied. A very brief description of it is provided here but a more
detailed description can be found in Section 3.6. Trellis coded quantization owes its
existence to its vastly popular dual, trellis coded modulation (TCM), developed in
the late 1980s by Ungerboeck [18] [19]. TCM is one of the most sophisticated modu
lation schemes available today. It is being applied to a vast spectrum of applications
including all phone line modems transmitting above 4800 bits/sec (for e.g., the v.34
modem) and in satellite communications. Though the TCQ scheme has not made
such a dent in commercial products so far, that day is certainly not far off, because
of its power and versatility. The beauty of the TCQ lies in the fact that it is able to
deliver some of the punch of a vector quantizer (VQ) while retaining only a fraction
of a VQ's complexity. This vast, potential of the TCQ was a major motivating fac
tor behind this thesis. The aim of this work was to explore the realm of TCQ and
bear witness to its potential in two very different domains, namely the discrete cosine
transform (DCT) and the discrete wavelet transform (DWT). and to compare it to
the more traditional scalar quantization.
This work is by no means the first attempt to explore the potential of TCQ. This
work in fact owes a great deal to previous work by Fischer and Wang [3], Marcellin
[12], Marcellin and Sriram [14], and Marcellin, Sriram and Tong [15]. What is different
about this work is that the issues of quantization and coding are isolated to focus
exclusively on the former.
1.2 Overview and Contributions ofthe thesis
Chapter 2 develops the background material in transform theory necessary for the rest
of the thesis. It briefly goes about describing the Discrete Cosine Transform (DCT),
its salient properties and its applications to image compression. The remainder of the
chapter is devoted to discussing the Wavelet Transform (continuous and discrete) and
the realization of the Discrete Wavelet Transform (DWT) using filter banks necessary
for its application to image compression.
Chapter 3 deals with the fundamentals of quantization theory. The reader is first
introduced to the concept of scalar quantization. Uniform quantization is then dealt
with in detail. The chapter then goes on to explain the theory behind pdf-optimized
quantization and the algorithm used in this thesis to build a locally optimal quantizer.
The all important idea of bit-allocation is brought out and then the allocation formulas
for two different systems, i.e., the DCT and the DWT, are derived. The chapter
concludes by taking a look at vector quantization and trellis coded quantization, the
crux of this work.
In Chapter 4, the two systems, i.e., DCT-based and the DWT-based, that were
simulated in this work are described in detail. Then the results of the simulations
are presented by way of the reconstructed images and their peak signal-to-noise ratio
(PSNR) values for the scalar and trellis coded quantization schemes.
The contributions of this thesis are the following :
The issues of quantization and coding are isolated in order to concentrate solely
on the former. Trellis coded quantization and the more traditional scalar quan-
tization are compared in order to come up with a quantifiable difference in
performance.
The working of TCQ is studied in two very different and popular domains,
namely the DCT and the DWT.
Investigations are carried out to see whether TCQ improves features and reduces
background noise and artifacts in images above that predicted by the maximum
1.53 dB cell shape gain.
It is shown how TCQ offers better performance in conjunction with optimal
quantization in the case of a DCT-based system.
A comparison of the performance of a 4-state and a 8-state TCQ is also pre
sented.
Chapter 2
Review of Transform Theory
A transform is a mapping from a function of one domain to a function of another,
subject to a set of predefined rules.
In the area of image compression, the major goals of a transform are to decor-
relate the original signal (image) and to redistribute the energy among only a small
number of transform coefficients. This leads to a situation where many insignificant
coefficients can be thrown away after appropriate quantization.
A transform is said to be one-dimensional if it is performed over a single row
or column of pixels. It is said to be two-dimensional (2-D), if it is performed over
a 2-D array of pixels. All transforms applied to images are essentially 2-D, though
sometimes it is more practical to realize a 2-D transform by means of two successive
1-D transforms.
There are many characteristics that are desirable in a transform, when it is used
for the purpose of image compression :
Image decorrelation : There is a high degree of correlation between pixels
in any natural image. Therefore, one of the major goals of any transform is to
decorrelate the source image as much as possible.
Image-independent basis functions : Owing to the large statistical vari-
ations among images, the optimum transform usually depends on the given
image. This makes finding the basis functions a tedious and costly task. This
also means that these optimum basis functions must be sent to the decoder
which results in a reduction of compression efficiency. Therefore, it is gener
ally necessary to trade off optimum performance for a transform whose basis
functions are image-independent.
Fast implementation : There is always the need for a transform to be
amenable to fast implementation in order to save on cost and time.
2.1 The Optimal Transform
An optimal transform is one that is capable of extracting all the correlation present in
the input data, i.e., completely decorrelating the input data. The Karhunen-Loeve1
transform (KLT), which was first introduced by Karhunen and Loeve, is an example
of such a transform.
In order to understand the working of the KLT, consider the following. Let X
be a real-valued vector whose components are correlated with one another. It is
possible to select an orthogonal matrix T, for a given pdf describing X, that will make
Y = TX have pairwise uncorrelated components. Let Rx E[XXT], denote the
autocorrelation matrix of the input column vector X. Let u,- denote the eigenvectors
of Rx (normalized to unit norm) and A; the corresponding eigenvalues. Since any
autocorrelation matrix is symmetric and nonnegative definite, there are k orthogonal
eigenvectors and the corresponding eigenvalues are real and nonnegative. Let us
assume, without any loss of generality that
Ai > A2 > Xk > 0.
^^This transform is also commonly referred to as the hotelling, principal component, or eigenvector
transform.
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The KLT matrix can then be constructed as T = VT . where
V = [uiu2---ufc],
that is, the columns of V are the eigenvectors of Rx-
Then the autocorrelation matrix of the output Y is given by
Ry = E[YYT] = E[VTXXTV]
Ai 0 0
0 A2 0
= VTRXV
0 0 A*
Thus it can be seen that the KLT does indeed decorrelate the input vector. It
also follows that the variances of the transform coefficients are the eigenvalues of the
autocorrelation matrix Rx. For proof of optimality of the KLT, the reader is referred
to [5].
As can be inferred from the above discussion, Rx, the autocorrelation matrix of
the input vector A . is required to construct the KLT matrix. In other words, the
KLT is input dependent. In the context of transformation of images, although the
KLT would be optimum for a given image, it would also be image dependent. The
KLT is therefore not a good candidate for an image transform.
2.2 The Discrete Cosine Transform
The 2-D NxN Discrete Cosine Transform or DCT. used in image processing applica
tions has forward and inverse relations given by equations (2.1) and (2.2) respectively.
.v-iAr-1
F(u,v) = -C(u)C(v) }_^ 2^ f{x-y)cos cos-4
x=0 i/=0
2X 2X ;2.i)
f(xiy) = ^LL C(u)C{v)F(u,v)cos cos (2.2)
where
C(u),C(v)=l1Jy/* io[u^ = ^
v h y ' 1 otherwise.
In this thesis, the source image is first blocked into 8x8 blocks and then the 2-D
DCT applied for each one of these blocks. Each one of these 8x8 image blocks can
be viewed as a 64-point discrete signal, which is a function of the two spatial dimen
sions x and y. The DCT takes such a signal and decomposes it into 64 orthogonal
basis signals. Each contains one of the 64 unique 2-D "spatial frequencies" which
comprise the input signal's "spectrum". The output of the DCT is the set of 64
basis-signal amplitudes or "DCT coefficients"whose values are uniquely determined
by the particular 64-point input signal.
The DCT coefficients can thus be regarded as the relative amount of the 2-D
spatial frequencies contained in the 64-point input signal. The coefficient with zero
frequency in both x and y directions is referred to as the "DC coefficient"and the
remaining 63 coefficients are referred to as the "AC
coefficients"
as in Figure 2.1.
Because pixel values vary slowly from point to point across a typical image, the DCT
lays the foundation for achieving data compression by concentrating most of the signal
energy in the lower spatial frequencies. For an 8x8 pixel block from a typical image,
most of the spatial frequencies have zero or near-zero amplitude and hence need not
be encoded.
At the decoder, the IDCT reverses the effect of the DCT. It takes the 64 DCT
coefficients (which at this point are quantized) and reconstructs a 64-point output
image signal by summing up the basis signals. Mathematically, the DCT is a one-
to-one mapping for 64-point vectors between the spatial and the frequency domains.
Nbi-1
v.
0 1 2
(a)
DC Coefficient
Highest frequency
AC Coefficient
NB2"1
M-l
V
0 1 2 M-l
(b)
Figure 2.1: (a) An Ni x AT2 image is divided into Nbi x Nb2 blocks, each of size M
x M. (b) A DCT transformed block is shown, indicating the position of the DC and
the highest frequency AC coefficients.
If the DCT and the IDCT can be computed with arbitrary precision and if there
was no quantization involved, the 64-point input signal can be exactly recovered. In
principle, the DCT introduces no loss to the source image pixels. It merely transforms
them to a domain where they can be more efficiently encoded.
2.3 The Wavelet Transform
2.3.1 The Continuous Wavelet Transform
The continuous wavelet transform, in general, can be expressed as the time-integrated
product of a signal s(t) with a set of analyzing functions, which are simply the dilated
and shifted versions of a given "mother wavelet". Since the mother wavelet can
have many different forms, subject to certain mathematical constraints, the analyzing
functions can take an impressive variety of forms, which packs the wavelet transform
with a great deal of power and flexibility.
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The continuous wavelet transform is given by
/CO
W(x, y) = (s(t) h,,v(t)) = / 8(t)hlv(t)dt (2.3)Jt= OO
The analyzing functions hXty{i) for the wavelet transform are
hxM = ^=g[(t-y)/x] (2.4)
y/X
where g{t) is a function such as the one shown in Figure 2.2, known as the "mother
wavelet"
. The nice thing about such a mother wavelet is that it is of finite duration
and therefore its energy is concentrated in a small region.
The inverse wavelet transform is given by
.w=.- r r w{x-ylh-'{t)^y (2.5)
Jx=oo Jy=oo X
where x > 0 and z is a normalization constant determined by g(t).
The mathematical constraints imposed on the mother wavelet in order to insure
perfect reconstruction of the signal after the inverse transform are as follows.
g(t) has finite energy, i.e.,
I"
\9(t)\2dt (2.6)
Jt= CO
is finite.
The Fourier transform of g(t), G(w), is such that
r
\G(w)\2
Jw=oo \w\
is finite. It can be shown that these conditions lead to the requirement that the
time average of the wavelet function be zero, i.e.,
/OO
L = 0 (2.8)
11
12 14
Figure 2.2: (a) The mother wavelet (Cubic B Spline), (b) The mother wavelet con
tracted by a factor of 2. (c) The mother wavelet dilated by a factor of 2.
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As a result of this constraint the wavelet transform removes the DC component
of the signal; this DC component can be added back to the signal after performing
the inverse wavelet transform.
Any signal s(t) can be expanded in terms of the analyzing functions hXiV(t) as
shown in equation (2.5). The analyzing functions for the wavelet transform consist
of translations and dilations of the mother wavelet. Increasing the parameter x in
equation (2.4) stretches g(t y) in time and hence the term "dilation". Decreasing
x would result in "contraction". The parameter y causes the function to slide along
the time axis and hence the term "translation".
To understand how the wavelet transform works, it is useful to study the effects
of parameter x on the analyzing functions themselves. For large values of x, the
analyzing functions are wider and hence the energy in their spectra is concentrated
in the low frequencies. As a result, the low frequency information in the signal is
captured by the analyzing functions with large values of x. Applying similar logic,
for small values of x, the analyzing functions are narrower and hence their energy
concentrated in the high frequency end of the spectrum. Therefore analyzing functions
with small values of x capture the high frequency information in the signal. Thus
for various values of re, the analyzing functions are capable of capturing information
at various scales of frequency. Hence, the form of time-frequency representation
afforded by the wavelet transform is referred to as the "Time-Scale" representation
as illustrated in Figure 2.3.
2.3.2 The Discrete Wavelet Transform
As seen in equation (2.4), the continuous wavelet transform has a continuous range
of values for x and y and has a certain amount of redundancy associated with it.
This redundancy can be removed by restricting the values of x and y to a discrete
13
(freq.)
w0
LOqI'j
wq/4
H 1 h H 1 h
4r
-i i h
8T i2r
(time)
Figure 2.3: Time-Frequency tiling afforded by the wavelet transform.
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set of values such that x = 2k and y = 2kl where k and / are integers. The resulting
transform, known as the discrete wavelet transform (DWT) is then given by
/oo
W(k,l) = / s(t)h*t2kl(t)dtJt=oo
The corresponding Inverse DWT is given by
(2.9)
OO OO
*(*) = * E E w(k,i)h2kakl(t)
k=oo I00
(2.10)
where z is a normalization constant.
An orthonormal basis is obtained when < /&2*,2*/(^) ^v vi'tt) >= djkdU'. Meth
ods to construct such orthonormal bases are based on the theory of multiresolution
analysis [7]. Using this theory, it can be shown that the discrete wavelet transform
of a signal is equivalent to splitting it into its constituent frequency subbands, i.e,
the signal is subjected to a system of appropriately designed filter banks. For a more
detailed discussion on the relationship between wavelets and filter banks, the reader
is referred to [2] [7] [20].
x(n)-
h(n)
g(n)
*2^KP
l2^(t2
h'(n)
A
y(n)
g'(n)
Figure 2.4: Basic filter bank implementation of the wavelet transform.
One-dimensional DWT (the separable 2-D case is a straightforward extension) can
be described in terms of a filter bank as shown in Figure 2.4. An input signal x(n) is
input to the analysis low-pass filter h(n) and the analysis high-pass filter g(n). The
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alternate samples of the outputs of these filters are then discarded, corresponding
to decimation by a factor of two. The decimated outputs of these filters constitute
the reference signal r(n) and detail signal d(n) for a one level decomposition. For
reconstruction, interpolation by a factor of two is performed, followed by filtering
using the low-pass and high-pass synthesis filters h'(n) and g (n) as shown. Provided
the system satisfies the perfect reconstruction property, the sum of the outputs of the
synthesis filters will give y(n) = Ax(n rid), where A is the gain and rid the delay of
the system.
Columns
Columns
h(n)
LPF -*<Jj)-*
h(n)
LPFj
3
Rows
g(n)
HPF
-UY-
Image
h(n)
LPF -KD
>
g(n)
HPF
Rows
g(n)
HPF -*Ujh-
LL
LH
HL
HH
Figure 2.5: The process of wavelet decomposition of an image implemented using
digital filters.
The 2-D discrete wavelet transform for images is implemented using digital filters
as shown in Figure 2.5. The image is first row-filtered through a low-pass (LP) and a
high-pass (HP) filter and then column downsampled by a factor of two. This results
in a LP and a HP image which are half the size of the original image. Now each
of these images is column filtered using the same LP and HP filters and then row
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downsampled by a factor of two, resulting in four equal sized subbands. Each of these
bands is one quarter the size of the original image. The low-pass band can now be
subjected to the same process, as above and therefore can be split into four more
bands and so on.
LLL,
LLL
LLH,
LLL
LH,LL
H,L
LLL,
LLH
LLH,
LLH
LL,LH LH,LH
L,H H,H
Figure 2.6: A 3-level octave-band or wavelet decomposition of an image into its
constituent frequency subbands. The spectral decomposition and ordering of the
channels is shown.
This type of decomposition of an image, as shown in Figure 2.6, into its constituent
frequency subbands is known as octave-band or wavelet decomposition. The labeling
of a subband in the figure is indicative of the type of filters the original image was
subjected to (L being Low-pass and H being High-pass).
The reconstruction of the image from these subbands is done by exactly reversing
the decomposition process shown in Figure 2.5, i.e., the subbands are subjected to
interpolation and the appropriate synthesis filters to get back the image.
2.4 Summary
Transform domain approach to compression is very powerful and holds a lot of po
tential, which would explain its immense popularity. In this chapter, three important
transforms which are being widely used today have been reviewed. KLT, which is the
optimal transform for a given image suffers from being image dependent. The popu
lar DCT is capable of high energy compaction of the image, has fast implementation
techniques but lacks good spatial localization due its bases (sines and cosines) being
of infinite duration. The DWT is well suited to images because of its good spatial and
frequency localization properties and due to low-pass nature of most natural images
but its pitfall is that no good fast implementation technique exists to date.
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Chapter 3
Review of Quantization Theory
Quantization is the heart of any lossy compression system. In its simplest form,
a quantizer observes a single number and selects the nearest approximating value
from a predetermined finite set of allowed numerical values. Generally, the input to
a quantizer is capable of taking on any value from a continuous range of possible
amplitudes and the output, any one of the N predetermined values. In all cases of
practical interest, N is finite so that a finite number of binary digits is sufficient to
specify the output value.
3.1 Scalar Quantization
A quantizer is said to be scalar if it operates on one input at a time. In other
words, it is a one-dimensional quantizer. Associated with every N point quantizer
is a partition of the real line 71 into Ar cells TZi, for i 1, 2, . N. The z'th cell is
given by TZi {x e 71 : Q(x) = */,} = Q~l(yi), the inverse image of j/,- under the
quantization operation Q. A cell that is unbounded is called an overload cell. Each
bounded cell is called a granular cell. Together all of the overload (granular) cells are
called the overload region (granular region).
A quantizer (denoted by Q) is completely described by its output levels {y,; i =
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1, 2, , A^} and the corresponding partition cells {TZf, i = 1, 2, , A^}.
A quantizer is said to be regular if
Each cell TZi is an interval of the form (xi-i,Xi) together with one or both of
the end points.
yi G (x,-_i,x,-).
The values Xi are often called boundary points, decision points, or endpoints and
the values j/t- are referred to as output levels, output points, or reproduction values as
shown in Figure 3.1. A regular quantizer has the characteristic property that if two
input values, say a and b with a < b, are quantized with the same output value, w,
any other input that lies between a and b will also be quantized to the same output
value w.
.V . v ,V . K . v
,1 ,2 ,3 N-l N
AAA ] A ' A3
yyy v y
12 3 N-l N
Figure 3.1: A one-dimensional quantizer with the end points and output points
marked on it.
The performance of a quantizer is ultimately dependent on all the partition bound
ary values and on all of the output points as well as on the input statistics. Another
parameter that has an important influence on quantizer performance is the loading
factor, 7, which measures the size of the highest decision level, :rjv-i, relative to the
rms (root mean squared) value, a, of the input signal. Specifically, the loading factor
is given by
V
^=- (3-1)
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where V is the peak signal magnitude that can be quantized without incurring an
excessive overload error. Zero mean signals are considered here since the maximum
signal magnitude is taken to be half the range (effectively assuming that zero signal
is in the middle of the range) and square root of the variance is considered instead of
the average power. The loading fraction , (3, is the reciprocal of the loading factor,
i.e., (3 = I/7. A reasonable choice of loading factor would be in the range of 2 4.
Since, the loading factor is indicative of how well the quantizer is matched to the
input, the SNR performance depends critically on it.
3.2 The Uniform Quantizer
The most common of all scalar quantizers is the uniform quantizer, sometimes known
as the "linear" quantizer because its staircase input-output response lies along a
straight line (with unit slope) as shown in Figure 3.2. All quantizers are inherently
non linear in the proper sense of the term.
A uniform quantizer is a regular quantizer that has the following characteristics :
The boundary points are equally spaced, i.e., with step size A, X{ xt_i = A
for i = 2,3,--,N.
The output or reproduction levels for the granular cells are the midpoints of the
quantization interval, i.e., yi = (x;_i + xi)/2 for i = 2, 3, ,
Ar 1
Thus, the partition of the granular region consists of intervals of length A and for
unbounded inputs, the quantizer has overload cells (00,21] and (xn-i,+oo) with
y1 = xi A/2 and t/jy = ;v-i + A/2. Note also that y,- = x2_i + A/2.
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Figure 3.2: The Staircase type input-output characteristic of a quantizer.
3.2.1 Average Distortion
The purpose of quantization is to provide a limited precision description of a previ
ously unknown input sample. It is only because the input is not known in advance
that it is necessary to quantize. Thus the input must be modeled as a random vari
able with a certain pdf. Consequently, the error introduced in this sample will also be
random. To conveniently assess the performance of a particular quantizer, there is a
need for a number which is a measure of the overall quality degradation or distortion
incurred by quantizing the input.
A lot of different distortion measures are available (for e.g., the absolute error,
the Mahalanobis distortion measure) and generally the use of a measure is dictated
by the particular application. The most common measure of the distortion is the
squared error defined between any two numbers as
d(x,x) = \x x\ .
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When applied to quantizers, x is the input and x = Q(x), the quantized output. For
an overall measure of performance of a quantizer a worst-case value or a statistical
average of some suitable measure of the distortion can be used. If the squared error
distortion measure is used, the worst-case squared error is simply the square of the
maximum error. The problem with such a measure is that it depends only on the
support region of the quantizer. Therefore, for an unbounded input with a finite
quantizer (with a finite support region), the worst-case error is infinite and hence
is not a useful measure of distortion. The statistical measure of the distortion is
usually a more informative and meaningful performance measure. In general, it can
be written as
D = E[d(X,Q(X))}
/OO
d(x,Q(x))fx(x)dx (3.2)
-OO
where fx(x) is the pdf of X. This measure of distortion is usually referred to as
the average distortion or the mean squared error (MSE). For a given input random
variable, X, and quantizer, Q = {yi, Ri\ i = 1,2,- , N}, the average distortion can
be expressed as
D = E[(X - Q(X)f] = /(*- yiffx(x)dx.
t=i JRi
For the case of a regular quantizer the average distortion can be expressed as
D =Ef(i- yi)2fx(x)dx.
What makes MSE one of the most popular measures of distortion is that
it is very easy to work with, i.e., computational simplicity.
it penalizes larger deviations of outputs from inputs more than the smaller ones,
which fits in nicely with the logic of quantization.
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However, a downside to using the MSE in image compression systems is that it
does not relate well to the quality of the reconstructed image.
Let us now consider the case of a uniform quantizer where the input is bounded
with values lying in the range (a, b) with size B = b a. Then a = Xo and b xn
and the range is divided into N equal quantization cells, each of size A = B/N. The
resulting quantizer has N output levels, or treads, with step size A corresponding to
a staircase input-output characteristic with each step of equal size. The risers also
have size A.
It is not difficult to show that regardless of the shape of the input pdf, if the range
of the input has size B then the maximum possible error is B/2N = A/2 and the
uniform quantizer minimizes the maximum error. This gives the uniform quantizer a
useful robustness so that it maintains a good performance for a wide variety of input
signals.
When the input pdf is uniformly distributed over the granular region, as in the case
of a uniform quantizer, it is readily seen that the quantization error, q = [X Q(X)\
has a uniform pdf over the region [A/2, A/2], i.e, /g(g) = 1/A, where A = B/N is
the cell width. The average distortion, D, from equation (3.2) is then given by
D = E[d(X,Q(X))]
= E[(X-Q(X)f]
= Etf]
/A/2
= / , q2fq(q)dq
./-A/2
A ./-A/2
A 12
A2
=
12 (3-3)
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The average distortion given the cell is thus simply the variance of a random variable
that is uniformly distributed on an interval of width A, that is, A2/12. Thus the
mean of the quantization error is given by
E(q) = 0.
The uniform distribution assumption for quantization noise holds exactly in this case.
It can also be shown that a common quantizer noise approximation, i.e., the signal
and noise are uncorrelated, is invalid in this case since
A2
EUX) - --
and hence the signal and the quantizer error are not uncorrelated.
In practice, most input signals of interest are unbounded. In this case, there are
two overload cells (00, Xi] and (xyv-i, +00) and L = N 2 granular cells. The most
significant consequence of allowing unbounded inputs is that the maximum error is
now infinite. However, most inputs of interest have rapidly decreasing tail probabil
ities for their pdf 's so that for suitable quantizer designs the overload region would
have a very low probability of containing an input sample. Hence, performance re
sults for uniform quantization with bounded inputs are approximately valid when the
input is unbounded as long as the loading fraction is sufficiently small. Nevertheless,
it is important to realize that in general, the average distortion, D, is due to combined
effects of granular and overload distortions, i.e.,
D = Dgran + Dol (3.4)
where DgTan denotes the granular distortion and D0\, the overload distortion, which
can be shown to be
/X\ /"+00
(x-yi)2fx(x)dx+ (x-yN)2fx(x)dx. (3.5)
-00 JXj^_1
where fx(x) is the pdf of the random variable X.
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3.2.2 Signal to Noise Ratio
In most cases, a uniform quantizer is designed to operate with high resolution so that
N is large, the probability of overload is very small, and the step size is much smaller
than the rms signal level. As a result, some convenient approximations can be made
to obtain general performance results that are independent of the specific input pdf.
The signal to noise ratio (SNR) for a high resolution uniform quantizer with step
size A can be calculated easily. Using the fact that A = B/N = 2V/N = 2a^/N ,
the average distortion D in equation (3.3) can be rewritten as
DgTan = ^272A-2 = ^2722-2'
where the resolution r = log2 N and the subscript "gran" has been added to emphasize
that the overload distortion has been neglected. Assuming that the signal has zero
mean (or, equivalently, measuring power by the variance) the SNR is given by
gAE =
101og10signalpWer
= 101og10(3/?22-) (3.6)
noise power
using the loading fraction, 0 = I/7. This simplifies to the formula
SNR = 6.02r + d (3.7)
where the constant C\ = 101og103/32 is ordinarily negative for reasonable loading
factors. Note that the SNR increases with 0 until overloading occurs. Although
these results assume high resolution, it turns out that they are fairly accurate for
even moderately low resolutions.
Equation (3.7) gives the well known rule of the thumb: the SNR increases by 6
dB for each additional bit used to quantize an input sample. This formula suggests
that the performance will continue to improve without bound as the loading fraction,
0, is increased. The derivation of this result, however, was based on the assumption
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that overload noise can be neglected. As the loading factor decreases to values below
2 or 3, the contribution of the overload noise become significant. Therefore, a more
careful derivation of SNR must begin with the formula for the average distortion as in
equation (3.4). Using equation (3.5) in equation (3.4), the SNR can be computed by
taking into account both the overload and the granular distortions. It is of particular
value to understand how the SNR depends on the loading factor when overload effects
are included. Figure 3.3 shows a plot between SNR of a uniform quantizer and its
loading fraction, which is proportional to the input signal level for a fixed quantizer.
For a fixed rate r, the SNR increases steadily with a slope of unity on the log-log scale
till the overload noise comes into play and then it decreases fairly rapidly. The rate
of decrease due to overload noise depends on the tail characteristics of the particular
input pdf.
SNR
in
dB
Loading Fraction in dB
Figure 3.3: SNR vs. Loading fraction(/3) for uniform quantizers.
Note that for each additional bit of resolution, the SNR curve rises vertically by 6
dB. Figure 3.3 shows that a uniform quantizer has a relatively modest range of input
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power levels for which the SNR remains close to its peak value. In other words, the
performance of a uniform quantizer is quite sensitive to the input signal level. As a
result, very high resolutions are needed to obtain satisfactory performance for signals
whose power levels are not accurately known in advance or vary with time.
3.3 The Optimal Quantizer
The principal goal of quantizer design is to select the reproduction levels and the
partition regions or cells so as to provide the minimum possible average distortion
for a fixed number of levels N or, equivalently, a fixed resolution r. In general, this
problem does not have any explicit, closed-form solution. Effective algorithms are
however readily available.
More explicitly, for the average (mean square) distortion measure, the goal, as
usually stated, is to find the output points y8- and partition cells Ri that minimize
N
D = I2 (x-yi?fx(x)dx (3.8)
j=i JR<
where fx(x) is the pdf of the random variable X.
The problem of finding an optimal quantizer is an intriguing one. There are two
critically important conditions that are necessary for optimality, which are simple to
derive and understand. These conditions are dealt with in the following two sections.
3.3.1 The Optimal Encoder for a Given Decoder
Consider the task of finding the optimal encoder for a given decoder. Equivalently,
the idea is to find the best partition for a given codebook. Before formally stating
and proving the condition, it is to be noted that the condition is so obvious as to
seem almost trivial: If the overall goal is to minimize distortion, then no encoder can
be better than that encoder which maps input values into the output reproduction
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level having the minimum distortion with respect to the given input. In other words,
the best encoder for a given codebook satisfies the nearest neighbor condition which
requires that the ith. region of the partition should consist of all input values closer
to yi than to any other output level. This result holds as easily for general measures
of distortion as for the simple squared error distortion. A formal statement of this
property is made below.
Nearest Neighbor Condition
For a given set of output levels, C, the partition cells satisfy
Ri C {x : d(x,yi) < d(x,yf)\ all j ^ i}; (3.9)
that is,
Q(x) = yi only if d(x, y{) < d(x, y,) all j ^ i. (3.10)
Thus, given the decoder, the encoder is a minimum distortion or nearest neighbor
mapping, and hence
d(x,Q(x)) = mmd(x,yi). (3.11)
That the nearest neighbor condition is indeed sufficient for optimal encoding with a
given decoder is proved as follows.
Proof: For a given codebook, C', Q(x) takes on values in C , so that
D = d(x,Q(x))fx(x)dx> / [mind(x,y,-)] fx(x) dx
and this lower bound is indeed attained when Q(x) performs the nearest neighbor
mapping with the given codebook c.
For both the squared error and the absolute error distortion measures, the nearest
neighbor rule implies that for a given input, x, the output y,- is chosen to minimize
|x yi\. In other words, if x lies between two output levels, y,_! and yi, the rule is
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to choose the closer of the two levels. This is accomplished by choosing xt_i as the
midpoint between two adjacent output levels,
Xi_i = (y;_i + yi)/2.
The nearest neighbor rule fully defines a partition of the input range once a convention
is adopted (which is normally dictated by the needs of the specific application) to
handle an input point that happens to lie on a boundary between two cells.
3.3.2 The Optimal Decoder for a Given Encoder
The second necessary condition for optimality which is obtained by fixing an encoder
(partition) and optimizing the decoder (codebook) is now examined. The centroid
condition is found to be both necessary and sufficient for this optimization provided
the squared error distortion measure is used. The centroid condition is simply the
condition that the optimal output level, y,-, for the ith. cell of the partition is the
centroid, or center of mass, a variation of the well known result in physics that a
moment of inertia is an object around a point (analogous to an average squared error
about a reproduction) is smallest when the point is the centroid of the object.
Centroid Condition
Given a nondegenerate partition R4, the unique optimal codebook for a random
variable X with respect to the mean squared error is given by
Vi = E[X\XeRi}. (3.12)
Proof: In general, the average distortion of a scalar quantizer can be written as:
N
r
Z) = E / (x-yi)2 fx(x)dx. (3.13)
n JR.i=l
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First, it should be noted that given a partition, the minimization of D with respect
to yj involves only one term of the sum. Second, it should be recognized that this
term can be expressed as a conditional expectation:
/ (x - Vjf fx(x) dx = P, r (x - y3)2fx\Rj(x) dx = P3E((X - Vj)2\X G Rj)
where fx\R:(x) is the conditional pdf of X given that it is in the jth. partition cell,
Rj, and Pj is the probability that X lies in Rj. It is obvious from the minimization
property of expectation that the value of yj that minimizes this integral is the centroid
E(X\XeRj) of the conditional pdf fx\Rj(x). More explicitly,
f Ir xfx(x)dx
yi = / xfx\Ri(x)dx = . (3.14)JR. JR,fx(x)dx
3.3.3 Algorithm for design of a locally optimal quantizer
The necessary conditions for optimality, derived in the previous sections provide the
basis for the most widely used design algorithms. The locally optimal quantizer used
in this work has been designed using the Lloyd II algorithm. This algorithm was later
rediscovered by Max [16], and has been widely used for scalar quantizer design.
In this algorithm, the idea is to make several passes through the quantizer pa
rameters r/i. Xi, yi, X3, ...,yN- lu each pass, the reconstruction points and the decision
boundaries are iterated one at a time while proceeding left to right on the real number
line. The algorithm is shown in table 3.1. The values of e and a are design param
eters. The quantizer resulting from the use of this algorithm is referred to as being
locally optimal because the end point of the iterations is user defined and therefore
does not necessarily lead to a globally optimal quantizer.
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Step 1. Pick an initial value of {xs; j 1, 2, , N 1} and
{yj; j = 1,2,---,A}. Set k = 1, x0 = -co.
Step 2. Find j/^ such that it is the centroid of the interval
(xk-i,xk).
Step 3. Find xk so that it is the midpoint of (yk,yk+i)-
Step 4. If k = N 1 go to Step 5, otherwise set k + 1 * k
and go to Step 2.
Step 5. Compute c, the centroid of the interval (xjv-i, +oo).
If \yw c\ < e, stop. Otherwise, go to Step 6.
Step 6. Let y^ a(y^ c) ? t/jv and set k 1. Go to Step 2.
Table 3.1: The Lloyd II algorithm.
3.4 Bit Allocation
Simply put, the problem of bit allocation can be described as an exercise to maximize
(or minimize) a cost function which describes the quality of approximation under the
constraint of finite resources, that is, a given number of bits that can be used to code
the signal. Often a signal coding system contains several different quantizers, each of
which has the task of encoding a different parameter that is needed to characterize the
signal. Each such parameter may have a different physical meaning and may require
a different relative accuracy of reproduction to achieve a desired overall quality of the
reconstructed signal (image). The number of bits available to collectively describe
this set of parameters is inevitably limited. Consequently, a major concern of the
designer of a coding system is bit allocation, the task of distributing a given quota of
bits to the various quantizers to optimize the system performance.
32
Distortion or the error is the deciding factor in any bit allocation problem. An
important fact to recall is: The total squared error (distortion) between the input
and the output is the sum of the individual errors, when the transform is unitary. To
see that, call x and x the input and the reconstructed input, respectively. Then y
and y will be the input and the output of the quantizer. That is,
y = Tx, x = TTy,
where the last equation holds since the transform T is unitary, that is, TTT = TTT
I. Then the total distortion is
D = E((x-x)T-(x-x)) = E((y-y)T-TTT-(y-y))
= E((y - y)T (y - y)) = E( (y,- - y,-)2) = A,
1=0 4=0
where
_Dt is the expected squared error of the ith coefficient. Then, the bit allocation
problem is to minimize
Ar-l
D = Y, A, (3.15)
i=0
while satisfying the bit budget
N-l
E n < R, (3-16)
t'=0
where R is the total budget and r,- is the number of bits allocated to the zth coefficient.
3.4.1 Optimal bit allocation for the Karhunen-Loeve Trans
form
Huang and Schultheiss [9] proposed that the optimal bit allocation for the Karhunen-
Loeve transform coefficients would be of the form
n = R + - log2
A,
'JV-1 1/JV
; i = 0, !.-, N -1 (3.17)
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where r,- is the number of bits allocated per coefficient, R the total bit budget, N the
dimensionality of KLT and A; the eigenvalues of the autocorrelation matrix of the
input random variable. As was seen in Section 2.1, the eigenvalues are the variances
ofthe transform coefficients in the case of KLT. Therefore, equation (3.17) can be
written as
fi = R +
g log2
a?
'N-i V'N
i=o
n-?
(3.18)
where of are the variances of the transform coefficients. This implies that rt-, the
number of bits allocated to a transform coefficient is proportional to its variance af.
However, the values of r,- resulting from equation (3.18) need not be integers and may
even be negative in special cases. Therefore, some trial and error is required to obtain
an all-integer bit assignment.
3.4.2 Optimal bit allocation for a Discrete Cosine Trans
form based system
The Mean Squared Error (MSE) for many source coders can be reasonably modeled
by
D(R) aa22~m (3.19)
where D is the MSE (or distortion), R is the encoding rate in bits/sample, a2 is
the variance of the source, and a and 0 are parameters that depend on the partic
ular encoder structure and the probability density function of the source [15]. For
encoding rates above 0.5 bits/sample, a turns out to be 1.26 and 1.03 for Gaussian
and Laplacian sources respectively, and 0 equals 1.88 for both sources [15]. These
sources are of interest in DCT-based image coding since for a large class of images,
the DC coefficient is (roughly) Gaussian distributed and the AC coefficients (roughly)
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Laplacian distributed [17].
Let N be the number of MxM sub-blocks obtained by transforming an image.
The average distortion incurred by encoding the z'th sub-block with rt- bits can be
determined with equation (3.19). Since the DCT is a unitary transform, the overall
average distortion introduced in the image by encoding the N sub-blocks using rates
r,- > 0 is given by
D = 4E^22""r' (3-20)
lS
i=i
The proof below adopts the Lagrange multiplier method to determine the rates
r,. by minimizing equation (3.20) subject to the average rate constraint.
Proof:
N n
Aim : To minimize
^^a;<722-
w.r.to r,- such that -^ y^ r, = R.
i=l t'=l
where
R = The average number of bits allocated to the image.
A'
= Number of 8x8 sub-blocks.
r,- = Bits allocated to the ith sub-block.
Gi = Standard deviation of the zth sub-block.
Qt- and 3 = Constants that depend on the source.
1 jY A v
Let ^2 ctjcr22~0T3 + ]P rj ^: A is the Lagrange multiplier constant.
* j-i
' i-i
Differentiating the above equation with respect to r,-, we have,
<9$ 15, ,. , A
ST
=
Na7^2) + n
= ^Q."?(-ln2)r'"' + ^ (3.21)
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Setting equation (3.21) to zero and rearranging, we would have,
1. [ aio-f0ln2
To find A :
i'=i
Using equation (3.22) in (3.23) produces
' V21 A^j (3,22)
^=^r' (3-23)
l"l fata20\n2
R = 7?E^log
/?ln2N
N0
N
Since J2 1 = N
i=l
I /^ \" 1
, (i\ _2r Y.v /^ln2
\i=l
N
/T-,
,
//?ln2
^i? = iog2 n^n +ig2'
, A
\2=1 / \
/ N \ N
'0ln2^
> , , . A
Vi=l /
2^
Using (3.24) in (3.22) leads to
n = o lo2 r
P / w \ w
n^2
= Ilog2--^-^ + ilog2(2^)
P / TV \ Jv P
n ^2
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(3.24)
Therefore,
^log2 ^^ + R (3.25)
P / N \ N
U=l /
r.- = ^log3 ^-r + i? (3.26)
P / N \ *
Equation (3.26) is the rate-allocation formula for a N-band DCT of an image.
3.4.3 Optimal bit allocation for a Discrete Wavelet Trans
form based system
The basic intention of any rate allocation scheme is to appropriately allocate the bits
to be used for encoding among the subbands to be encoded so as to optimize the
performance according to some objective cost function. The method adopted here
produces a very nearly optimal allocation, while allowing the set of admissible bit
allocation values to be constrained to a finite set of non-negative integers.
The proof below adopts the Lagrange multiplier method to determine the rates
r; by minimizing D = Y,iLi a;<722_/3r' subject to the bit budget Yh=i o-i^i = R- The
proof presented below is our own and are unaware of any other similar proof.
Proof:
TV N
Aim : To minimize y^ a,(722~2r' (since 0 & 2) with respect to r,- such that ^]a,T; =
i=i i=i
R.
where
R = The average number of bits allocated to the image.
N = Number of wavelet subbands.
r4- = Bits allocated to the ith. subband.
Oi Standard deviation of the ith subband.
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on =
Number of coefficients in the iih subband
Total number of coefficients in the image
N N
Let 22 a-ia'1p'~'lTl + ^ ^2 a3ri = ^i ^ is the Lagrange multiplier constant.
i=i j=i
Differentiating the above equation with respect to ri, we have,
<9<& <9
^
=^ (^) + A*
= ajC72A(exp-2,.ln2) + Aat
Or{
=
Q!(72(-21n2)2-2r' +Aat- (3.27)
Setting equation (3.27) to zero and rearranging, we would have,
1 /<72(21n2)
r*"=2log2l (3.28)
To find A
N
R = ^2 a*ri
1= 1
Using equation (3.28) in (3.29) produces
N
R = I><
t=i
M*^'
1"
. ,1, /21n2\
"
4=1 \ / 1=1
(3.29)
N
Since ^2 ai = 1 >
i=i
1 ^ 1 /
# =
g S a' log2^ + 2 log2 Ii=l - \
21n2'
TV
Let Wn = y2 a' ^g2 ^j2- Therefore the above equation reduces to
'21n2\
i=l
2R = WN + log2 A
22R-WN
21n2
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Using (3.30) in (3.28) leads to
21n2
22R-\VX (3.30)
r, =
^log2(^2
)
o**Aik
+ R (3.31)
Therefore,
r, log52
J2 <*i lQg2 f
V 9 i=l
+ i? (3.32)
Equation (3.32) is the rate-allocation formula for a N-band pyramidal wavelet decom
position of an image.
3.5 Vector Quantization
Vector quantization (YQ) is a generalization of scalar quantization to the quantiza
tion of a vector, an ordered set of real numbers. While scalar quantization is used
primarily for analog-to-digital conversion, YQ is used with sophisticated digital signal
processing, where the desired output is a compressed version of the original signal.
A vector quantizer Q of dimension k and size
A*
is a mapping from a vector in
k-dimensional Eucledian space, 7Zk, into a finite set C containing
A"
reproduction
points, called code vectors or codewords. Thus,
Q : TZk - C,
where C = (yi, y2- y.\) and yt- <E TZk for each i J = {1. 2. . A"}. The set C is
called the codebook or the code and has size A . meaning it has
A"
distinct elements.
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each a vector in TZk . The resolution, code rate, or, simply the rate of a vector quantizer
is r = (log2N)/k, which measures the number of bits per vector component used to
represent the input vector and gives an indication of the accuracy or precision that
is achievable with a VQ if the codebook is well-designed. It is important to recognize
that for a fixed dimension k the resolution is determined by the size N of the codebook
and not by the number of bits used to numerically specify the code vectors stored in
the codebook.
Associated with every N point VQ is a partition of TZk into A^ regions or cells, Ri
for i G J The ith cell is defined by
Rl = {x7Zk : Q(x) = Vl},
sometimes called the inverse image of y,- under the mapping Q and denoted more
concisely by Ri = Q~1(yi).
From the definition of the cells, it follows that
\J Ri = 7Zk and Rt f] Rj = <f> for i ^ j,
i
so that the cells form a partition of 7Zk. A cell that is unbounded is called an overload
cell and the collection of all overload cells is called the overload region. A bounded
cell, i.e., one having finite volume, is called a granular cell. The collection of all such
granular cells is referred to as the granular region.
There are a lot of techniques available for the designing an optimal vector quan
tizer, some of the popular ones being random coding, pruning, pairwise nearest neigh
bor design, and splitting. But perhaps, one of the most popular design techniques
is what is known as the Linde-Buzo-Gray (LBG) algorithm [10]. It is based on the
iterative use of the codebook modification operation, which generalizes the Lloyd it
eration for scalar quantization. The main steps in the algorithm are shown in Table
3.2.
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Step 1. Given a codebook, Cm = {yi] i = 1, , N}, find the
optimal partition into quantization cells, that is, use the Near
est Neighbor Condition to form the nearest neighbor cells:
Ri - {x : d(x,y{) < d(x,yj); all; ^ i}.
If x yields a tie for distortion, e.g., if d(x,yi) = d(x,yj) for
one or more j ^ i, then assign x to the set Rj for which
j is smallest.
Step 2. Using the Centroid Condition, find Cm+i = {cent(i?t);
i = 1, , N}, the optimal reproduction alphabet (codebook)
for the cells just found.
Table 3.2: The LBG algorithm.
The most frequently cited theoretical rationale for vector quantization is rate-
distortion theory, in which the actual proof of achievability (to within an arbitrarily
small constant) of the rate-distortion bound for a given source uses vector quantizer.
Hence one would suppose (correctly) that given vector quantizers of arbitrarily large
dimension, one could approach the rate-distortion function. However, a VQ which
explicitly calculates the distortion between the input vector and each possible repro
duction vector exhibits both search complexity and memory requirements that grow
exponentially with dimension. In order to mitigate the complexity barrier, a sub-
optimal codebook and/or a suboptimal search procedure can be resorted to, though
this degrades the performance of the VQ. A suboptimal codebook can be designed
by imposing a constraint that code vectors cannot have arbitrary locations as points
in A:-dimensional space but are distributed in a restricted manner that allows a much
easier search for the nearest neighbor. Lattice VQs and polytopal VQs are good exam
ples of this technique. On the other hand, a suboptimal search procedure which does
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not lead to picking the nearest neighbor but one from a collection of approximately
nearest neighbors, may be used as in the case of the tree-structured VQ (TSVQ).
In TSVQ, the search is performed in stages. In each stage a substantial subset of
candidate code vectors is eliminated from consideration by a relatively small number
of operations, which leads to a reduction in search complexity. For a detailed descrip
tion of vector quantization and its application to signal compression, the reader is
referred to [5] [11].
There is a lot of gain to be had in the signal-to-noise ratio in going from scalar
to vector quantization. This gain can be classified, according to its provenance, as
follows:
Cell shape gain : This gain which is due to the shape of cells in an n-dimensional
VQ, is roughly 1.53 dB. Ideally, the cells should be n-dimensional spheres in
order to extract all of this gain.
Region shape gain : This gain can be extracted by matching the shape of the
quantizer support region to that of the source. It is about 2 to 6 dB.
Memory gain : This gain can be had by making the quantizer extract memory
from (or correlation) from the source. This gain can be as much as 12 dB.
3.6 Trellis Coded Quantization
Trellis coded quantization (TCQ) is vector quantization. Its popularity can be at
tributed to its superior performance and its low complexity compared to conventional
VQ's. It has been shown in [13] that for memoryless uniform sources, TCQ is capable
of extracting all of the cell shape gain, i.e., 1.53 dB, as R becomes asymptotically
large. In simple terms, TCQ's superior performance can be explained by thinking of
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it as placing the quantizer output points optimally in an n-dimensional hypercube,
i.e., the points are placed maximally apart.
The motivation for TCQ comes from Ungerboeck's formulation for trellis coded
modulation (TCM) [18] [19]. In the simplest case, for encoding a memoryless source
using TCQ at a rate of R bits/sample, a scalar quantizer codebook having 2R+1
elements is partitioned into four subsets, i.e., sub-quantizers, each containing 2R~1
elements. These subsets are then used to label the branches of a suitably chosen
trellis. An example of a 4-state trellis with corresponding codebook and partition
(for R = 2 bits/sample) is shown in Figure 3.4. The scalar codebook chosen can
either be uniform or pdf-optimized (Lloyd-Max). The partitioning resorted to is the
same in either case.
Qo Qi Q2 Q3 Qo Qi Q2
(a) (b)
Figure 3.4: (a) A 4-state trellis with subset labeling, (b) Codebook partitioning for
2 bits/sample TCQ.
The operation of the TCQ encoder can be explained as follows. TCQ combines the
use of scalar quantizers and a trellis. Each time unit or stage of the trellis encoder
encodes one source output using one of the sub-quantizers. The trellis edges are
labeled with the sub-quantizers, each of rate R 1. To encode at R bits/source
sample, 1 bit determines the trellis edge while the sub-quantizerRl bits determine
the point in the sub-quantizer. For a given sequence of data to be quantized, the
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Viterbi algorithm [4] is used to find the sequence of codewords (as allowed by the
trellis structure) that minimizes the MSE between the data and the selected codeword
sequence. The Viterbi algorithm is a minimum-cost search technique specifically
suited for a trellis. Its performance can be explained as follows. Suppose that we now
have a finite-state recursive encoder. The minimum distortion path from time 0 to
time n must be an extension of the minimum distortion paths to a node at time n 1.
Thus in order to find the best possible path of length L we compute the best path to
each state for each time unit by finding the best extension from the previous states
into the current state and we perform this for each time unit up until time L. This
idea is known formally as the optimality principle of dynamic programming. The
algorithm itself is implemented by keeping track of the following at each time unit of
the trellis: (1) the best path into each node, and (2) the cumulative distortions up
to that node. The principle of optimality means that knowing the best path into a
node is equivalent to knowing at each state the best possible predecessor state. When
the final node is reached, that path is chosen which produces the smallest cumulative
distortion.
From the above discussion of the Viterbi algorithm, it is quite clear that there is a
need to keep track of the minimum distortion path for purposes of decoding. As noted
before, one obvious method to encode the resulting sequence of TCQ codewords into
a bit sequence is to allocate one bit/sample for specifying the path through the trellis
(which indicates the sub-quantizer used) while using the remaining R 1 bits/sample
to specify a codeword from the subset (sub-quantizer) chosen at each point in time.
This idea is illustrated in Figure 3.5. The resulting TCQ codewords would then
contain all the information necessary for decoding.
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(a)
X
TCQ
< =*
(b)
R-l bits
lbit
Figure 3.5: (a) Symbolic representation of a TCQ, where X is the input vector and
Q(X), the quantized vector, (b) The format of the output of TCQ.
3.6.1 A numerical example of a 4-state TCQ
In order to understand the working of the TCQ better, it would be helpful to take a
look at an example. Consider the example of a 4-state TCQ and make the following
assumptions :
Let the input data be in the range [0,1] and for the purpose of this example be
{0.785,0.683,0.104,0.987}.
Let the TCQ rate be R = 2 bits/sample. This means that a scalar quantizer
having 2R+1 8 output points is constructed and subsequently split up into
four sub-quantizers, each having 2R~1 = 2 output points. Furthermore, let the
scalar quantizer be uniform and have a support region which is the same as the
range ofthe input, i.e., [0,1]. The scalar quantizer and its partitioning into four
different sub-quantizers is shown in Figure 3.6 (a). The four sub-quantizers are
given by
Qo = {0.0625,0.5625}
Qi = {0.1875,0.6875}
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$2 = {0.3125,0.8125}
Q3 = {0.4375,0.9375}
The trellis diagram for four subsequent time stages in the TCQ encoding process
is shown in Figure 3.6 (b). The numbers indicated at each node are the distortions in
curred by taking a particular path to that node. The distortion incurred by traversing
a given path is actually the lower of the two distortions in the corresponding sub-
quantizer (since there are only two output points in each sub-quantizer). At any
given time stage, the best path to each node is the lowest distortion path to that
node. Thus, there are four best paths at each time stage, one for each node. Each
one of the four best paths is kept track of by using 1 bit to denote the sub-quantizer
used and (R 1) = 1 bit to indicate the output point used in that sub-quantizer.
Thus the trellis grows until the final data sample is reached. Now, the final best path
through the trellis is the lowest distortion path of the four best paths in hand.
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Q> Qi 02 03 0, Q 02 03
ft 1
0 1 3 5 7 9 11 13 15 1
16 16 16 16 16 16 16 16
(a)
Input = 0.785 0.683 0.104 0.987
Qj 0.04951 0.02208 0.02380 0.20400
00 QN. 0X0756"-^ tf.02628^-. /6.05105\
f
/<l06145
Q, / >100756 / V9V02433 ^.06555 \a05425
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"s \ \.\352y
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0.0 Ql 0.00951 0.00953 0.01650 0.10620
Output = 1,1, 0,1, 1,0, 1,1
(b)
Figure 3.6: (a) Partitioning of the scalar quantizer into four sub-quantizers, for trellis
coding at a rate of 2 bits/sample, (b) An example of a 4-state trellis indicating the
distortions at each node and the best path through the trellis.
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Chapter 4
Simulation Results
In the last two chapters, some of the theoretical aspects of image compression were
looked at. It is now time to gain an understanding of the various simulations per
formed on images and discuss the results obtained. Finally, concluding remarks are
made about this thesis and suggestions provided for further research.
Any lossy image compression scheme at a given bit rate can be evaluated both
subjectively and objectively. Even though the latter method provides us with a
numerical measure of the performance of the system, it is often considered unreliable
when it comes to relating this measure to the quality of the reconstructed image. This
is one of the main reasons why subjective analysis of images by means of psycho-visual
experiments has gained ground in recent years. In this chapter, peak signal-to-noise
ratio (PSNR) values and the subjective rankings for each of the reconstructed images
are presented. PSNR, which is one of the most popular objective measures used in
image compression experiments is defined as
PSNR = 10 log10 (^J dB. (4.1)
where MSE denotes the mean squared error between the original and the recon
structed images.
In the results to be presented, the designed bit rate is slightly different from the
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bit rate actually obtained because an integer constrained bit allocation algorithm has
been used. Moreover, all bit rates to be quoted in this chapter are uncoded bit rates,
i.e., the quantizer output is not passed through an entropy coder. The entropy value
in the case of the scalar quantizer is the second order entropy estimated at the output
of the quantizer. The entropy value in the case of TCQ is estimated by compressing
the output of the quantizer using the
"compress"
utility in Unix.
The TCQ encoders and decoders were simulated in software using the C program
ming language. It must be mentioned here no attempt was made to optimize the
software code and that the simulation times to be cited in this chapter are meant
only to give the reader an idea of the relative complexities of the 4-state/8-state en
coders and decoders. It should also be noted that the encoding time for the TCQ can
be drastically reduced (close to real-time) by using dedicated hardware and sophisti
cated parallel processing techniques.
4.1 The Discrete Cosine Transform based system
The input gray-scale image is first subjected to a 8 x 8 DCT, i.e., the image is sub
divided into small 8x8 subblocks and the DCT is applied to each one of these
subblocks. Then, "like" coefficients are collected together from all the transformed
subblocks to form 64 1-D sequences. Each of these 64 sequences is then normalized
according to the following transformation,
^norm
where
Anorm = A normalized DCT coefficient in the 1-D sequence.
A"
= A DCT coefficient in the 1-D sequence.
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\i = Mean of the 1-D sequence.
a Standard deviation of the 1-D sequence.
7 = Load factor of the quantizer.
The suggested value for 7 in the literature is in the range 2-4. After extensive
experimentation with a lot of different images, a value of 7 = 3 was settled upon.
Each of these normalized sequences is then subjected to the following different kinds
of quantizations:
Uniform scalar quantization : A uniform quantizer at rate Ri, in the range
[-1.0,1.0] is used to quantize the ftli DCT sequence. Figure 4.1 shows how the
scalar quantization block fits into the entire system.
x(m,n)
x(m,n)
Discrete Cosine
Transform X(u,v)
Normalization
Bit
allocation
X(u,v)
Scalar
Quantization
Uniform
or
Optima]
quantizer
Inverse
Discrete Cosine
Transform
X (u,v)
Renormalization
X*(u,v) Inverse
Scalar
Quantization
<X(u,v)>
Entropy
Estimation
<X(u,v)>
Figure 4.1: Block diagram of the scalar quantization-DCT based system.
Locally optimal scalar quantization : A locally optimal quantizer at rate Ri
designed using the Lloyd II algorithm is used to quantize the ith DCT sequence.
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The training set for the design of the locally optimal quantizer depends on its
rate. The set consisting of all An coefficients was used as training data for the
design of all codebooks for rates of 5 bits/coefficient and larger whereas 3 and
4 bit codebooks were designed using a set of data consisting of all the X[2, A13,
A'21, A22, A31 coefficients, where Xij, i,j = 1,...,8 are the transform coefficients.
The 1 and 2 bit codebooks were simply the corresponding uniform quantizer
codebooks. Five different gray-scale images, each of size 512 x 512, were used
in the training of the quantizers.
Trellis coded quantization based on uniform quantizers : A rate (i?,-+ l)
uniform quantizer in the range [-1.0,1.0] is split into four sub-quantizers, each
of rate (Ri 1), which are then used by the TCQ. Each zth DCT sequence is
subjected to a 4-state or a 8-state TCQ at rate Ri. Figure 4.2 shows the layout
of the TCQ-DCT based system.
x(m,n)
x(m,n)
Discrete Cosine
Transform X(u,v)
Normalization
X(u,v)
Inverse
Discrete Cosine
Transform
X>,v)
Renormalization
X (u,v)
Bit
allocation
Trellis-coded
Quantization
(4-state /8-state)
Uniform
or
Optimal
quantizer
<X(u,v)>
Entropy
Estimation
Inverse
Trellis-coded
Quantization
(4-state /8-state)
<X(u,v)>
Figure 4.2: Block diagram of the trellis coded quantization-DCT based system.
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Trellis coded quantization based on locally optimal quantizers : A rate
(Ri + 1) pdf-optimized quantizer is split into four sub-quantizers, each of rate
(Ri 1) which are then used by the TCQ. The locally optimal quantizers (at
the various rates) used here are exactly the same as in the scalar quantization
case. Each ith. DCT sequence is subjected to a 4-state or a 8-state TCQ at rate
Ri.
4.1.1 Results for the LENA image
The original LENA image in Figure 4.4 is one of the most popular images used in the
field of image compression. It is a 8-bit gray-scale image of size 512 x 512.
The PSNR values, entropy values and the subjective rankings for a designed rate
of 0.5 bits/pixel but an actual rate of 0.48 bits/pixel is shown in Table 4.1.
Image PSNR (dB) Entropy Subjective ranking
lena-sq 25.298012 0.379370 5
lena-sq-opt 25.644171 0.383488 4
lena-tcq-4st 28.116083 0.1602786 3
lena-tcq-4st-opt 27.265438 0.1432226 1
lena-tcq-8st 28.126045 0.1669486 2
lena-tcq-8st-opt 27.495291 0.147554b 1
aSecond order entropy.
'Entropy estimated using the Unix "compress" utility.
Table 4.1: Results for the LENA image at an uncoded bit rate of 0.48 bits/pixel for
the various quantization schemes (sq = scalar quantization; tcq-4st = 4-state TCQ ;
tcq-8st = 8-state TCQ ; opt = pdf-optimized quantization) in the DCT-based system.
The PSNR values for the images agree with theoretical predictions except for the
following two cases. The image
'lena-tcq-4st-opt' (Figure 4.8) turns out to have a
lesser PSNR value than 'lena-tcq-4st' (Figure 4.7), even though the former is much
more visually pleasing than the latter. The same is the case for 8-state TCQ as well.
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The gains in PSNR in going from the scalar case to TCQ 4-state and 8-state turn
out to be 2.818071 dB and 2.828033 dB respectively. Using 8-state TCQ rather than
4-state TCQ results in a gain of 0.009962 dB for the uniform case and 0.229853 dB
for the pdf-optimized case. Also, the gain in going from uniform to pdf-optimized
quantization in the scalar case turns out to be 0.346159 dB, which is well brought
out in the the images Tena-sq' (Figure 4.5) and
'lena-sq-opt' (Figure 4.6).
The images listed in the Table 4.1 were shown to 10 different observers under
similar conditions. The observers were asked to judge the quality of the images based
on the background noise and artifacts. On the monitor used to display the 512 x
512 images, the images measured 120 mm x 120 mm and the observers asked to sit
at a distance 4 times the size of the image [14]. Observers found it easy to rank
all the images except for the pdf-optimized 4-state (Figure 4.8) and 8-state (Figure
4.10) images, in which case equal number of observers chose either one to be better
than the other. Going from Figure 4.5 to Figure 4.7, one can immediately notice the
drastic decrease of background noise and increased sharpness of the features, which
nicely brings out the advantage of TCQ over scalar quantization. Comparing Figures
4.7 and 4.8 or Figures 4.9 and 4.10, one can notice that the staircase type artifacts
present in Figures 4.7 and 4.9, especially at the shoulder and the hat are virtually
eliminated, which brings to light the power of pdf-optimization.
It may be useful here to note that the software simulation times for the 4-state
and 8-state TCQ encoders were about 45 minutes and 90 minutes respectively on a
Sun SPARC-20 workstation. The decoders for both 4-state and 8-state TCQ's were
instantaneous.
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4.1.2 Results for the AIRPLANE image
The original AIRPLANE image in figure 4.11 was chosen because of its background
features and lettering on the body of the airplane. It is a 8-bit gray-scale image of
size 512 x 512.
The PSNR values, entropy values and the subjective rankings for a designed rate
of 0.5 bits/pixel but an actual rate of 0.48 bits/pixel is shown in Table 4.2.
Image PSNR (dB) Entropy Subjective ranking
airplane-sq 22.917770
0.344908a 5
airplane-sq-opt 24.069099 0.320908a 4
airplane-tcq-4st 24.415953 0.1116026 3
airplane-tcq-4st-opt 23.161022 0.1132286 1
airplane-tcq-8st 24.463374 0.1177856 2
airplane-tcq-8st-opt 23.250565 0.1200926 1
"Second order entropy.
bEntropy estimated using the Unix
"compress"
utility.
Table 4.2: Results for the AIRPLANE image at an uncoded bit rate of 0.48 bits/pixel
for the various quantization schemes (sq = scalar quantization; tcq-4st = 4-state TCQ;
tcq-8st = 8-state TCQ ; opt = pdf-optimized quantization) in the DCT-based system.
The images 'airplane-tcq-4st-opt' (Figure 4.15) and 'airplane-tcq-8st-opt' (Figure
4.17) turn out to have lesser PSNR values than
'airplane-tcq-4st' (Figure 4.14) and
'airplane-tcq-8st' (Figure 4.16) respectively. The reason for this drop in PSNR may
be due to the fact that only five images were used in the training of the locally optimal
quantizers. The gains in going from the scalar case to TCQ 4-state and 8-state turn
out to be 1.498183 dB and 1.545604 dB respectively. Using 8-state TCQ rather than
4-state TCQ results in a gain of 0.047421 dB for the uniform case and 0.089543 dB
for the pdf-optimized case. Also, the gain in going from uniform to pdf-optimized
quantization in the scalar case turns out to be 1.151329 dB.
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The images listed in the Table 4.2 were shown to 10 different observers under
similar conditions, as described in the previous section. Observers found it easy to
rank all the images except for the pdf-optimized 4-state and 8-state images, in which
case equal number of observers chose either one over the other. Going from Figure
4.12 to Figure 4.14, one can immediately notice the drastic decrease of background
noise and increased crispness of the features, which reflects the advantage of using
TCQ over scalar quantization. Comparing Figures 4.14 and 4.15 or Figures 4.16 and
4.17, one can notice that the staircase type artifacts present in Figures 4.14 and 4.16,
especially at the outline of the body of the airplane are virtually eliminated, which is
due to the use of the pdf-optimized quantizers.
The software simulations for the 4-state and 8-state TCQ encoders took about 50
minutes and 95 minutes respectively on a Sun SPARC-20 workstation. The decoders
for both 4-state and 8-state TCQ's were instantaneous.
4.2 The Discrete Wavelet Transform based sys
tem
The input gray-scale image is first subjected to a 3-level pyramidal wavelet transform
with the Daubechies-4 wavelet. The 3-level pyramidal decomposition of the image
yields 10 frequency subbands. Each of these subbands is then converted into a 1-D
sequence in raster scanning order. Each of these 1-D sequences (subbands) is then
normalized according to the following equation,
Y -
X ~ V
^norm
7a
where
Anorm = A normalized wavelet coefficient in the subband.
X = A wavelet coefficient in the subband.
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\i Mean of the subband.
<r = Standard deviation of the subband.
7 = Load factor of the quantizer.
The suggested value for 7 in the literature is in the range 2-4. A value of 7 = 2
was found to be the most appropriate, after extensive experimentation with different
images. Each of these normalized sequences (subbands) is subjected to the following
two different kinds of quantizations:
Uniform scalar quantization : A uniform scalar quantizer at rate Ri, in the
range [-1.0,1.0] is used to quantize the zth subband. The overall block diagram
of the wavelet-based system is shown in Figure 4.3.
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x(m,n)
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X(u,v)
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X(u,v)
X*(u,v)
Renormalization
X (u,v)
Bit
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Scalar or
Trellis-coded
Quantization
(4-state /8-state)
<X(u,v)>
Entropy
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Inverse Scalar
or Trellis-coded
Quantization
(4-state / 8-state)
<X(u,v)>
Figure 4.3: Block diagram of the Wavelet based system.
Trellis-coded quantization based on uniform quantizers : A rate (Ri+ l)
uniform quantizer in the range [-1.0.1.0] is split into four sub-quantizers, each
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of rate (Ri 1), which are used by the TCQ. Each z'th subband is subjected to
a 4-state and a 8-state TCQ at rate Ri.
4.2.1 Results for the LENA image
The original LENA image is shown in 4.4. It is a 8-bit gray-scale image of size 512 x
512.
The PSNR values, entropy values and the subjective rankings for a designed rate
of 0.5 bits/pixel but an actual rate of 0.48 bits/pixel is shown in Table 4.3.
Image PSNR (dB) Entropy Subjective ranking
lena-sq 27.762236 0.403107a 3
lena-tcq-4st 28.685629 0.3098706 2
lena-tcq-8st 28.710915 0.3228736 1
"Second order entropy.
bEntropy estimated using the Unix
"compress''
utility.
Table 4.3: Results for the LENA image at an uncoded bit rate of 0.48 bits/pixel for
the various quantization schemes (sq = scalar quantization; tcq-4st = 4-state TCQ ;
tcq-8st = 8-state TCQ ) in the DWT-based system.
The gains in going from the scalar case to TCQ 4-state and 8-state turn out to be
0.923393 dB and 0.948679 dB respectively. In going over from Figure 4.18 to Figure
4.19 or Figure 4.20, one can see the improvement in quality in terms of decreased
background noise and enhanced features. Also, the PSNR gain in using a 8-state
TCQ instead of a 4-state TCQ is 0.025286 dB.
It would be useful to note here that the simulation times for the 4-state TCQ
encoder and the 8-state TCQ encoder turned out to be about 75 minutes and 150
minutes respectively on a Sun SPARC-20 workstation whereas the decoders were
instantaneous.
4.2.2 Results for the AIRPLANE image
The original AIRPLANE image is shown in Figure 4.11. It is a 8-bit gray-scale image
of size 512 x 512.
The PSNR values, entropy values and the subjective rankings for a designed rate
of 0.5 bits/pixel but an actual rate of 0.48 bits/pixel is shown in Table 4.4.
Image PSNR (dB) Entropy Subjective ranking
airplane-sq 23.998899
0.383164 3
airplane-tcq-4st 27.339706 0.3084716 2
airplane-tcq-8st 27.417414 0.3110076 1
"Second order entropy.
'Entropy estimated using the Unix "compress" utility.
Table 4.4: Results for the AIRPLANE image at an uncoded bit rate of 0.48 bits/pixel
for the various quantization schemes (sq = scalar quantization; tcq-4st = 4-state TCQ;
tcq-8st = 8-state TCQ) in the DWT-based system.
The gains in going from the scalar case to TCQ 4-state and 8-state turn out to
be 3.340807 dB and 3.418515 dB respectively. In going from Figure 4.21 to Figure
4.22 or Figure 4.23, one can see the improvement in quality in terms of decreased
background noise and increased sharpness of features. However, the improvement in
PSNR in going from a 4-state to a 8-state TCQ is only 0.077708 dB.
It would be useful to note here that the 4-state and the 8-state TCQ encoder
software simulations consumed about 80 minutes and 160 minutes respectively on a
Sun SPARC-20 workstation whereas the decoders were instantaneous.
4.3 Summary of Results
The results presented in this chapter can be summarized as follows
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TCQ performs much better than scalar quantization as is clearly evident from
the PSNR values and quality of the reconstructed images. In the case of the
DCT-based system, there is a gain of 2.818071 dB for the LENA image and
1.498183 dB for the AIRPLANE image in going from scalar quantization to
4-state TCQ. The TCQ images appear to be more visually pleasing than their
scalar quantization counterparts in that there is a significant decrease in back
ground noise and much less artifacts.
In the case of the DCT-based system, the image produced by using TCQ with
pdf-optimized quantizers has virtually no artifacts whereas the image generated
with uniform quantizers is plagued by an abundance of staircase-type artifacts.
The PSNR gain in going from TCQ 4-state to 8-state is not very considerable. In
the case ofthe DCT-based system using uniform quantizers, this gain is 0.009962
dB and 0.047421 dB for the LENA and AIRPLANE images respectively whereas
it is 0.229853 dB for the LENA image and 0.089543 dB for the AIRPLANE
image when pdf-optimized quantizers are employed. In the case of the DWT-
based system using uniform quantizers, this gain is 0.025286 dB for the LENA
image and 0.077708 dB for the AIRPLANE image.
4.4 Conclusions
The conclusions based on the results presented in this chapter are :
The TCQ clearly outperforms scalar quantization in both the Discrete Cosine
Transform and the Discrete Wavelet Transform domains.
There is considerable improvement in the quality of the reconstructed image by
using pdf-optimized quantizers with TCQ instead of uniform quantizers in the
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case of the discrete cosine transform based system.
The PSNR and reconstructed image quality improvements do not seem to merit
the considerable increase in computational burden in going from a 4-state to a
8-state TCQ.
It would not be fair to compare the performance of TCQ in the DCT and the
DWT domains, since no optimization of either of the transforms was attempted.
4.5 Further Research
Trellis coded quantization is certainly a very powerful technique that can be used
for lossy compression of images. But there is still a lot more to be learnt about this
technique. It would indeed be very useful if some of the further research is focussed
on the ideas presented below.
In this thesis, the potential of TCQ for the compression of gray-scale images
was evaluated. A Similar evaluation could be carried out on color images to
determine the effectiveness of TCQ with color images.
The performance of TCQ in conjunction with two sub-optimal transforms, i.e,
the DCT and the DWT was studied in this thesis. Investigating the performance
of TCQ in conjunction with an optimal transform like the Karhunen-Loeve
transform would provide useful results.
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Figure 4.4: Monochrome LENA image (512 x 512
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Figure 4.5: lena-sq (DCT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR = 25.298012
dB.
62
Figure 4.6: lena-sq-opt (DCT). Bit rate (uncoded) = 0.48 bits/pixel.
25.644171 dB.
PSNR
63
Figure 4.7: lena-tcq-4st (DCT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
28.116083 dB.
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YYYY-w
Figure 4.8: lena-tcq-4st-opt (DCT). Bit rate (uncoded)
27.265438 dB.
= 0.48 bits/pixel. PSNR =
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Figure 4.9: lena-tcq-8st (DCT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
28.126045 dB.
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Figure 4.10: lena-tcq-8st-opt (DCT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
27.495291 dB.
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Figure 4.11: Monochrome AIRPLANE image (512 x 512).
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Figure 4.12: airplane-sq (DCT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
22.917770 dB.
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Figure 4.13: airplane-sq-opt (DCT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
24.069099 dB.
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Figure 4.14: airplane-tcq-4st (DCT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
24.415953 dB.
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Figure 4.15: airplane-tcq-4st-opt (DCT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
= 23.161022 dB.
ti
Figure 4.16: airplane-tcq-Sst (DCT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
24.463374 dB.
Figure 4.17: airplane-tcq-8st-opt (DCT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
= 23.250565 dB.
Figure 4.18: lena-sq (DWT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR = 27.762236
dB.
(O
Figure 4.19: lena-tcq-4st (DWT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
28.685629 dB.
Figure 4.20: lena-tcq-Sst (DWT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
28.710915 dB.
1 1
Figure 4.21: airplane-sq (DWT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
23.998899 dB.
-'
Figure 4.22: airplane-tcq-4st (DWT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
27.339706 dB.
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Figure 4.23: airplane-tcq-Sst (DWT). Bit rate (uncoded) = 0.48 bits/pixel. PSNR
27.417414 dB.
SO
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