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1
INTRODUCTION
We start with the introduction to the superconductivity from its historical progress
including unconventional superconductors, and briefly take a look at basic proper-
ties of Fe-based and BiS2-based systems. Overview of this thesis is also written in
the end of this chapter.
1
2 Chapter 1. INTRODUCTION
1.1 Historical progress
Band theory
Wilson [1] and Bloch [2] had developed band theory, which explains why some ma-
terials behave like metallic and others insulating. In the band theory, electrons are
treated as non-interacting particles by replacing all the interactions among electrons
using one mean-field, i.e., the many-body problem is reduced into a one-electron
problem. Electrons are expressed by so-called Bloch electron. When the number
of electron in a unit cell is odd (even) , the material is always metallic (insulator)
within a scheme of the band theory since the band is partially (fully) occupied. Band
theory is widely used from model calculation (such as tight-binding calculation) to
first-principles. However, Boer and Verwey pointed out that the band theory does
not work for a large number of insulating 3d transition metal compounds [3].
Discovery of superconductivity
In 1908, Heike Kamerlingh Onnes, a Dutch physicist, had firstly succeeded in liq-
uefaction of helium gas. The history of superconductivity had begun in 1911 with
the discovery of the sudden reduction to zero-resistivity of mercury below 4.2 K [4]
using the liquid helium.
In 1957, Bardeen, Cooper, and Schrieffer proposed the first microscopic theory
of superconductivity (so-called BCS theory), which described that superconductiv-
ity is caused by a condensation of Cooper pairs (electrons are paired in momentum
space and becomes boson-like state) [5]. They received the Nobel Prize in Physics
for this theory in 1972. The ground state is given by the superposition of normal
electrons and Cooper pairs:
| BCSi =
Y
k
(uk + vkc
†
k"c k#)|0i. (1.1)
where uk = |uk| and vk = |vk|ei , and they satisfy |uk|2 + |vk|2 = 1. In other
words, all the pairs are added with the same phase; U(1) gauge symmetry is broken.
The materials which can be explained by BCS theory (k-independent gap structure,
s-wave pairing) are so called conventional superconductors.
Strong correlation and discovery of high-Tc cuperate
Where there is a strong correlation such as strong on-site Coulomb interaction, the
internal degrees of freedom of electron appears, namely, spin, orbital, and charge
degrees of freedom. Mott and Hubbard attributed the insulating behavior of some
compounds to the electron-electron interaction, and it is called Mott insulator [6,
7]. Anderson meanwhile introduced superexchange interaction in a model with
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Figure 1.1: Historical progress of the transition temperature to the superconducting
state (Tc) of some groups of materials; conventional BCS superconductors, cuprates,
Fe-based superconductors (FeSCs), BiS2-based superconductors, and H3S.
the large d-d Coulomb interaction of localized d electrons, which is caused by the
energy lowering via hopping [8, 9].
In 1986, J. Georg Bednorz and K. Alex Mu¨ller found that perovskite Cu oxide
showed Tc = 35 K [10], and this finding followed an intensive research on Cu
oxide superconductors (cuprates) including HgBa2Ca2Cu3O8 that showed Tc = 133
K. These high Tc cuprates are also classified in strongly correlated systems, and
those phenomena could not be explained by the BCS theory; The gap structure is
no more k-independent, and has dx2 y2 symmetry. Anderson introduced a famous
RBV state for the understanding of the cuprates [11]. The other approach was
the AFM fluctuation [12, 13]. The hole-doped system is described by Zhang-Rice
singlet [14], which is the starting point of t-J model [15].
1.2 Fe-based and BiS2-based superconductors
In 2008, the first pnictide iron-based superconductor La(O,F)FeAs with Tc = 26 K
was discovered by Hosono group [16]. Just several months after the discovery, Tc
of 56 K was achieved in (Gd,Th)FeAsO [17], and the maximum Tc above 100 K
was reported in FeSe thin films in 2014 [18].
Meanwhile, Mizuguchi et al. reported a new layered superconductors Bi4O4S3
[19] and La(O,F)BiS2 [20] in 2012. The crystal structure of latter system is quite
similar to the La(O,F)FeAs system; instead of electronically active FeAs layers,
BiS2 layers are responsible for the conductivity.
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Figure 1.2: Crystal structures of Fe pnictides; (a) LaFeAsO, (b) BaFe2As2, (c)
LiFeAs, and (d) Ca10(Ir4As8)(Fe2As2)5 and of Fe chalcogenides; (e) FeSe, (f)
KFe2Se2, and (g) KFe2Se3.
Both Fe-based and BiS2-based superconductors have layered structure. In a typ-
ical Fe-based system, the electronically active FeAs or FeSe layers are sandwiched
by block layers whereas in a typical BiS2-based system, the electronically active
BiS2 layers are sandwiched by block layers as well. The crystal structures of Fe-
based and BiS2-based superconductors are shown in Figs. 1.2 and 1.3, respectively.
1.3 Overview: structure of this thesis
In this thesis, Fe-based and BiS2-based superconductors are investigated. The com-
mon physics besides the crystal structures are orbital instability and spin-orbit inter-
action, and they are explained in chapter 2. We studied these systems using model
calculations, PES, and XAS experiments. Principles of calculations and experi-
ments are explained in chapter 3 and 4, respectively. The detailed experimental
setups are described in chapter 5. Finally, experimental and calculated results on
Fe-based and BiS2-based materials are shown in chapter 6 and 7, respectively. Each
section has short abstract and small conclusion in chapter 6 and 7. Concluding
1.3 Overview: structure of this thesis 5
Figure 1.3: Crystal structures of BiS2-based compounds; (a) Bi4O4(SO4)1 xBi2S4
with x = 0.5, (b) LnOBiS2 (Ln = La, Ce, Pr, Nd, Sm, Yb, and Bi), (c) AFBiS2 (A
= Sr, Eu), and (d) Eu3F4Bi2S4.
remarks of this thesis is finally summarized in chapter 8.
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2
BACKGROUND AND MOTIVATION
We will take a look at characteristic features of the Fe-based and BiS2-based su-
perconductors; orbital instability and spin-orbit interaction, from brief introduction
with toy models.
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2.1 Orbital instability
Treatment and role of the orbital degrees of freedom
When internal degrees of freedom in electrons, spin and orbital degrees of freedom,
become tangible, they have a large impact on physical properties of solids. Orbital
degrees of freedom can be expressed by pseudo-spin operator; it can be treated
like spin, and orbital and spin can be treated in parallel. As the spin shows phase
transition with long-range order, orbital degrees of freedom also shows ‘orders’
of some sort, so-called orbital order. Let us introduce an example of two-orbital
Hubbard Hamiltonian;
H =  t
X
hiji
X
 ,↵=1,2
[c†i ↵cj ↵ + h.c.] + u
X
i,↵
ni↵"ni↵# + u0
X
i,↵> 
ni↵ni 
+ j
X
i,↵> 
X
 , 0
c†i↵ ci  c
†
i  0ci↵ 0 + j
0 X
i,↵ 6= 
c†i↵"ci "c
†
i↵#ci # (2.1)
where the parameters u, u0, j, and j0 are the Kanamori parameters, and the orbitals
↵ and   are degenerate; four-fold degeneracy including spins. When the electron
density is 1, take the kinetic term as a non-perturbed Hamiltonian, and the second-
order perturbation can bring us the effective Hamiltonian as
H eff =j1
X
hiji
[si · sj + 3
4
][⌧i · ⌧j   1
4
] + j2
X
hiji
[si · sj   1
4
][2⌧ yi · ⌧ yj +
1
2
]
+ j3
X
hiji
[si · sj   1
4
][⌧i · ⌧j + 2⌧ yi · ⌧ yj +
1
4
] (2.2)
where the spin and pseudo-spin operators were defined by
si =
1
2
X
↵=1,2
X
  0
c†i↵    0ci↵ 0 , ⌧i =
1
2
X
↵=1,2
X
 
c†i↵  ↵ ci   (2.3)
and the coefficients were described using J = 4t2/u and x = j/u as
j1 =
J
1  3x, j2 =
J
1  x, j3 =
J
1 + x
. (2.4)
Note that this perturbation is in the strong-correlation limit. From the effective
Hamiltonian in Eq. (2.2), one can see that (ferro-spin,antiferro-orbital) or (antiferro-
spin,ferro-orbital) pairs are energetically favorable. Moreover, the spin-spin corre-
lation has SU(2) symmetry while the SU(2) is broken for the orbital-orbital cor-
relation. Those concepts, also in the strong-correlation limit, were generalized by
Kugel and Khomskii [21].
The orbital degrees of freedom is the freedom that orbital can occupy in spatially
anisotropic wave functions. Therefore, the orbital order means that the specific
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Figure 2.1: Schematic diagram of Fe-based pnictide BaFe2As2 family. Insets show
the temperature dependence of magnetic and nematic order parameters (M and ',
respectively) [22].
wave function(s) regularly aligns. The anisotropic arrangement of wave functions
directly affects on the properties of solids, e.g., chemical bonds, conductivity, etc.
The orbital order generally makes systems anisotropic electronically, and some-
times it reduces the effective dimensionality.
Orbital fluctuation
When superconducting state occurs, electrons are paired by exchanging bosons.
In the BCS model, it is required that the matrix element of the potential Vkk0 is
approximated by  V near EF and Vkk0 = 0 for all the other energy eigenstates,
and the boson is considered as phonon [23]. In unconventional superconductors, it
is still controversial but instead of phonon, spin and/or orbital fluctuation can give
rise to the superconducting state since in their phase diagram the superconducting
state is next to the magnetic ordering state or orbital ordering state. Moreover, those
fluctuation has higher energy scale compared with phonons, and therefore there are
possibilities to induce higher critical transition temperature.
Orbital instability
Where there is an ordered phase, instability generally exists above the ordered
phase. Note that the concepts of instability and fluctuation are different since there
is always an ordered phase when the instability exists in a system (e.g. structural
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instability, Fermi surface instability, etc.). In case of orbital, system can become
stable states lowering the energy by resolving the orbital degeneracy, i.e., orbital
order. For instance, the Fe-based BaFe2As2 family shows a nematic phase as in the
phase diagram shown in Fig. 2.1, namely, the system has an orbital instability.
The Fe-based and BiS2-based superconductors have the orbital instability of Fe
3d yz/zx and Bi 6px/6py near EF , respectively.
2.2 Spin-orbit interaction
The spin-orbit interaction, also called spin-orbit effect or spin-orbit coupling, is
a relativistic interaction of an electron’s spin with its orbital motion; the orbital
degrees of freedom directly related to this interaction.
Since this interaction is relativistic, it is naturally introduced using Dirac equa-
tion [24, 25] by taking the non-relativistic limit. Time-dependent Dirac equation is
given by
(i~/@  mc) = 0. (2.5)
We will take the non-relativistic limit under the stationary states and therefore one
can re-write the Dirac equation with a potential V =  Ze2/r as
(c↵ · P +  mc2 + V )| i = "| i (2.6)
where the spinor | i is | i = ( , )T . Then the Dirac equation becomes
"  V  mc2  c  · P
 c  · P "  V +mc2
  
 
 
 
=

0
0
 
, (2.7)
and eliminating   follows
("  V  mc2)  = c  · P ⇥ 1
"  V +mc2
⇤
c  · P . (2.8)
Let us introduce non-relativistic energy to the first order as "(1)NR = " mc2. Taking
non-relativistic approximation of Eq. (2.8) to the first order as
1
"  V +mc2 =
1
2mc2 + "(1)NR   V
=
1
2mc2
(1 +
"(1)NR   V
2mc2
) 1
⇡ 1
2mc2
(1  "
(1)
NR   V
2mc2
), (2.9)
then Eq. (2.8) becomes
[
P 2
2m
+ V     · P ("
(1)
NR   V )  · P
4m2c2
]  = "(1)NR . (2.10)
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One can expand LHS as follows in order to get rid of "(1)NR;
("(1)NR   V )  · P  =   · P ("(1)NR   V ) +   · ["(1)NR   V,P ] 
= (  · P ) P
2
2m
 +   · [P , V ] . (2.11)
Then we obtain
"(1)NR ·   = [
P 2
2m
+ V   P
4
8m3c2
  (  · P ) · (  · [P , V ])
4m2c2
] ·  
= [
P 2
2m
+ V   P
4
8m3c2
  i  · P ⇥ [P , V ]
4m2c2
  P · [P , V ]
4m2c2
] ·  . (2.12)
The commutation relation [P , V ] can be calculated as
[P , V ]| i = (i~rZe
2
r
  Ze
2
r
i~r)| i
= i~e2[(r1
r
)| i+ 1
r
r| i   1
r
r| i] =  i~e2 r
r3
| i (2.13)
and therefore the fourth term of Eq. (2.12) is
  i  · P ⇥ [P , V ]
4m2c2
=
Ze2
2m2c2r3
(
~
2
 ) · (r ⇥ P ) = Ze
2
2m2c2r3
S ·L. (2.14)
Finally Eq. (2.12) becomes
"(1)NR ·   = [
P 2
2m
+ V   P
4
8m3c2
+
1
2m2c2
Ze2
r3
S ·L+ ~
2Ze2
8m2c2
· 4⇡ (r)] ·  
= [H (0)NR +HMV +HSO +HD] ·   (2.15)
where H (0)NR = (P 2/2m) + V , HMV is the mass-velocity correction, HSO is the
spin-orbit interaction, andHD is the Darwinian term. Note that if we approximate
just up to zeroth order, Eq. (2.8) becomes Schro¨dinger equation.
When we take HSO as perturbed Hamiltonian, spin and orbital operators are
no longer good quantum numbers while the total angular momentum J is a good
quantum number. The dot product S ·L can be expressed as
S ·L = 1
2
[J2   S2  L2] (2.16)
and therefore the states will be split into J = L + (1/2) and J = L   (1/2) if
degenerate. The larger the angular momentum L is (e.g. heavy elements), the larger
this splitting will be. Not only resolving the degeneracies, but also this interaction
plays an important role, for instance, in topological insulators [26–28], heavy ele-
ments such as iridates [29,30], spin-anisotropic system such as Ru oxides [31], and
etc.
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3
PRINCIPLE OF CALCULATIONS
In this chapter, we briefly take a look at methods of model calculations (unrestricted
Hartree-Fock calculation and Anderson’s impurity model calculation) as well as the
first-principles.
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3.1 Unrestricted Hartree-Fock approximation
In a scheme of restricted Hartree-Fock (HF) approximation, the expected values of
the number of electron (hd†m dm i where m and   denote orbital and spin) is the
same for   =" and   =# sites. Besides, if there is an orbital degeneracy, hd†m dm i
is the same for all m. In other words, hd†m dm i is restricted at the same value as
long as electrons are in the same orbital (or the degenerate orbital).
On the other hand, unrestricted Hartree-Fock approximation removes this re-
striction, where the name unrestricted is come from. Since the unrestricted Hartree-
Fock approximation has the spin/orbital degrees of freedom, electrons can occupy
differently in the same orbital of spin up and down sites. The unrestricted Hartree-
Fock approximation therefore allows antiferromagnetic solutions. Since the ex-
change interaction can be precisely taken into account, the unrestricted Hartree-
Fock calculation enables to obtain a solution like Mott insulator in a broad sense.
Note that the number of electron here does not have to be odd, and it can be con-
sidered as a Mott insulator as long as the system has a strong on-site Coulomb
interaction, which opens its band gap.
3.1.1 Model Hamiltonian: multi-orbital d-p type Hamiltonian
In valence bands of Fe-based superconductors, there are electrons in Fe d-orbitals
and chalcogen p-orbitals. Therefore, it is reasonable to take these electrons in a
model. The model is called multi-orbital d-p type Hamiltonian where full degener-
acy of the Fe d orbitals and chalcogen p orbitals is taken into account. The Hamilto-
nian consists of p-electron term, d-electron term, and p-d hopping term. The specific
form of the Hamiltonian is as follows.
Hˆ =Hˆp + Hˆd + Hˆpd (3.1)
Hˆp =
X
kl 
✏pkp
†
kl pkl  +
X
kll0 
(V ppkll0p
†
kl pkl0  + h.c.)
Hˆd =✏
0
d
X
i↵m 
d†i↵m di↵m  +
X
i↵mm0  0
hmm0  0d
†
i↵m di↵m0 0
+ u
X
i↵m
d†i↵m"di↵m"d
†
i↵m#di↵m# + u
0 X
i↵mm0
d†i↵m"di↵m"d
†
i↵m0#di↵m0#
+ (u0   j)
X
i↵mm0 
d†i↵m di↵m d
†
i↵m0 di↵m0 
+ j
X
i↵mm0
d†i↵m"di↵m0"d
†
i↵m0#di↵m# + j
0 X
i↵mm0
d†i↵m"di↵m0"d
†
i↵m#di↵m0#
Hˆpd =
X
kml 
(V pdkmld
†
km pkl  + h.c.)
Here, d†i↵m  are creation operators for the Fe d electrons at site ↵ of the ith unit cell,
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Figure 3.1: Diagrammatic representation of Kanamori parameters.
d†km  and p
†
kl  are creation operators for Bloch electrons constructed from the m
th
component of the d orbitals and from the lth component of the chalcogen p orbitals,
respectively, with wave vector k, and h.c. denotes the Hermitian conjugate. The
matrix hmm0  0 denotes the spin-orbit interaction and the effects of crystal field
splitting. The transfer integrals between the chalcogen p orbitals V ppkll0 are given by
Slater-Koster parameters (pp ) and (pp⇡). The transfer integrals between the Fe
d and chalcogen p orbitals V pdkml are represented by (pd⇡) and (pd ). The transfer
integrals are scaled by Harrison’s rule [32]. The parameters u, u0, j, and j0 are
Kanamori parameters [33], and their diagrammatic representation is shown in Fig.
3.1. The charge-transfer energy   is defined by ✏d   ✏p + nU , where ✏d and ✏p
are the energies of the bare Fe d and chalcogen p orbitals, U [= u   (20/9)j] is
the multiplet-averaged d-d Coulomb interaction, and n = 6 is the number of Fe d
electrons.
3.1.2 Mean-field treatment
When treating a many-body system, it is usually quite difficult to take its interaction
of many-body effects into account. Instead of taking all the effects, they can be
regarded as an averaged effect within the mean-field scheme. One can deduce the
self-consistent equation using the averaged interaction, and solve the equation to
obtain its solution. Note that this approximation can be applied to the system with
small fluctuation (which is equivalent to the difference from the average).
In the multi-orbital d-p type Hamiltonian, the Hartree-Fock mean-field treat-
ment is applied to the two-body part in Hˆd by replacing its average values [34], i.e.
the mean-field Hamiltonian is consequently given by
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ˆH HF =Hˆp + ˆH HFd + Hˆpd (3.2)
Hˆp =
X
kl 
✏pkp
†
kl pkl  +
X
kll0 
(V ppkll0p
†
kl pkl0  + h.c.)
ˆH HFd =✏
0
d
X
i↵m 
d†i↵m di↵m  +
X
i↵
X
mm0  0
hmm0  0d
†
i↵m di↵m0 0
+ u
X
i↵m
hd†i↵m"di↵m"id†i↵m#di↵m# + u
X
i↵m
d†i↵m"di↵m"hd†i↵m#di↵m#i
  u
X
i↵m
hd†i↵m"di↵m"ihd†i↵m#di↵m#i+ u0
X
i↵mm0
hd†i↵m"di↵m"id†i↵m0#di↵m0#
+ u0
X
i↵mm0
d†i↵m"di↵m"hd†i↵m0#di↵m0#i   u0
X
i↵mm0
hd†i↵m"di↵m"ihd†i↵m0#di↵m0#i
+ (u0   j)
X
i↵
X
mm0 
hd†i↵m di↵m id†i↵m0 di↵m0 
+ (u0   j)
X
i↵
X
mm0 
d†i↵m di↵m hd†i↵m0 di↵m0 i
  (u0   j)
X
i↵
X
mm0 
hd†i↵m di↵m ihd†i↵m0 di↵m0 i
+ j
X
i↵mm0
hd†i↵m"di↵m0"id†i↵m0#di↵m# + j
X
i↵mm0
d†i↵m"di↵m0"hd†i↵m0#di↵m#i
  j
X
i↵mm0
hd†i↵m"di↵m0"ihd†i↵m0#di↵m#i+ j0
X
i↵mm0
hd†i↵m"di↵m0"id†i↵m#di↵m0#
+ j0
X
i↵mm0
d†i↵m"di↵m0"hd†i↵m#di↵m0#i   j0
X
i↵mm0
hd†i↵m"di↵m0"ihd†i↵m#di↵m0#i
Hˆpd =
X
kml 
(V pdkmld
†
km pkl  + h.c.). (3.3)
In this Hartree-Fock calculation, we input the initial values of the order param-
eters such ashd†di and diagonalize the mean-field Hamiltonian to get a set of eigen
functions. Then the order parameters can be calculated using the obtained eigen
functions. This self-consistency cycle is iterated until the successive difference of
all the order parameters converge less than 10 4.
Non-orthogonality of basis
Atomic orbitals on adjacent sites are not orthogonal and they have finite overlap
(whereas the the orbitals on the same sites are orthogonal). In this thesis, the finite
overlaps can be seen due to the ligand (chalcogen) p orbitals and Fe d orbitals in
FeCh4 tetrahedra:
S↵  = hL↵|d i (3.4)
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where ↵ and   are the symmetries of each orbital. In order to make these basis
orthogonal, one can re-take the molecular orbitals as
|L0↵i = |L↵i (3.5)
|d0 i = |d i+
X
↵
|L↵iS ↵. (3.6)
This form eliminates the non-orthogonality of p and d orbitals to first order of over-
lap S
hd0 |L0↵i ⇡ S ↵   S ↵ = 0 (3.7)
then the energy eigenvalue of hd0 |Hˆ |d0 i/hd0 |d0 i is
hd0 |Hˆ |d0 i
hd0 |d0 i
=
✏   
P
↵(S↵ H ↵ +H ↵S↵ ) +
P
↵ ✏↵S ↵S↵ 
1 P↵ S ↵S↵  . (3.8)
Taking the first order of S in the equation above, ✏0  becomes
✏0  = ✏    2
X
↵
S ↵H↵  (3.9)
In the tetrahedral FeCh4 cluster, d orbitals are reduced into the orbitals with
t2g and eg symmetries, and its energy difference is described by 10Dq. Here we
can evaluate the 10Dq, which is due to this non-orthogonality. Using the equation
above, one can describe 10Dq as
10Dq =  2
X
↵
S ↵H↵ 
=  2(SeVe   St2Vt2) (3.10)
where S and V are the overlap integrals and transfer integrals described by Fe d and
ligand p orbitals with t2g and eg symmetries as below.
St2 = hLyz|dyzi = hLzx|dzxi = hLxy|dxyi = 2S⇡
Vt2 = hLyz|Hpd|dyzi = hLzx|Hpd|dzxi = hLxy|Hpd|dxyi = 2(pd⇡)
Se = hLx2 y2 |dx2 y2i = hL3z2 r2 |d3z2 r2i =  
p
3S 
Ve = hLx2 y2 |Hpd|dx2 y2i = hL3z2 r2 |Hpd|d3z2 r2i =  
p
3(pd )
(3.11)
Using these relations, 10Dq can be described as
10Dq = 2( 4S⇡(pd⇡) + 3S (pd )). (3.12)
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3.2 Anderson’s impurity model calculation
3.2.1 Anderson Hamiltonian
On-site Coulomb interaction U plays an important role in other class of phenomena,
for instance, Kondo [35–37] and heavy Fermion phenomena. Anderson has intro-
duced a model Hamiltonian, so-called Anderson Hamiltonian, in order to address
these phenomena [38]. The standard Anderson Hamiltonian includes conduction
electrons and localized f electrons as below.
HA =
X
k 
"kc
†
k ck +
X
 
✏ff
†
 f +
X
k 
(Vkf
†
 ck +h.c.)+
1
2
U
X
  6= ¯
f † f f
†
 ¯f ¯ (3.13)
In the limit of large U , the Anderson Hamiltonian is transformed to the Kondo
Hamiltonian [9, 39].
3.2.2 Property of Anderson Hamiltonian
In order to see the property of this model Hamiltonian, we shall deduce the Green’s
function under the mean-field. When U = 0, the Green’s function is used for
unpertubed Hamiltonian in DMFT.
Mean-field approximation
First of all, we apply the mean-field approximation to the two-body part of the
Hamiltonian as
Unf"nf# =U{hnf"i+ (nf"   hnf"i)}{hnf#i+ (nf#   hnf#i)}
=U{hnf"ihnf#i+ hnf"inf#   hnf"ihnf#i+ nf"hnf#i
  hnf"ihnf#i   (nf"   hnf"i)(nf#   hnf#i)}
⇠U
X
 
hnf  ¯inf    Uhnf"ihnf#i (3.14)
then the mean-field Anderson Hamiltonian has the form of
H HFA =
X
k 
"kc
†
k ck  +
X
k 
(Vkf
†
 ck  + h.c.) +
X
 
✏ff
†
 f  + U
X
 
hf † ¯f ¯if † f 
=
X
k 
"kc
†
k ck  +
X
k 
(Vkf
†
 ck  + h.c.) +
X
 
(✏f + Uhnf  ¯i)f † f 
=
X
k 
"kc
†
k ck  +
X
k 
(Vkf
†
 ck  + h.c.) +
X
 
✏˜f f
†
 f  (3.15)
where ✏˜f  ⌘ ✏f + Uhnf  ¯i. This Hamiltonian has already been reduced to a one-
body problem due to the mean-field treatment, i.e., it can be diagonalized. In a
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matrix representation, one can write usingH HFA =
P
 H  as
H  =
h
f †  c
†
k1 
. . . c†kN 
i26664
✏˜f  V ⇤k1 . . . V
⇤
kN
Vk1 "k1 O
... . . .
VkN O "kN
37775
26664
f 
ck1 
...
ckN 
37775 (3.16)
which has the form of a† Hˆ a ; one can numerically diagonalize this Hamiltonian
or find ↵  that satisfies a† Hˆ a  = ↵† Eˆ ↵  just like the Bogoliubov transforma-
tion in superconductivity.
Green’s function method
The Green’s function of f electron part can be calculated as
Gff, (") = ["  ✏˜f   
X
k
|Vk|2
"  "k ]
 1. (3.17)
The last term of RHS can be re-written asX
k
|Vk|2
"  "k =
Z
d"0
P
k |Vk|2 ("0   "k)
"  "0 + i  ⇠
Z
d"0
|V |2⇢c("0)
"  "0 + i 
= P
Z
d"0
|V |2⇢c("0)
"  "0   i⇡
Z
d"0|V |2⇢c("0) ("  "0)
= |V |2P
Z
d"0
⇢c("0)
"  "0   i⇡|V |
2⇢c(") (3.18)
under the assumption that |Vk|2 = |V |2, and ⇢c denotes the DOS of conduction
electrons. Suppose that the band width of conduction electron isW and the energy
dependence of DOS of conduction electrons inside the band width is not so strong,
one can approximate ⇢c(") ⇠ ⇢c =(const.). Then the Eq. (3.18) becomesX
k
|Vk|2
"  "k ⇠ |V |
2P
Z W/2
 W/2
d"0
⇢c("0)
"  "0   i⇡|V |
2⇢c
= |V |2⇢c log "+ (W/2)
"  (W/2)   i  ⇠  i . (3.19)
Finally, the Green’s function and DOS of f electrons become
Gff, (") ⇠ 1
"  ✏˜f  + i 
⇢ff, (") =   1
⇡
=m[Gff, (")] ⇠  
⇡
1
("  ✏˜f )2 + 2 . (3.20)
The Green’s function indicates that the f electrons have finite lifetime; when one
electron is wandering in the ‘sea’ of the conduction electron, it would be trapped
by the impurity about the duration of 1/ . The DOS of f electrons is the Lorentz
shape centered at " = ✏˜f .
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3.3 First-principles calculation
First-principles calculation is the band-structure calculation using only the crystal
structure and its elements, namely, without using empirical and/or experimental
facts. In this section, we briefly take a look at how it works. In order to obtain the
electronic structure, it is required to solve the Schro¨dinger equation of a crystal. The
Hamiltonian of a crystal contains electron-term, nuclear-term, and electron-nuclear
interaction. Applying the Born-Oppenheimer approximation, the nuclear terms can
be neglected as
H =T + U + Vext + Tn + Un
=  1
2
X
i
r2i +
1
2
X
i 6=j
1
|ri   rj|  
1
2
X
i,n
Zn
|ri  Rn|
 
X
I
1
2MI
r2I +
1
2
X
I 6=J
ZIZJ
|RI  RJ | (3.21)
⇠T + U + Vext (3.22)
which contains the kinetic term of electron, electron-electron Coulomb interac-
tion, and electron-nucleus Coulomb interaction. The Hamiltonian here is written
in Hartree unit.
Hohenberg-Kohn method
In order to approach to the many-body problem in the first-principles, density func-
tional theory (DFT) is widely used. General concept of DFT is based on the as-
sumption that any interacting many-body systems can be treated as a functional of
ground state particle density n0. The formalism of the DFT was originated in the
work by Hohenberg and Kohn in 1964 [40], which proved that the one-particle den-
sity at ground state energy played an important role in many-body systems as in the
following theorems.
theorem 1 Existence; the ground state energy Eg is uniquely determined by one-
electron density n0(r). The density n0(r) is derived from the Schro¨dinger equation
with an external potential Vext(ri) except constant potential.
theorem 2 Variational method; the ground state energy Eg[n] is given by the den-
sity n(r), and its minimal value is given if and only if the input density n0(r) is the
ground state density , i.e., Eg[n0(r)] < Eg[n(r)].
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The Hamiltonian and total energy within the Hohenberg-Kohn method are given by
H HK =
X
i=1
[ 1
2
r2i + Vext(ri)] +
1
2
X
ri 6=rj
1
|ri   rj| (3.23)
EHK[n] = T [n] +
Z
drVext(r)n(r) + Eint[n]. (3.24)
Once the external potential Vext(ri)is determined, the corresponding ground state
wave function can be uniquely determined as well.
Kohn-Sham method
The energy calculation using only electron density combined with Thomas-Fermi
approximation [41,42] was challenging in terms of numerical precision. Therefore,
Kohn and Sham introduced a set of wave function (so-called Kohn-Sham orbital) to
the DFT with the following assumptions [43].
assumption 1 The exact density of ground state can be expressed by the density of
the ground state in a fictious non-interacting system.
assumption 2 The Hamiltonian of the fictious system, Kohn-Sham auxiliary sys-
tem, consists of normal kinetic term and effective potential V KS.
Under the assumptions above, Kohn-Sham equation is given by
H KS i(r) = [ 1
2
r2i + V KS] i(r) = "i i(r) (3.25)
where n0 satisfies
n0(r) =
X
i=1
| i(r)|2 (3.26)
The Kohn-Sham kinetic term and classical Coulomb interaction (Hatree energy) can
be respectively defined by
TKS =  1
2
X
i
h i|r2| ii, EH = 1
2
Z
drdr0
n(r)n(r0)
|r   r0| . (3.27)
The total energy of the Kohn-Sham system can be expressed as
EKS[n] = TKS[n] +
Z
drVext(r)n(r) + E
H[n] + Exc[n] (3.28)
where Exc[n] is so-called exchange-correlation energy, which is defined by the en-
ergy difference between the interacting Hohenberg-Kohn system and non-interacting
Kohn-Sham system expressed as
Exc[n] = EHK[n]  EKS[n]
= (T [n]  TKS[n]) + (Eint[n]  EH[n]) (3.29)
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and it is often approximated by LDA or GGA;
ExcLDA =
Z
dr n(r)"xcgas(n) (3.30)
ExcGGA =
Z
dr n(r)"xcgas(n,rn, · · · ) (3.31)
where "xcgas is the one-electron exchange-correlation energy of interacting homoge-
neous electron gas. Once the exchange-correlation term is determined, the exact
ground state energy and electrons density of many-body system can be deduced
by solving the Kohn-Sham equation. Using the variational method on EKS[n] with
respect to the Kohn-Sham orbital, one can obtain
H KS =  1
2
r2i + V KS(r)
=  1
2
r2i + Vext +
 EH[n]
 n
+
 Exc[n]
 n
=  1
2
r2i + Vext + V H + V xc (3.32)
and the total energy using the Kohn-Sham levels ("i) can be
E =
X
i
"i   EH[n] + Exc[n] 
Z
dr
 EH[n]
 n(r)
. (3.33)
Since the Kohn-Sham system is a fictious system, the eigen energies in Kohn-Sham
equation have no physical meaning in principle. However, the following relation
@E
@ni
= "i, (3.34)
so-called Janak theorem, was confirmed [44]. The orbital energy is given by the
differential while in Koopmans’ theorem (see details in 4.2.3, section 4) it is given
by the difference (EN  EN 1) for largeN within Hartree-Fock scheme. When the
difference between ‘differential’ and ‘difference’ is small, it is possible to regard
"i as ionization energy. When the Kohn-Sham levels have physical meaning such
as ionization energy, it is possible to compare with experimental results such as
photoemission spectroscopy.
4
PRINCIPLE OF EXPERIMENT
Photoemission and absorption spectroscopy have been used in order to investi-
gate the electronic structures of Fe-based and BiS2-based systems. In this chapter,
therefore, we shall see the principle and theoretical description of them.
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4.1 Introduction
In the experimental techniques of photoemission and photon absorption spectroscopy,
we use light (photon) to excite electrons in solids, i.e., the electron-photon interac-
tion and its quantum transition probability are important. Therefore, we will take
a look at these phenomena in the first section, and then will see the principles of
photoemission and photon absorption spectroscopy.
4.1.1 Electron-photon interaction
The second-quantized vector potential operatorA(r, t) is given by
A(r, t) =
1p
V
X
k
X
↵=1,2
r
~
2"0!
(aˆk↵e
ik·r i!t"↵ + aˆ†k↵e
 ik·r+i!t"↵) (4.1)
where aˆ†k↵ is an creation operator of photon polarized in the direction ↵ with wave
number k, and "↵ is a polarization vector in the direction ↵. Now we consider the
electron-photon interaction in an N -electron system. The energy eigenstate of the
N -electron system interacting with the electromagnetic wave given by the vector
potential operatorA(r, t) is described by the Shro¨dinger equation as below
i~ d
dt
|r1, r2, · · · , rN , ti = Hˆ |r1, r2, · · · , rN , ti (4.2)
where the Hamiltonian is given by
Hˆ =
X
i
{pi + eA(ri, t)}2
2m
=
X
i
p2i
2m
+
X
i
[
e
2m
{pi ·A(ri, t) +A(ri, t) · pi}+ e
2
2m
A(ri, t)
2]. (4.3)
When we take the first term as an unperturbed Hamiltonian Hˆ0, the interaction part
can be defined as
Hˆint =
X
i
[
e
2m
{pi ·A(ri, t) +A(ri, t) · pi}+ e
2
2m
A(ri, t)
2] (4.4)
where the first and second terms correspond to the photon absorption and emis-
sion processes, respectively, and the the third term represents the scattering process.
One can evaluate the transition probabilities of these processes by the first-order
perturbation theory as in the next subsection (transition probability).
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4.1.2 Transition probability
The (quantum mechanical) transition probability describes the transition rate from
one energy eigenstate to a continuum energy eigenstate due to the first-order pertur-
bation on the electron-photon interaction term. It corresponds to the photoionized
transition and the dipole (E1) transition in photoemission and absorption experi-
ment, respectively.
The time-dependent perturbation theory is a starting point to gain the transi-
tion probability. When the Hamiltonian is given by equation (4.3), the Shro¨dinger
equation also can be
(Hˆ0 + Hˆint)| (t)i = i~ @
@t
| (t)i (4.5)
Then | (t)i can be expanded as a linear combination of the eigenstates |n(t)iwhich
satisfies Hˆ0|n(t)i = En|n(t)i
| (t)i =
X
n
|n(t)ihn(t)| (t)i ⌘
X
n
cn(t)e
 iHˆ0t/~|ni (4.6)
where cn(t) is a coefficient of eigenstate |n(t)i, and this coefficient gives the tran-
sition probability amplitude. Plugging this expanded eigenstate into the Shro¨dinger
equation and we obtain
(Hˆ0 + Hˆint)
X
n
cn(t)e
 iHˆ0t/~|ni = i~ @
@t
X
n
cn(t)e
 iHˆ0t/~|ni
)
X
n
[i~@cn(t)
@t
  cn(t)Hˆint]e iHˆ0t/~|ni = 0. (4.7)
Multiplying the eigenstate hm| from the left and changing the labels asm! n, n!
k, one can obtain
@cn(t)
@t
=
1
i~
X
k
ck(t)hn|Hˆint|kie i(Ek En)t/~ (4.8)
Consequently, cn(t) is
cn(t) = c
(0)
n +
1
i~
Z t
0
X
k
ck(t
0)hn|Hˆint|kie i(Ek En)t0/~dt0 (4.9)
By repeatedly substituting this expression for cn(t) back into right hand side, we
get an iterative solution with the form of
cn(t) = c
(0)
n + c
(1)
n + c
(2)
n + · · · (4.10)
where the first term is given by
c(1)n =
1
i~
Z t
0
X
k
c(0)k hn|Hˆint|kie i(Ek En)t
0/~dt0. (4.11)
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Taking |ki as the initial state with nk↵ photons |i, nk↵i and |ni as the final state
with (nk↵   1) photons |f, nk↵   1i , the photon absorption process (the first term
of equation (4.4)) can be calculated within the first-order perturbation as
hf, nk↵   1|Hˆint|i, nk↵i
=
e
m
X
i
hf, nk↵   1|pi ·
r
~
2"0!V
(aˆk↵e
ik·ri i!t"↵)|i, nk↵i
=
e
m
r
nk↵~
2"0!V
X
i
hf |pi · "↵eik·r|iie i!t. (4.12)
When the absorption occurs spontaneously in the case of single electron, we can
omit the summation of i, thus we can obtain the transition probability amplitude as
c(1,abs)i!f (t) =
1
i~
Z t
0
e
m
r
nk↵~
2"0!V
hf |pi · "↵eik·r|iiei(Ef Ei ~!)t0dt0. (4.13)
In order to obtain the transition probability, one needs to take a square of the quan-
tity ci!f (t) since this is just an amplitude. Taking a square of the equation above
follows
|c(1,abs)i!f (t)|2 =
⇡e2
m2"0!V
|hf |pi · "↵eik·r|ii|2t (Ef   Ei   ~!). (4.14)
Then the transition probability per unit time in a solid angle (so called differential
cross-section) using dipole approximation is described by
dw
d⌦
=
Z |c(abs)i!f (t)|2
t
V !2
(2⇡)3~c3d(~!)
=
e2!
8⇡2"0m2~c3
|hf |p · "↵e ik·r|ii|2
=
e2!
8⇡2"0m2~c3
|hf |p(1  ik · r + · · · )|ii · "↵|2
' e
2!
8⇡2"0m2~c3
|hf |p|ii · "↵|2 ( dipole approximation)
=
e2!
8⇡2"0m2~c3
|hf | im~ [Hˆ , r]|ii · "
↵|2
=
e2!
8⇡2"0m2~c3
|hf | im~ (Ef   Ei)r|ii · "
↵|2
=
e!3
8⇡2"0~c3
|hf |er · "↵|ii|2
⌘ e!
3
8⇡2"0~c3
|Tfi|2 (4.15)
where Tfi is the matrix element of dipole operator between one-particle states |fi
and |ii. In general, there are several final states, and therefore one can define a
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photoexcitaiton operatorMi using the matrix element of dipole operator as
Mi =
X
f
Tfic
†
fci. (4.16)
As for the second term of equation (4.4) (photon emission process), we can also
similarly calculate the probability amplitude c(1,ems)i!f (t) using the perturbation theory
and its differential cross-section as we just performed above.
4.2 Photoemission spectroscopy
The phenomenon of photoelectric effect was firstly detected by a German physicist,
H. R. Hertz, in 1887, and was formulated as light quantum theory by A. Einstein
[45]. This discovery led to the quantum revolution in physics and earned Einstein
the Nobel Prize in Physics in 1921. The principle of photoemission spectroscopy
(PES) is based on light quantum theory. Experimental method of PES is analyzing
the energy distribution of photoelectrons, which are excited by photons from a light
source.
4.2.1 General formulation
The technique of photoemission spectroscopy has been widely used as one of the
most powerful tool to investigate the electronic structure of solids. When an electron
in a solid absorbs a photon of sufficiently high energy, it is emitted as a photoelec-
tron. Schematic diagram of the experimental principle is shown in Figure 4.1. From
the energy conservation law, the kinetic energy of the photoelectron can be written
as
Evackin = h⌫   EB     (4.17)
where, Evackin is the kinetic energy measured from the vacuum level (Evac),   is the
work function of the sample, andEB is the binding energy with respect to the Fermi
level (EF ) or chemical potential µ. In an actual experiment, the kinetic energy
(Ekin = Evackin +  ) is measured with respect to EF . Hence, it is convenient to use
the equation
Ekin = h⌫   EB. (4.18)
The electronic structure of the occupied states such as core levels and the valence
band can be obtained by measuring the energy spectrum of photoelectrons. From
this relation, the binding energy of photoelectrons can be measured, and the inten-
sity of photoemission spectrum is proportional to the density of states (DOS) of
the occupied states, i.e., PES is an experimental method to investigate the occupied
electronic states below the Fermi level [46].
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Sunday, October 6, 13 Figure 4.1: Schematic diagrams of the principle of photoemission spectroscopy.
4.2.2 Frank-Condon principle
In the photoemission process, one can treat as if the lattice (atoms) is frozen and
there is no interaction between photoelectron and remaining system. This is so-
called Frank-Condon principle, also known as Born-Oppenheimer approximation.
The timescales of the optical excitation and emission of photoelectron are about
10 15 seconds while that of movement of crystal lattice is around 10 12 seconds.
Note that this approximation is good for the high-energy photoelectron limit (10 -
1000 eV photons).
Since the photoelectron and remaining system can be separately treated, let us
divide the wave functions of the initial ground and final states into photoelectron
and the remaining(N   1)-electron-system.
| Ng i = Aˆ |ii ⌦ | N 1i i
| Nf i = Aˆ |fi ⌦ | N 1f i (4.19)
Here, Aˆ is an operator to antisymmetrize the entire wave function , |ii (|fi) is the
initial (final) state of the photoelectron, and | N 1i i (| N 1f i) the initial (final) state
of (N   1)-electron system. Therefore, transition probability from | Ni i to | Nf i
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can be calculated as
||h Nf |Hˆint| Ng i||2 = ||hf |Hˆint|iih N 1f | N 1i i||2
= |Tfi|2 · ||h N 1f | N 1i i||2 / |Tfi|2. (4.20)
4.2.3 Koopmans’ theorem
The eigenvalue ✏k  of Hartree-Fock equation is the expectation value of Hartree-
Fock operator with one-electron state  k , as follows.
✏k  = h k |hˆHF| k i
= h k |hˆ| k i+
k(N)X
k0 0
[Uk k0 0   Jk k0 0   0 ]
= h k |hˆ| k i+
k(L)X
k0 0
[Uk k0 0   Jk k0 0   0 ]hnk0 0i (4.21)
where
Uk k0 0 =
ZZ
dx1dx2 
⇤
k (r1) 
⇤
k0 0(r2)
e2
r12
 k (r1) k0 0(r2)
Jk k0 0 =
ZZ
dx1dx2 
⇤
k0 0(r1) 
⇤
k (r2)
e2
r12
 k (r1) k0 0(r2)
The first term of Eq. (4.21) denotes the energy of one-electron, and the second term
represents the summation of Coulomb and exchange integral.
As for the first line of Eq. (4.21), the summation was taken up to the Fermi
level (the highest occupied states). As for the second line, the summation was taken
for all the states including unoccupied states. The quantity hnk0i is the expectation
value of number of electron that occupies the one-electron state  k, i.e. hnk0i = 0
or 1. The total energy of N -electron system EHFN is given by
EHFN = h HFN |HˆN | HFN i
=
k(N)X
k 
✏k    1
2
k(N)X
k k0 0
[Uk k0 0   Jk k0 0   0 ]
=
k(L)X
k 
✏k hnk i   1
2
k(L)X
k k0 0
[Uk k0 0   Jk k0 0   0 ]hnk ihnk0 0i (4.22)
The factor (1/2) in front of the second term is a correction for double count. Here
we can calculate the energy difference between the state | HFN i and | HFN 1,ki, where
| HFN 1,ki is the wave function of the remaining (N   1)-electron system without
photoelectron | kf i.
h HFN 1,k |HˆN 1| HFN 1,k i   h HFN |HˆN | HFN i =  ✏k  (4.23)
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The equation above indicates
EB =  ✏k , (4.24)
namely, the energy  ✏k  is necessary in order to eject an electron whose state is in
| k i from the N -electron system. This is called Koopmans’ theorem [47]. Here
we suppose that the remaining (N   1) one-electron wavefunctions do not change
due to this photoemission process (Frank-Condon principle).
4.2.4 Photoemission spectrum
The energy distribution of photoelectrons is called photoemission spectrum, and
it can be expressed by the transition probability from  Ng to  Nf that satisfies the
energy conservation (ENg   EN 1n = ", i.e., "+ EN 1n   ENg = 0 ):
⇢PES(") =
X
n,l
||h Nf |
X
k
Tlkc
†
l ck| Ng i||2 ("+ EN 1n   ENg )
=
X
n,l
||h N 1n |⌦ hl|
X
k
Tlkc
†
l ck| Ng i||2 ("+ EN 1n   ENg )
/
X
n,k
||h N 1n |ck| Ng i||2 ("+ EN 1n   ENg ) (4.25)
when the index dependent of Tlk is neglected. The ground state wave function | Ng i
includes the photoelectron subspace as in Eq. (4.19). The photoemission spectrum
can be generally expressed by spectral function, which is an imaginary part of a
single-particle Green’s function.
Green’s function and spectral function
The time- and spatial evolution of N -electron system can be described by Green’s
function. Let us define the retarded Green’s function GR(k, t) as below
GR(k, t) =
1
i~✓(t)h 
N
g |Tˆ [cˆk(t)cˆ†k]| Ng i. (4.26)
Here, cˆ†k is a creation operator of electron with momentum k, ✓(t) denotes the Heav-
iside step function, A(t) = e H t/i~AeH t/i~, and Tˆ represents Wick’s chronologi-
cal product.
In order to analyze the mathematical properties of this Green’s function, it is
convenient in many-body calculations to use the spectral function as we discussed,
which contains ‘renormalized’ propagators. The spectral decomposition of a time-
dependent function into the sum of its components at various frequencies conse-
quently gives the form of
GR(k, t) =
1
i~✓(t)
Z 1
0
d"A+(k, ")e 
i
~ ("+µ)t   1
i~✓( t)
Z 1
0
d"A (k, ")e+
i
~ (" µ)t
(4.27)
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where µ is the chemical potential (µ = EN0  EN 10 ). Then the Fourier transforma-
tion yields
GR(k, ") =
Z 1
0
d"0{ A
+(k, ")
"  "0   µ+ i  +
A (k, ")
"+ "0   µ  i } (4.28)
where A±(k, ")   0 and A±(k, ") 2 R. This form is called Lehman representation.
These spectral functions satisfy the following relation, so-called sum rule.Z 1
0
{A+(k, "0) + A (k, "0)}d"0 = 1 (4.29)
Using the relation 1/(x ⌥ i0+) = P(1/x) ± i⇡ (x), one can finally obtain the
relaiton:
A+(k, "  µ) =   1
⇡
=m[G(k, ")]
A (k, µ  ") = +1
⇡
=m[G(k, ")], (4.30)
i.e., in condensed matter physics, we can interpret that A+(k, "  µ) is the spectral
function of electron and A (k, µ  ") is that of hole.
Here we focus on the electron’s spectral function. Let us get back to the form
of the Green’s function in Eq. (4.26). In order to separate the contribution of cre-
ation and annihilation processes, one can decompose the Green’s function using the
completeness as well as the orthonormality of eigenvectors
P
n | N 1n ih N 1n | = 1
and
P
n | N+1n ih N+1n | = 1 as
GR(k, t) =
1
i~✓(t)
X
n
h Ng |cˆk(t)| N+1n ih N+1n |cˆ†k| Ng i
+
1
i~✓(t)
X
n
h Ng |cˆ†k| N 1n ih N 1n |cˆk(t)| Ng i
=
1
i~✓(t)
X
n
h Ng |e H t/i~cˆkeH t/i~| N+1n ih N+1n |cˆ†k| Ng i
+
1
i~✓(t)
X
n
h Ng |cˆ†k| N 1n ih N 1n |e H t/i~cˆkeH t/i~| Ng i
=
1
i~✓(t)
X
n
  h N+1n |cˆ†k| Ng i  2e ENg t/i~eEN+1n t/i~
+
1
i~✓(t)
X
n
  h N 1n |cˆ†k| Ng i  2e ENg t/i~eEN 1n t/i~ (4.31)
whereH is the Hamiltonian of the system. By Fourier transformation with respect
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to t, the Green’s function would be
GR(k, ") =
1
i~
Z 1
0
dth Ng |Tˆ [cˆk(t)cˆ†k]| Ng iei("+Ei0
+)t/~
=
1
i~
X
n
  h N+1n |cˆ†k| Ng i  2 Z 1
0
dte E
N+1
n t/i~eE
N
g t/i~ei("+Ei0
+)t/~
+
1
i~
X
n
  h N 1n |cˆk| Ng i  2 Z 1
0
dte E
N 1
n t/i~eE
N
g t/i~ei("+Ei0
+)t/~
=
X
n
  h N+1n |cˆ†k| Ng i  2
"+ i0+   EN+1n + ENg
+
X
n
  h N 1n |cˆk| Ng i  2
"+ i0+ + EN 1n   ENg
=
X
n
  h N+1n |cˆ†k| Ng i  2n P"  EN+1n + ENg   i⇡ ("  EN+1n + ENg )
o
+
X
n
  h N 1n |cˆk| Ng i  2n P"+ EN 1n   ENg   i⇡ ("+ EN 1n   ENg )
o
(4.32)
where, P denotes the Cauchy’s principal value, and the relation 1/(x ⌥ i0+) =
P(1/x) ± i⇡ (x) is utilized on the calculations above. Then, the single-particle
spectral function A(k, ✏) is given by taking the imaginary part of the Green’s func-
tion as below.
A+(k, ") =   1
⇡
=m[GR(k, ")]
=
X
n
|h N+1n |cˆ†k| Ng i|2 ("  EN+1n + ENg )
+
X
n
|h N 1n |cˆk| Ng i|2 ("+ EN 1n   ENg )
= A" EF (k, ") + A"EF (k, ") (4.33)
The first term corresponds to the spectral function of the angle-resolved inverse
photoemission (IPES) spectrum, whereas the second term does the spectral function
of angle-resolved photoemission (ARPES) spectrum.
Self-energy
The temperature Green’s function (also known as Matsubara Green’s function)
G (k, ⌧) is defined by
G (k, ⌧) =  hTˆ⌧ [ck (⌧)c†k ]iGC (4.34)
where ⌧ is the imaginary time, A(⌧) = eH ⌧Ae H ⌧ with Hˆ = Hˆ0 + Hˆint, and
h· · · iGC is the grand canonical average. The advantage of this Green’s function is
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that the perturbation calculation can be simplified due to the Bloch-De Dominics
theorem. Taking the partial derivative with respect to ⌧ , one can obtain
@
@⌧
G (k, ⌧) =  ⇠kG (k, ⌧)  hTˆ⌧ [Hˆint, ck (⌧)]c†k ]iGC    (⌧) (4.35)
where ⇠k = "k   µ. When Hˆint = 0, Fourier transformation with respect to ⌧
follows
G0(k, i!l) =
1
i!l   ⇠k . (4.36)
The retarded Green’s function can be deduced by analytic continuation in complex
frequency plane as
GR(k,!) = G (k, i!l ! "+ i0+) (4.37)
and therefore the spectral function can be obtained by
A+(k, ") =   1
⇡
=m[G0(k, i!l ! "+ i0+)] =  ("  ⇠k), (4.38)
and this is Koopmans theorem itself.
On the other hand, when we take non-zero Hˆint into account, we first define the
self-energy ⌃(k, ⌧   ⌧ 0) as
hTˆ⌧ [Hˆint, ck (⌧)]c†k ]iGC ⌘
Z  
0
d⌧ 0⌃(k, ⌧   ⌧ 0)G (k, ⌧ 0). (4.39)
Substituting this self-energy into Eq. (4.35), the equation of motion of the Green’s
function becomesZ  
0
d⌧ 0[ (⌧   ⌧ 0)(  @
@⌧ 0
  ⇠k)  ⌃(k, ⌧   ⌧ 0)]G (k, ⌧ 0) =  (⌧). (4.40)
Fourier transformation of the equation above with respect to ⌧ follows
G (k, i!l) =
1
i!l   (⇠k + ⌃(k, i!l)) , (4.41)
that has the same form as non-interacting system as in Eq. (4.36) but with the
energy correction by self-energy. Equation (4.41) is calledDyson’s equation, and its
diagrammatic representation is shown in Figure 4.2 (a). All the irreducible diagrams
are included in the self-energy part ⌃, "k denotes the bare-particle energy with
momentum k. Evaluating the self-energy is equivalent to solving the many-body
Schro¨dinger equation. The corresponding spectral function can be deduced in a
similar manner as
A+(k, ") =   1
⇡
=m[G (k, i!l ! "+ i0+)]
=   1
⇡
=m[⌃(k, ")]
{"  ⇠k  <e[⌃(k, ")]}2 + {=m[⌃(k, ")]}2 (4.42)
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Partial sum method
It is impossible to evaluate the exact self-energy i.e., to take all the interaction into
account, but there are several good approximations, which provide the effective
mass, self-energy, and lifetime of quasi-particles. The method of approximation is
called selective or partial sum [48].
When we take just only the first order of irreducible diagrams (the ‘open oyster’
and ‘bubble’ diagrams) as in Figure 4.2 (b), this approximation is called Hartree-
Fock approximation. The open oyster diagram represents the exchange scattering,
and the bubble diagram shows the forward scattering. The energy "0k and lifetime
⌧k of quasiparticles can be calculated as
"0k = "k +
X
lkF
(Vklkl   Vkllk), ⌧k =1 (4.43)
where Vklmn =
Z Z
 ⇤k(r) 
⇤
l (r
0)V (|r   r0|) m(r) n(r0)d3rd3r0
The lifetime here is infinite because of the crudeness of Hartree-Fock approxima-
tion.
When we take the first order and one of the second order diagrams (the ‘open
oyster’, ‘bubble’, and ‘ring’ diagrams) as self-energy part as in Figure 4.2 (c), this
approximation is called the single pair-bubble approximation, which is beyond
Hartree-Fock approximation. The ring diagram is sometimes called polarization
part. The lifetime of quasiparticles can be calculated as
⌧ 1k = =m⌃(k,!) / ("k   "F )2 (4.44)
i.e., the lifetime here is finite. Moreover, this equation implies that the quasi-particle
description is effective only near Fermi wave number.
Electron gas is characterized by a single parameter rs, and is defined as
1
n
=
4
3
(rsa0)
3 (4.45)
where n is electron density, a0 is Bohr radius. For high density (long-range in-
teraction system) electron gas, where the kinetic energy is much greater than the
potential energy, random phase approximation (RPA) can be applied. In this ap-
proximation, self-energy part is selected as the summation of pair-bubble as in Fig.
4.2(d). The effective interaction within RPA V RPAeff can be calculated as
V RPAeff (q) =
4⇡e2
q2 +  2
or V RPAeff (r) /
e2
r
exp(  r) (4.46)
i.e., the shielded Coulomb potential (also known as Yukawa potential) is deduced.
Note that all the diagrams except bubble and open oyster are divergent but sum of
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pair-bubbles is finite. Since all the diagrams can be arranged as a power series of
rs, small rs is needed to converge the series: RPA is good for high density.
For low density system (small n ⇠ k3F ), kF is small: hole contribution is much
weaker than particle contribution. In terms of diagrammatic language, the dominant
diagrams are those with the least number of hole lines as in Figure 4.2 (e). This
approximation is called ladder approximation. Then the lifetime is given by
⌧ 1k =
1
⇡
k2Fa
2(k   kF )2 (4.47)
where a is the effective distance of short-range repulsive force.
Effects of self-energy on photoemission process
When the electron-electron interaction is not negligible, it influences on the band
dispersion; the real part gives energy shifts while the imaginary part gives broad-
ening of peak width as seen in Eq. (4.42). Besides it will affect the effective mass
(mass renormalization) when it can be described within the Fermi liquid theory. The
energy eigenvalue is given by
"  "k  <e⌃(k, ") = 0
, " = "⇤k = zk("k   µ) + µ (4.48)
where the renormalization factor zk is given by
zk =
⇣
1  @<e⌃(k, ")
@"
   
"=µ
⌘ 1
< 1. (4.49)
In the vicinity of " = µ, ⌃(k, ") can be expanded as
⌃(k, ") ⇡ <e⌃(k, µ) + @<e⌃(k, ")
@"
   
"=µ
("  µ) + i=m⌃(k, "⇤k). (4.50)
Plugging this expansion into Eq. (4.42), the spectral function can be expressed as
A(k, ") ⇡  zk
⇡
zk=m⌃(k, ")
["  µ  zk("  µ)]2 + {zk=m⌃(k, ")}2 , (4.51)
i.e., the band has its peak at " = "⇤k, and it is shrunk by the factor of zk. In other
words, the effective mass of quasi-particle m⇤ increases by the factor of z 1k com-
pared with bare band massmb, which is defined by
mb =
⇣1
k
d"k
dk
   
k=kF
⌘ 1
. (4.52)
The lifetime of quasi particle is given by
~
⌧k
⇡  2zk=m⌃(k, "⇤k). (4.53)
Note that the quasi-particle can only be defined within
 2zk=m⌃(k, ") < |"  µ|. (4.54)
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Figure 4.3: Kinematics of the photoemission process within the three-step model;
direct optical transition to free-electron state in solid, transportation to the surface,
and free-electron final state in vacuum. The corresponding PES intensity is also
shown.
4.2.5 Angle-resolved photoemission spectroscopy
ARPES is the technique that one can directly observe the band dispersion below
EF [i.e., spectral function of electron below EF ;A"EF (k, ")], Fermi surfaces, and
can estimate the mass renormalization. If a certain amount of carrier is doped to
a system, it is also possible to estimate the effective carrier concentration using
Luttinger theorem [49,50].
In the photoemission process, electron on a band is excited by a photon (h⌫)
from initial state (Ei) to final state (Ef ), and its energy conservation follows
h⌫ = Ef   Ei. (4.55)
The energy of the free-electron final state inside solid can be expressed as
Ef =
~2
2m
(k2f )  E0 =
~2
2m
(k2k + k
2
?)  E0 (4.56)
where the origin of the energy (E = 0) was selected at E = EF When the photo-
electron escapes from solid to vacuum, its kinetic energy (Evackin ) is
Evackin = Ef    . (4.57)
In the photoexcitation by low-energy photons, the momentum of incident photon
~kphoton = h⌫/c can be reasonably small compared to the size of the Brillouin
zone and thus can be neglected. For instance, photons with the energy of 20 eV
have kphoton ⇠ 0.005 A˚ 1 whereas the typical size of the Brillouin zone is about 1
A˚ 1. The momentum (or wave vector) of electron is conserved before and after the
photoexcitation process except for the reciprocal lattice vectors. Therefore one can
obtain the following momentum conservation in solid
kf = ki +G (4.58)
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Figure 4.4: Schematic diagram of the geometry of ARPES and the definition of
emission angles; polar ✓ and azimuthal  . Angle space (from 0 to 90 degrees for
both ✓ and  ) and k-space are also shown, and solid circles denote each 5-degree
step. The schematics with acceptence angle of ±20 degrees from tilting angle of
 20 deg. to +20 deg. are overlaid as well.
where ki (kf ) is the initial (final) wave vector andG = (2nx⇡/a, 2ny⇡/b, 2nz⇡/c)
is the reciprocal lattice vector (ni 2 N, i = x, y, z). When photoelectron escapes
from solid to vacuum, the wave vector parallel to its surface conserves (while the
perpendicular components do not) due to the translational symmetry as
kk =Kk (4.59)
whereK is the wave vector of electron in vacuum. It can be expressed as follows
that the momentum of parallel and perpendicular components of the photoelectron
in vacuum;
~Kk =
p
2mEvackin sin ✓, ~K? =
p
2mEvackin cos ✓. (4.60)
The argument above is schematically shown in Fig. 4.3, and the emission angle ✓ is
defined in Fig. 4.4.
Using the energy and momentum conservations argued above, one can obtain
the following;
Evackin +   = E
vac
kin sin
2 ✓ +
~2
2m
k2?   E0 , ~k? =
q
2m(Evackin cos
2 ✓ + V0) (4.61)
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Figure 4.5: (a) Ideal electron-like band crossing EF with uniform spectral weight
and infinite lifetime, (b) with artificial width using Gauss function, and (c) with
artificial width using Gauss function and Fermi-Dirac cutoff at finite temperature.
Corresponding EDCs and MDCs are shown as well in (b) and (c).
where the parameter V0 = E0 +   is the inner potential. Summarizing Eqs. (4.55)
to (4.61), one can obtain the both parallel and perpendicular components using the
reduced zone scheme as
~kk =
p
2m(Ei + h⌫    ) sin ✓
~k? =
p
2m[(Ei + h⌫    ) cos2 ✓ + V0]. (4.62)
Note that V0 can be determined experimentally, and the method is called normal
emission spectroscopy. Substituting ✓ = 0 into Eq. (4.62) follows
~kk = 0, ~k? =
p
2m(Ei + h⌫ + E0) (4.63)
which indicates that one can obtain the band dispersion in the perpendicular direc-
tion (i.e., kz dispersion) by changing the incident photon energy h⌫ sequentially. If
the band in the kz direction is dispersive, the inner potential can be also determined.
Polarization dependent ARPES; orbital symmetry selective
In the photoemission process, the transition matrix element |Tfi| can be described
as
|Tfi|2 = ||h kf |"ˆ · r| ki i||2 (4.64)
where  ki ( kf ) is the initial- (final-) state wave function, and "ˆ is the polarization
vector of the incident photons as already shown in Eq. (4.15). For high kinetic
energy electrons, the wave function of the final state can be approximated by a plane
wave eik·r. Using the linearly polarized photons in the horizontal (vertical) direction
with respect to the mirror plane, the term "ˆ · r is even (odd), and the corresponding
wave function of the initial state should be even (odd) with respect to the mirror
plane in order to give nonvanishing |Tfi|. Therefore, one can select the partial DOS
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of odd or even symmetry wave functions. The horizontal and vertical polarization is
sometimes called p  and s polarization. Unlike the linear polarization, the dipole
selection rule does not hold for circularly polarized photons giving nonzero |Tfi|
for all the orbitals.
4.2.6 Resonant photoemission spectroscopy
Resonant photoemission spectroscopy is the technique that one can extract a partial
DOS of the specific orbital. When the incident energy is tuned to the core-level ab-
sorption, not only the direct photoemission but also so-called super Coster-Kro¨nig
process occurs. In the case of 4fN electron system for instance, the direct photoe-
mission process can be written as
4d104fN
h⌫ ! 4d104fN 1 + photoelectron (4.65)
and the corresponding super Coster-Kro¨nig process is
4d104fN
h⌫ ! 4d94fN+1 sCK  ! 4d104fN 1 + photoelectron. (4.66)
The schematic diagram of these process is shown in the top of Fig. 4.6. Since the
electronic configuration of initial and final states are the same for these processes,
the 4f states in the photoemission spectrum is strongly enhanced, and therefore one
can extract the partial DOS of specific orbital.
The constant initial state (CIS) plot follows a so-called Fano-type resonance,
which is derived from configuration interaction between transition to the discrete
states   and to the continuum  E with energy E [51, 52]. In the resonant PES pro-
cess, the discrete   and continuum  E can be interested as core-level self-absorption
and direct PES states, respectively. Here we briefly take a look at the simplest case;
one discrete and one continuum model. The basis can be taken orthonormally as
h | i = 1, h E| 0Ei =  EE0 , h E| i = 0. (4.67)
The matrix element of the Hamiltonian is given by
h |H | i = E , h E0 |H | Ei = E (E 0   E), h E|H | i = VE. (4.68)
The eigenstate of the system can be derived using perturbation theory as
 0E = a +
Z
dE 0b(E 0) E0 . (4.69)
The transition matrix element of initial state |ii to perturbed state | 0Ei can be ex-
4.2 Photoemission spectroscopy 41
Figure 4.6: Schematic diagram of the resonant photoemission spectroscopy with
the case of 4d-4f resonance. The states | i and | i represent the discrete and con-
tinuous states, respectively. An example of the interpretation of Fano line profile:
transition to discrete state, continuum, and discrete/continuum mixing. The param-
eter q is set to be 3 as an example here.
pressed by using Tˆ is the transition operator as
h 0E|Tˆ |ii =
1
⇡V ⇤E
h |Tˆ |ii sin   h E|Tˆ |ii cos 
+
1
⇡V ⇤E
P
Z
dE 0
h |H | E0ih E0 |Tˆ |ii
E   E 0 sin  (4.70)
=
1
⇡V ⇤E
h 0|Tˆ |ii sin   h E|Tˆ |ii cos  (4.71)
=h E|Tˆ |ii cos { 1
⇡V ⇤E
h 0|Tˆ |ii
h E|Tˆ |ii
tan   1} (4.72)
where in Eq. (4.70) the first, second, and third terms correspond to self-absorption,
direct photoemission, and interference of self-absorption/direct photoemission, re-
spectively, in the resonant photoemission process. The state  0 in Eq. (4.71) is the
discrete state modified by an admixture of states of the continuum;
 0 =  + P
Z
dE 0
VE0
E   E 0 E0 , (4.73)
42 Chapter 4. PRINCIPLE OF EXPERIMENT
and the phase shift   is given by
  =   arctan ⇡|V (E)|
2
E   E    F (E) , F (E) = P
Z
dE 0
|VE0 |2
E   E 0 (4.74)
where the parameter F (E) is the energy correction due to the second-order pertur-
bation. Then the transition probability of initial state |ii to perturbed state | 0Ei can
be calculated from Eq. (4.72) as
|h 0E|Tˆ |ii|2
|h E|Tˆ |ii|2
=
1
1 + tan2 
{ 1
⇡V ⇤E
h 0|Tˆ |ii
h E|Tˆ |ii
tan   1}2
=
1
1 + ( 1/")2{ 
q
"
  1}2 = (q + ")
2
1 + "2
(4.75)
where the parameters q and " are the modification of discrete state   and reduced
energy parameter as follows.
" =
E   E    F (E)
⇡|VE|2 =
E   E    F (E)
1
2 
q =
1
⇡V ⇤E
h 0|Tˆ |ii
h E|Tˆ |ii
or
1
2
⇡q2 =
||h 0|Tˆ |ii||2
 ||h E|Tˆ |ii||2
(4.76)
Equation (4.75) is known as Fano-type line shape, that shows a strong enhancement
around " = 0. The interpretation of this equation is the superposition of direct pho-
toemission, core-level absorption, and quantum-mechanical interference between
them, which is also schematically shown in Fig. 4.6.
4.2.7 Electron escape depth
PES is a surface-sensitive experimental technique. The escape depth of photoelec-
trons is determined by electron-electron and electron-phonon interactions. Gener-
ally, electron-phonon scattering plays a role only at low energies, namely, below the
phonon frequencies. The escape depth of the electrons   is then determined mainly
by electron-electron interaction. The cross-section for electron-electron scattering
  is given by
d2 
d⌦d!
=
~2
⇡ea0
1
q2
=m
n
  1
✏(q,!)
o
, (4.77)
where ✏(q,!) is the dielectric function, ~q is the momentum transfer, and ! is the
energy loss of the electron. Although ✏(q,!) differs from a material to another, the
escape depth as a function of energy roughly follows the curve so-called universal
curve. Except for small energy range ( 10 eV), the electrons in solids can be
approximately described by the free-electron gas. In the free electron case, the
plasma frequency determines the loss function =m{ 1/✏}, and is a function of
only the electron density or the mean electron-electron distance rs and the damping
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3.1.7 Electron escape depth
Figure 3.5: Mean free path of electron depending on its kinetic energy [13]
PES is a surface-sensitive experimental technique. The escape depth of pho-
toelectrons is determined by electron-electron and electron-phonon interac-
tions. Generally, electron-phonon scattering plays a role only at low energies
below the phonon frequencies. The escape depth of the electrons   is then
determined largely by electron-electron interaction. The cross-section for
electron-electron scattering   is given by
d2 
d⌦d!
=
~2
⇡ea0
1
q2
=m
n
  1
✏(q,!)
o
, (3.46)
where ✏(q,!) is the dielectric function, ~q is the momentum transfer, and !
is the energy loss of the electron. Although ✏(q,!) di ers from a material
to another, the escape depth as a function of energy roughly follows the
universal curve. Except for small energies ( 10 eV), the electrons in solids
can be approximately described by the free-electron gas. In the free electron
case, the plasma frequency, which is a function of only the electron density or
the mean electron-electron distance rs and the damping rate of the plasmon)
alone determines the loss function =m{ 1/✏}. The inverse escape depth   1
is then described by rs, which is roughly common for all materials, and one
obtains
  1 ' p3a0R
Ekin
r 3/2s log
h  4
9⇡
 2/3Ekin
R
r2s
i
(3.47)
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Figure 4.7: Electron escape depth with respect to the kinetic energy of electron [53].
rate of the plasmon alone. The inverse escape depth   1 can be expressed by rs,
which is roughly material-independent, and o e obtains
  1 ' p3a0R
Ekin
 3/2
s log
h  4
9⇡
 2/3Ekin
R
2
s
i
(4.78)
where a0 = 0.529A˚, R = 13.6 eV, and rs is measured in units of the Bohr radius
a0. This gives us the escape depth as a function of photoelectron kinetic energy Ekin
shown in Fig. 4.7.
4.3 X-ray absorption spectroscopy
Photon absorption spectroscopy is a strong method to investigate unoccupied states
(above the Fermi level) in solids whereas the pho oemissio spectroscopy is he
technique to obtain the i formation about occupied states (below the F rmi level)
as in Figure 4.8. Usually the photon energy is tuned from 500 eV - 500 keV; x-ray
region, i.e., the technique is often called x-ray absorption spectroscopy. In a region
of 500 eV h⌫  2 keV, the light is classified as soft x-ray. When the photon
energy is greater than 2 keV, on the other hand, it is called hard x-ray.
XAS methodology can be roughly divided into four experimental categories that
can give complementary results to each other: MetalK-edge, metal L-edge, ligand
K-edge, and EXAFS. Each assign of the name of the edges are shown in Tab. 4.1.
4.3.1 General formulation
The photon absorption intensity due to excitation from a core-level electron to un-
occupied states is given by
⇢XAS(") /
X
i
X
n
||h 0N+1n |c†i | Ng i||2 ("  "c + E 0N+1n   ENg ) (4.79)
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Principle of photoemission/photon-absorption spectroscopy
Electron Energy Analyzer
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EF, µ
core levels
Density of States
Intensity, N(E)
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Φ
Ekinvac
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Ekin
e−
e−
Evac
Photoemission Spectrum
hν
hν
Ekin
E
Sunday, October 6, 13 Figure 3.2: Schmatic diagrams of the principle of photoemission spectroscopy.
electron in a solid absorbs a photon of sufficiently high energy, it is emitted as
a photoelectron. Schematic diagram is shown in Figure 3.2. From the energy
conservation law, the kinetic energy of the photoelectron is written as
Evackin = h⌫   EB     (3.17)
where, Evackin is measured from the vacuum level (Evac),   is the work function of
the sample, and EB is the binding energy with respect to the Fermi level (EF ) or
chemical potential µ. In an actual experiment, the kinetic energy (Ekin = Evackin+ )
is measured with respect to EF . Hence, it is convenient to use the equation below;
Ekin = h⌫   EB (3.18)
By utilizing this equation, the electronic structure of the occupied states such as
core levels and the valence band can be obtained by measuring the energy spec-
trum of photoelectrons. From this relation, the binding energy of photoelectrons
can be measured, and the intensity of photoemission spectrum is proportional to
the density of states (DOS) of the occupied states; i.e. PES is an experimental
method to investigate the occupied electronic states below the Fermi level.
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Figure 4.8: Schematic diagrams of the principle of XAS experiment performed by
fluorescence-yield mode.
where E 0N+1n and | 0N+1n i are the eigenvalue and eigenstates of (N + 1)-electron
system interacting with core hole.
4.3.2 Dipole (E1) transition
Since the absorption intensity is proportional to the quantity square of
hf |erˆ|ii =
Z
 ⇤f erˆ  id
3r (4.80)
, and the dipole moment operator erˆ has an odd parity, the wave functions of initial
and final states which have the different parity will only survive as non-zero terms:
otherwise the integral |hf |erˆ|ii|2 would go to zero because the function inside the
integral has odd parity as long as the initial and final states have the same parity.
This reflects the parity selection rule due to electric dipole transition. In terms of
orbital notation, for instance, s! p and/or p! d transition is quite dominant com-
pared with other transitions since the parities of initial and final states are different.
Using this parity selection rule combined with the polarization of photon, we can
select the orbital anisotropy/angular momentum of the final states.
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Linear polarization
When we use the linear polarization, the electric field is
E(r, t) / ✏↵ exp[i(k · x  !t)] (4.81)
where ✏↵ (↵ = 1 or 2) stands for a polarization vector with ✏1 = (1, 0, 0) and
✏2 = (0, 1, 0). When the photon energy is tuned as the binding energy of K-edge,
the transition from s orbital to p orbital occurs. Here we can select the direction
of polarization. For instance, if we select the direction of polarization in x or y
direction, the transition matrix element is
|hp|r · ✏1|si|2 = |hpx|x|si|2 or |hp|r · ✏2|si|2 = |hpy|y|si|2, (4.82)
i.e., we can select the orbital anisotropy of the final states.
Circular polarization
When we use the circular polarization, the electric field is
E(r, t) / ✏1 exp[i(k · x  !t)] + ✏2 exp[i(k · x  !t± ⇡/2)]
= (✏1 ± i✏2) exp[i(k · x  !t)] (4.83)
where the plus (minus) sign denotes the right (left) hand circular polarization. When
s and p orbitals are respectively selected as initial and final states, the transition
matrix element is
|hp|r · ✏
1 ± i✏2p
2
|si|2 = |hpx ± ipy|x± iyp
2
|si|2, Lz = ±1, (4.84)
i.e., we can select the orbital angular momentum of the final states.
4.3.3 Acquisition modes
There are several measurement modes for XAS: transmission mode, total electron
yield (TEY) mode, and total/partial fluorescence-yield (TFY,PFY) mode. Typical
alignment for hard x-ray measurement system is shown in Fig. ??. There are three
ionization chambers which count I0, I1, and I2 where I0 and I1 for the sample,
and I1, and I2 for the reference sample. There are several different advantages and
disadvantages among these modes, which are explained below.
Transmission mode
In the transmission mode experiment, x-ray absorption spectrum is measured by
taking the intensity ratio of incident x-ray I0 and transmitted x-ray I1 as in Figure
4.9. This method is standard for hard x-rays since soft x-ray strongly interacts with
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Figure 4.9: Schematic diagrams of typical XAS experimental setup using hard x-
ray: transmission mode and fluorescence-yield mode.
Total electron-yield mode
In the total electron-yield mode, x-ray absorption spectrum is measured by the
amount of photoelectrons and Auger electrons ,i.e., the amount of electrons which
flows into the sample from the earth. In practice, the electric current from the sam-
ple to the earth is measured. The TEY mode is more surface sensitive than other
modes, and its probing depth is around 5 nm [54]. Since one measures the electric
current, TEY mode is not applicable to samples whose resistivities are high.
Fluorescence-yield mode
In the fluorescence-yield mode (FY), x-ray absorption spectrum is measured by the
intensity of the fluorescence, which is emitted when photo-excited electrons are de-
excited back to the core levels as shown in Figure 4.9. The probing depth of FY
mode is about and 200 nm [55]. TFY mode can be utilized for both conducting and
insulating samples.TFY mode has however disadvantages that the signal intensity is
low and that occasionally the spectral line shape is distorted due to self-absorption
effect [56].
In our experiment, we select transmission and FY modes since we used hard
x-ray region and the information is more bulk sensitive.
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Table 4.1: Nomenclature of each core level in x-ray spectroscopies.
Core state Spectroscopic name
1s K
2s, 2p L1, L2,3
3s, 3p, 3d M1,M2,3,M4,5
4s, 4p, 4d, 4f N1, N2,3, N4,5, N6,7
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5
EXPERIMENTAL SETUPS
In this chapter, all the experimental setups are explained in detail. In this thesis,
PES and XAS were performed to investigate the electronic structures of Fe-based
and BiS2-based superconductors.
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Figure 5.1: The overview of Photon Factory, KEK, and the general view of the
endstaion at beamline BL-28A. Schematic diagram of the beamline optics [57] of
BL-28A is shown in the left.
5.1 Experimental setups of PES
5.1.1 Photon Factory, KEK, Tsukuba, Japan
Beamline BL-28A
This beamline is the undulator beamline dedicated to angle-integrated and angle-
resolved PES using high-flux, highly-circularly polarized VUV (⇠30-150eV) radi-
ation emitted from a helical undulator in the HUP and HUN modes. It can also
provide high-degree horizontally linear polarization if the insertion device is oper-
ated in the linear undulator (LYP) mode. The grating monochromator comprises
four gratings, which are interchangeable in situ under UHV. The central beam axis
of undulator radiation is extracted by adjusting the vertical and horizontal positions
of an aperture of the 4-dimensional slits. The first harmonic energy of undulator
radiation can be varied at any time during user runs by changing the undulator’s
magnet gap from a computer on the experimental station. The energy resolution
E/ E ⇠500 - 2000, that depends on the slit widths. Photon flux at the first har-
monic energy is reported about 1011 photons/s as a typical value. The endstation is
equipped with SCIENTA 2002 hemispherical anlyzer. Beam size is about 0.5mm
(horizontal) ⇥ 0.2 mm (vertical). The overviews of Photon Factory, BL-28A, and
the beamline optics are shown in Fig. 5.1.
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Figure 5.2: The overview of the ring of Hiroshima Synchrotron Radiation Center,
Hiroshima University, is shown in the top. The general views of BL-1 and BL-9A
are also shown in the middle and bottom. Corresponding beamline optics [58] of
BL-1 and BL-9A are shown in the left.
5.1.2 HSRC, Hiroshima University, Hiroshima, Japan
Beamline BL-1 of HiSOR
The BL-1 of Hiroshima Synchrotron Radiation Center is a high-resolution photoe-
mission spectroscopy beamline, and photons are purely linearly polarized due to the
41-period linear undulator installed here. A spherical grating monochromator of so-
called Dragon type is equipped, and G1(2000 lines/mm), G2(1400 lines/mm) and
G3(2400 lines/mm) provide us photon energies of h⌫ =130-300, 90-300 and 26-
110 eV, respectively, i.e., ARPES in the vacuum ultraviolet and soft x-ray regions
are available. As for the end-station, VG SCIENTA R4000 analyzer is installed, and
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Figure 5.3: Schematic diagram of the laser-ARPES apparatus setups, Hiroshima
University. The overview is shown in the right.
the manipulator has six degrees of freedom; x, y, z, DPRF, azimuthal, and tilting
angles. The most peculiar aspect of this beamline is how we change the polariza-
tion of photons; the entire end-station including the manipulator and the analyzer
rotates 90 degrees around the light axis so that a mirror plane also rotates by 90
degrees with respect to the light axis. In other words, one can obtain both s- and
p-polarization setups by rotating the end-station. The general view of the endstation
and beamline optics are shown in the middle of Fig. 5.2.
Beamline BL-9A of HiSOR
BL-9A is also a high-resolution photoemission spectroscopy beamline, and a 18-
period multi-mode undulator is adopted. This multi-mode undulator allows photons
polarize both linearly and circularly by optimizing the phase. A normal incident
monochromator is mounted with off-plane eagle setup, and two types of grating G1
(Al 600 lines/mm) and G2 (Au 1200 lines/mm) cover photon energies of h⌫ =10-40
and 4-12 eV, respectively. As for the end-station, VG SCIENTA R4000 analyzer is
installed, and the manipulator has six degrees of freedom; x, y, z, DPRF, azimuthal,
and tilting angles. The general view of the endstation and beamline optics are shown
in the bottom of Fig. 5.2.
Laser-ARPES apparatus
The photon source of this apparatus is made by green laser, mode-locked Ti:Sapphire,
and high-order harmonic generator. Ti:sapphire refers to the lasing medium, a crys-
tal of sapphire Al2O3 with doped titanium ions. A Ti:sapphire laser is usually
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pumped with another laser, and in this setup, pumped with green laser. Mode-
locked oscillators generate ultrashort pulses with a typical duration between a few
picoseconds and 10 femtoseconds. Here, mode-locking is a technique in optics by
which a laser can be made to produce pulses of light of extremely short duration, on
the order of picoseconds or femtoseconds. The basis of the technique is to induce
a fixed-phase relationship between the longitudinal modes of the laser’s resonant
cavity. The laser is then so-called ‘phase-locked’ or ‘mode-locked’. The laser gen-
erated by the mode-locked Ti:sapphire goes to the high-order harmonic generator
and controlling PC that can monitor the power and pulse time width. At the main
chamber, VG SCIENTA R4000 analyzer is equipped. The schematic diagram of the
apparatus and the overview are shown in Fig. 5.3.
5.1.3 Elettra, Sycrotrone Trieste, Italy
Spectromicroscopy beamline
The Spectromicroscopy beamline is space-resolved high resolution photoemission
beamline. The electron energy analyzer with a mean radius of 40 mm is installed.
The acceptance angle is about 16 degrees, and maximum energy resolution is 12.5
meV. The endstation is also equipped with a microscope based on a Schwarzschild
objective. This device consists of two spherical mirrors which magnify the beam
size down to a submicron scale on the sample. Highly reflective Schwarzschild ob-
jective is prepared using periodic multilayer coating. Two objectives are available;
at photon energies of 27 eV and 74eV. The smallest achievable beam size on the
sample is currently 0.5 µm FWHM [60]. The temperature is available from 20 K up
to 450 K. The general view of the endstation and schematic diagram of the optics as
well as the enlarged Schwarzschild objective are shown in the bottom of Fig. 5.4.
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5.2.1 Elettra, Sycrotrone Trieste, Italy
XAFS beamline
At XAFS beamline, two pairs of entrance W alloy slits define the shape of the beam
impinging on the monochromator. The monochromator is a double-crystal Kohzu
apparatus. The energy range 2.4 - 27 keV can be covered using interchangeable
pairs of Si(111) and Si(311) crystals under vacuum. Two successive Bragg reflec-
tions with an inborn energy resolution given by the Darwin angular width gives
photons the certain energy parallel to the incoming beam direction with an offset
upward by 25 mm. The detuning of the second crystal provides harmonic rejection
at energies below 9 keV. At the end-station, three ionization chambers by Oxford
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Figure 5.4: The overview of Elettra, Syncrotone Trieste, is shown in the top. The
general view of the endstation and schematic diagram of the optics [59] at Spectro-
microscopy beamline and XAFS beamline are shown in the bottom.
Instruments are installed for measurements in transmission mode. These chambers
are filled with optimal He/N2/Ar/Kr gas mixture at a total pressure of 2 barr. Three
acquisition modes of transmission, fluorescence, and total electron yield are avail-
able. The general view of the endstation and schematic diagram of the optics at
XAFS beamline are shown in the bottom of Fig. 5.4.
5.2.2 ESRF, The European Synchrotron, Grenoble, France
ID21
At ID21, the scanning x-ray microscope can be operated in the energy range from
2-9 keV, giving access to the K-edges of Phosphorus to Copper, and to the L-
andM -edges of some heavier elements for micro-fluorescence and micro-XANES
measurements. a double-crystal fixed-exit Si(111) monochromator (Kohzu, Japan)
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Figure 5.5: Top: the overview of the ESRF ring, the European Synchrotron Ra-
diation Facility, Grenoble, whose storage has about 6 GeV electron beam with a
maximum current of 200 mA as well as the world’s most intense x-ray source.
Schematic diagram of the optics [61] and overviews of the endstations at (from the
second top to the bottom) space-resolved XANES beamline ID21, BM25A (Span-
ish beamline, SpLine), BM26A (Dutch-Belgian beamline, DUBBLE), and BM30B
(French beamline, FAME), ESRF.
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was used for the energy scans. The beam was focused down to a microprobe by a
Kirkpatrick-Baez mirror system, that allows us to focus the beam down to 0.35⇥0.7
µm2 with a photon flux of 1010-1011 photons/s/Si(111). At the endstation, following
detectors are available; a single/7-element high purity germanium detector (HpGe)
from Princeton Gamma-Tech (US) and the fluorescence detector of a 10 mm2 sil-
icon drift diode (Ro¨ntec, Germany). Transmission signal as well as a full fluores-
cence spectrum can be recorded for each pixel of the map. Schematic diagram of
the optics and overviews of the endstations are shown in Fig. 5.5.
BM25A
At the Spanish beamline BL-25A also known as SpLine, the monochromator has
the pseudo channel-cut type with two fixed Si(111) crystals moved together with
a simple goniometer circle, in the ( n,+n) configuration. The second crystal is
equipped with a piezoelectric driver that allows to change very slightly the Bragg
angle (pitch adjustment) in order to reduce the harmonic component of the incident
beam, and to keep the transmission of the monochromator constant during long time
intervals. At the endstation, a transmission EXAFS spectrometer has been installed
before the powder diffractometer. For fluorescence measurements, Si drift detector
is available. For transmission experiments photo-diodes, total electron yield, ioniza-
tion chambers, and gas filled proportional detectors are available. Sample cooling
can be done by both liquid He and liquid N2. Schematic diagram of the optics and
overviews of the endstations are shown in the top of Fig. 5.5.
BM26A
At the Dutch-Belgian beamline BM26A as known as DUBBLE beamline, the optics
for this branch starts with a collimating mirror with Si and Pt strips. The second
optical element is a double-crystal (Si 111) monochromator. This is followed by a
meridionally focusing mirror with Si and Pt strips. This mirror can also be operated
flat in order to achieve the highest angular-resolution. The energy range that can
be achieved by this monochromator is 5-40 keV. Typical amount of photon flux
at the endstaion is around 1 ⇥ 1011 photons/sec. The energy resolution  E/E is
1.74⇥10 4. Typical beam size at sample position is (H⇥V) 5⇥1mm2 and possible
maximum size is 8 ⇥ 1.5 mm2. Schematic diagram of the optics and overviews of
the endstations are shown in the middle of Fig. 5.5.
BM30B
At the French beamline BM30B also known as FAME, the monochromator is a
double-crystal monochromator using either a pair of Si(111) or Si(220) crystals
kept parallel, depending on the necessary energy range, resolution, and/or photon
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flux. The energy range of the monochromator is from 4 to 40keV. Size of the beam
is 80 ⇥ 3 mm2. At the endstaion, fluorescence detector (Canberra 30 elements)
is equipped at the endstation. Liquid nitrogen and helium cryostats are available.
Schematic diagram of the optics and overviews of the endstations are shown in the
bottom of Fig. 5.5.
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6
ELECTRONIC STRUCTURE OF
FE(SE,TE)
In this chapter, the electronic structure of Fe(Se,Te) is discussed. We have per-
formed laser-ARPES on optimally doped FeSe0.4Te0.6 combined with first princi-
ples, and succeeded in resolving the fine orbital states near   point. The Fe 3d
xy/yz orbitals were hybridized due to the spin-orbit interaction. On the other
hand, the orbital degeneracy of yz/zx were kept at   point even though the spin-
orbit interaction is effective. We have also studied electronic structure of Fe(Se,Te)
systematically using multi-orbital d-p type Hamiltonian and applied unrestricted
Hartree-Fock approximation.
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6.1 Introduction
The discovery of superconductivity in Fe pnictides [16] and chalcogenides [62, 63]
has stimulated extensive experimental and theoretical investigations on their multi-
orbital character.
6.1.1 Spin and orbital fluctuation
In Fe-based systems, it has been proposed that electron-phonon interaction due to
the Fe-ion oscillation can induce the critical d-orbital fluctuations using five-orbital
Hubbard-Holstein model without being prohibited by the Coulomb interaction with
in the random phase approximation (RPA) [64]. The Hubbard-Holstein Hamiltonian
is given by
H =  t
X
i 
[c†i, ci+1, +h.c.]+U
X
i
ni"ni#+!
X
i
b†ibi+g
X
i 
ni (b
†
i+bi), (6.1)
which describes the on-site Coulomb interaction and electron-phonon coupling, and
g is the coupling constant, a function of boson Matsubara frequency. The proposed
superconducting state without sign reversal (s++-wave state) found a strong ferro-
orbital fluctuation when three orbitals of Y Z, ZX , and X2   Y 2 are taken into
account [note that they are equivalent to yz, zx, and xy since Y Z(ZX) = {zx  
(+)yz}/p2, see Fig. 6.1].
These fluctuations give rise to the strong pairing interaction for the s++-wave
state, which is consistent with experimentally observed robustness of superconduc-
tivity against impurities. When the magnetic fluctuations due to Coulomb interac-
tion are also strong, the superconducting state showed a smooth crossover from the
s-wave state with sign reversal (s±-wave state) to the s++-wave state as impurity
concentration increases as shown in Fig. 6.1. The parameters ↵s and ↵c are spin
and charge Stoner factor, respectively.
Not only phonons, but also Coulomb interaction can drive the orbital-fluctuation-
mediated superconductivity from the theoretical point of view [65].
6.1.2 Physical properties of Fe(Se,Te)
Among the Fe-based superconductors, FeSe1 xTex has the simplest crystal struc-
ture, a maximum Tc ⇠ 15 K [62,66], and like most of the other Fe-based supercon-
ductors, its crystal structure is basically tetragonal. the interest on the FeSe1 xTex
system has been further stimulated by the very recent findings on the orbital-driven
nematicity in FeSe [67–70], the superconductivity above 100 K [71] and the inter-
face electron-phonon coupling [72] in single-layer FeSe/SrTiO3.
6.1 Introduction 61
Figure 6.1: U -g(0) phase diagram [64] and xy axes and XY axes in FeAs layer,
which is commonly used in the literatures.
Figure 6.2: (a) Typical Fermi surface of the Fe-based systems where the inter-orbital
nesting exists. Green squares are zx, red circles are yz, and blue diamonds are
xy. (b) Spin and charge stoner factor as a function of J/U . Inset shows the J/U
dependence of U . (c) Charge susceptibility of zx and x2 y2 ( czx(q) and  cx2 y2(q))
given by the self-consistent vertex correction method [65].
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Figure 6.3: Temperature dependence of (a) magnetic susceptibility and (b) in-plane
resistivity. (c) Phase diagram of as-grown and annealed FeSe1 xTex [66].
Transport properties and annealing effect
Magnetic susceptibility, resistivity, and phase diagram of FeSe1 xTex are shown
in Fig. 6.3. The annealing treatment (400 oC for 100 h in vacuum) broadens the
superconducting dome and suppresses the AFM phase most likely because of the
homogeneous distribution of Se and Te in a crystal [66].
DFT calculation on FeSe and FeTe
Density functional calculation on FeSe and FeTe are shown in Fig. 6.4 [73]. The
results showed quite cylindrical Fermi surfaces and an SDW instability in both FeSe
and FeTe. However, the strength of the SDW is substantially higher in FeTe as is
the size of the Fermi surface. Within the general framework discussed by Subedi et
al., FeTe would be expected to have stronger pairing and therefore higher Tc than
FeSe.
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Figure 6.4: Band structures, density of states, and Fermi surfaces of FeSe (top) and
FeTe (bottom) from non-spin-polarized LDA calculations. The corners of the Fermi
surfaces are   points [73].
6.1.3 Orbital characterization
In spite of the apparent simplicity of its crystal structure, the assignment of the or-
bital character of FeSe1 xTex system in ARPES is still controversial. For instance,
out of the hole bands observed near the zone center in ARPES, the outermost hole
band (which is labeled as   in literature) forms the large Fermi pocket and is always
very weak. This outermost hole band is assigned to xy by Chen et al. using polar-
ization dependent ARPES [74], consistent with most of the ARPES studies [75,76],
while Tamai et al. assign it to yz/zx [77]. The intermediate hole band (labeled as  
in literature) forms the small Fermi pocket and is assigned to yz/zx [74] or xy [78].
The inner most band that almost touches the Fermi level (labeled as ↵ in literatures)
is assigned to yz/zx [74, 78].
Such a puzzling situation indicates the complexity of the electronic states in
FeSe1 xTex that has been overlooked in the interpretation of ARPES results.
6.1.4 Analytical problem in ARPES
One of the central questions on the multi-band electronic structure is whether the
Fe 3d yz/zx degeneracy at the Brillouin zone center is lifted or not, which should
be kept in the tetragonal crystal structure. It has been difficult to reveal this issue by
ARPES because the ↵ and   bands almost touches Fermi level with finite energy
resolutions and FD cutoff. In this situation, when we look at EDCs, it is difficult to
distinguish if the peak near EF is a real structure or just due to FD cutoff. On the
64 Chapter 6. ELECTRONIC STRUCTURE OF FE(SE,TE)
Figure 6.5: (a) Spin-orbit bands along the high-symmetry lines of the Brillouin zone
for (a) non-magnetic (NM) FeTe, (b) AFM FeTe, and (c) AFM FeTe0.5Se0.5 with
the Te and Se in a c(2⇥2) ordering. (d) Expanded views of the bands around   in
boxed regions in (b) and (c); bands with spin-orbit coupling are described in orange
whereas those without SO in blue, and the size of the dots reflects the k-projection
weight. (e) Spin-resolved local Fe density of states for (c); the gray background is
the corresponding NM LDOS. [79].
other hand, when we look at MDCs, it is also problematic to track the peak positions
because one can never be convinced if the peak is a real structure or just due to the
finite energy resolution.
6.1.5 Effects of magnetic ordering and spin-orbit interaction
Johnson et al. argued the relatively large spin-orbit interaction on the chalcogenide
atoms (especially Te) lifts the degeneracy of the yz and zx orbitals at the zone center
while the spin-orbit interaction in the Fe d orbitals alone is not enough to lift the
degeneracy to the degree observed [79].
They performed GGA calculation on non-magnetic FeTe, AFM FeTe, and AFM
Fe2(TeSe), and their results are displayed in Figs. 6.5(a)-6.5(c). The band structures
with and without spin-orbit coupling near EF in AFM FeTe and AFM Fe2(TeSe)
are shown in Fig. 6.5(d), that are the expansion of the boxed regions in Figs. 6.5(b)
and 6.5(c). In FeTe around   point, the bands without spin-orbit coupling for the
two spin directions are degenerate because of the fourfold magnetic space group
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symmetry relating the two Fe atoms. With spin-orbit coupling included, the states
at   are split by 60 meV as in Fig. 6.5(d).
In Fe(Te,Se) system, replacing half the Te by Se in each layer introduces a sym-
metry breaking that already splits the degeneracy at  . The splitting at   without
spin-orbit coupling indicates short-range correlations or orderings are not domi-
nant. With spin-orbit coupling, the splitting at   is about the same size as FeTe, but
there are now three bands along  -M, with the uppermost relatively flat band as in
Fig. 6.5(d). The Fe local density of states (LDOS) projected onto different spins
are shown in Fig. 6.5(e). They argued that orbital ordering and nematicity appear
as a natural consequence of magnetic and spin-orbit interactions in these systems,
however, their observation of the ↵/  splitting at   point seems depending on the
EDC/MDC analysis.
6.1.6 Motivation
As we already argued, one of the central questions on the multi-band electronic
structure is whether the Fe 3d yz/zx degeneracy at the Brillouin zone center, which
should be kept in the tetragonal crystal structure, is lifted or not due to the electronic
nematicity that has been probed by various experimental techniques in the tetrago-
nal region of the phase diagram [80]. Indeed, the Fe 3d yz/zx degeneracy, or the
degeneracy between the ↵ and   bands at the zone center, is found to be lifted in
most of the ARPES studies on the Fe pnictide/chalcogenide superconductors [81].
In order to address this issue experimentally, one has to use a very high resolu-
tion apparatus. Therefore, we have performed laser-ARPES on optimally-doped
FeSe0.4Te0.6 combined with first principles in order to see the effects of spin-orbit
interaction, that has been overlooked since the discovery.
Besides, we have performed systematic study on Fe(Se,Te) system using tight
binding model analysis.
6.2 Orbital states and spin-orbit interaction in FeSe0.4Te0.6
studied by laser-ARPES and first principles
6.2.1 Experimental condition
The ARPES measurements were performed using the laser ARPES apparatus de-
veloped at Hiroshima University with 6.4 eV laser as described in Chapter 5. The
overall energy resolution including the monochromator and the electron analyzer
was set to be 1.7 meV. The angular resolution was ⇠ 0.25 , and its corresponding
momentum resolution was 0.003 A˚ 1. The base pressure of the spectrometer was in
the 10 9 Pa range. We have cleaved the single crystals at 20 K under this ultrahigh
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Table 6.1: Summary of the characteristic features using PP or AE.
PP+PW AE+PW+SW
number of basis few many
core electron calculation no yes
reliability depends on PP same for all
vacuum in order to obtain a clean (001) surface and took ARPES data at the same
temperature within 3 hours after the cleavage. In all the ARPES measurements,
the single crystals were properly oriented on the sample stage by the standard Laue
measurements and were cooled using a liquid He refrigerator. The Fermi level was
determined using the Fermi edge of copper reference signals, that comes from the
sample holder. The surface of the holder was scratched under the ultrahigh vacuum
in order to obtain the precise Fermi level.
6.2.2 Method of calculation
Band structures of FeTe were calculated within the DFT scheme using Quantum
Espresso [82]; we select a plane wave for the basis of the Kohn-Sham equation
since it is suitable for calculation with periodic boundary condition (i.e., solids), and
pseudopotentials (PPs) are utilized for core-potentials. In the transition-metal 3d or-
bitals, the wave functions are spatially localized because there is no core-electrons
that have the same angular momentum. When calculating the localized wave func-
tion such as 3d orbitals, all-electron (AE) calculation has its limited softenization of
pseudo wave function due to the norm conservation condition. Therefore, we select
the ultra soft pseudopotential, in which the norm conservation condition is not nec-
essary anymore. Instead, norm conservation condition can be satisfied by adding
some compliment when calculating the charge density. The characteristic features
of the calculations using PP and AE are summarized in Tab. 6.1.
6.2.3 Results and discussion
Figure 6.6 shows the Fermi surface with the linearly polarized light, integrated with
the range of EF±5 meV. The top of the ↵ band (almost touching EF ) at the zone
center and the   Fermi surface are clearly observed. The butterfly-like shape of the
  Fermi surface, which is induced by the transition-matrix element effect, is rotated
clockwise or counterclockwise depending on the helicity of the circularly polarized
light [83]. This indicates that the   Fermi surface is derived from one of the Fe 3d
yz/zx bands. The intense ↵ band at the zone center should be assigned to the other
Fe 3d yz/zx band since the suppression of the Fe 3d xy band is expected at the zone
center due to the odd parity with respect to the yz and zx planes.
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Figure 6.6: Top: Fermi surface mapping of FeSe0.4Te0.6 integrated within EF ± 5
meV using a mixture of s- and p-polarizations. The measured region with respect to
the Brillouin zone is shown in the left, and expanded view is shown in the right. The
incident photon energy is set to be 6.4 eV. Bottom: each cut of the Fermi surface.
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Figure 6.7: (a) ARPES spectra (A(k,!)) along  -M direction , (b)
 (@2A(k,!)/@!2), and (c) EDCs. Peak positions of the EDCs are overlaid on the
second derivative data and EDCs, and they are respectively denoted by circles and
vertical bars. (d), (e), and (f) are the same as (a), (b), and (c) but the ARPES spectra
were divided by Fermi-Dirac function convolved with experimental resolution.
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Figure 6.8: Left: interpretation of the band dispersions obtained by laser-ARPES.
Right: GGA calculation performed by Johnson et al. [79] with (orange line) and
without (blue line) spin-orbit interaction, symmetrized at   point. The replacement
of Te by Se in each layer introduces a symmetry breaking that already splits the
degeneracy at   without spin-orbit coupling.
Figure 6.7(a) shows the ARPES spectra (A(k,!)) cut along  -M as a func-
tion of kk whereas Fig. 6.7(b) shows its second derivative in the energy direction
(@2A(k,!)/@!2). Figure 6.7(c) shows the energy distribution curves (EDCs). The
peak positions of EDCs are overlaid on both second derivative image [Fig. 6.7(b)]
and EDCs [Fig. 6.7(c)], and they are respectively denoted by circles and vertical
bars. In order to see the features slightly above the Fermi level, one can divide the
ARPES spectra by Fermi-Dirac function convolved with experimental resolution.
Figures 6.7(d), 6.7(e), and 6.7(f) are the same as Figs. 6.7(a), 6.7(b), and 6.7(c), but
on the ARPES spectra divided by Fermi-Dirac function convolved with experimen-
tal resolution. From the raw data as well as its second derivative, one can clearly see
that ↵ and   bands are almost degenerate at the zone center. In addition to the ↵ and
  bands, another dispersion, most likely to be   band, has been resolved between
E ⇠5 - 10 meV. This weak feature can be more clearly see in Figs. 6.7(d) - 6.7(f)
than Figs. 6.7(a) - 6.7(c), and suddenly shows strong intensity when it comes close
to the   band.
This can be due to the hybridization of   and   bands (i.e., the hybridization of
yz and xy orbitals) or the spin-orbit splitting of yz and xy orbitals. The   band has
less (more) xy character when it is close to (away from) the zone center due to the
the hybridization with   band.
Left panel of Fig. 6.8 shows our interpretation, the orbital characterization of
the observed bands. The solid lines are the guide of the ARPES results, and the
second derivative image is semi-transparently overlaid on the sketch. Right panel
of Fig. 6.8 is the DFT calculation on AFM FeTe0.5Se0.5 performed by Johnson et
al. [79] with and without spin-orbit interaction, and they are denoted by blue orange
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Table 6.2: Summary of the energy shifts and renormalization factors for fitting the
experimental band dispersions.
energy shift (meV) renormalization factor
30th band (↵ band)  155 1/10
31st band (  band)  250 1/6
32nd band (  band)  160 1/17
lines, respectively. Comparing the ARPES results with this DFT calculation, the
band structure is very similar with the one calculated with spin-orbit interaction,
except the band position, band width, and yz/zx orbital degeneracy at   point. The
energy shift can be interpreted as the effect of self-energy derived from the electron
correlation, and the shrinkage of band width can be understood as a renormalization
effect. However, the yz/zx orbital degeneracy observed by ARPES is not consistent
with the picture under the finite spin-orbit interaction since in general the spin-orbit
interaction resolves the orbital degeneracy.
In order to confirm that the spin-orbit interaction resolves the orbital degeneracy
at   point and to confirm whether the xy/yz splitting between   and M points is
due to spin-orbit interaction (SOC) or not, we have performed DFT calculation
within GGA scheme on non-magnetic FeTe. Figures 6.9(a) and 6.9(b) are the band
structures calculated without and with SOC, respectively. One can clearly see from
Fig. 6.9(c) that not only the yz/zx orbital degeneracy at   is resolved point, but also
the xy/yz orbital degeneracy between   and M points is also resolved by the SOC.
The expanded views are shown in Figs. 6.9(d) and 6.9(e). Besides, the three hole
bands are crossing EF when the SOC is not included, and one of the hole bands (↵
band) shifts below EF when the SOC is taken into account.
Reminding us of the experimental fact, the ARPES results in Fig. 6.7 are; the
orbital degeneracy of yz/zx at   is kept while the that of xy/yz is resolved. In order
to compare the ARPES spectra and DFT calculation, the DFT results are overlaid
on the ARPES spectra as shown in Fig. 6.9(f). The band dispersions obtained by
GGA calculation were required to shift energies and to rescale the band widths in
order to fit with the ARPES results. The magnitude of energy shifts and renormal-
ization factors are summarized in Tab. 6.2. The ↵ and   bands have good agreement
with DFT calculation when energy shifts and renormalization factors were adjusted
while the   band has poor agreement especially near   point, where it hybridized
with an electron-like band coming from above the   band; the experimental disper-
sion of   band locates in the direction of lower binding energy. This indicates that
there might be a stronger scattering between   band (d xy orbital) and ↵ and/or  
bands near   point. In other words, since this part is hybridized with the electron-
like band, it is possible that there exist a different type of scattering compared with
hole-like part. Moreover, it could explain the yz/zx orbital degeneracy observed
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Figure 6.9: Band structures calculated using GGA on FeTe (a) without spin-orbit
coupling (SOC) and (b) with SOC. (c) Comparison of (a) and (b) near EF . (d)
and (e) are the expanded view of the dashed region and dot-dashed region in (c),
respectively. (f) Comparison of second derivative ARPES spectra of FeSe0.4Te0.6
divided by Fermi-Dirac function convolved with experimental resolution with GGA
calculation on FeTe with and without SOC. The GGA results are shifted in the
energy direction and band widths are scaled as summarized in Tab. 6.2.
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by ARPES as follows. When the SOC is taken into account, orbital degeneracies
of both yz/zx at   and xy/yz in the middle of  -M are resolved. However, when
this scattering appeared near   is also taken into account, the lifted yz orbital ( 
band) goes back to the direction of higher binding energy. If the energy scale of
the splitting due to the SOC and that of the scattering is the same, yz/zx orbital
degeneracy can be kept under the SOC effective environment.
It is also worth pointing out the orbital-dependent band renormalization. The xy
orbital has a strong renormalization compared with yz/zx, and yz/zx orbitals have
different renormalization factors even in a tetragonal symmetry. Different strengths
of renormalization indicate that there may already exist a nematic tendency, namely,
the yz/zx orbital instability. Strongly renormalized xy orbital and yz/zx orbital
instability may play important role for the superconductivity.
6.2.4 Conclusion
In summary, we have performed laser-ARPES on FeSe0.4Te0.6 and DFT calculation
on FeTe. We have successfully observed the Fe 3d yz/zx orbital degeneracy at
  point and xy/yz splitting as well. It is identified by DFT calculation that the
xy/yz splitting was due to spin-orbit interaction. The comparison of ARPES and
DFT suggests that a strong and/or different type of scattering may exist between
xy (  band) and yz (  band) orbitals near   point since near the   point the  
band is hybridized with an electron-like band coming from above. This scattering
might cause the degeneracy of yz/zx under the SOC-effective situation. Moreover,
the orbital-dependent band renormalization was confirmed. The xy orbital has a
strong renormalization compared with yz/zx, and yz/zx orbitals have different
renormalization factors even in a tetragonal symmetry. Different renormalizations
in yz/zx orbitals indicate that there may already exist a nematic tendency, namely,
the yz/zx orbital instability. Strongly renormalized xy orbital and yz/zx orbital
instability may play important role for the superconductivity.
6.3 Unrestricted Hartree-Fock study on FeTe
6.3.1 Method of calculation
We use the multi-orbital d-p type Hamiltonian where full degeneracy of the Fe 3d
orbitals and the chalcogen (Ch) p orbitals are taken into account.
The transfer integrals between the Ch p orbitals V ppkll0 are given by SlaterKoster
parameters (pp ) and (pp⇡) which are fixed at 0.60 eV and  0.15 eV respectively.
The transfer integrals between the Fe 3d and Ch p orbitals V pdkml are represented by
(pd ) and (pd⇡). They are fixed as (pd ) =  2.0 eV and (pd⇡) = 0.9 eV.
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Figure 6.10: Top view of the schematic crystal structure of Fe(Se,Te) system for the
unrestricted Hartree-Fock calculation.
The intra-atomic Coulomb interactions between Fe 3d electrons are given by
Kanamori parameters. They can be expressed as u = u0 + j + j0 and j = j0.
The charge-transfer energy   is defined by   = "d   "p + 6U , where "d and "p
are the energies of the bare Fe 3d and Ch p orbitals, and U [= u   (20/9)j] is
the multiplet-averaged d-d Coulomb interaction. The summary of the electronic-
structure parameters are displayed in Tab. 6.3.
We set the unitcell of Fe(Se,Te) with periodic boundary conditions and put the
Fe 3d and Ch p electrons on its each site.
6.3.2 Results and discussion
First of all, we have calculated with the various spin configuration, and compared
the energies in order to find out the energetically stable spin configuration; para-
magnetic (PM), ferromagnetic (FM), stripe antiferromagnetic (AFM), diagonal an-
tiferromagnetic (dAFM), bistripe antiferromagnetic (2AFM), and diagonal-bistripe
antiferromagnetic (d2AFM) states. The PM state has the highest energy, indicating
that the spin-ordering can give rise to more stable states. The results are summa-
Table 6.3: Summary of the electronic-structure parameters for unrestricted Hartree-
Fock calculation of FeCh system where Ch stands for chalcogen atoms.
charge-transfer energy   = "d   "p + 6U
Kanamori parameters u = u0 + j + j0 = 2.5 eV j = j0 = 0.5 eV
d-d Coulomb interaction U = u  (20/9)j
Fe-Ch (pd ) =  2.0 eV (pd⇡) = 0.9 eV
Ch-Ch (pp ) = 0.6 eV (pp⇡) =  0.15 eV
Fe-Fe (dd ) = 0.8 eV (dd⇡) =  0.4 eV
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Figure 6.11: Various spin confiugurations of Fe(Se,Te) system. (a) paramagnetic,
(b) ferromagnetic, (c) antiferromagnetic, (d) diagonal antiferromagnetic, (e) bistripe
antiferromagnetic, and (f) diagonal & bistripe antiferromagnetic order.
Table 6.4: Summary of the relative energies on the various spin configuration pre-
sented in Fig. 6.11. The energy reference is the energy of AFM states. The number
of nearest FM/AFM spins and second nearest FM/AFM spins are also shown.
PM FM AFM dAFM 2AFM d2AFM
 E per Fe site (eV) 25.95  0.0036 0 20.50 20.50 10.51
nearest FM spin none 4 2 0 3 2
nearest AFM spin none 0 2 4 1 2
2nd nearest FM spin none 4 0 4 2 2
2nd nearest AFM spin none 0 4 0 2 2
rized in Tab. 6.4. From Tab. 6.4, one can see that the system prefers for nearest
spins to be FM whereas for second nearest to be AFM states. Since it is geometri-
cally impossible to take the 4 FM nearest spins and 4 AFM spins at the same time,
the energetically stable states were found to be FM and AFM states. Therefore,
since the real system shows AFM state, our tight binding model gave us reasonable
results.
We have investigated the u (Kanamori paramter) dependence of the system un-
der the PM and AFM condition.The gap size and magnitude of magnetic moment
are shown in the upper panel of Fig. 6.12. The number of occupied electrons in the
yz/zx orbitals are also shown in the lower panel of Fig. 6.12. When the system is
in PM state, the yz/zx orbital degeneracy is kept as shown in Fig. 6.12. When the
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Figure 6.12: Magnetic moment on each Fe site, the magnitude of band gap, and the
expectation value of occupied electrons in the yz/zx orbitals [hnyzi/hnzxi] under
the PM and AFM condition as a function of Kanamori parameter u calculated using
multi-orbital d-pmodel within the scheme of unrestricted Hartree-Fock approxima-
tion.
AFM condition is applied, one can see that the system is already in the orbital or-
dered states in this energy range of the kanamori parameter. We found that there is
an AFM and ferro-orbital metallic state, and system becomes AFM and ferro-orbital
insulating state with increasing u. In the insulating phase, when the u increases, the
AFM and ferro-orbital ordered states further develop, indicating that the system is
in the Kugel-Khomskii regime [21]. As for the AFM metallic state, it could be due
to the mean-field treatment since we have neglected the effects of fluctuation (while
the AFM insulating phase can be well-described by the HF method).
6.3.3 Conclusion
We have investigated the spin and orbital configurations on Fe(Se,Te) system. The
results of the spin configuration are consistent with the neutron scattering exper-
imental results, indicating that this tight binding model is reasonable to a certain
extent. Using this model, we have studied u dependence of the system, and found
that there is a metal-insulator transition point. However, this transition may be due
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to the mean-field approximation since we neglected the effects of fluctuation, which
is generally not negligible in the metallic phase.
7
ELECTRONIC STRUCTURE OF
RE(O,F)BIS2
In this chapter, electronic structures of BiS2-based Ce(O,F)BiS2 superconductor
and EuFBiS2 have been investigated. In the introducing part of this chapter, we
will take a look at previous studies and problems of the BiS2-based systems. In the
results part, it mainly consists of block layer part and BiS2 part. In the former one,
we see the electronic states of block layer using XAS technique and resonant PES
whereas in the latter one we discuss the orbital states of Bi 6p using polarization-
dependent ARPES.
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7.1 Characteristic features and problems
The discovery of superconductivity in Bi4O4S3 and La(O,F)BiS2 by Mizuguchi et
al. [19, 20] in 2012 has given rise to an extensive research efforts from both theo-
retical and experimental aspects. It was found that superconductivity of Bi4O4S3
originates from the BiS2 layers. The crystal structure is composed of a stacking of
BiS2 superconducting layers and the spacer layers. Therefore, this family has been
named as ‘BiS2-based superconductors’.
7.1.1 Band structure and quasi-one-dimensionality
Soon after the discovery of BiS2-based superconductivity, Usui, Suziki, and Kuroki
theoretically proposed that conduction electrons are mainly dominated by Bi 6px/6py
and S 3p by means of deducing a minimal model for LaOBiS2 [84]. They first per-
formed ab initio band-structure calculation as in Fig. 7.1(a) and obtained the maxi-
mally localized Wannier orbitals. Using these orbitals, they constructed an effective
tight-binding model with 24 orbitals; six Bi 6p, 12 S 3p, and six O 2p orbitals, and
the results are shown in Fig. 7.1(b). Omitting the orbitals which are far from EF
and neglecting the interlayer coupling between BiS layers, the minimal model ends
up with four-orbital model consisting of Bi 6p and S 3p. The model Hamiltonian
was selected as
H0 =
X
ij
X
µ⌫
X
 
[t(xi   xj, yi   yj;µ, ⌫)c†iµ cj⌫ 
+ t(xj   xi, yj   yi; ⌫, µ)c†j⌫ ciµ ] +
X
iµ 
"µniµ . (7.1)
Moreover, an even more simple model can be found by focusing only on the bands
that intersect the Fermi level. Extracting these bands using the maximally localized
Wannier orbitals centered at the Bi sites and neglecting the interlayer hopping, the
Hamiltonian reduces to a two-dimensional two-orbital model.
Moreover, one dimensional character of Bi px/py was found, i.e., the pX (/
px+py) orbital character is dominated in the (0,0)-(⇡, ⇡) direction as in Fig. 7.2(a).
The one-dimensional bands generally provide good nesting of the Fermi surfaces. In
order to see this effect, they calculated for the two orbital model the 4⇥4 irreducible
susceptibility matrix in the orbital representation  0l1l2l3l4(q) =
P
kG
0
l1l3G
0
l4l2 , where
G0 represents the 2⇥2 bare Green’s function matrix, and they found diagonal struc-
tures ((0,0) - (⇡, ⇡) direction) and unequivalence of three nestings due to the nearest
neighbor hopping in Eq. (7.1).
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Figure 7.1: (a) Ab initio band-structure calculation on LaOBiS2. Band structures
calculated by (b) the 24-orbital model and (c) the four-orbital model [84].
Figure 7.2: (a) Band structure calculated by the two-orbital model. (b) The largest
eigenvalues of the irreducible susceptibility matrix at x = 0.25 and x = 0.5 [84].
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Figure 7.3: (a) Phonon dispersions of LaOBiS2 and LaO0.5F0.5BiS2, indicating the
instabilities at   for x = 0 and along the entire line (q, q, 0) with the most unstable
phonons at M and (⇡/2, ⇡/2) for x = 0.5. (b) The BiS2 layer in a fully optimized
CDW phase of LaO0.5F0.5BiS2. Large and small spheres are Bi and S, respectively
[85].
7.1.2 Phonon, spin fluctuation, and/or orbital fluctuation
It was reported that BiS2-based systems are strong electron-phonon coupling su-
perconductors by first-principles calculations [85], which is shown in Fig. 7.3(a).
The x = 0.0 system shows the instability near   point while the x = 0.5 system
has instabilities along the entire line of Q = (q, q, 0). They repeated the phonon
dispersion calculations for x = 0.5 using a charged system without F doping and
obtained the same instabilities, indicating that the soft phonons found here are an
intrinsic property of the BiS2 plane. Moreover, it also reported that they found the
inharmonic ferroelectric soft phonons and one-dimensional CDW instability, and
corresponding crystal structure is shown in Fig. 7.3(b)
Meanwhile, Usui et al. also investigated the superconducting pairing mecha-
nism using spin fluctuation [84], and Martins et al. also adopt the two-orbital model
and spin fluctuation as Usui et al., and identified that B2g and A1g gap functions are
closely competing as the dominant pairing channels, particularly for band fillings
around n = 0.5 [86].
Since the nesting vectors can be taken by the same orbitals, orbital fluctuation
has not been discussed yet in any paper at this moment. Therefore it is required to
identify the orbital states near the Fermi level.
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Table 7.1: Summary of the previous EPMA studies on REO1 xFxBiS2
(RE=Ce,La, Nd) systems; comparison of nominal x and the amount of F estimated
by EPMA.
RE nominal x estimation by EPMA c-axis (A˚) reference
Ce
0.3 0.16 13.507
Miura et al. [87]0.5 0.24 13.383
0.7 0.28 13.340
La
0.3 0.23 13.57
Nagao et al. [88]
0.7 0.46 13.37
Nd
0.3 0.26 13.56
0.7 0.37 13.43
Table 7.2: Summary of the previous ARPES studies on NdO1 xFxBiS2 systems;
comparison of nominal x and the electron concentration estimated by Luttinger
volume (LV) of the Fermi surface.
RE nominal x estimation by LV c-axis (A˚) reference
Nd
0.3 0.07 13.49 Zeng et al. [89]
0.5 0.16 – Ye et al. [90]
7.1.3 F-doping; nominal vs. effective
In the REO1 xFxBiS2 systems, it is believed that the F-doping corresponds to the
electron doping to the BiS2 layer, controlling the band filling.
Previous electron probe micro analysis (EPMA) studies have revealed that the
actual amout of F estimated by EPMA is always smaller than the nominal value
while ARPES studies using Luttinger theorem have observed much smaller effec-
tive carrier concentration than the nominal x. Those differences are so large that
one cannot ignore them, and this is one of the central problems standing in the
REO1 xFxBiS2 systems. They are summarized in Tab. 7.1 and Tab. 7.2, respec-
tively. One can see from these tables that the F amount is always much smaller than
the nominal values of x, and the Luttinger volume is even smaller than the value
estimated by EPMA.
7.1.4 Physical properties of Ce(O,F)BiS2 and EuFBiS2
In this thesis, we focus on Ce(O,F)BiS2 and EuFBiS2 systems because they are par-
ticularly interesting among the REO1 xFxBiS2 systems; the Ce(O,F)BiS2 system
shows the coexistence of superconductivity and ferromagnetism at low tempera-
ture [91] while the EuFBiS2 system shows the Eu mixed valence state and it is
considered that a part of electrons in Eu is self-doped to the BiS2
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Figure 7.4: (a) Resistivity of CeO1 xFxBiS2 system with various x grown un-
der ambient pressure and (b) under high pressure. (c) Magnetic susceptibility of
CeO1 xFxBiS2 system grown under ambient pressure and (d) under high pressure.
(e) Magnetic and superconducting phase diagram [91].
over, it is also possible to approach the problems argued in the earlier part of this
section.
CeO1 xFxBiS2
As indicated above, this system shows the coexistence of superconductivity and
ferromagnetism at low temperature. The resistivities and magnetic susceptibilities
of CeO1 xFxBiS2 samples grown under ambient pressure and under high pressure
are shown in Fig. 7.4.
EuFBiS2
The previous Mo¨ssbauer study on the EuFBiS2 system revealed that the system
shows Eu mixed valence state as shown in Fig. 7.5(a). Band-structure calculations
using LSDA+U also performed with various U , and they are shown in the rest of
Fig. 7.5. The calculation indicates that a part of electrons in Eu were introduced to
the BiS2 layer; not only Bi 6px/6py bands are crossing EF , but also Eu 4f bands
are crossing EF around X and M points, i.e., the system in the valence fluctuation
state.
7.1.5 Motivation and overview
We first approached the each specific system (CeO1 xFxBiS2 and EuFBiS2), try to
understand the meaning of the experimental results, and applied some calculation in
order to confirm whether the interpretation is possible or not. Then we also revealed
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Figure 7.5: (a) 151Eu Mo¨ssbauer spectra of EuFBiS2. Band-structure calculations
for EuFBiS2 using LSDA+U ; (b) Eu 4f bands with various U values., (c) band
structure with U = 3 eV with the notations of dominated orbitals (lower panels
zoom in the band dispersions near EF ), (c) total and projected DOS with U = 3 eV
(inset: enlarged plot near EF , and (d) Fermi surfaces [92].
the possible answers to the problems mentioned in this section above, the quasi-one-
dimensionality, phonon, spin-, and/or orbital-fluctuation, and nominal v. effective
carrier problems. The overview of this chapter is as follows:
In CeO1 xFxBiS2 system, the coexistence of superconductivity and ferromag-
netism provokes further studies to understand the interaction of different electronic
degrees of freedom and the role of spacer layers. In order to reveal the role of the
F-doping not only in a sense of carrier-doping but also in a broad sense including
the relation between superconductivity and ferromagnetism, we have performed Ce
L3-edge XAS on polycrystalline CeO1 xFxBiS2 system with various x for both as-
grown and high pressure synthesized samples in Section 7.2. Moreover, since we
have found the Ce valence state is interesting and there were some inconsistency
compared with magnetic susceptibility measurements on single crystals [93], we
again performed Ce L3-edge XAS but on single crystals. In order to obtain the
partial DOS of Ce 4f orbital, we also performed Ce 4d-4f resonant ARPES on the
same single crystals in Section 7.3.
As for the EuFBiS2 system, similar phenomena was observed as CeO1 xFxBiS2.
In order to solve this issue, we have performed Eu L3-edge XAS, Eu 4d-4f resonant
PES, and ARPES.
In Section 7.5, we finally discuss the quasi-one-dimensionality proposed by
Usui, Suzuki, Kuroki, that can be directly confirmed by polarization-dependent
ARPES. According to the band structure calculation on doped system, Fermi sur-
faces consist of Bi 6px/6py orbitals, and Bi 6pz orbital locates aboveEF . Therefore,
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one can select the horizontally or vertically polarized photons as an incident light,
and it allows us to select the Bi 6px or Bi 6py orbitals, respectively. Thus we have
performed the polarization-dependent ARPES on CeO0.5F0.5BiS2 system and eluci-
dated the orbital characters on the Fermi surfaces. After the orbital-characterization
of the Fermi surfaces, we also discuss the possibilities of the pairing mechanism by
the nesting condition.
We summarize the important features and remarkable findings on BiS2 systems
in Section 7.6.
7.2 Impact of F-doping in Ce(O,F)BiS2 revealed by
Ce L3-edge XAS
We have performed Ce L3-edge XAS measurements on CeO1 xFxBiS2, in which
the superconductivity of the BiS2 layer and the ferromagnetism of the CeO1 xFx
layer are induced by the F-doping, in order to investigate the impact of the F-doping
on the local electronic and lattice structures. The Ce L3-edge XAS spectrum of
CeOBiS2 exhibits coexistence of 4f 1 (Ce3+) and 4f 0 (Ce4+) state transitions reveal-
ing Ce mixed valency in this system. The spectral weight of the 4f 0 state decreases
with the F-doping and completely disappears for x > 0.4 where the system shows
the superconductivity and the ferromagnetism. The results suggest that suppression
of Ce-S-Bi coupling channel by the F-doping appears to drive the system from the
valence fluctuation regime to the Kondo-like regime, leading to the coexistence of
the superconducting BiS2 layer and the ferromagnetic CeO1 xFx layer.
Ce L3 XAS is a direct probe of the local structure around a selected absorbing
atom and distribution of the valence electrons, with the final states in the continuum
being due to multiple scattering resonances of the photoelectron in a finite cluster
[94]. In this work, we have exploited Ce L3 XAS to investigate the impact of the
F-doping on the local electronic and lattice structures of CeO1 xFxBiS2 system
synthesized differently, i.e. as grown (AG) and high pressure (HP) annealed.
7.2.1 Experimental condition
Ce L3-edge XAS measurements were performed on polycrystalline samples of
CeO1 xFxBiS2 prepared by the solid-state reaction method. Both AG and HP an-
nealed samples were used for the measurements. All the samples were well char-
acterized for their transport and average structural properties prior to the absorption
measurements. Details on the sample preparation and characterization are given
elsewhere [91]. The x-ray absorption experiments were performed at the XAFS
beamline of the Elettra Synchrotron Radiation Facility, Trieste. Since it is difficult
to prepare clean surfaces using the available polycrystalline CeO1 xFxBiS2 sam-
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ples, the bulk-sensitive Ce L3-edge XAS taken in the transmission mode is the most
reliable tool to evaluate the Ce valence. Therefore, the measurements were taken at
room temperature in transmission mode using three ionization chambers mounted
in series for simultaneous measurements on the sample and a reference. As a rou-
tine experimental approach, several absorption scans were collected on each sample
to ensure the reproducibility of the spectra, in addition to the high signal to noise
ratio.
7.2.2 Results and discussion
Figure 7.6 displays the Ce L3-edge XAS spectra of AG (Fig. 7.6 (a)) and HP (Fig.
7.6 (d)) CeO1 xFxBiS2 ( x = 0.0, 0.2, 0.4, 0.6, 0.8, and 1.0). The spectra are
normalized with respect to the atomic absorption estimated by a linear fit to the
high energy part of the spectra. Three main structures around 5725 eV, 5737 eV,
and 5758 eV can be identified on the Ce L3-edge XAS spectra; two of them reflect
the electronic structure while the one does local crystal structure. The first peak
around 5725 eV is the absorption white line corresponding to the transition from
the Ce 2p core level to the vacant Ce 5d state mixed with the Ce 4f 1 final state.
[95–98]. On the other hand, the second peak around 5737 eV corresponds to the
transition from the Ce 2p core level to the vacant Ce 5d state mixed with the Ce
4f 0 final state. The 4f 1 and 4f 0 final states are the so-called well-screened and
poorly-screened states and provide information on the Ce valence states. Presence
of both 4f 1 and 4f 0 states suggest the Ce3+/Ce4+ valence fluctuation. The energy
difference between the 4f 1 and 4f 0 absorption peaks, which is approximately 12
eV [95–97] is mainly determined by the Ce 2p - Ce 4f Coulomb interaction and
is expected to be independent of the F-doping. One can see a systematic change
due to the F-doping in the 4f 1 and 4f 0 peak intensity as shown Figs. 7.6(b) and
7.6(e). They are so-called difference spectra, that was obtained by subtracting the
reference spectra, in this case we chose x = 1.0, from each spectrum. The third
peak around 5758 eV includes the information on the local lattice structures. This
peak is so-called continuum resonance (CR), likely to be due to Ce-Bi scattering
with a contribution from the Ce-Ce scattering, reflecting evolution of the Ce-Bi/Ce
bond length. In addition, there is a weak feature around 5742 eV. This feature is
a characteristic feature of layered rare-earth systems, and its intensity is generally
sensitive to the O/F atom order/disorder in the CeO/F layer. Figures 7.6(c) and
7.6(f) are the first derivative of the Ce L3-edge XAS spectra with respect to the
photon energy, and one can see that the energy position of 4f 1 and 4f 0 are the same
for various x while the peak position of the CR has a x-dependence.
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Figure 7.6: (a) Ce L3-edge normalized XAS spectra of AG CeO1 xFxBiS2 system
with x = 0.0, 0.2, 0.4, 0.6, 0.8, and 1.0. The 4f 1, 4f 0, and CR peaks around
5725 eV, 5737 eV, and 5758 eV are shown. The background (arctangent function)-
subtracted spectra are shown in the insets. The spectra were taken at room tempera-
ture with transmission mode. (b) The difference spectra with respect to AG x = 1.0
sample. (c) First derivative with respect to energy. The reference spectrum (nor-
malized XAS spectrum of x = 0.0 system) is shown for both (b) and (c). (d), (e),
and (f) are the same for (a), (b), and (c) but on HP CeO1 xFxBiS2 system.
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Figure 7.7: Multi-curve fitting results on CeL3-edge XAS spectra in CeO1 xFxBiS2
with (a) x = 0.0, (b) x = 0.2, (c) x = 0.4, (d) x = 0.6, (e) x = 0.8, and (f) x = 1.0.
The experimental data of AG and HP are shown as triangles and circles, respec-
tively. The fitted results are shown by solid lines on the HP and AG experimental
data. Each component of the fitting lines is shown only for the HP experimental
data. The tiny peak around 5742 eV is fixed for all the cases from (a) to (f).
Figure 7.8: The relative spectral weight of 4f 0 states with respect to the doping
amout x for both AG and HP CeO1 xFxBiS2 samples.
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Electronic structure; Ce 4f1 and Ce 4f0 features
In order to qualify the electronic states, we have estimated the spectral weight of 4f 1
and 4f 0 absorption peaks using the following procedure. A constant background
estimated by an arctangent function was subtracted from the XAS spectra (inset of
Fig. 7.6). The background-subtracted spectra were fitted by Gaussian functions,
reproducing all the main peaks, i.e., 4f 1 + 4f 0 as shown in Fig. 7.7. As for the 4f 1
peak, we utilized three Gaussian functions to reproduce the asymmetric line shape,
while a symmetric Gaussian function was enough to describe the 4f 0 peak. The
4f 0 peak is found to decrease monotonically with the F-doping. The fit of the weak
peak (peak around 5742 eV, characteristic feature of layered structures) is fixed for
all the fits since this feature is independent of the F-doping. The weak peak was
used in the fit in order to ensure the proper area estimation of the 4f 0 peak. The CR
was not considered in the fit. The fit for all the samples are shown along with the
experimental results.
The intensity of the main peaks 4f 1 + 4f 0 depends on the amount of additional
background from the grain boundaries and the hybridization between the Ce 4f
and Ce 5d orbitals which can be changed by the F-doping and the high pressure
synthesis. Therefore, we employ the relative spectral weight 4f 0/[4f 1+4f 0], which
is obtained by integrating the Gauss functions and is shown in Fig. 7.8, in order to
discuss the Ce valence. The relatively large 4f 0/[4f 1 + 4f 0] value in CeOBiS2
indicates that the Ce4+ state with 4f 0 electronic configuration is coexisting with the
Ce3+ state with 4f 1 electronic configuration [91, 95, 96]. The existence of the 4f 0
peak, namely, the valence fluctuation between the Ce3+ and Ce4+ states in CeOBiS2
is in sharp contrast to the pure Ce3+ state in iron-based CeOFeAs pnictides [98,99].
The 4f 0/[4f 1 + 4f 0] value decreases with the F-doping both in the AG and HP
samples. The 4f 0/[4f 1 + 4f 0] value of the AG sample is slightly larger than the
HP sample at x=0.6, which is located between the Ce3+/Ce4+ valence fluctuation
regime and the Ce3+ Kondo-like regime. The small 4f 0/[4f 1 +4f 0] value at x=0.6
in the HP sample would be consistent with the fact that the superconductivity and
ferromagnetism tend to be enhanced in the HP samples. However, the difference
in 4f 0/[4f 1 + 4f 0] is very subtle, suggesting that some additional factors such
as inhomogeneity play important role in the difference between the AG and HP
samples.
Local structure; continuum resonance
Recalling the atomic structure, the layered structure of CeOBiS2 contains BiS2 layer
intercalated with CeO layer. The in-plane S atoms in the BiS2 layer (S1 as in Fig.
7.9 (a)) are located at a distance of about 2.8 A˚ from Bi atoms while the out-of-
plane S (S2 as in Fig. 7.9(a)) atom linking the spacer layer with the BiS2 plane
is located at a distance of about 2.6 A˚. By the F-substitution, the Bi-S2 distance
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Figure 7.9: The local structure of CeO1 xFxBiS2 for x < 0.4 and for x > 0.4.
The bond length of Ce-S2 decreases and that of Bi-S2 increases when x > 0.4 as
depicted.
Figure 7.10: Evolution of the CR as a function of the F-doping in (a) AG samples
and (b) HP samples. Peak positions are indicated by small triangles. (c) Changes of
the energy relative to the absorption white line ( E) as a function of the F-doping.
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increases ( Rmax ⇠ 0.12A˚) while Ce-S2 distance decreases ( Rmax ⇠ 0.15A˚),
[91, 100] leading to breaking of the Ce-S-Bi coupling channel as in Fig. 7.9 (b)
to (c). Consequently, the hybridization between the Ce 4f orbital and the Bi 6p
conduction band decreases with the F-doping and the Ce3+/Ce4+ valence fluctuation
is suppressed. This means that the F-doping drives the system from the Ce3+/Ce4+
valence fluctuation and/or mixed valence regime to the Ce3+ Kondo-like regime
[96]. Indeed, the Ce 4f 0 spectral weight almost disappears at x > 0.4, where the
system shows the superconductivity and the ferromagnetism. Therefore, when one
can apply the valence fluctuation regime, the coupling between the Ce 4f and Bi 6p
states is not good for the superconducting state. There is another possibility that the
system shows a phase separation; metallic phase due to the self-doping by Ce 4f to
Bi 6px/6py and insulating phase. The Ce 4f electrons are localized in the Kondo
regime for x > 0.4 and that should be responsible for the ferromagnetism. The
ferromagnetic Ce compounds in the Kondo regime are rather uncommon [101–107]
and the direct Ce-Ce exchange interaction plays an important role in many cases.
In CeO1 xFxBiS2, the Ce-Ce distance is relatively longer than the ferromagnetic
Ce compounds. Therefore, instead of the direct Ce-Ce exchange interaction, the
Ce-S-Ce superexchange interaction as in Fig. 7.9 between Ce3+ sites is expected
to be responsible for the ferromagnetism of the CeO1 xFx layer. For x > 0.4, the
ferromagnetic CeO1 xFx layer is expected to be insulating just like the LaO1 xFx
layer, and is decoupled from the superconducting BiS2 layer.
Above arguments are consistent with the structural changes observed in the
same experiment through the CR peak. The CR peak is due to the Ce-Bi scat-
tering with a contribution from the Ce-Ce. Fig. 7.10 shows a zoom over of the CR
peak for the two series of CeO1 xFxBiS2 samples, with the peak position evolving
with the F-doping. The decrease of energy separation between the white line and
the CR peak suggests that the Ce-Bi distance is getting elongated following the em-
pirical rule for the CR ( E / 1/d2) [94]. The elongation of the Ce-Bi bond length
would contribute to the reduction of the Ce-Bi coupling through Ce-S-Bi channel.
Namely, the hybridization between the Ce 4f orbital and the Bi 6p conduction band
decreases with the F-doping and the Ce3+/Ce4+ valence fluctuation is suppressed.
This is consistent with the decrease of the 4f 0/[4f 1 + 4f 0] value by the F-doping.
7.2.3 Conclusion
In conclusion, the Ce L3-edge XAS results on CeO1 xFxBiS2 shows that the su-
perconductivity and ferromagnetism are suppressed for x < 0.4 in the valence fluc-
tuation regime evidenced by the 4f 1 and 4f 0 states. The peak position of the CR
depends on the F-doping and indicates the Ce-Bi bond length increases with the
F-doping. The present experimental results show that CeOBiS2 has the Ce3+/Ce4+
valence fluctuation due to the Ce-Bi coupling through Ce-S-Bi channel and that the
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superconductivity of the BiS2 layer tends to be suppressed by the Ce-Bi coupling.
The Ce-S-Bi coupling channel is broken by the F-doping. Consequently, the sys-
tem undergoes a crossover from the valence fluctuation regime for x < 0.4 to the
Kondo-like regime for x > 0.4 in which superconducting BiS2 layer and the fer-
romagnetic CeO1 xFx layer are decoupled and hence coexist. The results provide
important information on the role of Ce valence in the coexisting superconductivity
and ferromagnetism in the CeO1 xFxBiS2 system.
7.3 Unusual valence state of Ce 4f in Ce(O,F)BiS2
revealed by XAS and resonant PES
As in the previous section, the XAS study on CeO1 xFxBiS2 has revealed that the
Ce valence is intermediate (mixed valence) and the Ce 4f states may contribute to
the Fermi surfaces for x < 0.4, and the F-doping makes the system crossover from
valence fluctuation and/or static mixed valence regime to Kondo-like regime. How-
ever, from the magnetic susceptibility measurement on CeOBiS2, Ce 4f electrons
are found to be in a well-localized state [93], which is inconsistent with the XAS
results. In order to identify the role of the Ce 4f electrons, we have investigated the
electronic states of Ce 4f in CeO1 xFxBiS2 using Ce L3-edge XAS and Ce 4d-4f
resonant ARPES.
7.3.1 Experimental condition
High-quality single crystals of CeOBiS2 and CeO0.5F0.5BiS2 have been prepared
by CsCl flux method [93]. As for the stoichiometry of x = 0.5 sample, the ob-
served lattice constant c = 13.443A˚is reasonable compared with previous studies
on Ce(O,F)BiS2 system [88, 91]. The Ce L3 XAS measurements were performed
at ID21, µXANES beamline of the ESRF, Grenoble. Acquisition was performed
at low temperature using a liquid nitrogen cryostat. The resonant ARPES mea-
surements with linearly polarized photons were performed at the undulator beam-
line BL-1 of HSRC, Hiroshima University. The photon energy was set to be 30 -
130 eV. We cleaved the single crystalline sample in situ under ultrahigh vacuum
(< 1⇥ 10 10 Torr) to obtain clean (001) surface. The total energy resolutions were
measured to be 21 meV and 103 meV at h⌫ =30 eV and h⌫ =120 eV, respectively.
The angular resolution was 0.7 deg., corresponding to 0.032 A˚ 1 for 30 eV and
0.067 A˚ 1 for 130 eV in momentum space. All the ARPES measurements were
performed at 50 K with p-polarization geometry, that can collect the Bi 6px and 6pz
electrons near the Fermi level (EF ) in the  -X (kx) direction.
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Figure 7.11: (Color online) (a) Real space image of µXANES at Ce L3-edge (5.732
keV) on CeOBiS2 (b) and on CeO0.5F0.5BiS2. (c) Normalized XAS spectra of
CeOBiS2 and CeO0.5F0.5BiS2. The background (arctangent function) is denoted
by the dot-dashed line. The spectra after background subtraction are also shown in
the inset.
7.3.2 Results and discussion
Space-resolved Ce L3-edge XAS study
Figures 7.11(a) and 7.11(b) show the real space 50 µm⇥ 50 µm images of XAS in-
tensities at Ce L3-edge (5.732 keV) on CeOBiS2 and CeO0.5F0.5BiS2, respectively.
From these images, one can see that the Ce 4f electronic states are spatially homo-
geneous in this scale. We also confirmed that the spectral shape at the dark spot is
the same as that of the bright spot, indicating that the intensity modulation is not
derived from electronic inhomogeneity.
Figure 7.11(c) shows the normalized Ce L3-edge XAS spectra of CeOBiS2 and
CeO0.5F0.5BiS2. The spectra were normalized with respect to the atomic absorp-
tion estimated by a linear fit to the high energy part of the spectra as used in the
previous section. The background (arctangent function) is shown by the dot-dashed
line. The background-subtracted spectra are also shown in the inset with the same
energy and intensity scales. Three main structures around 5.732, 5.745, and 5.768
keV can be identified in the Ce L3-edge XAS spectra. The first (second) feature is
the transition from Ce 2p to Ce 5d mixed with 4f 1 (4f 0) final state [95–98]. The
coexistence of the first and second peaks suggests that Ce3+ and Ce4+ coexist in
the system. Here, the spatially homogeneous XAS map indicates that the observed
f 0/f 1 mixed valence is not due to CeO2 impurities but is an intrinsic physics. The
third feature is so-called continuum resonance (CR) derived from the Ce-Bi scat-
tering, and reflects the Ce-Bi bondlength. In addition to the three main features,
there is a weak structure around 5.75 keV. This is the typical structure of layered
rare-earth system, and its intensity is sensitive to the O/F atomic order/disorder in
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Figure 7.12: (Color online) (a) CIS plot of CeO0.5F0.5BiS2, indicating that the on-
resonant photon energy is about 120.3 eV. Fermi surfaces of CeO0.5F0.5BiS2 taken
with p-polarization setup (b) at on-resonant photon energy (120.3 eV) and (c) at
off-resonant photon energies of 115.4 eV and (d) at 30 eV. The ARPES intensities
are integrated within ± 50 meV with respect to EF . (e) Cut along M- -X with
off-resonant photon energy and (e’) its second derivative, (f) cut with on-resonant
photon energy, (i) EDCs integrated along M- -X for both off- and on-resonant pho-
ton energies, and the inset shows the expanded view near EF on CeOBiS2. (g), (g’),
(h), and (j) are the same as (e), (d), and (i) but on CeO0.5F0.5BiS2.
Ce(O,F) layer. All the XAS results are quantitative consistent with the results of the
Ce L3-edge XAS results of polycrystalline CeO1 xFxBiS2 shown in the previous
section. However, the inconsistency with the magnetic susceptibility measurement
still remains; in CeOBiS2, the XAS result suggests that the Ce 4f electrons are
valence fluctuating whereas the magnetic susceptibility measurement found Ce 4f
well-localized. We have performed Ce 4d-4f resonant ARPES on the CeOBiS2 and
CeO0.5F0.5BiS2 single crystals in order to investigate the Ce 4f electronic states and
specify the orbitals mixing with the Ce 4f in CeOBiS2.
Ce 4d-4f resonant ARPES study
Figure 7.12(a) shows constant initial state (CIS) plot with respect to photon energy
at the Ce 4f peak of CeO0.5F0.5BiS2 normalized by photon flux, which determines
the Ce 4d-4f on-resonant photon energy of the system as 120.3 eV. Figures 7.12(b)
and 7.12(c) show the Fermi surface maps of CeO0.5F0.5BiS2 at off-resonant 115.4
eV and on-resonant 120.3 eV. They are obtained by rotating the azimuthal angle
with respect to the crystallographic c axis of the sample. Since there is no con-
siderable changes in Fermi surfaces with the on- and off-resonant photon energies,
the Ce 4f electrons are not employed as a part of the Fermi surfaces. The Fermi
surfaces measured at 30 eV are shown in Fig. 7.12(d).
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Figure 7.13: (a) Cut along M- -X with off-resonant photon energy and (a’) its sec-
ond derivative, (b) cut with on-resonant photon energy, (c) EDCs integrated along
M- -X for both off- and on-resonant photon energies, and the inset shows the ex-
panded view near EF on CeOBiS2. (d), (d’), (e), and (f) are the same as (a),(a’),
(b), and (c) but on CeO0.5F0.5BiS2.
Figures 7.13(a) and 7.13(b) (Figs. 7.13(d) and 7.13(e)) show the ARPES data
taken at 115.4 eV (off-resonance) and 120.3 eV (on-resonance), respectively, for
CeOBiS2 (for CeO0.5F0.5BiS2) along M- -X. Figures 7.13(c) and 7.13(f) respec-
tively show the energy distribution curves (EDCs) integrated along M- -X taken
for CeOBiS2 and CeO0.5F0.5BiS2 at on- and off-resonant photon energies, and the
inset shows the expansion near EF . One can see from the EDCs [Figs. 7.13(c) and
7.13(f)] that the structures A, B, and C of CeO0.5F0.5BiS2 are roughly shifted to the
higher binding energy by 0.4 eV due to the electron doping compared with those
of CeOBiS2, but one can also see there is a slight band-dependence of the shifts,
which could be due to local atomic structural changes [100]. The on-resonance
spectra are dominated by the partial density of states (DOS) of Ce 4f due to the res-
onant enhancement. If the system is in a conventional valence fluctuating regime,
the on-resonant spectrum considerably enhances two features; at approximately 0
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eV (f 0 component) due to a strong cf hybridization and at 1.0 eV (f 1 component)
in CeOBiS2 [at 0 eV (f 0) and at  1.4 eV (f 1) in CeO0.5F0.5BiS2] with respect to
EF . On the other hand, if the system is in a Kondo-like regime, the on-resonant
enhancement can be seen in one feature; at  1.0 eV in CeOBiS2 (at  1.4 eV in
CeO0.5F0.5BiS2) with respect to EF , which is f 1 component [108].
In CeO0.5F0.5BiS2, the Bi 6p Fermi pocket around X point is observed in both
the on- and off-resonance data. The valence band below  1 eV can be assigned
to Bi 6s, S 3p, and Ce 4f bands. When the photon energy is tuned to the Ce 4d-
4f absorption energy (120.7 eV), the flat band located at  1.4 eV is considerably
enhanced. The resonant ARPES results show that the Ce 4f band is located between
the Bi 6p conduction band and the Bi 6s/S 3p valence band, and that there is no
appreciable Ce 4f spectral weight atEF . Namely, the results indicate that the Ce 4f
electrons are basically localized (Kondo-like regime), do not contribute to the Fermi
pockets around X, and its valance should be 3+. This result on CeO0.5F0.5BiS2 is
consistent with the bulk sensitive Ce L3-edge XAS result where CeOBiS2 falls in
the valence fluctuation regime and gradually changes to the Kondo-like regime with
the F substitution for O as in the previous section. The superexchange or RKKY
interaction between the localized Ce 4f moments is derived from the Ce 4f -S 3p
hybridization.
On the other hand, in CeOBiS2, we found that the Ce 4f lineshape is very similar
to that of CeO0.5F0.5BiS2 as shown in Figs. 7.12(i) and 7.12(j), and is different from
what one expected for valence fluctuating systems. In typical valence fluctuating
systems such as CeRu2, the Ce 4f band is strongly hybridized with the conduction
band such as Ru 4d and is well reproduced by LDA band calculations. The observed
Ce 4f band of CeOBiS2 has very flat dispersion and does not agree with the LDA
band calculation [109]. Here we speculate following two scenarios; (i) the Ce 4f
electrons in CeOBiS2 are mixed with the unoccupied Bi 6pz. From the crystal struc-
ture, the nearest ion for Ce is oxygen, but the oxygen band is located far from EF
by 3 - 4 eV and therefore hard to hybridize with the Ce 4f . The other candidate for
the mixing partner of the Ce 4f is the unoccupied Bi 6pz through the out-of-plane
S. Since the Bi 6pz orbitals do not contribute to the Fermi surfaces, one electron in
the Ce 4f orbitals should be completely transferred to the Bi 6pz orbitals in order
to obtain the f 0 component in the Ce L3 XAS. However, if the electron transfer
from the Bi 6s orbitals to the Ce 4f orbitals is included, the mixture of the f 1 and
f 0 states becomes possible and the Ce L3 XAS result would be explained. Note
that the Ce 4f -Bi 6pz hybridization does not necessarily leads to a metallic state.
It provides the mixed valence state given by the linear combination of |4f 1i and
|4f 0 L1i where L is Bi 6pz. This state can be localized if the overlap between the
neighboring Bi 6pz states is sufficiently small compared with the intersite Coulomb
repulsive energy. Even if the overlap is not small enough for the localization due
to the pure Coulomb interaction, the combination of the Coulomb interaction and
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the atomic disorder [100] can provide an insulating ground state, possibly a sort
of charge glass of Bi 6pz electrons. Moreover, this hybridization may impede the
ferromagnetic order in the Ce(O,F) layer. The second scenario is as indicated in the
previous section, (ii) the system shows the phase separation; metallic and insulating
phases. The metallic phase can appear due to the self-doping given by the Ce 4f
electrons. If all the electrons of Ce 4f orbital are introduced to the Bi 6px/6py, the
metallic phase appear about 15 % of the sample.
Anderson’s impurity model analysis on Ce L3-edge XAS results
In order to examine this possibility, we have performed Anderson’s impurity model
(AIM) calculation on Ce L3-edge XAS results under the condition that the Ce 4f
is mixing with the unoccupied Bi 6pz and the occupied Bi 6s. The model Hamil-
tonian is given by the standard Anderson Hamiltonian including the Ce 4f and 5d
electrons, the conduction-band electrons, and the Ce 2p core-level electrons.
HA =
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Here, f †m (d†m) are creation operators for the Ce 4f (5d) electrons with orbital no-
tation m, and c†k are creation operators for Bloch electrons in the Bi 6pz and Bi 6s
bands for the scenario (i) with wave vector k [they can be Bloch electrons in the
Bi 6px/6py and Bi 6s bands for the scenario (ii)]. The parameters Uf and Qf (Qd)
are the on-site repulsive Coulomb interaction between the Ce 4f electrons and the
attractive Coulomb interaction between the Ce 4f (5d) electron and the Ce 2p core
hole, and Ufd is the on-site repulsive Coulomb interaction between the Ce 4f and
Ce 5d electrons. Note that the notations m and k include spin. The parameter V
describes the transfer integral between the Ce 4f and conduction-band electrons, "f
("d) is the energy level of Ce 4f (5d) electrons relative to the Fermi level, and "c/nc
represent the energy/number of the Ce 2p core-level electron.
In the Ce L3-edge XAS process, the absorption occurs from the Ce 2p core level
to the Ce 5d unoccupied states mixed with the Ce 4f states. In the framework of
the Anderson’s impurity model, the initial state can be simply given by
| ii = ↵|4f 0 L1i+  |4f 1i+  |4f 2 L1i (7.3)
where L and L denote a Bi 6pz electron for scenario (i) [Bi 6px/6py electron for
scenario (ii)] and Bi 6s hole, respectively. The final states are given by
| fi = ↵0|c 4f 0 L1 5d1i+  0|c 4f 1 5d1i+  0|c 4f 2 L1 5d1i (7.4)
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where c denotes the Ce 2p core hole. Using ↵,  ,  , ↵0,  0, and  0, the spectral
weight is given by |↵↵0 +   0 +   0|2. The energy of the |c 4f 0 L1 5d1i state is
given by "d  Qd, that of the |c 4f 1 5d1i is given by "f + "d  Qf  Qd +Ufd, and
that of |c 4f 2 L1 5d1i is given by 2"f + "d   2Qf  Qd + Uf + 2Ufd.
The parameters Ufd and Qd are neglected in the present analysis because they
are substantially small compared with the other parameters. Since "f can be deter-
mined by the Ce 4d-4f resonant ARPES results andQf is fixed atUf/0.8 [110,111],
the present analysis includes two free parameters; Uf and T , where the effective
transfer integral T =
pP
mk | Vmk |2/
p
N with N = 14 (see Fig. 7.14(a)) repre-
sents the off diagonal term. The dominator is due to the degeneracy of f orbital.The
|f 1i and |f 2i state can be described by the linear combination of f -orbitals as
|f 1i = 1p
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=
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14C1
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where ↵/  stands for the orbital notation including spin, and |fi especially denotes
the specific orbital states. Then the transfer integral from |f 0i state to |f 1i state issX
mk
| V (01)mk |2 = hf 0 L1|HA|f 1i
= hf 0 L1|HA| 1p
14
14X
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and the transfer integral from |f 1i state to |f 2i state issX
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where non-zero terms are T = hf1;↵|HA|f2;↵,  i or hf1;  |HA|f2;↵,  i. Each or-
bital state ↵ has 13 non-zero terms. This is why the coefficient 14⇥13 appears. For
98 Chapter 7. ELECTRONIC STRUCTURE OF RE(O,F)BIS2
simplicity, the effective transfer integral is the same for the Bi 6pz and 6s orbitals.
Then the matrix representation of the Anderson Hamiltonian without impurity lev-
els for initial and final states are
H iniA =
24 0
p
14T 0p
14T "f
p
2 ·p13T
0
p
2 ·p13T 2"f + Uf
35 (7.9)
and
H finA =
24 "0
p
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14T "0 + "f  Qf
p
2 ·p13T
0
p
2 ·p13T "0 + 2"f + Uf   2Qf
35 . (7.10)
Here we introduce equally spaced 10 impurity levels to this Hamiltonian. The
size of the matrix is 56⇥56; 1⇥1 for |f 0 L1i, 10C1⇥ 10C1 for |f 1i, and 10C2⇥ 10C2
for |f 2 L1i states. In this calculation, we define the transfer integral as
T 2 =
10X
i=1
  hf 0 L1|HA|f1i  2 = 10X
i=1
  hf1|HA|f2 L1i  2 (7.11)
where n is the impurity level, and the transfer integral is n-independent. Therefore,
it is necessary to normalize the effective transfer integral as
hf 0 L1|HA|f 1i =
r
14
10
T (7.12)
hf 1|HA|f 2 L1i =
r
2 · 13
10
T. (7.13)
The diagonal term of the f 1 state with impurity level i (1  i  10) is
H iniA (n, n) = "f +
i  5.5
10
·W (7.14)
where n = i + 1 (, 2  n  11), and the diagonal and off-diagonal terms of the
f 2 state with impurity levels i and j (1  i  10, i+ 1  j  10) are described by
H iniA (n, n) = 2"f + Uf +
(i+ j)  11
10
·W (7.15)
H iniA (n, i+ 1) =
r
2 · 13
10
· T (7.16)
H iniA (n, j + 1) =
r
2 · 13
10
· T (7.17)
where W stands for the band width of the impurity level, n can be described as
nij =
Pi
l=1(11   l) + (j   i + 1) [, 12  n  56] , and the values 5.5 and 11
in the diagonal terms of the f 1 and f 2 state are due to the weighted average of 1-10
(imin  imax) and 3-19 ([i+ j]min  [i+ j]max). Then the matrix representation of the
Hamiltonians is as follows.
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Figure 7.14: (a) Schematic diagram of the effective transfer integral T . Ce L3-edge
XAS experimental results on single crystal CeO1 xFxBiS2 and corresponding im-
purity model calculations at (b) x = 0.0 and (c) x = 0.5. The energy positions
of 4f 1 and 4f 0 are shown by vertical lines. The effective transfer integral (T ) and
number of Ce 4f electrons (nf ) estimated by Anderson’s impurity-model calcula-
tion are also shown here.
The fixed parameters are summarized in Tab. 7.3. Since the Hamiltonian for
both initial and final states are determined, the eigen states and corresponding coef-
ficients can be obtained by numerically diagonalizing the Hamiltonian, i.e., one can
calculate the Ce L3-edge XAS spectra and expectation value of number of Ce 4f
electrons (nf ) within the scheme of Anderson Hamiltonian. The parameter nf can
be calculated using the coefficients of initial state as
nf = 0⇥
1X
i=1
|↵i|2 + 1⇥
11X
i=2
| i|2 + 2⇥
56X
i=12
| i|2. (7.18)
Considering the local structural changes of Ce, S2 (see Fig. 7.14(a)), and Bi due
to the F-doping [100], the parameter T should be the only adjustable parameter to
reproduce the XAS spectra. Therefore, the parameter Uf is fixed at 7.8 eV for all
the calculations. We have succeeded in reproducing the 4f 1 and 4f 0 structures of
the XAS spectra, indicating that the scenario above could be possible. The results
are shown in Figs. 7.14(b) and 7.14(c) for x = 0.0 and 0.5, respectively, and the
Table 7.3: Summary of the electronic-structure parameters for Anderson’s impurity
model calculation.
"pz   "f 0.8 eV
4f -4f Coulomb interaction U 7.8 eV
2p-4f Coulomb interaction Q  9.8 eV
Band width of 4f 4.0 eV
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energy positions of the 4f 1 and 4f 0 structures are also shown here. The circles and
solid lines are respectively experimental and calculated results, and the evaluated T
and nf are also shown in Fig. 7.14. The parameter T changes from 0.25 eV to 0.15
eV when the F concentration x goes from 0.0 to 0.5. The number nf is calculated as
0.88 and 0.96 for x = 0.0 and 0.5, respectively. Present results are consistent with
the thermodynamical quantities since Higashinaka et al. reported that the amount
of Ce3+ (4f 1 state) in CeOBiS2 is 10 % lower than expected [93] whereas the AIM
calculation gives nf = 0.88.
Our scenarios of both (i) and (ii) could explain the XAS and resonant ARPES
results naturally with a support of AIM calculation; (i) the unoccupied Bi 6pz states
partially trap Ce 4f electrons and form a sort of charge glass state due to the strong
atomic disorder of BiS plane. It is expected that the electrons in the Bi 6pz state
are randomly distributed in real space and appear as a broad feature in the ARPES
spectra. Therefore, it would rather difficult to identify the Bi 6pz state from the
comparison between the photoemission results and some calculations considering
the atomic disorder in the BiS plane. As for the (ii) scenario, we speculate that
the system shows the metallic and insulating phase separation due to the Ce 4f
self-doping. In future, the theoretical and experimental efforts should be done to
confirm the present scenario.
Although it is difficult to estimate the exact value of x of the superconducting
sample, it can be safely concluded that we observed the unusual valence state of Ce
4f electrons in the x = 0.0 system, and it disappears in the superconducting phase.
7.3.3 Conclusion
In summary, we have combined Ce L3-edge XAS, Ce 4d-4f resonant PES, and
Anderson’s impurity model (AIM) calculation on single crystals of CeO1 xFxBiS2
for x = 0.0 and 0.5 in order to investigate the electronic states of Ce 4f electrons.
As for the XAS, mixed valence state was found in x = 0.0 sample and the F-doping
suppresses it, which is consistent with those of polycrystalline samples as in the
previous section. As for the resonant PES, we found that the Ce 4f electrons in
both x = 0.0 and 0.5 systems are essentially localized and there is no contribution
to the Fermi surfaces. We assume that the localized Ce 4f in CeOBiS2 is mixed
with the unoccupied Bi 6pz instead of Bi 6px/6py. This scenario is consistent with
the previous local structural study. As for the AIM calculation, the results not only
support the scenario, but also are consistent with the thermodynamical experiments
[93]. The hybridization of Ce 4f and Bi 6pz may impede the ferromagnetic order
in the Ce(O,F) layer.
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7.4 Eumixed valence and phase separation in EuFBiS2
probed by XAS and PES
We have investigated the electronic structure of a new member of BiS2-based fam-
ily EuFBiS2 by means of Eu L3-edge XAS, Eu 4d-4f resonant PES, ARPES, and
space-resolved PES. The XAS shows that Eu is in the Eu2+/Eu3+ mixed valence
state, indicating part of electron in Eu is doped in the BiS plane. Using the Eu
4d-4f resonant PES, we have identified the contribution of Eu2+ and Eu3+ states
in the total DOS. From the ARPES study, there is no electron-like band around X
point near Fermi level, which is expected to appear due to the possible self-doped
mechanism by Eu. However, we have detect a possible band splitting in in-plane
S bands. In order to confirm the cause of this split, we performed space-resolved
photoemission experiment. Surprisingly the system shows a mesoscopic electronic
phase separation; metallic and insulating phases. We apply the same speculation of
Ce(O,F)BiS2 system that in the insulating phase the self-doped electrons are trapped
in Bi 6pz orbital due to strong atomic disorder.
7.4.1 Experimental condition
High quality single crystals of EuFBiS2 have been prepared by CsCl method pro-
vided by Aoki group of the Tokyo Metropolitan University.
Temperature dependent x-ray absorption spectroscopy was performed at BM25
of ESRF as known as SpLine. All the spectra were taken with transmission mode.
Resonant photoemission spectroscopy was performed at the beamline BL-28A
of Photon Factory, KEK. Photon energies are set to be 120 eV - 156 eV. Endstation
is equipped with Scienta SES 2002. All the spectra were taken at 20 K.
Polarization dependent ARPES was performed at multi-mode undulator beam-
line BL-9A of Hiroshima Synchrotron Radiation Center, Hiroshima University. Cir-
cularly and linearly polarized photons at 23 eV were employed to excite the pho-
toelectrons that were collected with VG Scienta R4000 analyzer. The total energy
resolution including both monochromator and electron energy analyzer was mea-
sured to be about 40 meV.
Space-resolved photoemission experiment was performed at Spectromicroscopy
beamline, Elettra Syncrotrone Trieste. The incident photon energy tuned at 27 eV
was focused down to 600 ⇥ 600 nm2. The temperature was fixed at 50 K for all
the measurements. The total energy resolution including both monochromator and
electron energy analyzer was measured to be about 100 meV.
In all the photoemission experiment, single crystalline samples were cleaved in
situ in ultrahigh vacuum (10 10 Pa range) at measurement temperature in order to
obtain a clean (001) surface.
7.4 Eu MV and phase separation in EuFBiS2 probed by XAS and PES 103
Figure 7.15: (Color online) (a) Eu L3-edge XAS spectrum taken at 21 K (circles)
and its fit (solid line) using ⇢fitXAS. Superposition of two arctangent backgrounds
are also shown here. (b) Temperature dependence of the ratio Eu2+/(Eu2++Eu3+)
estimated by the fit.
7.4.2 Results and Discussion
Eu L3-edge XAS
We have performed Eu L3-edge XAS measurement at various temperature, and
Fig. 7.15(a) shows the Eu L3-edge XAS spectrum taken at 21 K. All the spectra
are normalized with respect to the atomic absorption estimated by a linear fit to
the high energy part of the spectra. One can see the structures around 6,969 eV
and 6,977 eV, and the first one (second one) is the absorption corresponding to
transition from Eu 2p core level to unoccupied Eu 5d orbitals mixed with 4f 7 (4f 6)
final state [112–114]. Coexistence of 4f 7 and 4f 6 indicates the mixed valence states
of Eu2+ and Eu3+. We estimate the ratio of 4f 7 and 4f 6 using the fitting function
⇢fitXAS as follows:
⇢fitXAS = R · ⇢[f 7] + (1 R) · ⇢[f 6]
⇢[fn] = A(Efn0 , ) + L(E
fn
0 ,  )
where R stands for the spectral weight ratio 4f 7/( 4f 7+ 4f 6), Efn0 is the peak posi-
tion of 4fn, A is the arctangent function for background, and L denotes the Lorentz
function. They have the form of
A(E0, ) =
1
⇡
arctan(
E   E0
 
) +
1
2
L(E0,  ) =
c
⇡
 
(E   E0)2 +  2
where   = 3.7 eV is the intrinsic broadening of Eu L3-edge XAS due to the core
hole lifetime [115], c is the amplitude of the Lorentz function, and   is the broaden-
ing width of white line. Therefore, the spectral weight ratio R is the only adjustable
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parameter for this fit. The temperature dependence of theR is shown in Fig. 7.15(b),
and one can see that R ⇠ 80% is mostly fixed value for all the temperature.
Eu 4d-4f resonant photoemission study
In order to determine the partial DOS of Eu 4f , we have performed angle-integrated
Eu 4d-4f resonant photoemission spectroscopy. The temperature was fixed at 50 K
because the Eu L3-edge XAS was temperature-independent. Figures 7.16(a) and
7.16(b) show the photoemission spectra taken with h⌫ = 120 eV up to 156 eV. All
the spectra were normalized using photon flux. One can see from Fig. 7.16(a) that
there are two enhancements; one is a strong enhancement at (h⌫, E   EF )=(140
eV, 1.3 eV), and the other is relatively weak at (h⌫, E   EF )=(143 eV, 8.3 eV).
They can be respectively assigned to the Eu2+ and Eu3+, which have the consistent
energy positions as previous resonant experiment on a different Eu mixed valence
system [116]. Figure 7.16(c) is the constant initial state (CIS) plot at E =  1.3 eV
(Eu2+) and  8.3 eV (Eu3+). One can see from the CIS plot that there is a pre-edge
around h⌫ = 135 eV in both Eu2+ and Eu3+. This type of pre-edge appears often in
CIS plot of 4d-4f resonance and disappears in that of 3d-4f resonance and/or 3d-
4f XAS [117]. This indicates that this pre-edge is due to the surface state. Indeed,
in the present EuFBiS2 system, it was confirmed by Eu 3d-4f resonant PES and
Eu 3d-4f XAS that this pre-edge was actually disappeared [118]. Therefore, we
assign this pre-edge as a surface state. In the Fig. 7.16(c), the CIS plot of Eu2+
has one peak while that of Eu3+ has two peaks besides the pre-edge. The former
can be understood as a standard Fano profile, which consists of one discrete and one
continuum. The latter may be due to the two discrete states; one is spin-up hole, and
the others are spin-down holes as schematically shown in the inset of Fig. 7.16(c).
In order to perform the fit, first of all one has to derive a model.
Here we derive a two discrete with one continuum model using section 5 of
Ref. [52]. The Hamiltonian is similar to Eq. (4.68) but with two discrete states as
h m|H | ni = En mn, h E0 |H | Ei = E (E 0   E), h E|H | ni = VEn
(7.19)
where m and n denotes the label for discrete states, and corresponding eigenstate
can be similarly derived using perturbation theory as
 0E = a1 1 + a2 2 +
Z
dE 0b(E 0) E0 (7.20)
where  1 and  2 are the spin-up and spin-down states, respectively. Then the tran-
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sition matrix element of initial state |ii to perturbed state | 0Ei is
h 0E|Tˆ |ii =cos [{
X
⌫
tan ⌫
⇡V ⇤⌫E
h ˜⌫ |Tˆ |ii+ tan ⌫
⇡V ⇤⌫E
P
Z
dE 0
V⌫E0h E0 |Tˆ |ii
E   E 0 }
  h E|Tˆ |ii]
= cos [
X
⌫
tan ⌫
⇡V ⇤⌫E
h ˜0⌫ |Tˆ |ii   h E|Tˆ |ii]
= cos h E|Tˆ |ii[
X
⌫
q⌫ tan ⌫   1], (7.21)
i.e., the transition matrix element is still the superposition of transition to each dis-
crete state, direct photoemission, and interference between direct PES and each
discrete state. The admixture state  ˜0⌫ and phase shift   here are given by
 ˜0⌫ =  ˜⌫ + P
Z
dE 0
 E0VE0⌫
E   E 0 (7.22)
  tan  =
X
⌫
⇡|VE⌫ |2
E   E⌫ =  
X
⌫
tan ⌫ . (7.23)
Therefore, the transition probability is given by
|h 0E|Tˆ |ii|2
|h E|Tˆ |ii|2
=
1
1 + ( 1"1 +
1
"2
)2
· (q1
"1
+
q2
"2
+ 1)2 (7.24)
where the parameters q⌫ and "⌫ are defined similarly by
q⌫ =
h ˜0|Tˆ |ii
⇡VE⌫h E|Tˆ |ii
, "⌫ =   cot ⌫ (7.25)
and we use this function for the fit on Eu3+, the two discrete states may be taken
into account.
The results of the fit are shown in Fig. 7.16(c) denoted by solid lines. The over-
all agreement is good in Eu2+ whereas the agreement is poor in Eu3+. This indicates
that in Eu2+, the one discrete and one continuum model works well; the unoccupied
Eu 4f states are relatively well-defined by one discrete state with degeneracy. As
for the Eu3+, the poor agreement can especially be seen around h⌫ = 147 eV; the
finite experimental intensity around h⌫ = 147 eV exists while the fit does not. This
indicates that the present model requires more discrete states, probably because the
Eu3+ does not have the ‘well-defined’ energy level as Eu2+ but has rather energy
distribution considering the fact that the enhancement is about 53 times weaker
than Eu2+ [see the intensity scale in Fig. 7.16(c)]. The cause of the energy distri-
bution only seen in Eu3+ could be due to a real-space-dependence of the self-doped
amount.
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Figure 7.16: (Color online) (a) Eu 4d-4f resonant photoemission spectral image
taken at 50 K from 120 eV up to 156 eV and (b) each PES speactrum of (a). Typical
PES spectrum at h⌫ = 136 eV is also shown in the bottom of (a). (c) CIS plot at
E =  1.3 eV (Eu2+) and E =  8.3 eV (Eu3+) and corresponding Fano profile fit.
Inset shows the schematics of the 4f 7 (Eu2+) and 4f 6 (Eu3+) states including holes.
Light (dark) purple denotes the hole that will have the excited state with E0 + J
(E0 + U ) when an electron occupies where E0 denotes the ground state energy.
Schematic energy levels of discrete states and continuum for the each model of
Fano profile fit are also shown.
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Figure 7.17: (a) Photoemission intensity map taken at E =  2.0 eV. (b) Second
derivative plot of valence band along  -X line. (c) Valence band dispersion along
 -X near EF taken with p-polarization setup and (c’) its second derivative. (d) and
(d’) are the same as (c) and (c’) but with s-polarization setup. (e) EDCs of (c) and
(d).
Moreover, it is confirmed that there is no hybridization between the Eu 4f elec-
trons and the conduction band because none of the photoemission spectra from 120
eV to 156 eV has strong enhancement near Fermi level (EF ). In other words, the
system is not in valence fluctuating state, but rather in a static mixed valence state.
Besides the valence state, all the photoemission spectra show the very weak inten-
sity near EF .
Angle-resolved photoemission study
In order to examine if the Bi 6p orbitals are occupied or not since the angle-integrated
PES intensity at EF was very weak as seen in Fig. 7.16(b), we have performed
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angle-resolved photoemission spectroscopy. Figure 7.17(a) is a photoemission in-
tensity map at E =  2.0 eV integrated within ±5 meV. The band dispersion along
 -X in a wide energy range is shown in Fig. 7.17(b), and band dispersions in a
narrow energy range taken with p- and s-polarization are shown in Figs. 7.17(c)
and 7.17(d), respectively. Corresponding second derivatives are also shown in Figs.
7.17(c’) and 7.17(d’), and EDCs integrated along  -X are shown in Fig. 7.17(e).
From the band dispersion, it is most likely confirmed that there is no electron band
around X point nearEF , indicating that the electrons coming from Eu3+ are trapped
somewhere and/or disturbed or smeared out by a strong atomic disorder [119–121].
However, there is still a possibility that the system has a sort of electronic phase sep-
aration and/or distribution of self-doped electron due to the strong atomic disorder,
which is higher than other RE(O,F)BiS2 members [122].
Space-resolved photoemission study
In order to reveal the detailed space-resolved information and confirm whether the
Bi 6px/y orbitals exist or not in the space-resolved electronic structure, we have
performed space-resolved photoemission spectroscopy. Besides, in the present sys-
tem, our Eu L3-edge XAS results, a bulk sensitive valence probe, revealed Eu to be
in mixed valence state and hence a self-doping mechanism can be a plausible sce-
nario to describe the properties of this material, as well as proposed by Mo¨ssbauer
study [92]. Considering the current state and open issues it is a reasonable approach
to use space-resolved ARPES to explore any possible chemical/electronic segrega-
tions and to study the intrinsic electronic structure.
Space-resolved photoemission intensity map integrated within  3.5 eV  E 
0.15 eV is shown in Fig. 7.18(a). The image covers the whole sample, and the
spatial resolution is 15 ⇥ 15 µm2 per pixel. Figure 7.18(b) is the same as Fig.
7.18(a) but integrated within  0.5 eV  E  0.15 eV, which should cover the
electron-like band originated by Bi 6px/y. One can see a much clear contrast in
Fig. 7.18(b) than Fig. 7.18(a), indicating that the present EuFBiS2 system shows
a electronic phase separation in mesoscopic scale. Figures 7.18(c) and 7.18(d) are
the expanded view of the squared region in Figs. 7.18(a) and 7.18(b) with a 3 ⇥ 3
µm2 per pixel resolution. Again, one can see the clear contrast with a higher spatial
resolution.
Figure 7.18(e) shows angle-integrated spectra in the bright and dark regions in
Fig. 7.18(d). The spectrum of the bright region shows strong intensity near EF
while that of the dark region has very weak intensity. Even though the structures of
Eu 4f and S1 3pz are almost the same, there is a considerable difference in the S1
3px/y feature [see Fig. 7.18(f) for the definition of S1 and S2 in EuFBiS2].
In order to see how the structures of Bi 6px/y and S1 3px/y changes from the
bright to dark region, we have performed sequent scan from the bright to dark re-
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Figure 7.18: Real-space photoemission intensity map of the whole EuFBiS2 sample
integrated within (a)  3.5 eV  E  0.15 eV and (b)  0.5 eV  E  0.15 eV
with a space resolution of 15 ⇥ 15 µm2 per pixel. (c) and (d) are the expansion of
the squared region in (a) and (b) but with a 3 ⇥ 3 µm2 per pixel resolution. The
3D images of (a) - (d) are shown below as well. (e) Representative photoemission
spectra of bright and dark region in (d). (f) Local structure of EuFBiS2, and the
definition of S1 (in-plane S) and S2 (apical S),
gions as denoted by A to F in Fig. 7.19(a), which is the same as Figs. 7.18(c) and
7.18(d) but with the notations for the sequent scan. The sequent PES spectra taken
from A to F are shown in Fig. 7.18(b). One can see that the energy positions of
both Bi 6px/y and S1 3px/y continuously change from bright to dark region. This
indicates that the Bi 6px/y and S1 3px/y have some correlation and/or hybridization,
and the local structure may also continuously changes from A to F region. Besides
the energy position, the spectral weight of Bi 6px/y also gradually decreases when
the scan goes from A to F as shown in 7.19(d).
In order to confirm whether the metallic phase has the electron-like band around
X point as often seen in a typical BiS2-based systems, we have performed angle-
resolved photoemission experiment on both metallic and insulating phases, A and
F regions of Fig. 7.19(a). Figure 7.20(a) shows the Fermi surface mapping in
A, and corresponding band dispersion along X-M is shown in Fig. 7.20(b). One
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Figure 7.19: (a) is the repost of Figs. 7.18(c) and 7.18(d) but with notations where
the PES spectra were taken. (b) Space-dependent photoemission spectra, and corre-
sponding spaces are denoted from A to F in (a). (c) The expanded view of Bi 6px/y
structures of A - F in (a).
can see a clear Fermi surface around X point, which is typical for the BiS2-based
systems. As for the insulating phase in F region, the Fermi surface can hardly be
seen as displayed in Fig. 7.20(c). However, as for the band dispersion shown in Fig.
7.20(d), one can see a weak intensity around X point near EF . Comparing the band
dispersion with metallic phase besides the spectral weight of Bi 6px/y bands, one
of the most outstanding differences is the band width of S1 3px/y orbitals. In the
metallic phase with a clear electron band by Bi 6px/y around X point, the S1 3px/y
shows wider band widths whereas in the insulating phase with a weak Bi 6px/y
contribution, the S1 3px/y shows narrower band widths.
Finally , we speculate the mechanism of the phase separation observed by space-
resolve PES so far. We apply the similar speculation of Ce(O,F)BiS2 system to the
present EuFBiS2 system as follows. When the system is in a metallic phase, BiS
plane is decoupled from S2 and block layer, resulting in a stabilized BiS conducting
plane. As for the insulating phase, the S2 atoms and block layer are coupled with
BiS plane, and self-doped electron could be trapped in the middle of the Eu-S2-
Bi exchange pathway. Considering the fact that S2 is almost fully occupied, the
possible orbital is unoccupied Bi 6pz. Schematic diagrams of this speculation is
shown in Fig. 7.21.
The strong atomic disorder observed in various BiS2 systems [100,123] may be
able to trap the electrons in the Bi 6pz in other BiS2-based materials as well. More-
over, recent finding of the superconductivity in CeOBiS2 [124] can be explained by
this scenario.
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Figure 7.20: (a) Fermi surface taken at A region in Fig. 7.19(a) and (b) correspond-
ing band dispersion taken along X-M line. (c) Fermi surface taken at F region in
Fig. 7.19(a) and (d) corresponding band dispersion taken along X-M line.
Figure 7.21: Schematic diagram of the possible local structures (a) in metallic and
(b) in insulating phase of EuFBiS2 system. The local structures of (c) metallic and
(d) insulating Ce(O,F)BiS2 are reposted as a reference.
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7.4.3 Conclusion
In summary, we have investigated the electronic structure of EuFBiS2 by means of
Eu L3-edge XAS, Eu 4d-4f resonant PES, ARPES, and space-resolved PES. The
XAS revealed that Eu is in the mixed valence state with coexistence of Eu2+ and
Eu3+, indicating part of electron in Eu is doped in the BiS plane. Using the Eu
4d-4f resonant PES, we have identified the partial DOS of Eu2+ and Eu3+ states.
From the ARPES study, there is no electron-like band around X point near Fermi
level, which is expected to appear due to the possible self-doped mechanism by Eu.
It is possible that the electron-like band is smeared out by the local atomic disorder,
which is especially strong in the present system compared with other BiS2-based
materials. In order to confirm whether the system has some chemical segregation
or phase separation, we performed space-resolved photoemission experiment. Sur-
prisingly the system showed a mesoscopic electronic phase separation; metallic and
insulating phases. The similar speculation of Ce(O,F)BiS2 system was applied for
the local environment of the system; in the metallic phase the BiS plane is decou-
pled with S2 atoms and block layer while in the insulating phase BiS is coupled
with block layer though the S2 atoms, and the self-doped electrons are trapped in
Bi 6pz orbital due to strong atomic disorder.
7.5 Orbital states of CeO0.5F0.5BiS2
revealed by polarization-dependent ARPES
We have investigated the electronic structure of BiS2-based CeO0.5F0.5BiS2 super-
conductor using polarization-dependent angle-resolved photoemission spectroscopy
(ARPES), and succeeded in elucidating the orbital characters on the Fermi surfaces.
In the rectangular Fermi pockets around X point, the straight portion parallel to the
ky direction is dominated by Bi 6px character. The orbital polarization indicates the
underlying quasi-one-dimensional electronic structure of the BiS2 system. More-
over, distortions on tetragonally aligned Bi could give rise to the band Jahn-Teller
effect.
7.5.1 Experimental condition
A high-quality single crystal of CeO0.5F0.5BiS2 with c = 13.443 A˚has been pre-
pared by CsCl flux method provided by Aoki group , Tokyo Metropolitan Univer-
sity, and its details are given elsewhere [93]. The polarization-dependent ARPES
measurements with linearly/circularly polarized photons have been performed at
the undulator beamlines BL-1/BL-9A of the Hiroshima Synchrotron Radiation Cen-
ter, Hiroshima University. The photon energy was set to be 30 eV for all the po-
larizations. We cleaved the single crystalline sample in situ in ultrahigh vacuum
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Figure 7.22: Schematic diagram of the measurement geometries with linearly polar-
ized photons that give us (a) p-polarization and (b) s-polarization. The polarization
vector of photons are denoted by ". (c) The p orbitals with even and odd symmetries
with respect to the mirror plane.
( 1 ⇥ 1010 Torr) in order to obtain a clean (001) surface. The total energy reso-
lution including both monochromator and electron energy analyzer was measured
to be 21 meV. All the measurements were taken at 50 K. The experimental p- and
s-polarization setups at BL-1 are shown in Fig. 7.22. When changing the polariza-
tion, the main chamber including the sample and the analyzer rotates with respect
to the light axis. In the case of CeO0.5F0.5BiS2, the px and pz orbitals are observable
for the p-polarization setup, while the py orbital is observable for the s-polarization
setup. Unlike the linear polarization at BL-1, the dipole selection rule does not hold
for circularly polarized photons at BL-9A giving nonzero transition matrix element
for all the orbitals.
7.5.2 Results and discussion
Fermi surfaces and electron concentration estimated by Luttinger volume
The Fermi surface map of CeO0.5F0.5BiS2 was taken by changing the tilt angle with
circularly polarized light as shown in Fig. 7.23(a), whereas that with the p-polarized
light was taken by changing the azimuthal angle as shown in Fig. 7.23(b). Intensi-
ties of the Fermi surface maps were integrated within ±40 meV above and below
EF . In the rectangular Fermi pockets with p-polarized light [Fig. 7.23(b)], the
straight portion parallel to the ky direction is much more enhanced than that parallel
to the kx direction. This observation may indicate that the straight portion parallel
to the ky direction is derived from Bi 6px and that the other straight portion parallel
to the kx direction has more Bi 6py character. However, since the Fermi surface was
measured by changing the azimuthal angle, the orbital selectivity is not exact for the
straight portion parallel to thekx direction. Figures 7.23(c) - 7.23(d) show detailed
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Figure 7.23: (a) Fermi surface maps of CeO0.5F0.5BiS2 taken with circularly polar-
ized light and (b) with p-polarization geometry, integrated within±40 meV. (c) Cut
denoted by cut 1 in (a), MDCs, and fit on MDCs from E =  0.12 eV up to EF for
the extraction of peak positions. (d) Cut denoted by cut2 in (a), MDCs, and fit on
MDCs from E =  0.16 eV up to EF for the extraction of peak positions. Gaussian
functions giving the best fit to the bottommost MDCs are also displayed in (c) and
(d).
analyses on the electronic states forming the Fermi surfaces around X point. Fig-
ures 7.23(c) and 7.23(d) show the band dispersion of cut1 and cut2 denoted in Fig.
7.23(a), and corresponding momentum distribution curves (MDCs) are displayed
as well. In order to estimate the peak positions, multi-peak fit using two or four
Gaussian functions has been done, and the results are shown in Figs. 7.23(c) and
(d) (in the present system with strong atomic disorder [100], the MDC width may
have rather Gaussian character). The Gaussian functions giving the best fit to the
bottommost MDCs are displayed in the figures. The peak positions identified by
this fit are denoted by circles and by vertical bars in Figs. 7.23(c), 7.23(d). The
results clearly indicate that there exist two electron-like Fermi surfaces around X
point. Full-width-half-maximum was fixed for all the fits. The Fermi wave num-
bers are estimated as kF1 ⇠ 0.1A˚ 1, kF2 ⇠ 0.12A˚ 1, and kF3 ⇠ 0.22A˚ 1. These
labels are indicated in the Figs. 2(e) and 2(h). Identifying the Fermi wave numbers
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Figure 7.24: (a) Schematic diagram of the Fermi surfaces, and the ARPES data was
taken along the solid lines. ARPES spectra of (a) Raw data and (b) EDC curvature
with circularly polarized photons.
enables us to estimate the approximate amount of electron in the system; the in-
ner and outer electron pockets respectively enclose 3.9% and 7.2% of the Brillouin
zone. Counting the Luttinger volume of the Fermi surfaces as
n = 2
Z
G(!=0,k)>0
dDk
(2⇡)D
= 0.22, (7.26)
i.e., we estimate the amount of electron to be 0.22 electron per Bi in CeO0.5F0.5BiS2,
that is much smaller than the nominal value. Moreover, the topology of the Fermi
surface at x ⇠0.5 predicted by LDA calculation is different from our results, and
likely to be closer to the Fermi surface at x ⇠0.25.
Here, reminding us of the length of the c-axis as 13.443 A˚and comparing this
value with Tab. 7.1, one can roughly estimate that actual F concentration can be
more than 0.16 but less than 0.24 since the c-axis is widely used as a correlated
parameter of F concentration. Therefore, we conclude that there is no difference
between doped F and effective carrier concentration in the CeO0.5F0.5BiS2 system.
If the actual F amount is higher than 0.22 (over the error bars), Bi defects on BiS
plane can trap some electrons reported by scanning tunneling microscopy study
[125], yet further investigations are needed for the precise F characterization.
polarization-dependent band dispersions
Figure 7.24(a) shows the schematic Fermi surface, and we measured ARPES data
along M- -X line as depicted by the bold line. Raw data and EDC curvatures
of the valence band (here, EDC stands for energy distribution curve) taken with
circularly polarized photons are shown in Figs. 7.24(b) and 7.24(c), respectively.
Figures 7.25(a) - 7.25(c) and 7.25(d) - 7.25(f) show the band dispersions along M-
 -X taken with p- and s-polarization setup, respectively. Raw data are displayed in
Figs. 7.25(a) and 7.25(d), corresponding EDC curvatures are shown in Figs. 7.25(b)
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Figure 7.25: Polarization dependence of the band dispersions of CeO0.5F0.5BiS2. (a)
Raw data, (b) EDC curvature, and (c) EDCs along M- -X with p-polarized light.
(d) Raw data, (e) EDC curvature, and (f) EDCs along M- -X with s-polarized light.
The ab initio calculation for the CeO0.5F0.5BiS2 system is overlaid on each curvature
as well.
and 7.25(e), EDCs are in Figs. 7.25(c) and 7.25(f). The ab initio calculation is
overlaid on each curvature plots. One can see a flat band located about E =  1.4
eV (between Bi 6p conduction band and valence bands) due to localized Ce 4f
electrons for both polarizations in Figs. 7.24(d) and 7.24(g) as discussed in the
chapter of Ce 4d-4f resonance experiment on Ce(O,F)BiS2.
Comparing the band dispersion taken with s- and p-polarizations, spectral fea-
tures are clearly observed with p-polarization whereas they are hardly seen with
s-polarization as shown in Figs. 7.26(a) and 7.26(b). The EDCs integrated within
kx = ±0.4 A˚ 1 along  -X direction are also displayed in Fig. 7.26(c), and one
can see that the spectral weights of p- and s-polarizations are drastically changed.
Considering that the cuts along  -X were taken in the direction of kx, the results
suggest us that the electron-like band near X point in the kx direction (i.e., the Fermi
surface is parallel to the ky direction) is dominantly derived from Bi 6px orbital. In
other words, the system has quasi-one-dimensional property in at least  -X cut.
Here, there are two possibilities that have quasi-one-dimensional Fermi surfaces
in high symmetry lines; one is that the Fermi surfaces consist of px pockets and py
pockets in the kx and ky direction, respectively (scenario A), and the other is that
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Figure 7.26: Detailed electronlike band of CeO0.5F0.5BiS2 around X point in the kx
direction with (a) p-polarization and (b) s-polarization. (c) Comparison of EDCs
of the electronlike band around X with p-, s-, circular, and the sum of s and p
polarization integrated in the range of kx = ±0.4A˚ 1 in the kx direction.
Fermi surfaces parallel to the kx (ky) direction are dominated by px (py) orbital (sce-
nario B). In the former case, pockets can be interpreted as a inter-chain hopping of
Bi sites whereas in the latter case it can be due to strong orbital polarization (orbitals
are polarized in the entire Brillouin zone). These two scenarios are schematically
described in Fig. 7.27.
One can exclude the possibility of scenario B by comparing the ARPES intensity
of the bottom of the electron-like band (E =  0.4 eV) around X point. If scenario
B is correct, then stronger intensity at the band bottom than that near EF should
appear using s-polarization setup since this part consists of both px and py under
the assumption of scenario B. However, in Fig. 7.26, there is no feature around the
bottom of the electron-like band, which contradicts the scenario B but is consistent
with scenario A.
Comparison with theoretical studies
According to the minimal model calculation by Usui, Suzuki, and Kuroki [84], the
band along  -X consists of well-hybridized Bi pX and pY (namely, close to pure Bi
px or Bi px) whereas that along  -M is derived from pure Bi pX or pY as in Figs.
7.28(a) and 7.28(b). Here, the X- and Y -axes can be obtained by rotating the x-
and y-axes by 45 degrees with respect to z-axis. Fig. 7.28(c) shows the proposed
orbital distribution and schematic Fermi surfaces. The basis can be transformed by
their linear combinations as
|pXi = 1p
2
{|pxi+ |pyi}, |pY i = 1p
2
{|pxi   |pyi}. (7.27)
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Figure 7.27: Possible scenarios for the orbitally-polarized Fermi surfaces; scenario
A describes that the Fermi surfaces consist of px pockets and py pockets in the kx
and ky direction, respectively, whereas scenario B speculates that Fermi surfaces
parallel to the kx (ky) direction are dominated by px (py) orbital.
At the doping level of x = 0.5, the band along  -M crosses EF and forms almost
strait Fermi surfaces with pX (or pY ) character. Usui, Suzuki, and Kuroki proposed
the Fermi surface nesting between the pX Fermi surfaces or between the pY Fermi
surfaces can enhance the spin fluctuations for the superconductivity [84]. On the
other hand, at the doping level of x = 0.25, the band along  -M does not cross EF
and only the band along the  -X forms Fermi pockets (disconnected Fermi surfaces)
around X point with almost pure px or py character. In this sense, our results are
partly consistent with the previous calculation for x=0.25. Considering the fact that
the observed Fermi surfaces of the superconducting samples are similar to those
predicted for x=0.25, the mechanism of the superconductivity should be discussed
based on the disconnected Fermi surfaces.
As for the orbital states of the Fermi surface, calculated results in the under-
doped region by Usui, Suzuki, and Kuroki [126] are shown in Fig. 7.28(c) where
the doping level is denoted by n and the colored parts are dominated by Bi 6px
orbital. This is consistent with our scenario A in Fig. 7.27.
With these theoretical supports, we would conclude the detailed orbital charac-
terization; in the rectangular Fermi surface around (⇡, 0), the straight portion par-
allel to the ky-axis is dominated by Bi 6px as schematically shown in Fig. 7.29(a).
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Figure 7.28: Schematic diagrams of the orbital polarization in real space along  -M
predicted by Usui, Suzuki, and Kuroki [84] and (b) observed orbital polarization
along  -X. They can be transformed back and forth each other by their linear com-
bination. (c) A schematic diagram of the orbital distribution at underdoped region
proposed by Usui, Suzuki, and Kuroki [126] with various doping level (n). Colored
region denotes the Bi 6px components.
Figure 7.29: (a) Schematic diagrams of the Fermi surface and corresponding band
dispersion of Bi 6px/6py. Nesting vectors are also shown here. (b) Schematic dia-
grams of orthorhombically distorted Bi sites with a0 < a, Fermi surface, and band
Jahn-Teller effect on Bi 6px/6py.
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On the other hand, the straight portion parallel to the kx-axis has more Bi 6py char-
acter as suggested by the Fermi surface map in Fig. 7.23(b) although the orbital
selectivity is not exact in this region. The rectangular Fermi pockets around X point
keeps a peculiar quasi-one-dimensionality due to the orbital polarization. This sit-
uation is partly similar to the quasi-one-dimensional Fermi surfaces with the or-
bital polarization for x = 0.5 [84]. However, as indicated by the arrows in Fig.
7.29(a), possible nesting channels between the straight portions of the rectangular
Fermi pockets may have different orbital character, indicating spin and orbital fluc-
tuations. In addition, the Fermi surface nesting may enhance the electron-lattice
interaction. The electron-electron interaction (spin and orbital fluctuations) and the
electron-lattice interaction would be one of the reasons that the band dispersions
obtained by ARPES showed poor agreements with the ab initio calculation. Inter-
estingly, the orbitally-polarized rectangular Fermi surfaces can give the system a
possibility of band Jahn-Teller effect. If the Bi lattice is distorted from tetragonal to
orthorhombic, for example, the degeneracy of Bi px/py will be split as schematically
depicted in Figs. 7.29(a) and 4(b) (where a0 < a), resulting in the distorted Fermi
surface with C2 symmetry. As a result of the band Jahn-Teller effect, the system has
a better nesting condition than the tetragonal symmetry, which further enhances the
one-dimensionality. The one dimensional Fermi surfaces may provide Peierls in-
stability to the system. The combination of band Jahn-Teller distortion and Peierls
instability would be responsible for the monoclinic distortion under high pressure.
Tight-binding analysis
Even though the shape of the Fermi surfaces predicted by the minimal model calcu-
lation are close to observed one, there is no inner Fermi surface by the calculation
in the under-doped region [84]. According to the previous study, both bi-layer cou-
pling and spin-orbit interaction can resolve the degenerate Bi 6px orbitals of upper
and lower layer [89]. We extend the same minimal two-orbital model to the bilayer
four-orbital model with the Hamiltonian of Eq. (7.1), performed the tight-binding
calculation, and compare the results with the Fermi surfaces observed by ARPES.
First of all, we have confirmed that the results produced by Usui et al. were
perfectly reproducible when the bilayer coupling (BLC) nor spin-orbit coupling
(SOC) is not taken into account as shown in the upper panel of Fig. 7.30. When
the BLC is taken into account, the degeneracy of Bi 6px orbitals were resolved in
the  -X direction while the degeneracy was kept in X-M direction, resulting in the
outer and inner Fermi surfaces as shown in the lower panel of Fig. 7.30.
7.5.3 Conclusion
In summary, we have studied the electronic structure of CeO0.5F0.5BiS2 by means
of polarization dependent ARPES. From the circularly polarized photon, the doped
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Figure 7.30: The band dispersions and Fermi surfaces of bilayer four-orbital model
using tight-binding approximation. When the BLC is not taken into account, the
model is reduced into the minimal two-orbital model proposed by Usui, Suzuki,
and Kuroki [84] as shown in the upper panels. All the values of the parameters
were used as the same with them. The results with the BLC is shown in the lower
panel, and the experimental Fermi surfaces are semi-transparently underlaid on the
calculated Fermi surfaces in the right.
electron has been estimated using Fermi surface as 0.22 electron per Bi in CeO0.5F0.5BiS2,
that is much smaller than the nominal value of 0.5 while from the value of c-axis
the F concentration and effective carrier concentration could be the same. From the
linearly polarized photons, we have succeeded in the observation of orbitally polar-
ized Fermi surface. It indicates that the system has quasi-one-dimensional property,
that could enhance the electronic correlation and/or electron-phonon coupling. This
might be why the band dispersion obtained by ARPES has poor agreements with
the ab initio calculation.
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8
CONCLUDING REMARKS
In this chapter, results of the Fe-based and BiS2-based superconductors are sum-
marized so far. General role of the orbital instability to those layered chalcogenide
superconductors is also discussed.
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We have identify the orbital states and character of FeSe0.4Te0.6 and BiS2-based
materials so far as well as their electronic structures in detail.
As for the FeSe0.4Te0.6 system, we invesitigated the system using laser-ARPES,
first-principles, and unrestricted HF calculation. The laser-ARPES sucessfully re-
solved the yz/zx orbital degeneracy at   point, and found that xy orbital is hy-
bridized with yz orbital near  , resulting in a butterfly-like Fermi surface. Us-
ing the first-principles band structure calculation, the xy/yz hybridization is most
likely due to the spin-orbit interaction. Moreover, the band dependent renormal-
ization was realized; xy orbital has strong renormalization. After multiplying the
renormalization factor and shifting the energy, the xy orbital still has a larget dis-
agreement among t2g orbitals, especially near the   point where the electron-like
band is hybridized. This can be due to another possible scattering with yz orbitals,
which may cause the yz/zx orbital degeneracy at   point under the spin-orbit in-
teractive environment. Another interesting finding was the different renormaliza-
tion strength between yz and zx orbitals even in a tetragonal symmetry. Differ-
ent strength of renormalization indicates that there may exist a nematic tendency,
namely, the yz/zx orbital instability. Strongly renormalized xy orbital and yz/zx
orbital instability may play important role for the superconductivity.
Unrestricted HF study using multi-orbital d-p type Hamiltonian revealed that
the system has the Kugel-Khomskii tendency with AFM and ferro-orbital metal-
insulator transition. However, the present mean-field treatment ignores the fluctua-
tion term, which may play important role.
As for the BiS2-based systems, we have investigated the mixed valence Ce(O,F)BiS2
and EuFBiS2 systems. The Ce mixed valence was confirmed by Ce L3-edge XAS,
appears when there is no F-doping, and it gradually disappears when the F-doping
takes place. The valence state of the Ce seems rather static since there was no
considerable enhancement at Fermi level when the Ce 4d-4f resonant PES was per-
formed. Combining the information of continuum resonance which is related to
the Ce-Bi bondlength, we speculate that Ce-S2-Bi exchange pathway may impede
both FM and SC states. When the F is doped to the system. local structure accord-
ingly changes and as a result, new exchange pathway of Ce-S2-Ce will be effective
rather than Ce-S2-Bi exchange pathway. The extra electrons coming from Ce can
be trapped somewhere in the middle of the Ce-S2-Bi exchange pathway. Consid-
ering the fact that the orbitals of S are fully occupied and the Ce already ejected
electrons, the only possible orbital is the unoccupied Bi 6pz. The possibility of this
scenario was further confirmed by Anderson’s impurity model analysis.
Another mixed valent candidate EuFBiS2 showed some similarity. The Eu L3-
edge XAS revealed that Eu is in the mixed valence state with coexistence of Eu2+
and Eu3+, indicating part of electron in Eu is doped in the BiS plane. Using the Eu
4d-4f resonant PES, we have identified the partial DOS of Eu2+ and Eu3+ states.
From the ARPES study, there is no electron-like band around X point near Fermi
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level, which is expected to appear due to the possible self-doped mechanism by Eu.
However, we have detect a possible band splitting in in-plane S1 3px/y bands. In
order to confirm the cause of this split, we performed space-resolved photoemission
experiment. Surprisingly the sytem showed a mesoscopic electronic phase separa-
tion; metallic and insulating phases. The similar speculation of Ce(O,F)BiS2 system
was applied for the local environment of the system; in the metallic phase the BiS
plane is decoupled with S2 atoms and block layer while in the insulating phase BiS
is coupled with block layer though the S2 atoms, and the self-doped electrons are
trapped in Bi 6pz orbital due to strong atomic disorder.
The Fermi surfaces of the CeO0.5F0.5BiS2 were orbitally polarized. It is known
that the sytem shows higher superconducting transition temperature when a certain
amount of pressure is applied, and the symmetry becomes from tetragonal to mon-
oclinic. When the system is in monoclinic symmetry, the Bi 6px and 6py orbitals
are no longer equivalent. Therefore, once one of the Bi 6px/y orbitals lowers the
energy (possibly a sort of band Jahn-Teller effect), the system is in energetically
more stable states and shows the higher transition temperature. This fact indicates
the system has the orbital instability in Bi 6px/y, and this instability is clearly re-
lated to the superconducting transition temperature; orbital fluctuation may impede
the superconducting state.
In summary, we have revealed that the orbital instability plays important role in
the layered chalcogenide superconductors FeSe0.4Te0.6 and BiS2-based materials.
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