We introduce to the runtime analysis of evolutionary algorithms two powerful techniques: probability-generating functions and variable drift analysis. They are shown to provide a clean framework for proving sharp upper and lower bounds. As an application, we improve the results by Doerr et al. (GECCO 2010) in several respects. First, the upper bound on the expected running time of the most successful quasirandom evolutionary algorithm for the OneMax function is improved from 1.28n ln n to 0.982n ln n, which breaks the barrier of n ln n posed by coupon-collector processes. Compared to the classical (1+1) EA, whose runtime will for the first time be analyzed with respect to terms of lower order, this represents a speedup by more than a factor of e = 2.71 . . .
INTRODUCTION
The rigorous analysis of evolutionary algorithms by mathematical means allows us to get a deeper understanding of when such algorithms work well. Several clever techniques have been developed that proved to be useful in this relatively young field (see, e. g., Auger and Doerr (Scheduled Spring 2011)). In this paper, we further propose two techniques and show how these can be used to derive sharp bounds.
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PGFs allow a systematic analysis of various randomized processes. Besides their uses in basic probability theory, they have been applied in queueing theory, statistical inference and parameter estimation.
In the analysis of evolutionary algorithms, classical methods like Chernoff bounds are often used to derive good estimates on the distribution of random variables. However, such general purpose techniques can be insufficient for proving sharp bounds. This is particularly true for algorithms whose running time is the maximum of several, possibly dependent random variables. In contrast, the PGF of such a random variable captures its distribution exactly in a succinct way that allows for sharp tail bounds.
In order to advocate the use of PGFs, we apply them in the analysis of the quasirandom evolutionary algorithm proposed by Doerr et al. (2010a) . Quasirandom EAs lack the typical independence of bit-flip operations and unlike classical EAs, they take n steps in order to reach a certain state again. PGFs allow us to handle these difficulties in a clean way. By this, we improve the expected optimization time on OneMax from 1.28n ln n to the somewhat surprising bound 0.982n ln n, which holds also with high probability. This bound breaks the barrier of order (1 ± o(1))n ln n that is inherent in coupon-collector processes and limits the famous random local search (RLS) heuristic. Experiments indicate that our bound of 0.982n ln n does not allow any further significant improvements.
In addition, we prove a new drift theorem that goes back to Johannsen (2010) and enables us to handle drift that is neither constant from the classical additive point of view nor from the more recent multiplicative point of view (Doerr et al. (2010b) ). In contrast to the previous so-called variable drift theorem, which was only presented for upper bounds before, our variant allows us to prove lower bounds on the expected runtime. As an application, we use both variable drift theorems to determine the expected runtime of the classical (1+1) EA on OneMax exactly with respect to the leading constant and the order of growth of lower-order terms. In particular, we prove for the first time that the expected runtime equals en ln n − Θ(n). In consequence, the speedup of the QEA with respect to the classical (1+1) EA is greater than e = 2.71 . . . . The paper is structured as follows: In Section 2, we define the evolutionary algorithms that are subject of our study.
Moreover, we give a brief introduction to the theory of probability-generating functions, which will be used in later sections. In Section 3, we derive very exact upper and lower bounds on the expected runtime of the classical EA using variable drift analysis. Section 4 contains the upper bound on the runtime of the QEA. We finish with some conclusions.
PRELIMINARIES
In this section, we define the algorithms that we will analyze: the classical (1+1) EA and the so far most efficient quasirandom evolutionary algorithm called QEA. In addition, we give a basic introduction to probability-generating functions.
(1+1) EA
As usual in the theory of evolutionary computation, very simple algorithms and very simple test problems are considered since precise rigorous analyses as done here seem to be a long way off for more complex variants.
Our objective is to maximize a given function f : {0, 1}
n → R, which will be OneMax(x1, . . . , xn) = x1 + · · · + xn throughout this paper. If we use asymptotic notation ("big-Oh"), then this refers to n growing to infinity. The (1+1) EA is the simple search heuristic starting with a random search point and then repeatedly generating a new one from the existing solution via standard bit-flip mutation, and replacing it if it is at least as good. The pseudo-code for the (1+1) EA is given below (Algorithm 1). Note that we do not need to specify a termination criterion, since we only aim at a theoretical analysis of how many iterations are needed to find an optimal solution. For the (1+1) EA, this number plus one is the number of evaluations of the objective function and is called optimization time or simply runtime.
Algorithm 1 (1+1) EA 1: Choose x ∈ {0, 1} n uniformly at random. 2: Repeat forever 3:
For i = 1 to n Do 4:
Set yi = 1 − xi independently with probability 1/n and yi = xi otherwise.
5:
If f (y) ≥ f (x) Then x := y.
QEA
A quasirandom process combines random and deterministic decisions in a clever way. Ideally, the resulting quasirandom distribution shares important properties of the purely random one, but is superior in some respects, e. g., with respect to discrepancy and implementation issues. Therefore, quasirandom methods have recently attracted significant attention in the classical algorithms theory community. Their use led to superior results for random walks (Cooper and Spencer (2006) ), communication problems (Doerr et al. (2008 (Doerr et al. ( , 2009 ) and load balancing problems (Friedrich et al. (2010) ) in networks. Doerr et al. (2010a) show that, surprisingly, it is not straightforward to find a useful quasirandom variant of a simple (1+1) EA. Even on a simple function like OneMax, some of the obvious quasirandom (1+1) EAs perform unexpectedly poorly. A nonobvious quasirandom (1+1) EA called simple quasirandom (1+1) evolutionary algorithm or simply QEA, however, is proven to outperform the classical variant by a factor of more than 2.
We continue the study of the QEA in this paper. Its main feature is that only mutations flipping a single bit follow a quasirandom mechanism, while other mutations are done fully randomly as in the classical case. In fact, this variant was proven to be the best choice for OneMax. Roughly speaking, the reason is that less randomness leads to undesired dependencies between bit-flips of different order, which can slow down the optimization considerably.
To explain the quasirandom mechanism used for the single-bit flips, we observe that the standard mutation operator treats bits symmetrically. Over a long interval in time, we expect the (1+1) EA to flip each bit roughly the same number of times. This is guaranteed in the quasirandom variant by maintaining a pointer to a list L of length n enumerating all bit positions. (In other words, L is a permutation of {1, . . . , n}). We think of L as a cyclic list. Whenever the QEA needs a bit position, it moves the pointer one position forward on the list and then takes this new position; once the end of the list is reached it starts over at the beginning. We also use that a k-bit flip occurs with probability exactly
Conditional on that exactly k bits are flipped, each set of k bits occurs equiprobably, and only if k = 1, the bit to be flipped is fetched from L. This leads to the description of QEA in Algorithm 2.
Algorithm 2 QEA with list L 1: Set s := 0. 2: Choose x ∈ {0, 1} n uniformly at random (u.a.r.). 3: Repeat forever 4:
Choose k ∈ {0, . . . , n} randomly with Pr(k) = p k .
5:
Set y := x.
6:
If
In the remainder of the paper, we do not care about the content of list L since all bounds hold for an arbitrary list.
Probability-Generating Functions
Probability-Generating Functions are a powerful tool in the analysis of discrete random variables. We mention here the most important characteristics that will be of use in this paper. For an excellent introduction to the topic, we refer the interested reader to the book by Wilf (1994) and the book by Graham et al. (1989) .
Let X be a random variable that only assumes nonnegative, integer values. Then the probability-generating function (pgf) of X is defined by
. Furthermore, we have GX (1) = 1. More importantly, GX (z) allows us to compute all moments of X easily. For example, E[X] = G X (1) and
2 . As long as we treat GX (z) as a formal power series, we can work with it without worrying about issues of convergence. In particular, we have
If we want to evaluate GX (z) for a certain value of z, we have to make sure that the corresponding (infinite) series converges. The following theorem follows directly from Chauchy-Hadamard's theorem on the convergence of power series. For a proof, see, e.g., Wilf (1994, Theorem 2.4 
.1, Theorem 2.4.2).
Theorem 1 (Cauchy-Hadamard's theorem). Let n anz n be a formal power series, and let f (z) denote its sum. Then, there exists a number 0 ≤ R ≤ +∞, the radius of convergence, such that the series converges absolutely for |z| < R and diverges for |z| > R. Furthermore, f (z) is analytic for |z| < R and has at least one singularity on the circle of convergence |z| = R.
Thus, we can determine the radius of convergence of GX (z) by looking at the singularity z0 of GX (z) that is closest to the origin. This singularity z0 is often called the dominant singularity since it gives a good approximation to the asymptotic behavior of the associated probability distribution; we have Pr[X = k] ≤ (
k for any ε > 0 and for all but finitely many k, and Pr[X = k] ≥ (
We will use the dominant singularity method to derive strong tail bounds of a discrete random variable. We can think of it as an application of Markov's inequality to z X for z ≥ 1:
By choosing z to be smaller than the dominant singularity of GX (z), we can thus derive Chernoff-like bounds. The main difficulty of this approach lies in finding the dominant singularity. Although in general, all singularities in the complex plane must be considered, Pringsheim's Theorem allows us to restrict the search for the dominant singularity of a probability-generating function to the positive real line. For a proof, see, e.g., Flajolet and Sedgewick (2009, Theorem IV.6 ).
Theorem 2 (Pringsheim's theorem). If f (z) is representable at the origin by a series expansion that has nonnegative coefficients and radius of convergence R, then the point z = R is a singularity of f (z).
PGFs have been previously used in evolutionary algorithms by Rowe and McPhee (2001) to study the effects of certain operators on a population. However, to the best of our knowledge, this is the first time they are used for a runtime analysis.
TIGHT UPPER AND LOWER BOUNDS FOR THE CLASSICAL (1+1) EA
In recent years, the expected optimization time of the classical (1+1) EA on OneMax has been determined more and more exactly. Early studies by Droste et al. (2002) prove that the order of growth is Θ(n log n). A closer look at the proof reveals that their technique, the fitness-based partitions, leads to the upper bound enHn, where Hn = n i=1 1/i is the n-th Harmonic number. Using standard approximations of Hn, it follows that Droste et al. (2002) have proved an upper bound of en ln n + γen + O(1), where γ ≈ 0.577 is the Euler-Mascheroni constant.
The implicit constant in the lower bound Ω(n log n) was given as 1/2 − e −1/2 /2 in the work by Droste et al. (2002) . Only recently, it was shown by Doerr et al. (2010a) that the lower bound is at least (1 − o(1)) · en ln n, which means that the leading constant is exactly e. Their proof implicitly shows that the lower-order terms are of order O(n ln ln n). Using different techniques, namely a variant of the fitness-based partitions for lower bounds, Sudholt (2010) has proven the expected optimization time to be at least en ln n − 2n log log n − 16n.
In this section, we show that the truth is en ln n − Θ(n). Hence, for the first time the order of growth of lower-order terms has been determined exactly. Both upper and lower bounds are shown using a new drift theorem.
Upper Bound
Theorem 3. The expected runtime of the (1+1) EA on OneMax is at most en ln(n) − 0.369n + O(1).
The proof uses so-called variable drift analysis, i. e., the drift is allowed to depend on the current state. Theorems covering variable drift were independently proved by Mitavskiy et al. (2009, Lemma 8.2 ) and by Johannsen (2010, Theorem 4.6) . In the following, we use the latter variant since its formulation turns out to be more handy for our purposes.
Theorem 4 (Variable drift, upper bound). Let {X (t) } t∈N be a sequence of random variables over a finite state space S ⊆ R + 0 and let xmin := min{x ∈ S : x > 0}. Furthermore, let T be the random variable that denotes the first point in time t ∈ N for which X (t) = 0. Suppose that there exists a continuous and monotone increasing function h :
holds for all t < T . Then,
Proof of Theorem 3. We apply Theorem 4 with X (t) defined to be the number of zero-bits at time t. Thus, we have xmin = 1 and by Chernoff's bound, we have X (0) ≤ (1+ε)n/2 with probability 1−e −Ω(n) for any constant ε > 0. We now bound the expected increase of the number of onebits in one iteration. Note that the probability that the number of one-bits increases by i is at least the probability that i zero-bits are flipped while no one-bit is flipped. Let
where the last equality follows by noting that S is the expected value of a binomial distribution with parameters z and 1/n. So let h(x) :=
is monotone increasing in x. Thus, we obtain for any a ∈ R,
where (3) follows from integration by substitution and (4) follows from the series representation of the exponential integral (see (Abramowitz and Stegun, 1964, Equation 5 .1.11)) with γ ≈ 0.577 being the Euler-Mascheroni constant. Note
). Thus, by Theorem 4, we have
where (5) holds for sufficiently small constant ε > 0.
Lower Bound
In the following, we supply a lower bound on the expected optimization time, implying that the upper bound above is exact for the leading term and asymptotically tight for lowerorder terms.
Theorem 5. The expected optimization time of the (1+1) EA on OneMax is bounded from below by en ln n − O(n).
This time we need an upper bound on the expected progress of the algorithm, dependent on the current number of correct bits.
Lemma 6. Let z denote the number of zero-bits in the current search point of the (1+1) EA on OneMax. Let Z denote the random number of zero-bits in the search point of the next iteration. Then we have
Before we proceed, let us remark some properties of the expected progress and their consequences. By taking together the upper bound from Lemma 6 and the lower bound from (2), one can easily obtain E[z − Z ] = e −1 z/n + Θ(z 2 /n 2 ). Because of the quadratic term, previous methods (fitness-based partitions in Sudholt (2010) and classical drift analysis in Doerr et al. (2010a) ) had to assume z = o(n) in order to make that term neglegible. Therefore, the previous lower bounds on the expected runtime could not be tight with respect to lower-order terms. With variable drift analysis, we overcome this problem and take into account the progress also when z = Ω(n).
Proof of Lemma 6. Note that Z ≤ z since the number of zero-bits in the process is non-increasing. Hence, only mutations that flip at least as many zero-bits as one-bits have to be considered. The event that the total number of zero-bits is decreased by i ≥ 0 can be partitioned into the subevents Fi,j that i + j zero-bits and j one-bits flip, for all j ∈ Z + 0 . The probability of an individual event Fi,j equals
, where i k := 0 for k > i. Thus, we have
where the second inequality uses
. Factoring out (1 − 1/n) n−z of S1, we recognize the expected value of a binomial distribution with parameters z and 1/n, which means S1
. Regarding S2, we apply the Binomial Theorem and obtain S2 = (1 + z/(n − 1)
2 ≤ e z/(n−1) and using e z ≤ 1 + 4z for z ≤ 2.3, we obtain
Next we supply a variant of Johannsen's drift theorem for lower bounds. In addition to the original assumptions stated in Theorem 4, we assume monotonicity of the random process and restrict its progress in a reasonable way. Apart from that, our variant basically flips all inequalities.
Theorem 7 (Variable drift, lower bound). Let {X (t) } t∈N be a sequence of monotone decreasing random variables over a finite search space S ⊆ R + 0 and let xmin := min{x ∈ S | x > 0}. Furthermore, let T denote the first point in time t ∈ N such that X (t) = 0. Suppose that there exists two continuous, monotone increasing functions c, h :
holds for all t < T . Then
Proof. We proceed along the lines of Johannsen (2010 if 0 ≤ z < xmin,
The function g is strictly monotone increasing and continuous on all z ∈ R + , and right-continuous at z = 0. Moreover, g is differentiable on R + with
Using x := X (t) and y := X (t+1) , the monotonicity of the sequence and Condition (i) in the theorem imply c(x) ≤ y ≤ x. According to the mean-value theorem, for all x ≥ xmin there exists a ξ ∈ (y, x) such that
since g is monotone decreasing.
Since g is strictly monotone increasing, the function is invertible. Moreover, the variable T from the theorem describes also the first point in time t ∈ N for which g(X (t) ) is zero. Thus, for all t < T it holds that
where the last inequality follows from Condition (ii). Using g as the potential function in the classical drift theorem for lower bounds (see (Jägersküpper, 2007 , Lemma 12)), we obtain
which, after writing out g(X (0) ), proves the theorem.
We are ready to prove the desired lower bound on the expected optimization time.
Proof of Theorem 5. In order to apply the drift theorem, we denote by X (t) the current number of zero-bits at time t, which is non-increasing. Moreover, we define c(x) := x − √ x since the probability of a so-called bad step that flips at least √ x out of x zero-bits is for 9 ≤ x ≤ n bounded by
In the following, we assume that within en ln n steps there is no bad step, which means that
for t ≤ en ln n. The probability that this assumption does not hold is O((n ln n)/n 3 ) = O(1/n), which means that the final bound on the expected runtime is only by a factor of 1 − O(1/n) smaller than the bound derived under the assumption.
In order to define h(c(x)), we note that Lemma 6 yields for x > 0 that
and the expectation will only become smaller if we rule out all improvements of size at least √ x. Since we will integrate with respect to x, we substitute z := c(x) to obtain z = x − √ x ≥ x/2 for x ≥ 4, which implies that x ≤ z + 2 √ z and
since h(z) is monotone increasing. In the following, we denote the argument to h by x again.
We pessimistically assume X (t) = 0 if X (t) ≤ 8, set xmin := 9 and obtain from Theorem 7 that
The third term in the anti-derivative is O(1/ √ n) for x ≤ n. We look at the difference of the first and second term d(x) := 2 ln( √ x + 2) − ln(n + 16x + 32
Applying Chernoff bounds on the number of zero-bits in the initial search point yields Pr[X (0) ≥ n/3] = 1 − e −Ω(n) = 1 − O(1/n), whence we altogether get
as claimed.
UPPER BOUND FOR THE QEA
In this section, we show that the QEA optimizes OneMax in only (1 + ε )0.981n ln n steps with high probability, where ε > 0 can be an arbitrarily small constant. This bound is surprising in that randomized local search (e. g., Neumann and Wegener (2007) ) has a lower bound of (1 − o(1))n ln n stemming from the inherent coupon-collector process.
Theorem 8. The QEA finds the optimal solution for OneMax in (1 + ε )0.981n ln n iterations with probability at least 1 − n −ε for an arbitrarily small constant ε > 0.
In consequence, we can easily bound the expected number of iterations until the optimal solution is found.
Corollary 9. The expected optimization time of the QEA for OneMax is at most 0.982n ln n.
Proof. Let ε > 0 be an arbitrary constant. By Theorem 8, we can bound the expected running time by
where the last inequality holds for sufficiently small, but constant ε .
Since we are interested in an upper bound, we make some pessimistic assumptions that can only slow down the process, but simplify the analysis. We distinguish two stages. The first stage lasts for o(n ln n) rounds and yields a solution that has (1−o(1))n one-bits. In this stage we exploit the fact that since there is a considerable number of zero-bits in the current solution, two-bit flips will be successful with a good probability and so the current solution improves quickly. In the second stage, we make a more careful analysis by considering the lifespan of a single zero-bit, i.e., the number of iterations until it is flipped. We show that with high probability such a zero-bit does not survive (1 + ε )0.981n ln n iterations for any constant ε > 0. Finally, we extend this result to all zero-bits by a simple union bound.
The First Stage
In this stage we assume that only two-bit flips can lead to an improvement of the current solution.
Lemma 10. After (1 + o(1))(2e/ε 2 )n iterations, the current solution of the QEA has at least (1 − ε)n one-bits with probability at least 1 − e −nε 2 /2 .
Proof. If the current solution has less than (1 − ε)n one-bits, then in each iteration, the probability of a twobit flip that leads to an improvement of the current solution is at least p :=
(1 − o(1)). Let I1, . . . I n/p be independent random variables such that Ii = 1 with probability p and Ii = 0 otherwise. Note that, as long as the current solution has less than (1 − ε)n onebits, Ii is stochastically dominated by the random variable that indicates whether we encountered a 'successful' two-bit flip in the i-th iteration, i.e., we flipped two zero-bits. Define I = 1≤i≤ n/p Ii. Then, E[I] ≥ n and by Chernoff's bound, we have
Thus, we conclude that the current solution has less than (1 − ε)n one-bits with probability at most e −nε 2 /2 .
In the following, we set ε := ln(n) − 1 4 . So by Lemma 10, we have the following corollary.
Corollary 11. After o(n ln n) iterations, the current solution of the QEA has at least (1 − ε)n one-bits with probability at least 1 − e −n/(2 √ ln n) .
The Second Stage
In the following, we assume that the first stage was successful, i.e., we have at least (1 − ε)n one-bits in the current solution for some ε > 0. Let b be a fixed zero-bit and L denote the lifespan of b, i.e., the number of iterations until b is flipped. Our goal is to give an upper bound on L that holds with high probability. Using a simple union bound argument we then extend this result to all zero-bits.
In order to get sharp bounds on the number of iterations needed, we compute the probability-generating function of L. This generating function captures the whole distribution of the lifespan and allows us to compute E[z L ] for z ≥ 0. By Markov's inequality, we then get a sharp large deviation bound on L.
Let d denote the distance of b from the pointer at the beginning of the second stage. Let
. Similar to the argument by Doerr et al. (2010a) , we make the pessimistic assumption that b can only be turned into a one-bit as a result of a single-bit flip. Otherwise, if b is part of a (random) multibit flip that is accepted, b is 'relocated' uniformly at random among all one-bits. In particular, any two-bit flip that includes b is assumed to relocate b. It follows that the lifespan is stochastically larger with increasing distance of b to the current pointer, i.e., for all x ∈ R, and all i, j ∈ {1, . . . , n−1}
Thus, for z ≥ 1 and i ≥ j, Gi(z) ≥ Gj(z).
By the previous discussion and since we have at least (1 − ε)n one-bits, we can pessimistically assume that after each relocation of b, the new distance of b to the current pointer is uniformly distributed in {εn − 1, . . . , n − 1}.
In the following, we will often need
and
Lemma 12. Let
. Then, for i ∈ {0, 1, . . . , n}, we have Gi(z) ≤ Ui(z). Furthermore, for all i, Ui(z) has only non-negative coefficients.
Proof. Since b is flipped when the pointer reaches it, we have G0(z) = 1. For i ≥ 1, note that the probability of a single-bit flip is (1 − 1 n ) n−1 and the probability of a twobit flip that includes b is
. We now bound from above the probability of a k-bit flip with k ≥ 3 that includes b and is accepted (i.e., does not decrease the number of one-bits). The probability that it is accepted is at most the probability that at least one of the k − 1 randomly chosen bits is a zero-bit. Thus, the total probability of all k-bit flips with k ≥ 3 that are accepted is at most
In total, the probability that b is relocated is at most
Since by our assumption every two-bit flip that includes b relocates b, but not every k-bit flip with k ≥ 3 leads to a relocation of b, the probability that the distance of the pointer to b does not change is at most 1
It follows that we can bound Gi(z) from above by Ui(z) where Ui(z) is defined by U0(z) = 1 and for i ≥ 1,
Note that Ui(z) is not a probability-generating function, but still has only non-negative coefficients. To solve this recurrence, let Di(z) := Ui(z) − Ui−1(z). Then, for i ≥ 2, we have
So for i ≥ 1, we compute
Since the telescoping sum
Note that this equation also holds trivially for i = 0. It remains to compute U1(z). We have
Solving for U1(z), we get
We will now choose z suitably to get a good bound on L by means of Markov's inequality. Let z(a) be such that f (z(a)) = 1 + a n .
It is easy to check that
= 1 + Θ(n −1 ).
Note that, for sufficiently large n and any fixed a, we have z(a) ≥ 0.
Lemma 13. Gn(z) converges for z = z(1.793) and we have Gn(z(1.793)) = O(1).
Proof. By Lemma 12, Gn(z) ≤ Un(z). Thus, Gn(z) converges absolutely for at least the same values as Un(z) does. By Theorem 1, Un(z) converges absolutely for all values z with |z| smaller than the dominant singularity of Un(z). Since Un(z) has only non-negative coefficients, we know by Theorem 2, that the dominant singularity is real and strictly positive. We examine all potential singularities to find the dominant one. Note that all potential singularities are values of z with f (z) = 1 or g(z) = 0. Let z be such that f (z ) = 1 and g(z ) = 0. We show that z is not a singularity since lim z→z Un(z) is finite. Note that this limit is not finite only if lim z→z
. It follows that Un(z) has no singularity at z . We conclude that the dominant singularity must be a real root of g(z). We compute
It is now easy to check that g(z(a)) is strictly monotonically decreasing and has only one root in (1.793, 1.794) for ε = o(1) and sufficiently large n. We now bound the term in brackets from (7). For z := z(a), we have 1 − 1 a
(1 + a n ) n − 1 a n − n
Dividing (11) by (10), we obtain for a = 1.793, Proof of Theorem 8. By Corollary 11, we can assume that with probability 1 − e −n/(2 √ ln n) after o(n ln n) iterations, the first stage is successful. So assume that this is the case. Let b be a fixed zero-bit. Let L denote its lifespan. Let ε > 0 be an arbitrarily small constant. By Markov's inequality (see (1) where the last inequality follows from Lemma 13 and Lemma 14. By a simple union bound over all zero-bits, we conclude that with probability at least 1 − n −ε −0.0069 no zero-bit has a lifespan of more than (1 + ε )0.98n ln n iterations. By another union bound, we conclude that the total failure probability (i.e., either first stage is not successful or the lifespan of some zero-bit is larger than 0.98n ln n) is e −n/(2 √ ln n) + n −ε −0.0069 ≤ n −ε . So in total, after at most o(n ln n) + (1 + ε )0.98n ln n ≤ (1 + ε )0.981n ln n iterations all zero-bits are flipped with probability 1 − n −ε .
Conclusions
In this paper, we have put forward the theory of quasirandom evolutionary algorithms and shown that the best quasirandom variant can outperform the classical (1+1) EA by a factor of more than e. As technical highlights, we have introduced probability-generating functions and variable drift analysis for upper and lower bounds to the runtime analysis of evolutionary computation. The results obtained for the classical (1+1) EA using these techniques are by now the most exact ones available. We are optimistic to see further applications of the proof techniques in the future. Obvious topics for future research are lower bounds for the quasirandom EA and analyses on more complex problems.
