Abstract. In this paper, our main aim is to determine the multiplicities of a class of roots for Nichols algebra of diagonal type over fields of arbitrary characteristic, which is a generalization of the results on the multiplicities of these roots over fields of characteristic zero obtained by I. Heckenberber and the author.
Introduction
Motivated by Hopf algebra theory, W. Nichols first introduced the structure of Nichols algebra in 1978 [8] . The theory of Nichols algebras has interesting applications in various research areas of mathematics. In particular, the Nichols algebras appeared naturally in the theory of pointed Hopf algebra (see for example [1] ).
Since the root systems and Weyl groupoids of Nichols algebras of diagonal type were introduced [2] , which are based on existence of Poincare-Birkhoff-Witt basis [5] , the Nichols algebras of diagonal type received a remarkable development. One of the biggest open problems in the theory of Nichols algebras of diagonal type is to determine the root systems and multiplicity of a given root. It is well known that for finite-dimensional Nichols algebras of diagonal type their root system is finite and the multiplicity of any root is one [3] . Roots of the form mα 1 + α 2 (where α 1 , α 2 is the standard basis of Z 2 .) with m ≥ 0 were determined by M. Rosso in [7] . Over fields of characteristic zero, I. Heckenberber and the author have determined roots of the form mα 1 + 2α 2 with m ≥ 0 and their multiplicities in [4] . It is natural and desirable to address the roots of the form mα 1 + 2α 2 with m ∈ N 0 and to determine their multiplicities for arbitrary fields.
The present paper is devote to generalizing the results in [4] to arbitrary fields. For any m ≥ 0, the multiplicity of root mα 1 + 2α 2 over arbitrary fields is determined in this paper. Let k be a field and the characteristic of k is p, where p is a prime number or zero. Let (V, c) be a two-dimensional braided vector space of diagonal type over k and let (q ij ) 1≤i,j≤2 be the braiding matrix of V . Let T (V ) and B(V ) denote the tensor algebra and Nichols algebra of V , respectively. We define some particular elements L n with some n ∈ N 0 , which are some homogenous elements in T (V ) (for details see Lemma 3.16 ). These L n with n ∈ N 0 do not appear in [4] , in fact they can just appear over fields of positive characteristic. Let (P k ) k∈N 0 be the homogenous elements in T (V ) defined in [4] , which will be recalled in this paper see Definition 2.5. We relate the relations in B(V ) of degree mα 1 + 2α 2 to these elements P k , L n for some n, k ∈ N 0 in Theorem 3.19. Let q = q 11 , r = q 12 q 21 , s = q 22 and let π : T (V ) → B(V ) be the canonical map. We define a subset J = J p q,r,s of N 0 to measure the multiplicities of all roots of the form mα 1 + 2α 2 . Let J 1 , J 2 be subsets of J such that J = J 1 ⊔ J 2 , which are defined in Definition 3.8. For any k ∈ N 0 , define
. Let U n with n ∈ N 0 be the subspace of T (V ) of degree nα + 2α in (1). Our main results is following.
The paper is organized as follows. In Section 2, we recall some basic notions and notations from [4] , which will be useful later. Some results from [4] are also recalled in this section. In Section 3, we illustrate and prove our main theorem mentioned above.
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Preliminaries
In this section we recall some notations and notions from [4] and also some results, which will be used later.
Let k be a field and k × = k\{0}. As usual we write N for the set of positive integers and write Z for the set of integers. Let N 0 = N ∪ {0}.
We start collecting some information about root vector from [4] . Let (V, c) be a braided vector space of rank n. Let I = {1, 2, . . . , n}, and x 1 , x 2 , . . . , x n be a basis of
Let α 1 , α 2 , . . . , α n be the standard basis of Z n and let χ : Z n × Z n → k × denote the bicharacter of Z n given by χ(α i , α j ) = q ij , for any i, j ∈ I. Let T (V ) be the tensor algebra of V and let B(V ) be the Nichols algebra of V . We write π : T (V ) → B(V ) for the canonical map.
Let X = {x 1 , x 2 , . . . , x n }. Let us fix the total ordering < on X such that x i < x j if and only if 1 ≤ i < j ≤ n. Let X and X × denote the set of words and non-empty words with letters in X, respectively. We write < lex for the lexicographic ordering which is induced by the total ordering < on X (for detail see [4, Section 3] ). For any word w = x i 1 x i 2 · · · x is ∈ X, we write |w| = s for the length of w.
Both T (V ) and B(V ) have a unique Z n -graded braided bialgebra structure such that deg(x i ) = α i , for any i ∈ I. Specially, for any word
We write deg(x) for the degree of any homogeneous element x of T (V ) or B(V ).
For basic information of Lyndon words we refer to [4] (or see [6] ). For a Lyndon word w ∈ X × , we define super-letter [w] ∈ T (V ) inductively given by:
(
if |w| ≥ 2, and w = uv is the Shirshow decomposition of w. For any Lyndon word w and any integer k ≥ 2 we write [
k . We also write < lex for the total ordering on the set of super-letters, which is induced by the total ordering < lex on X.
For any α ∈ Z n , let o α ∈ N ∪ {∞} be the multiplicative order of χ(α, α) ∈ k × . Moreover, let
is a root vector. Let ∆ + = {deg(u) | u ∈ L} be the set of positive roots of B(V ) and the root system ∆ = ∆ + ∪ −∆ + of B(V ). For any α ∈ ∆ + , the number of elements u ∈ L such that deg(u) = α is called the multiplicity of α.
Next we recall our fundamental tools in this paper.
For any i ∈ I, let d i be the skew-derivation of the tensor algebra T (V ) given by
for any j ∈ I and x, y ∈ T (V ). Let ad denote the adjoint action of T (V ) on itself. Then
In the remaining part of this paper we concentrate on the case n = 2. For the convenience of expressing, let q = q 11 , r = q 12 q 21 , s = q 22 .
For any k ∈ N 0 , we define u k ∈ T (V ) inductively as follows:
and we normalize u k as follows:
We end this part by recalling some results and some important polynomials in T (V ) from [4] .
In particular, S(k, 0) = P k .
where for any i, n, m
Root multiplicities over arbitrary fields
In this section we address the multiplicities for root mα 1 + 2α with m ∈ N 0 over a field of arbitrary characteristic.
Let p be the characteristic of k, where p is a prime number or zero. Now let us introduce the set J which plays an crucial role in this section. and for any n ∈ J with n < j such that Assume that char(k) = 3. Let s = −1, r = −q −1 . Note that then 0 ∈ J. Since −r = 0, qr 2 = 0, we get that both j = 1, n = 0 and j = 2, n = 0 don't satisfy (2), then 1, 2 / ∈ J. As qr = −1, s = −1 we get q Proof. Let j ∈ N 0 and t ∈ N. Suppose that j, j + t ∈ J. Hence t 2 q 2j+t−1 r 2 = 0, if t is even, or (t) −q (2j+t−1)/2 r = 0, if t is odd.
This gives a contradiction for t = 1 and t = 2. (1) q j(j−1)/2 (−r) j s = −1 and q n+j−1 r 2 = 1, for any n ∈ J, n < j; (2) there exists some n ∈ J with n < j, such that
Proof. We first prove that for any j ∈ N 0 satisfying condition (1) or (2), we get
It is clear if j satisfies condition (1) .
If j satisfies condition (2), then there exists n ∈ J with n < j such that q n+j−1 r 2 = 1 and q n(n−1)/2 (−r) n s = −1. If n − j is even, then
If n − j is odd, then q (n+j−1)/2 r = −1,
Therefore Equation (3) holds. Suppose now j ∈ N 0 satisfies Equation (3). For any n ∈ J with n < j, we have
From Equations (3) and (4) we get,
Thus j ∈ J, that is, j − n 2 q n+j−1 r 2 = 0, if and only if either condition (1) or condition (2) holds. If j − n is odd,
Therefore, j ∈ J, that is,
if and only if either condition (1) or condition (2) holds. Thus we prove this lemma.
Remark 3.7. Let j, m ∈ N 0 with j ≤ m. Suppose that b m = 0, then the condition (2) in Lemma 3.6 is equivalent to the following condition q n+j−1 r 2 = 1, for some n ∈ J with n < j, and
Definition 3.8. Let J 1 ⊆ J be the set of elements satisfying the condition (1) in Lemma 3.6. Let J 2 ⊆ J be the set of elements satisfying the condition (2) in Lemma 3.6. 
Proof. It is enough to prove that for any j ∈ [0, m], we have q n+j−1 r 2 = 1, for all n ∈ J 2 with n < j.
If J 2 ∩ [0, m] = ∅ there is nothing to prove. Let us suppose now J 2 ∩ [0, m] = ∅. Assume oppositely that j ∈ [0, m] and that there exists n ∈ J 2 with n < j such that q n+j−1 r 2 = 1. As n ∈ J 2 , let k ∈ J with k < n such that q n+k−1 r 2 = 1. As k < j ≤ m, we get an contradiction when p = 2 because of Lemma 3.11 (1) . When p = 2, again as k < j ≤ m, it follows that J 2 ∩ [0, m] = ∅ because of Lemma 3.11 (2) , this is also an contradiction. Hence the lemma follows. Proof. Assume that n ∈ J 2 . From the Lemma 3.6 and Definition 3.8, we know that there exists j n ∈ J with j n < n such that q n+jn−1 r 2 − 1 = 0. If there exists j ′ n ∈ J, with n > j n > j ′ n , satisfies q n+j ′ n −1 r 2 − 1 = 0. Again using Lemma 3.11 we obtain that J 2 ∩ [0, m] = ∅, this is a contradiction.
Clearly, j n ∈ J 1 by applying Lemma 3.12(2).
Lemma 3.14. Let k ∈ N. Suppose that
Then there exist a unique element
Hence
We still need to prove that λ k = 0. While
The uniqueness is clear. Thus we prove this lemma.
We recall the definition of Q
In this paper we view Q k,m 2
Lemma 3.15. Assume that p is a prime number. Let j n , n ∈ N 0 with j n < n such that b n = 0. Suppose that j n ∈ J 1 and q n+jn−1 r 2 = 1, then n ∈ J 2 if and only if Q jn,n−jn−1 2 = 0.
(1 − q jn+i r).
Since b n = 0, we get Q jn,n−jn−1 2 = 0 if and only if 2p|(n − j n ), that is, n ∈ J 2 applying Lemma 3.6.
If n − j n is odd. Since b n = 0 we get q (n+jn−1)/2 r = −1. Let us write k = (n − j n − 1)/2, then q jn+k r = −1. Hence
Again since b n = 0, we conclude that Q jn,n−jn−1 2 = 0 if and only if p|(n − j n ), again we get n ∈ J 2 .
Thus we prove this lemma.
Lemma 3.16. Assume that p is a prime number. Let n ∈ N 0 such that that (n) ! q b n = 0. Suppose that n ∈ J 2 , and that j n ∈ J 1 with j n < n such that q n+jn−1 r 2 = 1. Then there exits a unique element
Proof. Assume that there exists an element L n ∈ U ′ n such that −q
It is enough to prove n−1 i=0 q −i(i+1)/2 µ i = 0 by Lemma 3.14. Let us write m = n − j n − 1 and
By applying the similar discussions in the proof of [4, Lemma 4 .11] for m = n − j n − 1, k = j n , we conclude that
Thus H = 0 by Lemma 3.15. 
Proof. If p = 0, then J 2 = ∅, the claim follows from Proposition 3.17. Assume now p is a prime number. We proceed this claim by induction on m.
This is clear for m = 0. Assume now that m ≥ 1 and for any j ∈ J ∩ [0, m] there is λ j ∈ k such that
as ad x 1 | U m−1 is injective by Lemma 2.4. By induction hypothesis, we obtain that λ j = 0 for any j ∈ J ∩ [0, m].
Assume now m ∈ J 1 , then m / ∈ J 2 and d 1 (P m ) = 0. And then
From Lemma 2.2 we have that,
Lemma 3.6 and m ∈ J 1 imply that (m − n) q (1 − q m+n−1 r 2 ) = 0 for any n ∈ J 2 ∩ [0, m − 1], by induction hypothesis we obtain that λ n = 0, for any n ∈ J 2 ∩ [0, m − 1]. Then λ j = 0 for any j ∈ J 1 because of Proposition 3.17.
If m ∈ J 2 , then m / ∈ J 1 and then there exists a unique j m ∈ J 1 ∩[0, m] such that q m+jm−1 r 2 − 1 = 0, then
Due to Lemma 3.13, we get that (m − n) q (1 − q m+n−1 r 2 ) = 0 for any n ∈ J 2 ∩[0, m−1]. Then λ n = 0, for any n ∈ J 2 ∩[0, m−1] by induction hypothesis. This forces formula (5) to be −q 21 λ m (ad x 1 ) m−1−jm (P jm ) and formula (6) to be zero. Further more, Lemma 3.13 and (m) This finishes the proof of this proposition. Proof. Due to Lemma 3.4 and Corollary 3.23, statements (1), (2), (3) can be obtained similarly to the proofs of statements (1), (2), (3) 
