MRI signal acquisition with multiple coils in a phased array is nowadays commonplace. The use of multiple receiver coils increases the signalto-noise ratio (SNR) and enables accelerated parallel imaging methods. Some of these methods, like GRAPPA or SPIRiT, yield individual coil images in the k-space domain which need to be combined to form a final image. Coil combination is often the last step of the image reconstruction, where the root sum of squares (rSOS) is frequently used. This straightforward method works well for coil images with high SNR, but can yield problems in images with artifacts or low SNR in all individual coils. We aim to analyze the final coil combination step in the framework of linear compression, including principal component analysis (PCA). With two data sets, a simulated and an in-vivo, we use random projections as a representation of the whole space of orthogonal projections. This allows us to study the impact of linear compression in the image space with diverse measures of reconstruction accuracy. In particular, the L2 error, variance, SNR, and visual results serve as performance measures to describe the final image quality. We study their relationships and observe that the L2 error and variance strongly correlate, but as expected minimal L2 error does not necessarily correspond to the best visual results. In terms of visual evaluation and SNR, the compression with PCA outperforms all other methods, including rSOS on the uncompressed image space data.
Introduction
Magnetic Resonance Imaging (MRI) is a unique medical imaging modality that provides excellent image quality without ionizing radiation, but on the other hand is relatively slow. The acquired data, sampled in the k-space domain, corresponds to the Fourier transform of the spatial-domain MR image. To reconstruct an accurate MR image, the total amount of k-space data that must be acquired to avoid reconstruction artifacts is dictated by sampling theory.
A turning point in MRI reconstruction was the implementation of phasedarray coils in the acquisition pipeline. With phased-array coils, the k-space data is acquired in multiple receivers/coils simultaneously. On top of increasing the signal-to-noise (SNR) ratio, a phased-array coil acquisition allows accelerating the total acquisition time [22] . These methods, known as Parallel Imaging (PI) methods, exploit the fact that there exist complementary k-space data information in each coil/receiver. In PI, the k-space data set is undersampled, but the multiple measurements allow missing k-space samples to be recovered through an inverse problem reconstruction framework. See [14] for an overview of basic reconstruction algorithms for PI and their history.
The computational costs and required memory of the reconstruction algorithms highly depend on the dimension of the phased array, i.e. the number of receiver coils. Several coil compression methods have been developed that reduce to a smaller set of virtual channels without a significant loss of SNR, see e.g. [29] , [8] , [26] . Moreover, PCA-based methods have shown to even have a beneficial denoising effect, e.g. [6] . In [5] , the optimal linear projection for coil compression based on the resulting SNR is derived. Note that this is related to our analysis approach, but we work in the image domain instead of the k-space domain.
After the obligatory compression step, PI reconstruction methods can be applied and generate results in different output spaces. Some of the methods operate in the image domain, e.g. SENSE [20] . Other methods operate in the kspace domain and generate a fully-sampled k-space array per each receiver/coil, e.g. GRAPPA or SPIRiT [15, 19] . To form a spatial-domain image that can be used for analysis, quantification, or visualization purposes, the k-space domain data is inversely Fourier transformed and the resulting individual coil images need to be combined into a single final image.
In [22] , optimal methods to combine the arrays from phased array elements have been developed. These methods rely on detailed knowledge of the receive sensitivity of each coil. In practice, the exact position and sensitivity of each coil is not always known or not possible to estimate because of physical limitations. To overcome this issue, a method that combines the data without detailed knowledge of the coils, while preserving a high SNR, is desirable. Because of this, the root sum of squares (rSOS) method has become the standard method of combining multi-coil images in MRI [22, 25] . For arrays with high SNR, the rSOS yields nearly optimal reconstruction, whereas problems arise if all coils yield low SNR. Especially data with artifacts are problematic since rSOS weights them equally to the non-defective parts.
Noise is ever present in MRI imaging and is dominated by two sources: thermal noise in the receiver apparatus and the physiological noise from patient's body itself. Moreover, the SNR in the coil images depends highly on the field strength, scanner hardware, and data acquisition modality (e.g. T1/T2/diffusion weighted). Extensive statistical noise analysis can be found in [1] . In [24, 18] , PCA was used to jointly reconstruct multi-coil data from diffusion MRI exploiting the expected redundancy of data acquired with different gradient directions. Under the framework of random matrix theory, authors derived practical rules to accurately nullify noise-only principal components. This way, dMRI data can be effectively denoised while preserving the important information.
In this work, we aim to analyze the coil combination in a comprehensive way by comparing different performance measures. To address coil combination independent of prior knowledge, we will study the rSOS in the framework of linear compression via orthogonal projections. Random projections will serve us as a tool to study the correlation between L 2 reconstruction error and voxel variance of the varying reconstructions. Correlation analysis with random orthogonal projections has been studied in a related context in [4] , yielding an underlying understanding of the relation between important information preservation features in data combination and compression.
Besides the correlation analysis, we observe that optimal L 2 reconstruction error, i.e. mean squared error (MSE), does not necessarily correspond to optimal visual evaluation of the reconstructed images. This corresponds to described problems when measuring image quality by the MSE, see e.g. [27, 13, 28] . Nevertheless, the often used peak signal-to-noise ratio (PSNR) is based on the computation of the MSE. Here, we will additionally evaluate the reconstructions regarding the SNR and visualization of the images. The results confirm an improvement by compressing image space data with PCA.
The outline is as follows: first we will explain how rSOS can be interpreted in the context of orthogonal projections. Moreover, we will describe samples of random orthogonal projections, that shall serve us as coverings enabling numerical experiments. Then we describe the two data sets, a simulated and an in-vivo, that we use for experimental investigations. The simulated data set allows us to compare the behavior with different noise levels in the coils. In the results section, we show scatter plots describing the relation between the L 2 reconstruction error and the voxel variance in reconstructed magnitude images, as well as comparing it with the SNR and visual outcomes. Finally, we will interpret and discuss the results in Section 5.
Methods
We aim to study the impact of linear compression in coil combination with rSOS. Such a combination step is necessary for phased-array data that has been processed with GRAPPA, SPIRiT, or other PI methods in k-space. Before combining the fully sampled, multidimensional image space data as the final step of the reconstruction pipeline, we include linear compression with orthogonal projections.
The common reconstruction pipeline including our linear compression can be summarized as follows:
whereŷ i corresponds to an undersampled k-space voxel,x i is fully sampled in k-space after some PI reconstruction (e.g. GRAPPA) and x i is the image space data. Our analysis takes place on the image space data in R d that is subsequently projected to R k with k < d.
Framework of orthogonal projections
As the basis of our analysis we will use random orthogonal projections yielding different linear coil compressions. We will work with image data consisting of d channels that shall be combined into one final magnitude image. To do so, we study the space of k-dim linear subspaces of R d , which can be identified by orthogonal projections
called the Grassmannian.
be an image space data set with m voxels measured by d coils. Then, the final image volume is given by px 2 with p in G k,d , where d is the fixed number of channels and k < d varies. This corresponds to projecting the d coil channels to different dimensions k and computing root sum of squares (rSOS) subsequently. Note that we can study the rSOS itself in this context, since rSOS(x) = x 2 and it holds for all p ∈ G k,d that the expectation value
, where Γ denotes the Gamma function. This is based on the Chi distribution and the fact that the length of a random unit vector projected onto a fixed k-dimensional subspace has the same distribution as the length of a unit vector in R d being projected onto a random k-dimensional subspace (see e.g. [12] ). 
Since we linearly rescale the final image volumes between [0,1] to enable error estimation with the ground truth, the constant is negligible. Note that also principal component analysis (PCA) yields an orthogonal projection that lays in the Grassmannian manifold and therefore can be studied in that context. Moreover, we will use random orthogonal projections, i.e. projections p ∈ G k,d distributed according to the orthogonally invariant probability measure µ k,d , as samples of orthogonal projections, see e.g. [2] , [3] .
Measures of performance
The L 2 error will serve us as a measure of accuracy, when comparing the ground truth data with the final reconstructions, i.e. the combined image space data
x contains here just the voxels in the region of interest (discarding the background) and not the full image volume. For a fixed projection p ∈ G k,d , the error between some provided ground truth y = {y i } m i=1 and the combined magnitude image voxels px 2 := { px i 2 } m i=1 , is then given by
We aim to study the relation between the reconstruction error and the variance in the reconstructed magnitude images, which can be interpreted as contrast in noise-free images. The variance of the final magnitude images depending on the projection method can be computed by
Moreover, we will use the mean signal-to-noise ratio to interpret the performance. Note that in MRI it is common to use the non-squared version, i.e.
where σ corresponds to the estimated standard deviation of the noise, see e.g.
[1].
Random projections as coverings
To enable a numerical analysis, we need a finite set of orthogonal projections that represents the overall space well, i.e. covers the Grassmannian G k,d properly.
To measure how well a set covers the underlying space, we use the definition of the covering radius. 
where · F is the Frobenius norm.
Note that the smaller the covering radius, the better the finite set of projections {p l } n l=1 represents the entire space G k,d : it yields smaller holes and the points are better spread.
Let µ k,d denote the normalized Riemannian measure on G k,d as before. According to [21] , the expectation of the covering radius ρ of n random points {p j } n j=1 , independent identically distributed according to µ k,d , satisfies 1
Following the definition of asymptotically optimal covering in [3] , the expectation yields an optimal covering radius up to a logarithmic factor log(n) 1 k(d−k) . To remain flexible in the dimension of G k,d , i.e. the choice of k and d, and the number of projections n, we will work here with random projections distributed according to µ k,d rather than constructing optimal covering sequences as in [3] . These random orthogonal projections can be efficiently computed by the QR decomposition of a matrix M = QR with independent standard normal distributed entries [7, Theorem 2.2.2].
In the following we will use finitely many samples of random projections for the experimental analysis.
Data
We will run our numerical analysis on two different MR data sets: a simulated T1-weighted data set from brainweb ( [10] , [17] , [11] ) and an in-vivo data set from a head coil receiver.
Simulated data set
Simulation experiments were conducted to assess the quality in image reconstruction for different types of projections in a controlled, rigorous manner. To do so, first, a ground-truth volume was created with the popular numerical simulator BrainWeb [9] . A (magnitude) multi-slice T1-weighted volume was simulated with a Spoiled Fast Low Angle Shot (SFLASH) sequence with the following parameters: TR/TE = 20 /10 ms, flip angle of 90 degrees and ETL = 1. Matrix size: 181 × 21 × 76 with isotropic voxel size of 1 mm.
Next, simulated images with 32 channels, mimicking a 32-channel coil acquisition, were created. First, synthetic coil sensitivity profiles were simulated assuming a smooth Gaussian profile [1] . Voxel-wise multiplication of those coil sensitivities by the simulated ground-truth image creates the 32 coil-based images. Uncorrelated complex Gaussian noise with zero mean and standard deviation σ was added. Finally, to simulate a magnitude-based acquisition, the absolute value of 32 noisy images were taken. The value of σ was chosen differently to recreate experiments with different noise levels.
In-vivo data
MR data was acquired in-vivo from a healthy volunteer using a Siemens (Erlangen, Germany) 3T Prisma equipped with a 32-channel head coil receiver. An Echo-Planar diffusion sequence was employed to acquire 24 slices in a 2mm isotropic volume, with slice-thickness 2mm (TR=3.2 sec, TE=85ms, flip-angle=90, matrix size 128x128, FOV: 256mm by 256mm). A T2-weighted volume was acquired, with no diffusion weighting (a "b=0" image), followed by 62 volumes acquired using a single repeated diffusion vector and diffusion setting of b=1000. The measured EPI data was reconstructed using Dual-Polarity GRAPPA (DPG) to minimize Nyquist ghosts, see [16] . In-plane acceleration of the original data was R = 2. The ground-truth image was formed by motioncorrecting the 62-volume diffusion-weighted series, using the Advanced Normalization Tools (ANTs) library [23] , and averaging across time. The first diffusion direction was studied regarding linear coil combination and compared to the computed the ground-truth. Few outliers have been removed by using the 99.99th percentile and setting the remaining 0.01% to the maximum of the used percentile.
Results
Both studied image volumes consist of phased-array data with 32 channels, therefore we work with projections p in G k,d with d = 32 and varying k. In the following scatter plots we see how the L 2 reconstruction error (4) relates to the voxel variance (5) and state corresponding mean SNR values in the visualization.
Each point in the plots represents a reconstruction with linear compression and rSOS, yielding a final magnitude image volume as described in the previous sections. The symbols + correspond to a projection p ∈ G k,32 , i.e. px 2 , and the colors to the different dimensions k: + p ∈ G 1,32 , + p ∈ G 4,32 , + p ∈ G 12,32 , + p ∈ G 20,32 , + p ∈ G 28,32 , + p ∈ G 31,32 .
As described in Section 2.3 the projections p serve as a covering of the underlying space and are chosen randomly according to the orthogonally invariant probability measure µ k,d . For the simulated data set (see Section 3.1) n = 500 projections are randomly chosen for every space G k,32 with k ∈ {1, 4, 12, 20, 28, 31}, for the in-vivo data set (see Section 3.2) n = 1000.
In the scatter plots the symbol corresponds to the rSOS, i.e. x 2 , and • to the compression with the orthogonal projection provided by PCA. The colors correspond to the different spaces G k,32 as stated above. Figure 1 contains the scatter plots for 4 different noise levels in the simulated data set and Figure 2 shows corresponding image cross-sections. Figure 3 shows the scatter plot and image cross-sections of the in-vivo data set. Figure 1 for the simulated data set with different noise levels. The left column shows the first channel of the simulated noisy 32-dim coil array before the coil combination step. The second column shows the final image obtained by rSOS including compression with the random projection p ∈ G 28,32 that yields the minimal L 2 reconstruction error (4) . The third column shows the image provided by rSOS without compression. The second last columns show the final images when using PCA in G 1,32 and G 4,32 for compression, yielding the highest mean SNR. We can directly see that the lowest L 2 error does not directly correspond to the highest SNR. Moreover, the visual evaluation suggests that the SNR describes the image quality more accurately. The SNR value corresponds to the mean over all voxels in the reconstructed image volume, see (6) .
Discussion
In Figure 1 and 3 we illustrate the scatter plots of the described linear compression methods regarding the two data sets. To simplify the visualization we display the spaces G k,32 only for k ∈ {1, 4, 12, 20, 28, 31}. In all plots we can see that the smaller the dimension k, the more the projections are spread regarding Err(y, px 2 ) and Var px 2 ; the reconstructions including random projections from G 1,32 are widely distributed, whereas using the projections in G 31,32 are clustered closely around the rSOS. The smaller the k, the more original information can be randomly dismissed: the preservation and loss of the original information varies less for image space data compressed by a random projection p ∈ G 31,32 in comparison to compression by p ∈ G 1,32 . For lower noise levels in the simulated data, Figure 1 (a)-(b), we can directly see that the correlation between the L 2 reconstruction error and the variance within the final combined images is very strong. Since variance can be interpreted as contrast in images with high SNR, it shows that high contrast directly relates here to a good reconstruction in the L 2 manner. However, the higher the noise level, the more noise is also described in the measured variance and therefore it cannot directly be interpreted as contrast any more. In the simulated data set, Figure 1 (c)-(d), this can be seen in the change of correlation behavior, where higher variance does not relate for all dimensions k to a lower reconstruction error. In Figure 1 (d) the projections from the spaces G k,32 with k = {12, 20, 28, 31} do not show any connection between the variance and L 2 error. This might happen because the high noise level in the original data influences the measure of variance strongly, merging the underlying meaning of contrast. Interestingly, for k = 1 there is still some negative correlation, indicating that the randomization leads to several poor reconstructions where noise is secondary in comparison to issues with contrast. The scatter plot corresponding to the in-vivo data (Figure 3) shows similar behavior. Because of this varying behavior, the variance itself does not act as a useful measure of reconstruction accuracy in this experimental setup.
We can see that in all experiments rSOS itself, as well as including PCA compression, yield low L 2 reconstruction errors, but are always outperformed by some random projections. Nevertheless, regarding SNR and visualization, these reconstructed images with random compression cannot compete with PCA compression or rSOS. That indicates some contradicting behavior, when measuring the reconstruction performance with the L 2 error versus the SNR. Indeed, when using PCA for the simulated data set, the L 2 error is the lowest in G 31,32 , whereas highest SNR is always achieved by PCA in G 4,32 , which contradictory yields the worst L 2 error. Also in the in-vivo data set the highest SNR was achieved by using PCA in G 4,32 , which again does not correspond to the lowest L 2 error. Following the visual results it seems that the SNR describes here the visual performance better than the L 2 error. The compression with PCA in G 4,32 yields the highest SNR in all experiments and therefore outperforms rSOS without compression consistently. Compression with the standard PCA in G 1,32 yields predominantly better results than rSOS, but yields an insufficient visual result on the in-vivo data. Just using the first eigendirection yields a strong compression that looses too much important information here.
Summary
Based on random orthogonal projections we have shown a numerical investigation on reconstruction accuracy regarding rSOS coil combination with linear compression. Two different MR data sets were used for our experiments; a simulated T1 weighted data set with varying amount of noise and an in-vivo diffusion weighted data set. We used diverse measures of performance to evaluate the image quality of the reconstructions. For the lower noise levels in the simulated data, the L 2 reconstruction error yields strong correlation with the variance, but the behavior changes for higher noise levels and the in-vivo data. Moreover, measuring L 2 error and SNR acts contradictory in terms of optimality and in these cases we observe that the visual evaluation corresponds more to the SNR. The highest SNR values were achieved by incorporating PCA as compression before using rSOS, outperforming rSOS with no compression in all experiments. This clearly suggests to use PCA on image space data before computing the final coil combination with rSOS, yielding a beneficial denoising effect with higher SNR.
Future work shall include related experiments in the k-space before PI reconstruction, where linear compression is highly beneficial to save subsequent computational costs.
