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Abstract: In this paper, we propose third-order semi-discretized schemes in space
based on the tempered weighted and shifted Gru¨nwald difference (tempered-WSGD)
operators for the tempered fractional diffusion equation. We also show stability and
convergence analysis for the fully discrete scheme based a Crank–Nicolson scheme in
time. A third-order scheme for the tempered Black–Scholes equation is also
proposed and tested numerically. Some numerical experiments are carried out to
confirm accuracy and effectiveness of these proposed methods.
1. Introduction
Nowadays, differential equations with fractional operators are often encountered, in a variety of science and
engineering fields, such as in physics [1, 2, 3, 4, 5, 6, 7], finance [8, 9, 10, 11], and biology [12, 13]. Mathematically,
fractional calculus concerns time-space coupled operators. These derivatives are useful mathematical tools to
describe memory properties and hereditary effects. The fractional derivatives in time are concerned, for example,
with particle sticking and trapping, while the spatial versions can be used to model long particle jumps.
Tempered fractional derivatives are also often used as spatial operators. The Tempered fractional operators
are introduced, for example, to describe the probability density functions for the positions of particles by
exponentially tempering the probability of large jumps of Le´vy flight. Their definition is very similar to the
fractional calculus in [14], however, they were introduced with a different background. Tempered derivatives
have been widely applied in physics [15, 16], finance [17, 18] and also in ground water hydrology [19].
The well-known Riemann-Liouville fractional derivatives are defined in [20], as follows. For α ∈ (n− 1, n),
let u(x) be (n − 1)-times continuously differentiable on interval (a, b) and its n-times derivative be integrable
on any subinterval of [a, b]. Then, the left Riemann-Liouville fractional derivative of order α is defined as
aD
α
xu(x) =
1
Γ(n− α)
dn
dxn
∫ x
a
u(ξ)
(x− ξ)α−n+1 dξ, (1.1)
and the right Riemann-Liouville fractional derivative of order α is defined as
xD
α
b u(x) =
(−1)n
Γ(n− α)
dn
dxn
∫ b
x
u(ξ)
(ξ − x)α−n+1 dξ, (1.2)
where Γ represents the gamma function.
The Riemann-Liouville tempered fractional derivatives were defined and employed in [21], as follows. For
α ∈ (n−1, n), let u(x) be (n−1)-times continuously differentiable on (a, b) with its n-times derivative integrable
on any subinterval of [a, b], λ ≥ 0. Then the left Riemann-Liouville tempered fractional derivative of order α is
defined as
aD
α,λ
x u(x) = (e
−λx
aD
α
x e
λx)u(x) =
e−λx
Γ(n− α)
dn
dxn
∫ x
a
eλξu(ξ)
(x− ξ)α−n+1 dξ; (1.3)
the right Riemann-Liouville tempered fractional derivative of order α is defined as
xD
α,λ
b u(x) = (e
λx
xD
α
b e
−λx)u(x) =
(−1)neλx
Γ(n− α)
dn
dxn
∫ b
x
e−λξu(ξ)
(ξ − x)α−n+1 dξ. (1.4)
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It can be seen that the Riemann-Liouville tempered fractional derivatives aD
α,λ
x u(x) and xD
α,λ
b u(x) can be
transformed into the Riemann-Liouville tempered fractional derivatives aD
α
xu(x) and xD
α
b u(x) when λ = 0.
Variants of the left and right Riemann-Liouville tempered fractional derivatives are defined in [21, 16] as follows
aD
α,λ
x u(x) =
aD
α,λ
x u(x)− λαu(x), 0 < α < 1
aD
α,λ
x u(x)− αλα−1∂xu(x)− λαu(x), 1 < α < 2;
(1.5)
and
xD
α,λ
b u(x) =
xD
α,λ
b u(x)− λαu(x), 0 < α < 1
xD
α,λ
b u(x)− αλα−1∂xu(x)− λαu(x), 1 < α < 2.
(1.6)
In the above definitions, ’a’ and ’b’ can be extended to −∞ and ∞, respectively.
There are quite a few numerical approximations for tempered fractional differential equations available in the
literature already. Existing numerical techniques include finite differences ([22, 23, 15, 18]), finite elements ([24])
and also spectral methods ([25, 26]). Cartea and Del-Castillo-Negrete [17] presented a finite difference scheme for
the tempered fractional Black-Scholes equation. Li and Deng [15] constructed higher-order discretizations, by
weighted and shifted Gru¨nwald type approximations to tempered fractional derivatives. They also presented the
stability and convergence properties of the second-order scheme for the tempered fractional diffusion equation.
Zhang etc. [18] provided a second-order discretization for the tempered fractional Black-Scholes equation and
also gave stability and convergence results.
Based on the methods in [15], we construct the third-order accurate scheme for the fractional diffusion
equation, which can be proved to be unconditional stable for a range of α-values and stability can be numerically
confirmed when parameter α lies outside this interval. Besides, we also propose a third-order accurate scheme
for the tempered fractional Black-Scholes equations.
This paper is organized as follows. In Section 2, we give discretization details for the tempered fractional
derivatives. In Section 3, we present the third-order schemes for the fractional diffusion equation and carry out
the corresponding stability and error analysis. Section 4 contains some numerical results to confirm the accuracy
and efficiency of the proposed discretization methods. We also consider the tempered fractional Black-Scholes
equation and provide numerical experiments to confirm the scheme’s accuracy. Finally, a short summary is
made in the last section.
2. Discretization of the tempered fractional derivatives
In this section, we introduce approximation accuracy of the shifted Gru¨nwald type difference operator for the
Riemann-Liouville tempered fractional derivatives (1.5) and (1.6). We denote aD
α,λ
x u(x) = aD
α,λ
x u(x)−λαu(x)
and xD
α,λ
b u(x) = xD
α,λ
b u(x)− λαu(x), where ’a’ and ’b’ can be extended to −∞ and ∞, respectively.
Lemma 2.1. From [15]. Let u(x) ∈ L1(Ω), −∞Dα,λx u and its Fourier transform belong to L1(Ω); p ∈ R, h >
0, λ ≥ 0 and n− 1 < α ≤ n. Define the shifted Gru¨nwald type difference operator, as
Aα,λh,pu(x) :=
1
hα
∞∑
k=0
ω
(α)
k e
−(k−p)hλu(x− (k − p)h)− 1
hα
(
ephλ(1− e−hλ)α)u(x), (2.1)
then
Aα,λh,pu(x) =−∞ D
α,λ
x u+O(h), (2.2)
where ω
(α)
k = (−1)kCαk , k ≥ 0 denote the normalized Gru¨nwald weights from [27]. Let xDα,λ+∞u and its Fourier
transform belong to L1(Ω), then we define
Bα,λh,p u(x) :=
1
hα
∞∑
k=0
ω
(α)
k e
−(k−p)hλu(x+ (k − p)h)− 1
hα
(
ephλ(1− e−hλ)α)u(x). (2.3)
so that
Bα,λh,p u(x) =x D
α,λ
∞ u(x) +O(h). (2.4)
To develop and analyze the higher-order discretization schemes, we repeat here a highly relevant theorem
from [15].
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Theorem 2.2. From [15]. Let u(x) ∈ L1(R), −∞Dα+l,λx u(x) and its Fourier transform belong to L1(R). We
define the left tempered-WSGD operator by
LDα,γ1,γ2,...,γmh,p1,p2,...,pm =
m∑
j=1
γjA
α,λ
h,pj
u(x), (2.5)
where pj , γj ∈ R (and they are determined by the Equations (2.9)-(2.12) to follow). Then, for any integer
m ≥ l, there exists an operator such that
LDα,γ1,γ2,...,γmh,p1,p2,...,pm =−∞ Dα,λx u(x) +O(hl), (2.6)
uniformly for x ∈ R.
Let u(x) ∈ L1(R), xDα,λb u(x) and its Fourier transform belong to L1(R); and define the right tempered-
WSGD operator by
RDα,γ1,γ2,...,γmh,p1,p2,...,pm =
m∑
j=1
γjB
α,λ
h,pj
u(x), (2.7)
Then, for any integer m ≥ l, there exists an operator such that
RDα,γ1,γ2,...,γmh,p1,p2,...,pm =x Dα,λ∞ u(x) +O(hl), (2.8)
uniformly for x ∈ R.
Let pj , γj be real-valued. For l = 2, pj , γj should satisfy the following conditions
m∑
j=1
γj = 1,
m∑
j=1
γj
[
pj − α
2
]
= 0.
(2.9)
For l = 3, pj , γj should satisfy the following conditions
m∑
j=1
γj = 1,
m∑
j=1
γj
[
pj − α
2
]
= 0,
m∑
j=1
γj
[
p2j
2
− αpj
2
+
α
6
+
α(α− 1)
8
]
= 0.
(2.10)
For l = 4, pj , γj should satisfy
m∑
j=1
γj = 1,
m∑
j=1
γj
[
pj − α
2
]
= 0,
m∑
j=1
γj
[
p2j
2
− αpj
2
+
α
6
+
α(α− 1)
8
]
= 0,
m∑
j=1
γj
[
p3j
6
− αp
2
j
4
+
(
α
6
+
α(α− 1)
8
)
pj − α
24
− α(α− 1)
12
− α(α− 1)(α− 2)
48
]
= 0,
(2.11)
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while for l = 5, pj , γj should satisfy
m∑
j=1
γj = 1,
m∑
j=1
γj
[
pj − α
2
]
= 0,
m∑
j=1
γj
[
p2j
2
− αpj
2
+
α
6
+
α(α− 1)
8
]
= 0,
m∑
j=1
γj
[
p3j
6
− αp
2
j
4
+
(
α
6
+
α(α− 1)
8
)
pj − α
24
− α(α− 1)
12
− α(α− 1)(α− 2)
48
]
= 0,
m∑
j=1
γj
[
p4j
24
− αp
3
j
4
+
1
2
(
α
6
+
α(α− 1)
8
)
p2j −
(
α
24
− α(α− 1)
12
− α(α− 1)(α− 2)
48
)
pj
+
α
120
+
5α(α− 1)
144
+
α(α− 1)(α− 2)
48
+
α(α− 1)(α− 2)(α− 3)
384
]
= 0.
(2.12)
Considering a well-defined function u(x) on the bounded interval [a, b], which can be zero for x < a or x > b,
its α-th order left and right Riemann-Liouville tempered fractional derivatives at point x can be approximated
by the following tempered-WSGD operators
aD
α,λ
x u(x) =
m∑
j=1
γj
hα
( [ x−ah ]+pj∑
k=0
ω
(α)
k u(x− (k − pj)h)− epjhλ(1− e−hλ)αu(x)
)
+O(hl),
xD
α,λ
b u(x) =
m∑
j=1
γj
hα
( [ b−xh ]+pj∑
k=0
ω
(α)
k u(x+ (k − pj)h)− epjhλ(1− e−hλ)αu(x)
)
+O(hl), (2.13)
Take p1 = 1, p2 = 0, and p3 = −1 for the second-order scheme, with (2.9). The parameters γj (j = 1, 2, 3)
satisfy the linear system as follows, 
γ1 =
α
2
+ γ3,
γ2 =
2− α
2
− 2γ3.
(2.14)
The second-order operators are then given by
LDα,γ1,γ2,γ3h,1,0,−1 u(x) =
3∑
j=1
γj
hα
( [ x−ah ]+pj∑
k=0
ω
(α)
k u(x− (k − pj)h)− epjhλ(1− e−hλ)αu(x)
)
=
1
hα
( [ x−ah ]+1∑
k=0
g
(2,α)
k,λ u(x− (k − 1)h)−
(
γ1e
hλ + γ2 + γ3e
−hλ) (1− e−hλ)αu(x)),
(2.15)
and
RDα,γ1,γ2,γ3h,1,0,−1 u(xj) =
3∑
j=1
γj
hα
( [ b−xh ]+pj∑
k=0
ω
(α)
k u(x+ (k − pj)h)− epjhλ(1− e−hλ)αu(x)
)
=
1
hα
( [ b−xh ]+1∑
k=0
g
(2,α)
k,λ u(x+ (k − 1)h)−
(
γ1e
hλ + γ2 + γ3e
−hλ) (1− e−hλ)αu(x)).
(2.16)
The weights are given by
g
(2,α)
0,λ = γ1ω
(α)
0 e
hλ, g
(2,α)
1,λ = γ1ω
(α)
1 + γ2ω
(α)
0 ,
g
(2,α)
k,λ =
(
γ1ω
(α)
k + γ2ω
(α)
k−1 + γ3ω
(α)
k−2
)
e−(k−1)hλ, k ≥ 2.
(2.17)
4
The third-order scheme is obtained by the following result with γj (j = 1, 2, · · · ,m), satisfying Equa-
tion (2.10) in Theorem 2.2. Let m = 4, p1 = 1, p2 = 0, p3 = −1, p4 = −2. We have,
γ1 =
α2
8
+
5
24
α− γ4,
γ2 = −α
2
4
+
1
12
α+ 1 + 3γ4,
γ3 =
α2
8
− 7
24
α− 3γ4.
(2.18)
The third-order operators are then given by
LDα,γ1,γ2,γ3,γ4h,1,0,−1,−2 u(x) =
4∑
j=1
γj
hα
( [ x−ah ]+pj∑
k=0
ω
(α)
k u(x− (k − pj)h)− epjhλ(1− e−hλ)αu(x)
)
=
1
hα
[
x−a
h ]+1∑
k=0
g
(3,α)
k,λ u(x− (k − 1)h)−
(
γ1e
hλ + γ2 + γ3e
−hλ + γ4e−2hλ
)
(1− e−hλ)αu(x)
 ,
(2.19)
and
RDα,γ1,γ2,γ3,γ4h,1,0,−1,−2 u(x) =
4∑
j=1
γj
hα
( [ b−xh ]+pj∑
k=0
ω
(α)
k u(x− (k − pj)h)− epjhλ(1− e−hλ)αu(x)
)
=
1
hα
[
b−x
h ]+1∑
k=0
g
(3,α)
k,λ u(x+ (k − 1)h)−
(
γ1e
hλ + γ2 + γ3e
−hλ + γ4e−2hλ
)
(1− e−hλ)αu(x)
 .
(2.20)
The weights are found to be
g
(3,α)
0,λ = γ1ω
(α)
0 e
hλ, g
(3,α)
1,λ = γ1ω
(α)
1 + γ2ω
(α)
0 ,
g
(3,α)
2,λ =
(
γ1ω
(α)
2 + γ2ω
(α)
1 + γ3ω
(α)
0
)
e−hλ,
g
(3,α)
k,λ =
(
γ1ω
(α)
k + γ2ω
(α)
k−1 + γ3ω
(α)
k−2 + γ4ω
(α)
k−3
)
e−(k−1)hλ, k ≥ 3.
(2.21)
We will discretize and analyze this latter scheme in the section to follow.
3. Numerical schemes for the tempered fractional diffusion equation
Here we construct a high-order scheme based on the tempered-WSGD operators in space and the Crank–
Nicolson scheme in time for the tempered fractional diffusion equation. Then we establish the stability and
convergence for the third-order scheme.
Consider the following tempered fractional diffusion equation, from [15],
∂u(x, t)
∂t
= cl ·
(
aD
α,λ
x u(x, t)
)
+ cr ·
(
xD
α,λ
b u(x, t)
)
+ f(x, t),
(x, t) ∈ (a, b)× (0, T )
u(a, t) = Φl(t), u(b, t) = Φr(t), t ∈ (0, T )
u(x, T ) = S(x), x ∈ (a, b),
(3.1)
where α ∈ (1, 2), cl and cr are constants in front of the fractional derivatives with cl + cr 6= 0 which usually
control the bias of the diffusion. And if cl 6= 0, then Φl(t) ≡ 0; if cr 6= 0, then Φr(t) ≡ 0.
Let tj = jτ (0 ≤ tj ≤ T, j = 0, . . . , N) and xi = a + ih (a ≤ xi ≤ b, i = 0, . . . ,M), where τ =
T/N and h = (b − a)/M . Using the k-th order tempered-WSGD operators LDα,λ1h,k = LDα,γ1,γ2,...,γmh,p1,p2,...,pm and
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RDα,λ2h,k = RDα,γ1,γ2,...,γmh,p1,p2,...,pm for the tempered fractional derivatives and Crank-Nicolson time discretization, the
numerical scheme for (3.1) reads
uj+1i − uji
τ
= cl
(
LDα,λh,k u
j+ 12
i
)
+ cr
(
RDα,λh,k u
j+ 12
i
)
+ f
j+ 12
i +O(τ
2 + hk), (3.2)
where uji represents the solution of (3.1) at the point (xi, tj), and f
j+ 12
i = f(xi, tj+ 12 ).
Then, we obtain,
uj+1i −
τ
2
[
cl
(
LDα,λh,k uj+1i
)
+ cr
(
RDα,λh,k uj+1i
)]
= uji +
τ
2
[
cl
(
LDα,λh,k uji
)
+ cr
(
RDα,λh,k uji
)]
+ τf
j+ 12
i +O(τ
3 + τhk). (3.3)
We denote by U ji the solution of the numerical scheme for (3.1) at point (xi, tj) and F
j+ 12
i =
1
2 (f
j
i + f
j+1
i ).
The numerical scheme can now be written as
U j+1i −
τ
2
[
cl ·
(
LDα,λh,kU j+1i
)
+ cr ·
(
RDα,λh,kU j+1i
)]
= U ji +
τ
2
[
cl ·
(
LDα,λh,kU ji
)
+ cr ·
(
RDα,λh,kU ji
)]
+ τF
j+ 12
i . (3.4)
Denote Un = (Un1 , U
n
2 , ..., U
n
M−1)
T , φ(k,m)(λ) =
∑m
j=1 γje
pjhλ(1− e−hλ)α, and
Bk,λ =

g
(k,α)
1,λ − φ(k,m)(λ) g(k,α)0,λ
g
(k,α)
2,λ g
(k,α)
1,λ − φ(k,m)(λ) g(k,α)0,λ
... g
(k,α)
2,λ g
(k,α)
1,λ − φ(k,m)(λ)
. . .
g
(k,α)
n−2,λ . . .
. . .
. . . g
(k,α)
0,λ
g
(k,α)
n−1,λ g
(k,α)
n−2,λ . . . g
(k,α)
2,λ g
(k,α)
1,λ − φ(k,m)(λ)

. (3.5)
The matrix form for (3.4) can be written as follows(
I − τ
2hα
(clBk,λ + crB
T
k,λ)
)
U j+1 =
(
I +
τ
2hα
(clBk,λ + crB
T
k,λ)
)
U j + τFˆ
j+ 12
i , (3.6)
where
Fˆn+
1
2 =

F
n+ 12
1
F
n+ 12
2
...
F
n+ 12
M−2
F
n+ 12
M−1

+
1
2hα

clg
(k,α)
2,λ + crg
(k,α)
0,λ
clg
(k,α)
3,λ
...
clg
(k,α)
M−1,λ
clg
(k,α)
M,λ

(Un0 +U
n+1
0 ) +
1
2hα

crg
(k,α)
M,λ
crg
(k,α)
M−1,λ
...
crg
(k,α)
3,λ
crg
(k,α)
2,λ + clg
(k,α)
0,λ

(UnM +U
n+1
M ).
(3.7)
3.1. The second-order numerical scheme
In this subsection, we detail the second-order scheme for the tempered fractional diffusion equation. Using
the tempered-WSGD operators, LDα,λ1h,2 =L Dα,γ1,γ2,γ3h,−1,0,1 and RDα,λ2h,2 =R Dα,γ1,γ2,γ3h,−1,0,1 , for the tempered fractional
derivatives and the Crank-Nicolson discretization in time, we find the following second-order scheme for (3.1),
uj+1i −
τ
2
[
cl
(
LDα,λh,2 uj+1i
)
+ cr
(
RDα,λh,2 uj+1i
)]
= uji +
τ
2
[
cl
(
LDα,λh,2 uji
)
+ cr
(
RDα,λh,2 uji
)]
+ τf
j+ 12
i +O(τ
3 + τh2). (3.8)
The numerical scheme can be written as,
U j+1i −
τ
2
[
cl
(
LDα,λh,2 U j+1i
)
+ cr
(
RDα,λh,2 U j+1i
)]
= U ji +
τ
2
[
cl
(
LDα,λh,2 U ji
)
+ cr
(
RDα,λh,2 U ji
)]
+ τF
j+ 12
i , (3.9)
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and the following matrix form results,(
I − τ
2hα
(clBλ + crB
T
λ )
)
U j+1 =
(
I +
τ
2hα
(clBλ + crB
T
λ )
)
U j + τFˆ
j+ 12
i , (3.10)
where Bλ = B2,λ, as defined in (3.5).
The stability and convergence for the second-order scheme have already been presented in [15] in the following
theorem, based on the lemma below.
Lemma 3.1. From [15]. For 1 < α < 2 and λ ≥ 0, if
max{ (2− α)(α
2 + α− 8)
2(α2 + 3α+ 2)
,
(1− α)(α2 + 2α)
2(α2 + 3α+ 4)
} < γ3 < (2− α)(α
2 + 2α− 3)
2(α2 + 3α+ 2)
,
then the weighs coefficients ω
(α)
k and g
(2,α)
k,λ satisfy
1. ω
(α)
0 = 1, ω
(α)
1 = −α, 0 ≤ ... ≤ ω(α)3 ≤ ω(α)2 ≤ 1,
∑∞
k=0 ω
(α)
k = 0.
2. g
(2,α)
1,λ ≤ 0, g(2,α)0,λ + g(2,α)2,λ ≥ 0, g(2,α)k,λ ≥ 0(k ≥ 3).
Theorem 3.2. From [15]. For 1 < α < 2, and λ1, λ2 ≥ 0, if a1 < γ3 < a2, the numerical scheme (3.6) is
stable for
a1 = max{ (2− α)(α
2 + α− 8)
2(α2 + 3α+ 2)
,
(1− α)(α2 + 2α)
2(α2 + 3α+ 4)
}
and
a2 =
(2− α)(α2 + 2α− 3)
2(α2 + 3α+ 2)
.
Denoting eji = u
j
i − U ji , i = 1, 2, ...,M − 1 and Ej = (ej1, ej2, ..., ejM−1)T , j = 1, 2, ..., N , moreover, it is found
that
‖Ej‖h ≤ c(τ2 + h2), 1 ≤ j ≤ N − 1. (3.11)
3.2. The third-order numerical scheme
In this subsection, we consider third-order accurate scheme for the tempered fractional diffusion equation.
Denote
gk,λ = g
(3,α)
k,λ , φ(λ) = φ
(3,4)(λ) =
(
γ1e
hλ + γ2 + γ3e
−hλ + γ4e−2hλ
)
(1− e−hλ)α.
Using the tempered-WSGD operators, LDα,λh,3 =L Dα,γ1,γ2,...,γ4h,−1,0,1,2 and RDα,λh,3 =R Dα,γ1,γ2,...,γ4h,−1,0,1,2 , for the tempered
fractional derivatives and the Crank-Nicolson time discretization, we find the following discretization for (3.1),
uj+1i −
τ
2
[
cl
(
LDα,λh,3 uj+1i
)
+ cr
(
RDα,λh,3 uj+1i
)]
= uji +
τ
2
[
cl
(
LDα,λh,3 uji
)
+ cr
(
RDα,λh,3 uji
)]
+ τf
j+ 12
i +O(τ
3 + τh3). (3.12)
This numerical scheme is then written as,
U j+1i −
τ
2
[
cl
(
LDα,λh,3 U j+1i
)
+ cr
(
RDα,λh,3 U j+1i
)]
= U ji +
τ
2
[
cl
(
LDα,λh,3 U ji
)
+ cr
(
RDα,λh,3 U ji
)]
+ τF
j+ 12
i . (3.13)
The matrix form looks as follows,(
I − τ
2hα
(clBλ + crB
T
λ )
)
U j+1 =
(
I +
τ
2hα
(clBλ + crB
T
λ )
)
U j + τFˆ
j+ 12
i , (3.14)
where again, Bλ = B3,λ, as defined in (3.5).
We will now analyze the stability and convergence of this third-order scheme. First of all, we introduce the
following lemmas.
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Lemma 3.3. See, for example, [28]. A real-valued matrix A of order n is positive definite if and only if its
symmetric part, H = A+A
T
2 , is positive definite; H is positive definite if and only if the eigenvalues of H are
positive. For any eigenvalue µ of A, we have
µmin(H) ≤ Re(µ(A)) ≤ µmax(H), (3.15)
where Re(µ(A)) represents the real part of µ, and µmin(H) and µmax(H) are the minimum and maximum of
the eigenvalues of H, respectively.
To obtain the stability, we introduce the definition of the Toeplitz matrix Tn and its generating function f .
Definition 3.1. See, for example, [29] Let the Toeplitz matrix Tn be of the following form,
Tn =

t0 t−1 · · · t2−n t1−n
t1 t0 t−1 · · · t2−n
... t1 t0
. . .
...
tn−2 · · · . . . . . . t−1
tn−1 tn−2
. . . t1 t0

. (3.16)
If the diagonals {tk}n−1k=−n+1 are the Fourier coefficients of a function f , i.e.,
tk =
1
2pi
∫ pi
−pi
f(x)e−ikxdx, (3.17)
then function f is called the generating function of Tn.
Lemma 3.4. (Grenander-Szego¨ Theorem [29]) For a Toeplitz matrix Tn, we denote by µmin(Tn) and µmax(Tn)
the smallest and largest eigenvalues of Tn, respectively. If f is a 2pi-periodic continuous real-valued function,
defined on [−pi, pi], then
fmin ≤ µmin(Tn) ≤ µmax(Tn) ≤ fmax,
where fmin and fmax denote the minimum and maximum values of f(x). Moreover, if fmin < fmax, then all
the eigenvalues of Tn satisfy
fmin < µ(Tn) < fmax,
for all n > 0; and furthermore if fmin ≥ 0, then Tn is positive definite.
Next, we define the functions,
fB(x) =
N−1∑
k=0
gk,λe
i(k−1)x − φ(λ), fBT (x) =
N−1∑
k=0
gk,λe
−i(k−1)x − φ(λ), (3.18)
and
f(α, λ;x) =
fB(x) + fBT (x)
2
. (3.19)
It’s straightforward to get the following lemma by Lemmas 3.3 - 3.4.
Lemma 3.5. Let the matrices Bλ and B
T
λ be given via the numerical scheme (3.5). For λ ≥ 0, h > 0 and
α ∈ [1, 2], if we can find (analytically, or with the help of numerical techniques) values of γj for which the
generating functions f(α, λ;x) of Bλ are negative, then the eigenvalues of the matrix Bλ are negative, too.
Corollary 3.6. If, for 1 < α < 2, the generating functions f(α, λ;x), given in (3.19), are negative, the numer-
ical scheme (3.13) is stable.
Proof. Let M = τ2hα (clBλ + crBTλ ). We find,
M+MT
2
=
τ
4hα
(cl(Bλ +B
T
λ ) + cr(Bλ +B
T
λ )) (3.20)
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With µ(M) an eigenvalue of matrix M, it follows that µ(M) < 0 when f(α, λ;x) < 0 by Lemmas 3.3-3.4.
Then 1+µ(M)1−µ(M) < 1 is an eigenvalue of matrix |I−M|−1|I +M|. Hence, the numerical scheme (3.13) is stable. 
For α ∈ (1, 2), we denote
a3 = max{
α5
8 +
7
12α
4 − 58α3 − 4912α2 + 3α
α3 + 6α2 + 11α+ 6
,
α5
8 +
α4
3 − 6724α3 − 236 α2 + 1756 α− 30
α3 + 6α2 + 11α+ 6
},
and
a4 = min{
1
8α
4 + 712α
3 + 18α
2 − 136 α
α2 + 5α+ 8
,
α5
8 +
11
24α
4 − 4124α3 − 10724 α2 + 16312 α− 8
α3 + 6α2 + 11α+ 6
}.
Impact of varying a3 and a4 is illustrated in Figure 1. It can be seen that when α ∈ (1.26, 1.71), a3 < a4 and
(a3, a4) 6= ∅.
Figure 1: a3, a4 with α ∈ (1, 2)
For α ∈ (1.26, 1.71), we obtain the following result, similar to Lemma 3.1.
Theorem 3.7. For α ∈ (1.26, 1.71), λ ≥ 0 and a3 ≤ γ4 ≤ a4, then there exists g1,λ ≤ 0, g0,λ+g2,λ ≥ 0, gk,λ ≥
0(k ≥ 3).
Proof. For the term g0,λ + g2,λ, we have
g0,λ + g2,λ =γ1ω
(α)
0 e
hλ +
(
γ1ω
(α)
2 + γ2ω
(α)
1 + γ3ω
(α)
0
)
e−hλ
=
(
α2
8
+
5
24
α− γ4
)
ehλ +
(
α(α− 1)
2
(
α2
8
+
5
24
α− γ4
)
−α
(
−α
2
4
+
1
12
α+ 1 + 3γ4
)
+
(
α2
8
− 7
24
α− 3γ4
))
e−hλ
≥
((
α2
8
+
5
24
α− γ4
)
+
α(α− 1)
2
(
α2
8
+
5
24
α− γ4
)
−α
(
−α
2
4
+
1
12
α+ 1 + 3γ4
)
+
(
α2
8
− 7
24
α− 3γ4
))
e−hλ
=
((
α4
16
+
7
24
α3 +
α2
16
− 13
12
α
)
−
(
α2
2
+
5
2
α+ 4
)
γ4
)
e−hλ.
(3.21)
If γ4 ≤
(
1
8α
4 + 712α
3 + 18α
2 − 136 α
)
/(α2 + 5α+ 8), it is immediate that g0,λ + g2,λ ≥ 0.
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For the term g1,λ, it is found that
g1,λ =γ1ω
(α)
1 + γ2ω
(α)
0 = −α
(
α2
8
+
5
24
α− γ4
)
+
(
−α
2
4
+
1
12
α+ 1 + 3γ4
)
=− α
3
8
− 11
24
α2 +
α
12
+ 1 + (3 + α)γ4.
(3.22)
When γ4 ≤
(
1
8α
4 + 712α
3 + 18α
2 − 136 α
)
/(α2 + 5α+ 8), g1,λ ≤ 0.
For the term g3,λ, it follows that,
g3,λ =
(
γ1ω
(α)
3 + γ2ω
(α)
2 + γ3ω
(α)
1 + γ4ω
(α)
0
)
e−2hλ
=
((
α2
8
+
5
24
α− γ4
)
α(α− 1)(2− α)
6
+
(
−α
2
4
+
α
12
+ 1 + 3γ4
)
α(α− 1)
2
−
(
α2
8
− 7
24
α− 3γ4
)
α+ γ4
)
e−2hλ
=
(
−
(
α5
48
+
7
72
α4 − 5
48
α3 − 49
72
α2 +
1
2
α
)
+
(
α3
6
+ α2 +
11
6
α+ 1
)
γ4
)
e−2hλ.
(3.23)
If γ4 ≥
(
α5
8 +
7
12α
4 − 58α3 − 4912α2 + 3α
)
/
(
α3 + 6α2 + 11α+ 6
)
, we find g3,λ ≥ 0.
For the term g4,λ, we derive
g4,λ =
(
γ1ω
(α)
4 + γ2ω
(α)
3 + γ3ω
(α)
2 + γ4ω
(α)
1
)
e−3hλ
=
((
α2
8
+
5
24
α− γ4
)
(3− α)(2− α)(1− α)
24
+
(
−α
2
4
+
α
12
+ 1 + 3γ4
)
(2− α)(1− α)
6
+
(
α2
8
− 7
24
α− 3γ4
)(
1− α
2
)
+ γ4
)
ω
(α)
1 e
−3hλ
=− α
24
(
−
(
α5
8
+
11
24
α4 − 41
24
α3 − 107
24
α2 +
163
12
α− 8
)
+
(
α3 + 6α2 + 11α+ 6
)
γ4
)
e−3hλ.
(3.24)
If γ4 ≤
(
α5
8 +
11
24α
4 − 4124α3 − 10724 α2 + 16312 α− 8
)
/
(
α3 + 6α2 + 11α+ 6
)
, then it is straightforward to find g4,λ ≥
0.
For the term gk,λ, k ≥ 5, we finally find,
gk,λ =
(
γ1ω
(α)
k + γ2ω
(α)
k−1 + γ3ω
(α)
k−2 + γ4ω
(α)
k−3
)
e−(k−1)hλ
=
((
α2
8
+
5
24
α− γ4
)(
k − 1− α
k
)(
k − 2− α
k − 1
)(
k − 3− α
k − 2
)
+
(
−α
2
4
+
α
12
+ 1 + 3γ4
)(
k − 2− α
k − 1
)(
k − 3− α
k − 2
)
+
(
α2
8
− 7
24
α− 3γ4
)(
k − 3− α
k − 2
)
+ γ4
)
ω
(α)
k−3e
−(k−1)hλ
=
ω
(α)
k−3e
−(k−1)hλ
k(k − 1)(k − 2)
(
k3 −
(
α2
2
+
5
2
α+ 5
)
k2 +
(
α4
8
+
13
12
α3 +
31
8
α2 +
83
12
α+ 6
)
k
−
(
α5
8
+
23
24
α4 +
21
8
α3 +
73
24
α2 +
5
4
α
)
+
(
α3 + 6α2 + 11α+ 6
)
γ4
)
.
(3.25)
If,
γ4 ≥
−k3 +
(
α2
2 +
5
2α+ 5
)
k2 −
(
α4
8 +
13
12α
3 + 318 α
2 + 8312α+ 6
)
k +
(
α5
8 +
23
24α
4 + 218 α
3 + 7324α
2 + 54α
)
α3 + 6α2 + 11α+ 6
,
we can find gk,λ ≥ 0, as ω(α)k−3 > 0, k ≥ 5.
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Next we consider
−k3 +
(
α2
2 +
5
2α+ 5
)
k2 −
(
α4
8 +
13
12α
3 + 318 α
2 + 8312α+ 6
)
k +
(
α5
8 +
23
24α
4 + 218 α
3 + 7324α
2 + 54α
)
α3 + 6α2 + 11α+ 6
,
and analyze the function,
g(x) = −x3 +
(
α2
2
+
5
2
α+ 5
)
x2 −
(
α4
8
+
13
12
α3 +
31
8
α2 +
83
12
α+ 6
)
x
+
(
α5
8
+
23
24
α4 +
21
8
α3 +
73
24
α2 +
5
4
α
)
. (3.26)
Function g(x) is monotonically decreasing as the variable x (x ≥ 5) for 1.26 < α < 1.71. When α3 + 6α2 +
11α+ 6 ≥ 0, we have
g(x)
α3 + 6α2 + 11α+ 6
≤ g(5)
α3 + 6α2 + 11α+ 6
=
1
8α
5 + 13α
4 − 6724α3 − 236 α2 + 1756 α− 30
α3 + 6α2 + 11α+ 6
. (3.27)

We then analyze the generating functions f(α, λ;x) of H given in (3.19).
Theorem 3.8. Let the matrices Bλ and B
T
λ be given by (3.5). For λ ≥ 0, h > 0 and α ∈ (1.26, 1.71), f(α;x)
is the generating function of H =
Bλ+B
T
λ
2 , if γ4 ∈ (a3, a4), we have f(α;x) < 0 and Bλ is negative.
Proof. We consider the function φ(λ), and obtain,
φ(λ) =
(
γ1e
hλ + γ2 + γ3e
−hλ + γ4e−2hλ
)
(1− e−hλ)α
=
(
(
α2
8
+
5
24
α− γ4)ehλ + (−α
2
4
+
1
12
α+ 1 + 3γ4) + (
α2
8
− 7
24
α− 3γ1)e−hλ + γ4e−2hλ
)
(1− e−hλ)α
=
(
α2
8
(ehλ + e−hλ − 2) + α
24
(5ehλ − 7e−hλ + 2) + 1 + γ4(−ehλ + 3− 3e−hλ + e−2hλ)
)
(1− e−hλ)α
≥γ4
(−ehλ + 3− 3e−hλ + e−2hλ) (1− e−hλ)α.
(3.28)
Denoting h(x) = −ex + 3− 3e−x + e−2x, we obtain h(x) ≤ h(0) = 0, as h(x) is monotonically decreasing when
x ≥ 0. It is found that φ(λ) > 0 as γ4 < 0.
By Theorem 3.7, we obtain
f(α;x) =
N∑
k=0
gαk,λ cos(k − 1)x− φ(λ) ≤
N∑
k=0
gαk,λ − φ(λ)
=
N∑
k=0
gαk,λ −
+∞∑
k=0
gαk,λ < 0.
(3.29)
By Lemma 3.4, we see that Bλ is negative.

For any α ∈ (1.26, 1.71), if γ4 ∈ (a3, a4), the numerical scheme (3.13) will be unconditionally stable by
Corollary 3.6 and Theorem 3.8. If γ4 /∈ (a3, a4), we can also obtain a stable numerical scheme (3.13) whenever
f(α, λ;x) < 0. This condition can be evaluated by numerical examples in Section 4.
In fact, ∀ α ∈ (1, 2), if a γi exists which satisfies f(α, λ;x) < 0 for certain N > 0, the numerical scheme
(3.13) will be stable. The numerical examples in Section 4 confirm this. We will check whether γ4 can be
obtained so that f(α, λ;x) < 0 by a numerical experiment in Figures 2 and 3. Choosing α = 1.2 ∈ (1, 1.26)
in Figure 2 and α = 1.8 ∈ (1.71, 2) in Figure 3, it is found that for two values of α /∈ (1.26, 1.71), γ4 can be
numerically found so that f(α, λ;x) < 0 for certain N -values.
Error estimates for the fully discrete scheme (3.13) are based on the following lemma.
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γ4 = −0.075 γ4 = −0.1 γ4 = −0.2
Figure 2: Function f(α;x) with α = 1.2, λ = 2 and N = 250
γ4 = 0 γ4 = −0.1 γ4 = −0.5
Figure 3: Function f(α;x) with α = 1.8, λ = 2 and N = 250
Lemma 3.9. (Discrete Gronwall’s Inequation, see, for example, [30]) Assume that {kn} and {pn} are nonneg-
ative sequences, and the sequence {φ} satisfies
φ0 ≤ g0, φn ≤ g0 +
n−1∑
l=0
pl +
n−1∑
l=0
klφl, n ≥ 1,
where g0 ≤ 0. Then, the sequence {φ} satisfies
φn ≤
(
g0 +
n−1∑
l=1
pl
)
exp
(
n−1∑
l=1
kl
)
, n ≥ 1.
Theorem 3.10. Let’s denote by eji = u
j
i − U ji , i = 1, 2, ...,M − 1, and Ej = (ej1, ej2, ..., ejM−1)T , j = 1, 2, ..., N .
With solutions uji and U
j
i of Equations (3.12) and (3.13), respectively, we have, for 1 < α < 2, if f(α, λi;x) < 0,
i = 1, 2,
‖Ej‖h ≤ c(τ2 + h3), 1 ≤ j ≤ N − 1. (3.30)
Proof. Combining (3.12) and (3.13), gives us,
ej+1i −
τ
2
[
cl · LDα,λ1h,3 ej+1i + cr · RDα,λ2h,3 ej+1i
]
= eji +
τ
2
[
cl · LDα,λ1h,3 eji + cr · RDα,λ2h,3 eji
]
+ τρji ,
(3.31)
where ρji = O(τ
2 + h3). In matrix form, this is given by
(I −M)Ej+1 = (I +M)Ej + τρj , (3.32)
where ρj = (ρj1, ρ
j
2, ..., ρ
j
M−1)
T .
After multiplication on both sides of Equation (3.32) by (Ej+1 + Ej)T , we have
(Ej+1 + Ej)T (Ej+1 − Ej)− (Ej+1 + Ej)TM(Ej+1 + Ej) = τ(Ej+1 + Ej)T ρj . (3.33)
12
By Theorem 3.6, it is known that M is negative. So, we obtain,
(Ej+1 + Ej)TM(Ej+1 + Ej) < 0. (3.34)
Hence, we obtain
(Ej+1 + Ej)T (Ej+1 − Ej) =
M−1∑
i=1
((ej+1i )
2 − (eji )2)
≤ τ(Ej+1 + Ej)T ρj = τ
M−1∑
i=1
(ej+1i + e
j
i )ρ
j
i .
(3.35)
Summing up for all j ∈ [0, n− 1], we conclude that
M−1∑
i=1
(eni )
2 ≤ τ
n−1∑
j=0
M−1∑
i=1
(ej+1i + e
j
i )ρ
j
i
= τ
n−1∑
j=1
M−1∑
i=1
(ρji + ρ
j−1
i )e
j
i + τ
M−1∑
i=1
eni ρ
n−1
i
≤ τ
2
n−1∑
j=0
M−1∑
i=1
(eji )
2 +
τ
2
n−1∑
j=0
M−1∑
i=1
(ρji + ρ
j−1
i )
2 +
1
2
M−1∑
i=1
(eni )
2 +
1
2
M−1∑
i=1
(τρn−1i )
2.
(3.36)
As ρji = O(τ
2 + h3), we have the following result by the discrete Gronwall’s inequality (3.9),
‖En‖2 ≤ τ
n−1∑
j=1
‖Ej‖2 + c(τ2 + h3)2 ≤ eT c(τ2 + h3)2 ≤ C(τ2 + h3)2. (3.37)

4. Numerical examples
In this section, we present some numerical results for several experiments, on tempered fractional derivatives
in example 4.1, the tempered fractional diffusion equations in example 4.2 and the tempered fractional Black–
Scholes equation in example 4.3-4.4, to verify the theoretical results.
4.1. The tempered fractional derivatives
In this subsection, we take the second-order operators (2.15)-(2.16) and third-order operators (2.19)-(2.20)
for the left and right tempered fractional derivatives to test the accuracy of the tempered-WSGD operators.
Example 4.1. In the example, we choose α = 0.6 and α = 1.6, and consider different λ in the interval [0, 1]
for the left and right tempered fractional derivatives.
1. We analyze the schemes for the following left tempered fractional derivative,
0D
α,λ
x (e
−λxx3+α) = e−λxx3
(
Γ(4 + α)
6
− λαxα
)
,
which is discretized by the second-order operator (2.15) and the third-order scheme (2.19), respectively. Tables
1 and 2 show the corresponding L2 errors and the orders of accuracy for different λ-values, with α = 0.6, and
α = 1.6, γ3 = 0.001 for the second-order operator, and γ4 = 0.001 for the third-order operator. The results
confirm the desired accuracy.
2. We also consider the right tempered fractional derivative,
xD
α,λ
1 (e
λx(1− x)3+α) = eλx(1− x)3
(
Γ(4 + α)
6
− λα(1− x)α
)
,
computed by the second-order operator (2.16) and the third-order operators (2.20), respectively. Tables 3 and
4 show the L2 errors and orders of accuracy for different λ-values, with γ3 = −0.001 for the second-order and
γ4 = −0.001 for the third-order operators. The results clearly confirm the desired discretization accuracy.
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λ = 0 λ = 1 λ = 3
α h L2 Error Order L2 Error Order L2 Error Order
1/10 1.05e-02 4.87e-03 1.30e-03
1/20 2.58e-03 2.03 1.21e-03 2.01 3.25e-04 1.99
α = 0.6 1/40 6.39e-04 2.01 3.02e-04 2.00 8.15e-05 2.00
1/80 1.59e-04 2.01 7.55e-05 2.00 2.04e-05 2.00
1/160 3.96e-05 2.00 1.89e-05 2.00 5.11e-06 2.00
1/10 5.29e-02 2.50e-02 7.02e-03
1/20 1.32e-02 2.01 6.33e-03 1.98 1.83e-03 1.94
α = 1.6 1/40 3.29e-03 2.00 1.59e-03 1.99 4.68e-04 1.97
1/80 8.21e-04 2.00 4.00e-04 1.99 1.18e-04 1.98
1/160 2.05e-04 2.00 1.00e-04 2.00 2.97e-05 1.99
Table 1: L2 errors and orders of accuracy for 0D
α,λ
x (e
−λxx3+α) by the second-order operator (2.15) for different
λ with γ3 = 0.001.
λ = 0 λ = 1 λ = 3
α h L2 Error Order L2 Error Order L2 Error Order
1/10 6.62e-04 4.09e-04 2.20e-04
1/20 8.48e-05 2.96 5.38e-05 2.92 3.08e-05 2.84
α = 0.6 1/40 1.07e-05 2.98 6.91e-06 2.96 4.06e-06 2.92
1/80 1.35e-06 2.99 8.75e-07 2.98 5.22e-07 2.96
1/160 1.69e-07 3.00 1.10e-07 2.99 6.62e-08 2.98
1/10 5.79e-03 3.54e-03 1.84e-03
1/20 7.47e-04 2.95 4.73e-04 2.90 2.66e-04 2.79
α = 1.6 1/40 9.49e-05 2.98 6.12e-05 2.95 3.59e-05 2.89
1/80 1.20e-05 2.99 7.78e-06 2.98 4.66e-06 2.95
1/160 1.50e-06 2.99 9.82e-07 2.99 5.93e-07 2.97
Table 2: L2 errors and orders of accuracy for 0D
α,λ
x (e
−λxx3+α) by the third-order operator (2.19) for different
λ with γ4 = 0.001.
λ = 0 λ = 1 λ = 3
α h L2 Error Order L2 Error Order L2 Error Order
1/10 8.94e-03 1.21e-02 2.57e-02
1/20 2.36e-03 1.92 3.13e-03 1.95 6.44e-03 2.00
α = 0.6 1/40 6.06e-04 1.96 7.94e-04 1.98 1.61e-03 2.00
1/80 1.54e-04 1.98 2.00e-04 1.99 4.04e-04 2.00
1/160 3.87e-05 1.99 5.03e-05 1.99 1.01e-04 2.00
1/10 4.49e-02 6.17e-02 1.40e-01
1/20 1.21e-02 1.90 1.63e-02 1.92 3.63e-02 1.94
α = 1.6 1/40 3.12e-03 1.95 4.19e-03 1.96 9.27e-03 1.97
1/80 7.95e-04 1.97 1.06e-03 1.98 2.34e-03 1.98
1/160 2.00e-04 1.99 2.67e-04 1.99 5.89e-04 1.99
Table 3: L2 errors and orders of accuracy for xD
α,λ
1 (e
λx(1 − x)3+α) by the second-order operator (2.16) for
different λ with γ3 = −0.001.
4.2. The tempered fractional diffusion equation
In this subsection, we numerically test the accuracy of the second-order scheme (3.9) and the third-order
scheme (3.13) for the tempered fractional diffusion equations.
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λ = 0 λ = 1 λ = 3
α h L2 Error Order L2 Error Order L2 Error Order
1/10 6.53e-04 1.14e-03 4.63e-03
1/20 8.59e-05 2.93 1.51e-04 2.92 6.44e-04 2.85
α = 0.6 1/40 1.10e-05 2.96 1.95e-05 2.96 8.49e-05 2.92
1/80 1.39e-06 2.98 2.47e-06 2.98 1.09e-05 2.96
1/160 1.75e-07 2.99 3.11e-07 2.99 1.38e-06 2.98
1/10 5.58e-03 9.62e-03 3.77e-02
1/20 7.42e-04 2.91 1.30e-03 2.89 5.44e-03 2.79
α = 1.6 1/40 9.56e-05 2.96 1.69e-04 2.94 7.34e-04 2.89
1/80 1.21e-05 2.98 2.15e-05 2.97 9.53e-05 2.94
1/160 1.53e-06 2.99 2.72e-06 2.99 1.21e-05 2.97
Table 4: L2 errors and orders of accuracy for xD
α,λ
1 (e
λx(1 − x)3+α) by the third-order operator (2.20) for
different λ with γ4 = −0.001.
Example 4.2. In this example, however, with x ∈ [0, 1], we choose different α for three different tempered
fractional diffusion equations. To ensure the stability, we take γ3 ∈ (a1, a2) for the second-order scheme (3.9),
and γ4 ∈ (a3, a4) or γ4 satisfying f(α;x) < 0 for the third-order scheme (3.13). The numerical results are shown
in Table 5-10 which confirm the desired accuracy.
1. We consider the following tempered fractional diffusion equation with the left tempered fractional derivative,
∂u(x, t)
∂t
=0 D
α,λ
x u(x, t)− e−λx−t
(
x3+α +
Γ(4 + α)
6
x3
)
, (4.1)
with the boundary conditions
u(0, t) = 0, u(1, t) = e−λ−t, t ∈ [0, 1], (4.2)
and the initial value
u(x, 0) = e−λxx1+α, x ∈ [0, 1]. (4.3)
The exact solution for (4.1) is given by u(x, t) = e−λx−tx3+α.
Let α = 1.2 /∈ (1.26, 1.71) for the tempered fractional diffusion equation (4.1). For the second-order scheme
(3.9), we choose γ3 ∈ (a1, a2) to ensure the stability. For the third-order scheme (3.13), we define γ4 in such a
way that f(α;x) < 0. Because of this latter choice, we expect a stable and accurate discretization, despite the
fact that α /∈ (1.26, 1.71). Take τ = h, λ = 4. We construct the second-order scheme and the third-order scheme
for this Equation (4.1). Tables 5 and 6 show L2 errors and orders of accuracy for both schemes, confirming the
desired accuracy, in both cases.
γ3 = −0.01 γ3 = 0 γ3 = 0.01
h L2 Error Order L2 Error Order L2 Error Order
1/10 2.20e-04 2.30e-04 2.40e-04
1/20 5.44e-05 2.02 5.73e-05 2.01 6.02e-05 2.00
1/40 1.33e-05 2.04 1.40e-05 2.03 1.48e-05 2.03
1/80 3.25e-06 2.03 3.45e-06 2.02 3.65e-06 2.02
1/160 8.06e-07 2.01 8.56e-07 2.01 9.05e-07 2.01
Table 5: L2 errors and orders of accuracy for (4.1) with the boundary conditions (4.2) and the initial value (4.3)
by the second-order scheme (3.9).
2. We also consider the following tempered fractional diffusion equation with the right tempered fractional deriva-
tive
∂u(x, t)
∂t
=0 D
α,λ
x u(x, t)− eλx−t
(
(1− x)3+α + Γ(4 + α)
6
(1− x)3
)
, (4.4)
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γ4 = −0.1 γ4 = −0.2 γ4 = −0.25
h L2 Error Order L2 Error Order L2 Error Order
1/10 7.55e-05 1.08e-04 1.25e-04
1/20 9.44e-06 3.00 1.41e-05 2.94 1.66e-05 2.92
1/40 1.13e-06 3.07 1.71e-06 3.04 2.05e-06 3.02
1/80 1.37e-07 3.04 2.09e-07 3.04 2.51e-07 3.03
1/160 1.77e-08 2.96 2.61e-08 3.00 3.14e-08 3.00
Table 6: L2 errors and orders of accuracy for (4.1) with the boundary conditions (4.2) and the initial value (4.3)
by the third-order scheme (3.13).
with the boundary conditions
u(0, t) = e−t, u(1, t) = 0, t ∈ [0, 1], (4.5)
and the initial value
u(x, 0) = eλx(1− x)3+α, x ∈ [0, 1]. (4.6)
The exact solution for (4.4) is given by u(x, t) = eλx−t(1− x)3+α.
Let α = 1.8 /∈ (1.26, 1.71) for the tempered fractional diffusion equation (4.4). We choose γ3 ∈ (a1, a2) for
the second-order scheme (3.9), and define γ4 satisfying f(α;x) < 0 for the third-order scheme (3.13). Take
τ = h, λ = 4. Tables 7 and 8 confirm the desired L2 errors and orders of accuracy for both schemes.
γ3 = −0.03 γ3 = −0.02 γ3 = −0.01
h L2 Error Order L2 Error Order L2 Error Order
1/10 1.41e-02 1.48e-02 1.55e-02
1/20 3.51e-03 2.00 3.78e-03 1.97 4.04e-03 1.94
1/40 8.65e-04 2.02 9.44e-04 2.00 1.02e-03 1.98
1/80 2.14e-04 2.02 2.35e-04 2.00 2.57e-04 1.99
1/160 5.31e-05 2.01 5.87e-05 2.00 6.44e-05 2.00
Table 7: L2 errors and orders of accuracy for (4.4) with the boundary conditions (4.5) and the initial value (4.6)
by the second-order scheme (3.9).
γ4 = 0.01 γ4 = 0.02 γ4 = 0.03
h L2 Error Order L2 Error Order L2 Error Order
1/10 7.99e-03 7.62e-03 7.29e-03
1/20 1.19e-03 2.75 1.11e-03 2.78 1.04e-03 2.81
1/40 1.61e-04 2.88 1.47e-04 2.91 1.35e-04 2.94
1/80 2.10e-05 2.94 1.90e-05 2.95 1.72e-05 2.98
1/160 2.72e-06 2.95 2.45e-06 2.96 2.19e-06 2.97
Table 8: L2 errors and orders of accuracy for (4.4) with the boundary conditions (4.5) and the initial value (4.6)
by the third-order scheme (3.13).
3. We also analyze the following tempered fractional advection-diffusion equation
∂u(x, t)
∂t
= cl
(
0D
α,λ
x u(x, t)
)
+ cr
(
xD
α,λ
1 u(x, t)
)
+ f(x, t), (4.7)
with the boundary conditions,
u(0, t) = 0, u(1, t) = 0, t ∈ [0, 1], (4.8)
and the initial value,
u(x, 0) = e−λxx1+α, x ∈ [0, 1]. (4.9)
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With
f =− e−tx3(1− x)3 − e−λx−t
(
0D
α
x
[
eλx(x3 − 3x4 + 3x5 − x6)
])
− eλx−t
(
xD
α
1
[
e−λx((1− x)3 − 3(1− x)4 + 3(1− x)5 − (1− x)6)
])
,
the exact solution for (4.7) reads u(x, t) = e−tx3(1− x)3. To compute f(x, t), we use the following formulae,
0D
α
x (e
λxxm) =0 D
α
x
( ∞∑
n=0
λn
n!
xn+m
)
=
∞∑
n=0
λnΓ(n+m+ 1)
n!Γ(n+m− α+ 1)x
n+m−α, (4.10)
and
xD
α
1 (e
λx(1− x)m) =xDα1
( ∞∑
n=0
λne−λ
n!
(1− x)n+m
)
=e−λ
∞∑
n=0
λnΓ(n+m+ 1)
n!Γ(n+m− α+ 1)(1− x)
n+m−α.
(4.11)
Take α = 1.5 ∈ (1.26, 1.71) for the tempered fractional diffusion equation (4.7). We choose γ3 ∈ (a1, a2) for
the second-order scheme (3.9), and γ4 = −0.04, − 0.03, − 0.02 for the third-order scheme (3.13), where
γ4 = −0.04, −0.03 ∈ (a3, a4) and γ4 = −0.02 /∈ (a3, a4) but satisfies f(α;x) < 0. Let λ = 0.5, cr = cl = 0.5,
and τ = 10−3. Tables 9 and 10 show the corresponding L2 errors and the second and third orders of accuracy,
respectively.
γ3 = −0.04 γ3 = −0.03 γ3 = −0.02
h L2 Error Order L2 Error Order L2 Error Order
1/24 4.15e-05 4.19e-05 4.25e-05
1/25 9.55e-06 2.12 9.98e-06 2.07 1.04e-05 2.03
1/26 2.29e-06 2.06 2.44e-06 2.03 2.59e-06 2.01
1/27 5.62e-07 2.03 6.04e-07 2.01 6.46e-07 2.00
1/28 1.39e-07 2.01 1.50e-07 2.01 1.62e-07 2.00
Table 9: L2 errors and orders of accuracy for (4.7) with the boundary conditions (4.8) and the initial value (4.9)
by the second-order scheme (3.9).
γ4 = −0.04 γ4 = −0.03 γ4 = −0.02
h L2 Error Order L2 Error Order L2 Error Order
1/24 5.41e-05 5.33e-05 5.39e-05
1/25 7.98e-06 2.76 7.68e-06 2.79 7.48e-06 2.85
1/26 1.12e-06 2.83 1.06e-06 2.85 1.02e-06 2.88
1/27 1.52e-07 2.88 1.43e-07 2.89 1.35e-07 2.91
1/28 2.02e-08 2.91 1.89e-08 2.92 1.78e-08 2.93
Table 10: L2 errors and orders of accuracy for (4.7) with the boundary conditions (4.8) and the initial value
(4.9) by the third-order scheme (3.13).
4.3. The tempered fractional Black–Scholes equations
In this subsection, we construct a third-order scheme for the tempered fractional Black–Scholes equation.
These numerical results come without a proof of stability here. We experimentally show that the developed
schemes are robust and accurate, also for a convection-(fractional) diffusion type equation.
Consider the fractional PDE,
∂u(x, t)
∂t
+ a · ∂u(x, t)
∂x
+ b ·Bd Dα,λ1x u(x, t) + d ·x Dα,λ2Bu u(x, t) = pu(x, t), (4.12)
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where α ∈ (1, 2), the parameters b, d, p, λ1 and λ2 are all non-negative. With different values for the parameters
a, b, d, p, λ1 and λ2, we find variations for Equation (4.12).
We her consider problem (4.12) with a source term f(x, t) added to test the numerical scheme in the following
form, 
∂u(x, t)
∂t
+ a
∂u(x, t)
∂x
+ bBdD
α,λ1
x u(x, t) + dxD
α,λ2
Bu
u(x, t) = pu(x, t) + f(x, t),
(x, t) ∈ (Bd, Bu)× (0, T )
u(Bd, t) = 0, u(Bu, t) = 0, t ∈ (0, T )
u(x, T ) = S(x), x ∈ (Bd, Bu), x ∈ (Bd, Bu).
(4.13)
Let tj = (N − j)τ , 0 ≤ tj ≤ T, j = 0, . . . , N and xi = Bd + ih, Bd ≤ xi ≤ Bu, I = 0, . . . ,M , where
τ = T/N and h = (Bu − Bd)/M . Using the tempered-WSGD operators, LDα,λ1h =L Dα,γ1,γ2,...,γ4h,−1,0,α−1,1 and
RDα,λ2h =R Dα,γ1,γ2,...,γ4h,−1,0,α−1,1, for the tempered fractional derivatives, and the forth-order scheme for the first-order
space derivative, we get the following space discretization for (4.12)
∂ui
∂t
+ a
8(ui+1 − ui−1)− (ui+2 − ui−2)
12h
+ b
(
LDα,λ1h ui
)
+ d
(
RDα,λ2h ui
)
= pui + fi +O(h
3),
(4.14)
where ui is the solution of (4.13) when x = xi, and fi = f(xi, t).
For (4.14), the Crank-Nicolson time discretization reads
− u
j+1
i − uji
τ
+ a
8(u
j+ 12
i+1 − uj+
1
2
i−1 )− (uj+
1
2
i+2 − uj+
1
2
i−2 )
12h
+ b
(
LDα,λ1h u
j+ 12
i
)
+ d
(
RDα,λ2h u
j+ 12
i
)
= pu
j+ 12
i + f
j+ 12
i +O(τ
2 + h3),
(4.15)
where uji is the solution of (4.13) at the point (xi, tj), and f
j+ 12
i = f(xi, tj+ 12 ).
The numerical scheme can now be written as
(1 +
τ
2
p)U j+1i −
τ
2
[
a
8(U j+1i+1 − U j+1i−1 )− (U j+1i+2 − U j+1i−2 )
12h
+ bLDα,λ1h U j+1i + dRDα,λ2h U j+1i
]
= (1− τ
2
p)U ji +
τ
2
[
a
8(U ji+1 − U ji−1)− (U ji+2 − U ji−2)
12h
+ bLDα,λ1h U ji + dRDα,λ2h U ji
]
− F j+ 12i ,
(4.16)
where U ji is the solution of the numerical scheme for (4.13) at point (ti, tj), and F
j+ 12
i =
1
2 (f
j
i + f
j+1
i ).
Example 4.3. We here consider the following tempered fractional equation,
∂u(x, t)
∂t
+ a
∂u(x, t)
∂x
+ b
(
0D
α,λ1
x u(x, t)
)
= du(x, t) + f(x, t),
(x, t) ∈ (0, 1)× (0, T )
u(0, t) = 0, u(1, t) = 0, t ∈ (0, T )
u(x, T ) = S(x), x ∈ (0, 1).
(4.17)
where
f = e−λx+(T−t)
{
x3(1− x)(−1− aλ− bλα − p) + a(3x2 − 4x3)
+ b
(
Γ(4)
Γ(4− α)x
3−α − Γ(5)
Γ(5− α)x
4−α
)}
.
The exact solution of the above equation is u = eT−tx3(1−x)3. Let the parameters b = − 12σα sec(αpi2 ), a = r−b
and d = r. Take α = 1.6, λ = 1, σ = 0.25, r = 0.05, and τ = 10−4. Table 11 lists the L2 and L∞ errors and
orders of accuracy for Equation (4.17), which confirm the desired accuracy with γ4 = −0.5.
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h L2 Error Order L∞ Error Order
1/25 7.95e-05 2.58e-04
1/26 1.08e-05 2.88 3.99e-05 2.69
1/27 1.38e-06 2.97 5.62e-06 2.83
1/28 1.71e-07 3.02 7.54e-07 2.90
1/29 2.09e-08 3.03 9.81e-08 2.94
Table 11: L2 and L∞ errors and orders of accuracy for (4.17) with γ4 = −0.5.
Example 4.4. We finally consider the following tempered fractional model
∂u(x, t)
∂t
+ a
∂u(x, t)
∂x
+ b
(
0D
α,λ1
x u(x, t)
)
+ c
(
0D
α,λ1
x u(x, t)
)
= du(x, t) + f(x, t),
(x, t) ∈ (0, 1)× (0, T )
u(0, t) = 0, u(1, t) = 0, t ∈ (0, T )
u(x, T ) = S(x), x ∈ (0, 1),
(4.18)
where
f =− (1 + aλα1 + bλα2 + p)u(x, t) + 3aeT−tx2(1− x)2(1− 2x)
+ be−λ1x+(T−t)
(
0D
α
x e
λ1xu(x, t)
)
+ ceλ2x+(T−t)
(
xD
α
1 e
−λ2xu(x, t)
)
.
The exact solution of the above equation is given by u = e−λx+(T−t)x3(1− x).
Let the parameters b = c = d = 1 and a = −0.5. Take α = 1.8, λ1 = 0.5, λ2 = 1, and τ = 10−4. Table 12
lists the L2 and L∞ errors and orders of accuracy for Equation (4.18), again confirming the desired accuracy
with γ4 = 0.
h L2 Error Order L∞ Error Order
1/25 2.61e-05 4.28e-05
1/26 3.57e-06 2.87 5.52e-06 2.95
1/27 4.74e-07 2.91 7.08e-07 2.96
1/28 6.19e-08 2.94 9.06e-08 2.97
1/29 7.99e-09 2.95 1.16e-08 2.97
Table 12: L2 and L∞ errors and orders of accuracy for (4.18) with γ4.
5. Conclusion
In this paper, we presented stability analysis and error estimates for numerical schemes for the tempered
fractional diffusion equation. We focussed on the third-order semi-discretized scheme in space and showed error
analysis for these fully discrete scheme based on the Crank–Nicolson scheme in time. We also provided the
third-order scheme for the tempered fractional Black-Scholes equation. Clearly, the stable numerical schemes
proposed in this paper are computationally highly accurate and efficient.
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