Abstract-This paper investigates an architecture designed to implement wide, shallow memories on a field programmable gate array (FPGA). In the proposed architecture, existing configuration memory normally used to control the connectivity pattern of the FPGA is made user accessible. Typically, not all the switch blocks in an FPGA are used to transport signals. By adding only a modest amount of circuitry, the configuration memory in these unused switch blocks (or unused paths within used switch blocks) can be used to implement wide, shallow buffers and other similar memory structures. The size of FPGA required to implement a benchmark circuit that makes use of the wide, shallow memories, is 20% smaller than a standard memory architecture. In addition, the benchmark circuit is on average 40% faster using the proposed architecture.
I. INTRODUCTION
In the past ten years, the capacity of field programmable gate arrays (FPGAs) has grown to such an extent that they are now being used to implement entire systems, and represent an alternative to system-on-chip (SoC) and application specific integrated circuit (ASIC) development. Logic and memory resources on the FPGA have reached levels such that they are capable of providing a complete, one-chip solution. Input/output (I/O) capabilities have also followed this trend, most notably with the introduction of high-speed I/O (such as RapidIO, POS-PHY Level 4, or UTOPIA IV) [1] , [2] that allow gigahertz range signals to access an FPGA running at a lower frequency. High-speed I/O has also allowed users to implement high bandwidth circuits on an FPGA. The high-speed interface is accomplished by time demultiplexing an incoming signal to create a wide set of signals on the FPGA. In many applications, these signals must be buffered in wide, shallow memories as they are processed throughout the FPGA. These memories may be over 100 bits in width, but only a handful (8-32) words deep. As I/O bandwidth on FPGAs increases, and more circuits begin to take advantage of these high speed I/Os, the need for efficient wide data blocks, including wide, shallow memories, will grow. Traditionally, vendors support the memory requirements of user circuits by embedding large random access memory (RAM) blocks [1] , [3] - [6] . The RAM blocks provide a very dense method of implementing storage, but they are not well suited to wide, shallow memories. The aspect-ratio of most block memories allow a maximum width of 16-32 bits, meaning wide memories must be constructed by cascading several blocks. In addition, the depth of the memories at that ratio are deeper than those needed by simple buffering applications.
Another method for supporting on-chip memory is employed by Xilinx and Lattice Semiconductor (in the ORCA product line, formerly produced by Lucent) [4] , [5] . In their devices, the 16-bit lookup-tables within each logic element can be configured as a RAM. Since each logic block can be configured as RAM individually, the memories can be placed close to the attached logic, and several logic blocks, each configured as a RAM, can be combined to implement wider structures. Unfortunately, the area overhead required to glue these smaller memories together into a large memory is significant. As an example, a 32 2 128 bit memory would require 256 look-up tables (LUTs) to implement the storage, and another 128 LUTs to implement the data output multiplexors.
In this paper, we present an alternate implementation of on-chip memory, designed specifically to support wide buffering applications. In our architecture, we reuse the configuration memory within each switch block, providing the user with access to this memory through additional circuitry. Normally, this memory is used to store the connection patterns required to implement the user circuit. Typically, however, not all the switches in all switch blocks in an FPGA are used to transport signals. By adding only a modest amount of circuitry, the configuration memory in these unused switch blocks can be used to implement wide, shallow buffers and other similar memory structures.
Utilizing unused switch blocks in this way has a number of advantages. The amount of storage within each switch block is significant; an FPGA with 128 tracks/channel contains 1088 configuration bits within each switch block. As we will show, the structure of the switch blocks leads to a natural implementation of wide, shallow memories. In addition, since the switch blocks are evenly distributed across the FPGA, user memories can be instantiated close to the logic that uses them, reducing routing delay. In order to realize these advantages, however, it is important that the additional circuitry does not slow the switch block unacceptably, or result in a significant area overhead.
The use of switch block memory as user storage has been described in [20] . That architecture provided 16 2 8 bit memories within each switch block. A significant difference between this and our architecture is that we provide 128-bit wide memories rather than 8-bit wide memories. This very wide data width is one of the key features of our architecture, and is important when implementing the wide shallow memories considered in this paper.
II. BASELINE PROGRAMMABLE CONNECTION
In this paper, we focus on island-style FPGAs [11] . Each horizontal and vertical channel consists of 128 parallel tracks, each track spanning four clusters (although the concept can be applied to FPGAs of any channel width and segment length, including FPGAs containing more than one segment length). We have concentrated on FPGAs with length-four segments, to be consistent with the architectures in [11] . At the intersection of each horizontal and vertical channel is a Wilton switch block [12] . We assume that the tracks within each channel are staggered so that one quarter of the tracks start/terminate at each switch block. As shown in [11] , the tracks that terminate at a switch block can be connected to one track in each of the other three incident channels, while the tracks that pass through a switch block can be connected to two tracks in each of the two perpendicular incident channels.
Each programmable connection within the switch block is a bidirectional repowering switch, containing buffers and two configuration bits, as shown in Fig. 1 .
III. ENHANCED ARCHITECTURE

A. Memory Organization and Access Modes
In the enhanced architecture, each switch block can be optionally used as a memory with eight words of up to 124 bits each. Rather than adding new memory bits to the switch block (as in [13] ), our approach is to provide circuitry to allow the user to write and read the configuration memory corresponding to all diagonal connections within the switch block. Assuming 128 tracks per channel, there are 512 diagonal programmable connections within each switch block. We group these programmable connections into 128 groups of four connections each; each group implements a single bit position of the memory. Since each connection contains two configuration bits, each group contains 8 bits of storage. By providing appropriate select circuitry, any one of these 8 bits can be read or written to; thus, the switch block acts as a 8 2 128 bit memory. As described in [7] , to allow for address and control lines, our architecture can only use up to 124 of the 128 groups, thus, the maximum memory size we can support in a single switch block is 8 2 124.
B. Enhanced Programmable Bidirectional Connection
The key to our architecture is an enhanced programmable connection (EPC) element. As Fig. 2 shows, the EPC provides access to its two configuration memory bits by linking each configuration memory cell to a horizontal or vertical track through pass transistor circuitry. Each of the two configuration bits in the EPC are connected to an intermediate staging point through pass transistors M3 and M4. These transistors are controlled by lines CA and CB, the values of which are generated by the address control circuitry, as described below. All four connections within a group share the same staging point. From this intermediate staging point, pass transistors M5 and M6 connect to a vertical and a horizontal track respectively, with these transistors controlled by the MemVert or MemHorz (discussed below) which allow access to the memory from either the vertical or horizontal direction. The WRITE signal in Fig. 2 is used to indicate whether the memory cell should be written or read; it is sourced by the user circuit residing on the FPGA.
Additional pass transistors M7 and M8 are used to isolate the two sides of the programmable connection when the switch block is used as a memory. When not used as a memory, transistors M7 and M8 are closed, allowing the circuit to operate as a normal programmable connection.
C. Memory Addressing and Control
The eight-word memory requires three address bits, as well as a read/write control signal. Rather than tying these inputs to four specific incident tracks, the address and control inputs are chosen from the entire set of incident tracks in either the horizontal or vertical channel, as shown in Fig. 3 . Each address and control line can be selected from one quarter of the incident tracks; those tracks chosen to supply address and control information are, of course, not used for data. The input lines to the control circuitry are shared between the horizontal and vertical incident tracks using four two input multiplexors (only shown for line A2 in Fig. 3) . The address and control signals are fed to a 3-to-8 decoder; the eight outputs of the decoder are used to drive the CA and CB lines of one of the four programmable connections in each group.
In addition to this circuitry, two configuration bits are needed per switch block. The first configuration bit is used to indicate whether the switch block is acting as a memory or as a routing switch. This bit is connected through an inverter to M7 and M8 of the EPCs. The second configuration bit indicates whether the data inputs are connected to the horizontal or vertical channel (the data outputs are connected to the other), and is used both to control the previously mentioned multiplexors, and with the read/write signal to produce the MemVert and MemHorz signals. These signals control the connection between the intermediate staging point of Fig. 2 and the channels incident to the switch block. If the switch block is used as a memory, the intermediate staging point is connected to either the horizontal or vertical channels (depending on whether a read or write is occurring) but never both simultaneously. When not used as a memory, the intermediate switching point is isolated.
Finally, transistor M2, which directly enables the writing of the memory cell, must share its control with both the configuration circuitry and the read/write line. This allows the bit to be written during configuration as well as when it is written to by the user. 
IV. SPEED AND AREA OVERHEAD
In this section, we describe the area and speed overhead inherent in our new architecture.
Compared to the baseline architecture, the routing path through a switch in our architecture is 11.6% slower than that in the baseline architecture. This slowdown is mainly due to the parasitic capacitances of the added transistors. The corresponding memory access time was 2.5 ns (based on HSPICE measurements), not including routing into and out of the memory. This corresponds to an operating frequency of 400 MHz, faster than the 4-K and MegaRAM blocks from the Stratix Architecture [3] .
The average speed degradation, including both logic and routing delay, was found to be 5.2%. Measurements were made by comparing the critical paths of a set of sixteen circuits, ranging in size from 641 4-LUTs to 3539 4-LUTs, after place and route, using the methodology in [11] . A 0.18-m CMOS technology was assumed throughout.
In order to quantify the overhead, we have used a detailed area model. Assuming typical FPGA parameters, have estimated a 52% increase in the size of a single switch box, and a 36% overhead in an FPGA containing these switches.
V. IMPLEMENT STORAGE IN THE ENHANCED ARCHITECTURE
In this section, we evaluate the ability of our architecture to implement user circuits that contain wide, shallow memories. In order to evaluate the proposed architecture, a benchmark suite with circuits that make use of wide, shallow memories is needed. Unfortunately we do not have access to such circuits, forcing us to create our own benchmark. Time and technology constraints meant that rather than a suite of representative circuits, only a single benchmark circuit, a buffered 2 2 2 crossbar switch [19] , could be created. This circuit allows an initial evaluation of the switch block memory architecture, but does not allow for a robust evaluation of the average effect on real user circuits. The creation of a more complete benchmark suite to fully evaluate the proposed architecture is left as future work.
The circuit chosen to test the switch block memory architecture is a crossbar switch [16] , [17] . Signals enter the circuit at one of two inputs, and are sent to one of two outputs based on an address tag that is a part of the incoming data. Because data destined for the same output could arrive at both of the inputs simultaneously, the data is buffered in order to prevent data loss. The crossbar is fully buffered, meaning that every input-output combination has its own buffer. For the 2 2 2 crossbar, this means that four memories are required to buffer the incoming data. More generally, for an N 2 M crossbar, N 3 M memories are required.
Our intent in using this circuit is to stress the limits of the proposed architecture, so a very wide input data width of 120 bits has been chosen.
To measure the improvement in density obtained by the proposed architecture, the presynthesized test circuit was mapped onto FPGAs with each of the three different memory types: LUT-based, memory block, and switch block. In order to meaningfully compare the three architectures a common measure of area is required. The next section details the methodology used in measuring and comparing these architectures.
A. Area Methodology
The area of an FPGA can be broken into four components: logic block area, connection block area, switch block area, and memory area. Table I shows the number of minimum-width transistors for each component that makes up a tile's area, assuming the architecture of Figs. 2 and 3. These values were calculated using the area model from [11] . The area of switch blocks are expressed as the number of minimumwidth transistors per track, because the required channel width of the FPGA varies significantly between memory architectures.
Expressing the area of an FPGA as the total number of minimum width transistors required to implement the test circuit is useful; however, the size of the FPGA (in columns and rows) presents a more intuitive metric. In order to be able to accurately compare architectures based on FPGA size, the tile for that particular architecture must be normalized to a base tile area. For the purposes of this paper, the base tile has a channel width of 128 tracks, and uses the architecture described in Fig. 1 . Using Table I , the number of minimum-width transistors in the base tile is 35 446.
B. LUT-Based Memory
In the LUT-based memory architecture, no additional area is needed to account for the memory, since all memory is packed into logic blocks. No block memory resources were included within the FPGA, forcing the four user memories to be mapped directly to the 16-bit LUTs. The smallest size FPGA that can implement this circuit consists of a 49 2 49 set of logic and routing tiles for the FPGA. Because user logic and memory on this FPGA are less densely packed than the FPGA architectures containing block or switch block memories, the routing resources required are not as significant; the FPGA only requires 25 tracks per channel as opposed to 128 tracks per channel required by the other architectures. This means that the LUT-based tiles area is only 14 345 minimum-width transistors. Normalizing leaves us with a 19.8 2 19.8 base tile-sized FPGA.
C. Block Memory
In the case of block memories, the test circuit was mapped to an architecture with 4-K block memories similar to those found in Altera's [3] . The size of a configurable 4-K memory block and the associated routing is estimated to be 2.5 times the size of a tile containing a logic block, or 88 615 minimum-width transistors. The nonmemory portions of the circuit can be implemented on an 8 2 8 base tile-sized FPGA with a channel width of 128. In order to find the minimum-sized FPGA required to implement the test circuit we need to determine how many memory blocks are required to implement the memory portion. The aspect ratio of the memory blocks are chosen to meet the depth requirements of the user memory. With an aspect ratio of 128 2 32 for the 4-K blocks, the minimum allowable depth, four memo- 
D. Switch Block Memory
For the switch block memory architecture, we used custom place and route tools to implement the circuit on an 8 2 8 FPGA architecture with a channel width of 128 [19] . The memories are mapped to four switch blocks and thus take up no extra tiles. However, the extra circuitry to enable switch block memories adds transistors to the switch block component of the tile. The area of a switch block memory tile is 47 191 minimum-width transistors. Translated into logic and routing tiles of the base size, the size of the FPGA required is 9.3 2 9.3 base tiles. Table II lists the FPGA size, as well as the total number of transistors, required to implement our benchmark circuit for the three memory architectures, not accounting for the routing into and out of each memory structure. Even though the switch block memory architecture has significant area overhead, it still provides a denser implementation of wide, shallow memories than the other memory architectures. Even with only four switch block memories in use out of a possible 64, the architecture is still 22% smaller than a block memory-based solution, and 11.4 times smaller than a LUT-based solution. In addition, adding more memories to the FPGA does not increase the area overhead; a circuit with more memories (and the same amount of logic) could be implemented on an FPGA of the same size, increasing the density even more.
E. Comparing Memory Architectures
These numbers do not take into account the routing required into and out of each memory. Adding more memories may increase the routing congestion around these memories; this would reduce the improvements shown.
VI. TIMING RESULTS
Using only a single benchmark circuit, it is hard to accurately measure the overall timing benefits of the proposed architecture on the different types of circuits that could potentially take advantage of switch block memories. Still, conclusions about the impact that the proposed architecture has on circuits that are similar to the benchmark can be examined. The nondeterministic nature of the placement and routing algorithms can cause significant differences in the resulting critical paths, potentially making conclusions drawn from a single placement and routing run error prone. To overcome this, every unique place and route attempt is iterated ten times, each time with a different initial random seed. The average critical path of the successful iterations, is used when making a comparison between attempts.
A. LUT-Based Memory
The LUT-based implementation of the circuit was placed and routed on appropriately-sized FPGA with 25 tracks per channel (other channel widths were attempted, and the results were similar) using timingdriven place and route tools. An average critical path of 10.9 ns was obtained.
B. Block Memory
Unfortunately, a version of VPR capable of the placement and routing of block memories has not been developed. This prevents us from properly gathering timing results regarding block memory-based architectures and makes a direct comparison of block memory-based architectures to switch block memory-based architectures impossible. However, the access time of switch block memories allows them to operate at speeds of up to 400 MHz. Comparatively, the Stratix Architecture's memory, which was constructed using a 0.13-m process, operates at 312 MHz for the 4-K blocks and 300 MHz for the MegaRAM blocks [3] . This suggests that the benchmark circuit could be up to 30% faster on an architecture containing switch block memories, depending on the input and output path.
C. Switch Block Memory
Using our new architecture, a critical path delay of 7.8 ns for a channel width of 140 was measured. This is 40% faster than the circuit implemented using LUT-based memories.
VII. CONCLUSION
Logic and memory resources that efficiently implement specific functionality commonly used in system-sized designs, such as multipliers or large memories, are already a part of modern FPGAs. As high-speed I/O becomes increasingly faster and FPGAs are expected to meet higher bandwidth requirements, the width of datapaths in certain classes of user circuits are likely to increase. To meet the needs of these circuits, logic and memory resources that efficiently implement wide datapaths will be necessary additions to future FPGA architectures. In this paper, we have presented an architecture that uses unused configuration bits within an FPGA as user storage.
