ABSTRACT In this paper, we present MyoTrack, a realtime classification procedure that identifies levels of subject participation during robot-assisted rehabilitation using a wearable surface electromyography (sEMG) Myo armband. We hypothesize, test, and prove that high sEMG correlates with high participation and vice versa. We then use Myo's inertial measurement unit to extract the subject's hand trajectory during the rehabilitation task. Comparing this hand trajectory with the ground-truth robot trajectory enables us to identify whether any high muscle activity corresponds to the active participation of the subject in robotic therapy or not (random gestures and motions). Since the robotic assistance implemented in this paper can autonomously complete the therapy task without any subject participation; it is crucial to identify the patient's participation level in realtime and develop a suitable intervention strategy. Using 15 healthy subjects, we demonstrate that the proposed methodology of combining sEMG activation and robot-hand trajectory matching is a reliable indicator of subject participation with a realtime accuracy of 91.45%. We also present a realtime application that uses MyoTrack in the back-end to identify the realtime participation of a subject and intervene accordingly.
I. INTRODUCTION
Stroke is the leading cause of long term disability and motor deficits in the United States [1] . These deficits particularly manifest themselves as inhibitors to the patient's ability to carry out activity of daily living (ADL) tasks such as using a fork and spoon, cutting food with a knife, writing etc. In order to induce neural plasticity and regain functional control, stroke patients participate in hospital-based rehabilitation regimes.
Conventional rehabilitation paradigms are primarily hospital-centric and involve an occupational therapist and a doctor working in close conjunction with the patient and is focused on the rehabilitation of gross motor skills. As the The associate editor coordinating the review of this manuscript and approving it for publication was Li He. therapy progresses, a transition in rehabilitation goals from gross motor skills to fine motor skills is observed [2] .
However, due to the high monetary and temporal costs of physical therapy; aggravated by the limited mobility of stroke patients to travel to the therapy centers; patients are sent home after a few months to continue therapy on their own accord [3] . In such situations, home-based therapy presents itself as a viable alternative. Incidentally, this type of therapy is better suited for the rehabilitation of ADL skills.
Although effective, most home-based systems lack a human chaperone that can moderate the therapy by ensuring patient motivation and active participation towards the prescribed exercises. Additionally, these methods do not provide a reliable and quantifiable means for patient observation. The therapist has to rely on the self-reports of the patient and/or their family members about the qualitative nature and status of the therapy being practiced at home. Robotbased tele-rehabilitation systems can address the challenges of home-based therapy [2] , [4] .
Most tele-rehabilitation systems [5] - [10] allow the therapist or technician to manually adjust the difficulty levels of the tasks and/or the stiffness of the robotic device. These manual adaptations are based on offline analysis of the patient's data from post-therapy sessions and do not take into account the effects of rehabilitation procedures on patient performance and/or mental engagement during the therapy. For instance, higher difficulty tasks may induce anxiety [11] and force the subject to quit that particular task/therapy session. Conversely, a very easy task may be inhibitory to therapy as well if it fails to challenge the patient and keep them engaged [12] . Thus, rehabilitation procedures should factor the subject's engagement state into their design and deployment for successful rehabilitation outcome. Although these discrepancies may be be resolved by the therapist using post-session offline analyses; they cannot be resolved in realtime.
We highlight the inhibitory effects of high robotic assistance on patient participation through the means of a robotassisted straight line tracking task. Fig. 1 demonstrates a straight line tracking task performed by a healthy subject using a robot end-effector. The user is required to control the position of an on-screen cursor using the robot's end-effector to follow straight lines between two points (red circles in the figure). Case A (Fig. 1a) demonstrates autonomous operation by the robot without any human participation; case B (Fig.1b) describes a shared-control scenario in which the robot assists the user during the tracking task; case C (Fig. 1c) represents standalone user tracking without any robotic assistance. The blue line in the figure is the straight line trajectory to be followed and the black line is the actual trajectory traversed by the user/robot.
Traditionally, the position error is used as a metric to evaluate patient's performance; with high position error indicative of inferior performance and vice versa. Based on this metric, it is evident that case A demonstrates the best performance since it has the lowest tracking error, followed by case B and case C. However, in case A, only the robot performed the tracking task (without any participation from the patient) and hence; no patient recovery will occur. The lack of any robotic-assistance in case C is undesirable as well; since the lack of a correcting agent leads to very large tracking errors.
The shared-control scenario in case B serves as the ideal approach, wherein the subject and the robot work collaboratively towards completing the tracking task.
Although a therapist may be able to differentiate the above cases visually on the basis of the position tracking error; a standalone robotic system cannot separate these cases explicitly. Additionally in a tele-rehabilitation setting, the therapist analyses these robotic therapy sessions in an offline setting. This offline analysis ignores the realtime force-interaction 1 of the user with the robot and may render the therapy session ineffective. Thus, it is critical to monitor patient participation in realtime and enable the robot to intervene accordingly.
II. TRACKING ENGAGEMENT IN HUMAN ROBOT INTERACTION
As mentioned earlier, in traditional therapy, the therapist is responsible for ensuring patient engagement and motivation towards the therapy task. The absence of this therapist-patient interaction in robotic rehabilitation inhibits its efficacy over conventional hospital-centric therapy [13] and calls for the need to develop methodologies to address the same.
Quantifying human-robot engagement has been explored extensively in the past [14] - [21] . Various modalities such as facial expressions [19] , eye gaze and head direction information [22] have been used in the evaluation of a user's engagement while interacting with a virtual agent. Use of vision-based techniques to identify human perception while interacting with social robots has been demonstrated by [23] .
Use of brain-computer interfaces (BCI) [24] , [25] to quantify task engagement and mental workload is yet another modality that has gained traction in recent years [11] , [26] - [28] . Despite the success of BCI in tracking engagement in the domain of human-machine interaction; its efficacy cannot be extrapolated to tele-rehabilitation systems. The cumbersome form factor of BCI headsets and the time commitment required for mounting BCI sensors severely limits their feasibility in the home setting. Although vision-based techniques do not require any significant predeployment; they suffer from occlusion challenges and raise privacy concerns -especially in the home setting. Auditory feedback systems [12] , [23] suffer from similar challenges.
In this paper, we propose the use of sEMG as a means to track subject participation in the home setting. sEMG is a non-invasive procedure that enables the detection and recording of muscle activation described in terms of electrical activity. sEMG electrical potentials for muscle groups at rest or during activity are significantly different and are generally positively correlated with the level of muscle activation. The concept of using sEMG to quantify user engagement has been explored in the past [21] . [29] used facial electromyography to extract the emotional state of a user through facial muscle activation. Use of sEMG to measure flow in games was demonstrated by [30] .
We propose the use of sEMG's ability to distinguish between active and passive muscle groups as a detection mechanism for a subject's force-interaction during robotic therapy. Consider Fig. 1a and 1b again. Case A (henceforth referred to as passive participation or PP) involves standalone robotic execution of the task without any patient participation, and case B (active participation or AP) describes a shared robot-patient control. We can increase the complexity of the problem by assuming that in PP, the subject merely holds onto the end-effector without applying the desired forces. In other words, the robot guides the subject's hand along the trajectory without any force application from the user. We hypothesize that these cases (A and B) can be separated from each other using sEMG. Fig. 2 shows unit-less 2 sEMG activity recorded at one channel of an 8-channel sEMG device placed on a subject's forearm while they performed the aforementioned straight line tracking task. The subject performed the task under the PP (Fig. 2a) and AP (Fig. 2b) settings described earlier.
A visual comparison of these two cases demonstrates that PP exhibits lower muscle activation, signifying lower participation. Conversely, the higher muscle activation seen for AP represents higher participation. These observations serve as the starting point for our hypothesis regarding the positive correlation between sEMG activation and participation.
Although less cumbersome than BCI, sEMG sensors require significant pre-deployment before use as well. sEMG sensors are sensitive to the location of mounting and must be carefully placed at the correct location to obtain a reliable signal. In some cases, the skin needs to be cleaned and/or shaved to remove body hair prior to mounting. These preparatory steps severely inhibit the feasibility of sEMG in the home setting as stroke patients may not be willing to perform this pre-deployment every time prior to a therapy session. We circumvent this challenge by using the wearable Myo armband (Thalmic Labs TM ) which measures sEMG using 8 channels and is also equipped with an inertial measurement unit (IMU).
The proposed scheme of using sEMG activation as a measure of subject participation presents certain challenges. 2 The sEMG data from Myo is returned as a unit-less uint_8 for each sensor representing activation and does not translate to volts (V) or millivolts (mV) [31] . Although we have demonstrated that higher patient participation leads to higher sEMG activation; this approach will label any action that yields high sEMG as AP. For instance, actions such as making a fist, drinking water from a cup, playing with a Rubik's cube, etc. may lead to high muscle activation (see Fig. 2c ) similar to that observed for AP (Fig. 2b) . We refer to this third case as noise. The presence of these false positives highlights a critical drawback in the proposed sEMG-based methodology.
To present these observations formally, a statistical analysis was performed to demonstrate the difference in muscle activity under PP, AP, and noise (see Fig. 3 ). A paired t-test was conducted on the average root mean square (RMS) value across eight channels of an sEMG sensor over ten healthy subjects performing a trajectory tracking task under the three settings (PP, AP and noise). As expected, the analysis revealed a significant difference between AP and PP (Holm-Bonferroni corrected p = 0.00507 < 0.025; Cohen's d = 1.3614); thus reaffirming the hypothesis regarding the ability of sEMG to distinguish between high and low muscle activation. However, no such differences were observed between AP and noise. This observation highlights the inability of sEMG to separate these cases and the corresponding need to resolve this issue.
A naive approach to reducing the degree of false positives arising from the noise case may be to generate a library of actions (and their corresponding sEMG) labeled as noise FIGURE 3. Statistical analysis of root mean square (RMS) value of sEMG across 8 channels for ten subjects. The asterisk denotes significant differences. We observed a significant difference between AP and PP. However, the lack of significant differences between AP and Noise highlights the need to devise a methodology to distinguish between these cases.
and training a classifier to separate them from AP. However, building a library with all possible actions that may be classified as noise will be a vastly time-consuming process. Additionally, the low signal-to-noise ratio demonstrated by the sEMG obtained from Myo makes this classification task very challenging. It is here that the Myo's IMU presents a unique opportunity towards identifying these false positives without the need for extensive data collection.
To motivate this concept of using an IMU, we first assume that there exists a reliable algorithm to extract the subject's arm position information from an IMU [32] - [35] . This information can be used to generate the subject's hand trajectory which can then be matched to the one generated by the robot to distinguish whether any high sEMG observed during the task is associated with AP or noise. A match in the two trajectories along with high sEMG will signify AP (Fig. 4) . Conversely, if the two trajectories do not match, the case will be labeled as noise despite the presence of high levels of sEMG.
III. SYSTEM DESCRIPTION
In this paper, we present MyoTrack (see Fig. 5 ), a realtime algorithm that utilizes sEMG and IMU sensors to quantify patient participation in robot-assisted stroke therapy. MyoTrack describes a sequential classification scheme, wherein first, sEMG activity is used as a metric to recognize whether sufficient muscle activation exists for the subject to be actively involved in the robotic therapy task. If the algorithm detects low muscle activation, the case is labeled as PP. In case of higher muscle activity, the higher sEMG may be associated with random gestures executed by a subject. In order to resolve this issue, MyoTrack involves a secondary stage. During this phase, the Myo's IMU is used to reconstruct the subject's hand trajectory and matched with the robot ground-truth trajectory. Cases wherein the two trajectories are deemed similar are categorized as AP; otherwise, they are labeled as noise. In other words, MyoTrack involves an AND gate between sEMG activation and robot-hand trajectory matching. Cases that demonstrate high sEMG accompanied with high similarity in the IMU matching routine are termed as AP. Other cases are classified as PP (low sEMG activation) or noise (low trajectory similarity). This paper builds upon our previous work [36] , where we introduce MyoTrack and demonstrate its capabilities in an offline setting. In this paper, we test the methodology in realtime and propose a realtime application using MyoTrack in the back-end. We also test and establish its scalability on new subjects whose data were not used during the training of MyoTrack's classifiers. The rest of the paper is organized as follows -we describe the data collection procedure in Section IV. The sEMG classification process is described in Section V; followed by the IMU filtering and matching techniques in Section VI. The offline and realtime classification performance are presented in Section VII and VIII, respectively. Finally, the overall performance of MyoTrack and the associated realtime application are described in Section IX followed by the conclusion in Section X.
A. SYSTEM COMPONENTS
In this paper, we have considered a robot-assisted trajectory tracking task in the form of a hand-writing task as the case study. The study has been designed to study a subject's participation level as they interact with a robotic/haptic system during a rehabilitation task. The system comprises of three main components (see Fig. 6a ): (1) a hand-writing simulation environment; (2) a haptic device to provide assistance during the task; and (3) a wearable sEMG device to record the subject's muscle activity during the experiment. The writing simulation environment was developed using the Unity3D interface ( Fig. 6a -Inset) , in which the endeffector of the haptic device acts as the writing stylus controller. It consists of a virtual environment wherein, the therapist can draw a template of interest on the screen, which is then used as the reference trajectory to be followed by the patient. The haptic device assists the user along the trajectory based on the proportional-derivative (PD) control law.
A 6 degrees-of-freedom (6 revolute joints -3 actuated and 3 passive) Geomagic R Touch TM is used in this study to provide haptic feedback to the user at a sampling rate of 1000 Hz. Further details on the system may be found in our previous work [37] .
In order to achieve a high fidelity haptic rendering, and thus better haptic assistance, the sampling rates of the simulation system (50 Hz) and the haptic device (1 kHz) are synchronized by re-sampling the trajectory data using B-Spline interpolation. Using this B-Spline parameterization, a continuous function of the discretely sampled reference trajectory (see Fig. 7a ) can be generated and this function can then be used for designing the controllers as explained in the subsequent sections. Further, this closed-form solution can be differentiated analytically to obtain a reference velocity (see Fig. 7b ).
The Bluetooth-enabled wearable Myo armband is used to record sEMG signals at a sampling rate of 200 Hz using eight sEMG sensors. The device can be directly worn by a subject on their forearm. Its small form factor and ease of use, make it a viable choice for our proposed methodology. The device also houses a 9-axis IMU with a gyroscope, accelerometer, and magnetometer that samples data at a rate of 50 Hz.
B. HAPTIC ASSISTANCE
The haptic assistance has been designed to completely guide the subject along the reference trajectory. In other words, the haptic device can complete the tracking task even in the absence of a human subject. This assistance design enables us to study subject participation under excessive robotic assistance. The PD control law (1) is used to supply assistance to the subject.
where, K p , and K d denote the proportional and derivative gains respectively; e represents the difference between the desired position (x d ) and the actual robot position (x) at time t; and u is the control input provided to the robot to generate the haptic feedback. The control law (1) guides the subject along the trajectory from one point to the next at a time-varying speed (s). The desired position at the current time-step (x d (t)) is given by,
where,â
here, p 1 and p 2 (see Fig. 8 ) represent the previous and current point, respectively;â is the unit vector along the line connecting the two targets; and x d (t) serves as the desired position in (1). The predefined speed (s(t)) is varied to mimic the original velocity profile generated by the therapist (Fig. 7b) .
IV. DATA COLLECTION
Fifteen healthy subjects (twelve males; three females) were recruited for an IRB approved study. One subject was lefthanded and the rest were right-handed. 
A. OFFLINE DATA COLLECTION
Initially, ten subjects (out of the total 15) were invited for a data collection session. We refer to these subjects as the Original Group. The subjects were instructed to use WS (Fig. 6a) to track one of the reference trajectories shown in Fig. 6b . They used the haptic device to control the position of the virtual pen with their dominant arm while the device assisted them along a reference trajectory according to (1) . The proportional and derivative gains of the PD controller were experimentally chosen as 4.0 and 0.01, respectively. Prior to the experiment, the subjects were given 5-10 minutes of practice on the system without providing them with explicit information regarding the goals of the study. They performed the experiment under four different settings and each trajectory was repeated ten times under each setting. The settings were -1) Baseline -The subjects performed the assisted task as per their choosing without any explicit instructions from the authors. This was done to obtain a baseline of the subject's behavior when they interacted with the system. Some subjects chose to properly perform the task with the desired force application; whereas others allowed the end effector to guide them along without any active force application. In some cases, the subject performed the task properly for a few trials and then switched to a passive strategy. 2) Active Participation (AP) -During AP, the subjects performed the task by actively applying the desired force along the trajectory in addition to the robotic assistance. 3) Passive Participation (PP) -The subjects held the endeffector of the robot while applying minimum to no effort towards the task as the robot guided them along the reference trajectory. 4) Noise -The subjects performed random actions using their dominant arm without holding onto the robot endeffector. These actions were: making a fist, using a cell phone, solving a Rubik's cube, relaxing their arm etc. During this setting, the robot autonomously tracked the reference trajectory without any participation from the user. To summarize, we define AP as the presence of deliberate force application by a subject during assisted robotic therapy in a direction along the reference tracking trajectory.
Deliberate forces in other direction are termed as noise, whereas the lack of such forces is termed as PP. The order of the settings was pseudo-randomized so as to negate the effect of fatigue on sEMG. However, the baseline task was always performed first. The data collected during this session were used to train the classifiers described in Sections V and VI.
B. REAL TIME TESTING
Since the premise of MyoTrack is to enable realtime tracking of patient participation during assisted therapy, we conducted a second session to test MyoTrack in the realtime setting. This session was conducted once the classifiers described in Sections V and VI were trained using the data from the subjects in the Original Group.
For this session, five subjects from the Original Group were recruited in addition to five new subjects (referred to as the Naive Group) leading to a total of ten subjects. The subjects were instructed to perform the experiment under the same setting as described earlier with the exception that their realtime participation was estimated by the pre-trained classifiers.
V. sEMG CLASSIFICATION
The sEMG classifier was designed to distinguish between two levels of muscle activation: high v/s low. As mentioned earlier, low muscle activation describes PP, whereas high muscle activation corresponds to AP and noise.
Four time-domain features were extracted from the eight sEMG electrodes of Myo, viz. -mean absolute value (MAV), RMS, zero crossings (ZC), and slope sign changes (SSC) [38] ; yielding a total of 32 features (4 Features × 8 sEMG channels). MAV and RMS are used as measures of signal amplitude; hence are suitable identifiers for the level of muscle activation. ZC and SSC features provide faster, albeit estimated frequency domain information without converting sEMG signals to the frequency domain [39] ; enabling realtime implementations of the proposed methodology.
The features were extracted using moving windows of 125, 250, 500 and 1000 ms with 50% overlap between consecutive windows and were scaled to have zero mean and unit variance. A Random Forest (RF) classifier with 300 estimators was then trained to separate the two cases.
VI. IMU TRAJECTORY MATCHING
In this section, we describe the IMU signal processing and trajectory matching routine implemented in MyoTrack.
A. HAND TRAJECTORY EXTRACTION

Raw data from Myo's IMU at any discrete time step (t) may be represented as a tuple m(t) = [a(t), g(t), q(t)]. Where, a(t), g(t)
∈ R 3 , represent the signals from the 3-axis accelerometer and gyroscope, respectively; and q(t) ∈ R 4 denotes a quaternion representing the orientation of Myo in the hand coordinate system (HCS) [40] .
We extract pitch and yaw information from the gyroscope to obtain the 2D hand trajectory of the subject. These values VOLUME 7, 2019 are extracted in the world coordinate system (WCS). Since we are extracting the 2D trajectory, roll is ignored for this analysis. g(t) is originally in HCS and needs to be be rotated to obtain its representation in WCS (ĝ(t)). This is achieved by-
g(t) = q(t) ⊗ g(t) ⊗ (q(t))
−1 (4) where, ⊗ denotes the Hamilton product and (q(t)) −1 is the inverse of q(t) [40] .
We then extract pitch (dx) and yaw (dy) fromĝ(t) and perform dead-reckoning to construct C -an array containing the x and y coordinates of the hand in WCS using the following rule -
B. TRAJECTORY MATCHING
Once the hand trajectory is reconstructed using the above methodology, it is compared to the ground-truth robot trajectory to obtain a measure of subject participation. This similarity measurement involves a set of transformations on the trajectories followed by the extraction of various similarity indices (see Fig. 9 ). These similarity indices are then used to train an ensemble-based RF classifier. Two transformations are applied to trajectories obtained from the robot and the IMU. First, we use a polar transformation to convert the trajectories from Cartesian coordinates (see Fig. 9 -Middle) to the polar coordinate system (see Fig. 9 -Left). This transformation enables the representation of the 2D Cartesian trajectory as a one-dimension series (radius vs. normalized arc length); which is suitable for 1D similarity measures such as Dynamic Time Warping [41] , Kendall-tau Distance, Pearson Correlation Coefficient, [42] and Kullback-Leibler (KL) Divergence [43] . For the radius and angle calculations, instead of taking the origin as the reference point, the starting point of the trajectory is taken as reference. This makes the transformation rotation invariant.
Second, we use image rasterization to convert the Cartesian coordinates to a binary bitmap image (see Fig. 9 -Right) which is required for the template matching routine described in [44] . For this purpose, we convert the original trajectories to a n×n bitmap. Where n refers to the number of points in the original trajectory. For instance, a window of 1000 ms yields 50 points per window (sampling rate of IMU is 50 Hz); thus we choose n as 50 for this case. Using a window size equal to the number of points in the trajectory prevents the generation of sparse (n too high) or dense (n too low) bitmaps.
Nine different similarity/dissimilarity indices are used to determine whether the IMU trajectory matches with the robot. Some of these indices are applied across multiple transformations (polar and bitmap images) along with the original trajectory in Cartesian coordinates yielding a total of 14 similarity features as listed below. [46] . These measures are applied to the bitmap images and the original trajectories in Cartesian coordinates. 4) Tanimoto and Yule Coefficients -describe the similarity between two bitmap templates on the basis of the degree of overlap of white and black pixels among them [44] . These measures are applied to the bitmap images.
5) Mean Squared Error (MSE) -is calculated between the two bitmaps obtained from the robot and the IMU. 6) Pearson Correlation Coefficient (PC) -is a measure
of linear correlation between two normally distributed sets [42] . PC is applied for the polar representation. 7) KL Divergence -measures the difference between two distributions [43] . We apply this measure to the bitmap images and the polar representation. 8) Procrustes Analysis (PA) -measures the number of transformations (scaling, rotation and reflection operations) required on a dataset to minimize its disparity with a reference dataset. Higher disparity requires more transformations resulting in a higher PA value. In this case, we chose the robot trajectory as the reference and PA is applied to the IMU trajectory. The analysis is applied to the original trajectories in Cartesian coordinates. These similarity/dissimilarity measures are used to train an RF classifier with 300 estimators to determine whether the robot and IMU trajectory are similar. Similar to the sEMG case, the classifier was trained using windows of varying sizes of 125, 250, 500 and 1000 ms. In this case, however, an additional classifier was trained using the entire trajectory drawn during a trial as the training data without any windowing effect.
VII. CLASSIFIER PERFORMANCE
In this section, we present the results of MyoTrack's sEMG classification and IMU trajectory matching modules in the offline setting. The results presented here are across the ten subjects belonging to the Original Group. A. sEMG CLASSIFICATION RESULTS Fig. 10 demonstrates the variation of classification accuracy w.r.t. the window size for subject dependent (SD) and subject independent (SI) cases. SD classifier refers to the case when individual classifiers are trained for each subject and then tested on the same subject. SI classifier involves the training of a classifier by pooling data from all the subjects and then testing on individual subjects.
The results reflect the performance of the classifier over 5-fold cross-validation and the mean accuracy rates for all the cases have been reported. The classifier performance improved with increasing window size. We attribute this improvement to the increase of signal-to-noise ratio with increasing window size. That being said, the classifier demonstrated a mean SD accuracy of 94.40% (Range: 71.80−99.73%) even for the smallest window size of 125 ms.
For realtime applications, we believe that a window of 500 ms provides a reasonable compromise between classification performance and computation time. Hence, we will discuss the results for this case in further detail. Fig. 11a presents the Receiver Operating Characteristics (ROC) curve for SD sEMG classification for 10 subjects under the 500 ms setting.
For the 500 ms case, the classifier demonstrated a mean SI accuracy of 95.51% in separating the PP condition (Label -0) from AP (Label -1). Table 1 presents the confusion matrix for this case. This highlights the efficacy of the classifier in generalizing the classification model across all the subjects as opposed to the SD classifier which is only suitable for a specific subject.
However, as mentioned Section III, sEMG cannot be used as a sole measure of subject participation as any voluntary/ involuntary forces applied by the subject that correspond to high sEMG will be classified as the AP case (leading to a large number of false positives). This high false positive rate is verified by testing the above-trained classifier on the noise case recorded during the experiment (refer Section IV). Using a window of 500 ms the SI classifier demonstrates a mean classification accuracy of 37.39% (Range: 0.21 − 85.06%) in separating the noise case from AP. This reaffirms our hypothesis regarding the deficiency of the sEMG classifier and further motivates the need for the trajectory matching routine of MyoTrack. Fig. 10 reports the change in average 5-fold cross-validation accuracy of the IMU trajectory matching routine with window size for the SD and SI classifier. We were unable to evaluate the performance of the classifier for the 125 ms window. Since the IMU samples at 50Hz, a window size of 125 ms yields approximately 6 points per window. This led to numerical instabilities during our calculations, preventing VOLUME 7, 2019 us from obtaining reliable results for this case. As with the sEMG case, both the SD and SI accuracy increased with increasing window size for most cases.
B. IMU TRAJECTORY MATCHING RESULTS
As mentioned earlier, we chose the 500 ms case as most feasible for realtime applications and hence discuss the results pertaining to this case in detail. Fig. 11b presents the ROC curve for SD IMU trajectory matching accuracy for all subjects under the 500 ms setting. For the 500 ms case (see Table 1 ), MyoTrack demonstrated a mean SI accuracy of 90.61% in separating the noise condition (Label -0) from the AP case (Label -1).
It is evident from these results that the trajectory matching routine is suitable for the correct identification of the noise case; as opposed to the sEMG classifier that demonstrated very low accuracy in identifying noise (< 40% average accuracy). These observations validate the efficacy of MyoTrack in correctly separating high patient participation (AP case) from low participation (PP and noise).
VIII. REAL TIME ANALYSIS
As mentioned in Section IV-B, we tested the performance of the trained classifiers in realtime on ten subjects (5 Original Group and 5 Naive Group). For the Original Group subjects, we report both SD and SI classification results. For the Naive Group, only subject independent results are presented. We have considered a window size of 500 ms as it gives a reasonable trade-off between classification performance and realtime response. The classification was performed in realtime using Python. sEMG and IMU data were directly streamed to Python using Myo's Python SDK [47] . Robot trajectory data were streamed from Unity3D to Python using Transmission Control Protocol (TCP). Since both Python and Unity3D were running on the same machine, transmission delays due to TCP were negligible.
A. ORIGINAL GROUP
Since the data from the subjects in the Original Group were used to train the aforementioned sEMG and trajectory matching classifiers; we obtain both SD and SI classification rates for this group. We then compare these realtime results to the offline analysis described in Section VII. These results are summarized in Fig. 12 
1) sEMG CLASSIFICATION
Both SD (mean accuracy -66.27%) and SI (mean accuracy -93.66%) accuracy show a drop in performance during the realtime analysis when compared with their offline counterparts (offline SD -95.37%, offline SI -98.01%) (see Fig. 12a ). However, the fall in the performance of the realtime SD classifier is significantly higher than that observed for SI.
We attribute this deterioration of SD classifier to the sensitivity of sEMG to muscle fatigue, level of hydration and location of mounting the sensors [48] - [50] . The second session was conducted more than 60 days after the first data collection session. During this period the subjects may have lost/gained muscle mass; which may have led to the fall in performance of FIGURE 12. Accuracy comparison for both classifiers (sEMG and IMU) using 500ms window during the offline and realtime cases across the five original subjects. Note that the sEMG -subject dependent (SD) classifier shows inferior performance for the realtime test cases. However, the subject independent (SI) classifier performs well for both offline and realtime cases. the SD classifier. Further, the location where the Myo device was mounted during these sessions was also slightly different, which would have aggravated the issue.
The relatively higher performance of the SI classifier highlights the efficacy of MyoTrack in terms of generalizing sEMG activity over various subjects and its insensitivity to factors such as fatigue, hydration levels and placement of sensors. As a result, we proceed with the SI sEMG classifier for the final implementation of MyoTrack.
2) IMU TRAJECTORY MATCHING
In case of IMU trajectory matching, the classifier performs almost similar for all the cases viz. offline SD (94.48%), realtime SD (98.27%), offline SI (97.30%), realtime SI (98.41%) (see Fig. 12b ). This is not surprising since the IMU matching routine relies on matching the hand trajectory to the robot trajectory and would exhibit similar behavior across the subjects. As with the sEMG case, we proceed with the SI IMU classifier for the final implementation of MyoTrack.
B. NAIVE GROUP
Next, we describe the performance of the SI classifier on the Naive Group subjects in realtime. Since the data from the Naive Group was not used during training; this analysis enables us to verify the robustness of the system towards new data.
The system performs reliably for both the sEMG classifier and the IMU matching routine with realtime classification rates of 96.11% and 93.07% respectively.
IX. RESULTS AND DISCUSSIONS
The results obtained in Sections VII and VIII assert the feasibility of MyoTrack's sEMG classification and IMU trajectory matching routines both in the offline and realtime test cases. Motivated by these results, we combine the two classifiers to generate the overall MyoTrack estimation routine. As described earlier (Fig. 5) , the results from the sEMG classifier and the IMU matching are combined to obtain predict subject participation. Only cases with high sEMG activation along with high similarity between the hand trajectory and robot trajectory are classified as AP. Cases with low sEMG activation are classified as PP whereas those with a lower similarity are categorized as noise.
We test the above methodology in realtime with ten subjects (5 Original Group and 5 Naive Group) using the methodology described in Section IV-B. We define two classes viz. Noise/PP (class label 0) and AP (class label 1). The SI sEMG and IMU classifiers are used for this test.
Overall, MyoTrack demonstrates a mean accuracy of 91.45% in separating the two classes, with the sEMG and IMU classifiers demonstrating individual classification rates of 94.84% and 94.85%, respectively. These results are summarized in Table 2 . Next, we tested the trained classifier on the baseline task executed by the subjects (see Section IV). The baseline task required the subjects to perform the robot-assisted tracking task without any explicit instructions and enabled us to capture the natural behavior of the subjects while interacting with the system. For this case, MyoTrack classified 64.73% (Range: 7.52 − 99.03%) of the cases across all the subjects as AP and rest as PP/Noise.
The large variation in the number of AP predictions captures the differences in behavior of the subjects while approaching the robot-assisted task. While some subjects chose to perform the task properly throughout the task, others relied mostly on robotic assistance. In some cases (see Fig. 13 ) the subject performed the task with the desired force application in the beginning; but their participation level decreased as the task progressed. These observations highlight the need for realtime classification mechanisms to estimate patient engagement.
We now present a realtime tracking application that uses MyoTrack in the back-end to predict subject participation. The said application recognizes the current user participation (AP, PP or Noise) and displays a message accordingly. If the system recognizes PP (not enough sEMG activation), the system urges the user to apply more force. Similarly, if the Noise FIGURE 13. MyoTrack's prediction for the baseline case for one of the subjects. As the experiment progresses the subject exhibits lower participation towards the task which is evident from more cases being classified as PP/Noise during the later stages of the experiment.
case is detected (owing to the subject not holding onto the robot) a message is displayed accordingly. Finally, if proper behavior (case AP) is executed; no intervention is applied. A video demonstration of this system may be found at [51] . It should be noted that the above application is only designed as a proof-of-concept of the ability of MyoTrack to track realtime patient participation. The design can be modified easily to vary the degree of robotic assistance (K p gain in (1)) or any other suitable intervention.
X. CONCLUSION AND FUTURE DIRECTIONS
In this paper, we have demonstrated that sEMG and IMU signals from the Myo device can be used to identify patient participation in robotic therapy in realtime. We have developed a sEMG classifier that can separate low and high muscle activation. We then used a trajectory matching routine to identify whether the high sEMG was associated with active subject participation in therapy, or merely due to noise. Trajectory matching was achieved by extracting various similarity measures and using them as features to train a Random Forest classifier. We evaluated the performance of the classifiers using different window sizes and determined that the system performs reasonably even for small windows of 125-500 ms. We tested the system in realtime and report a realtime classification accuracy of 91.45% using a window of 500 ms. We also demonstrate the efficacy of MyoTrack through a realtime application [51] .
Moving forward, the system needs to be tested with stroke patients to verify its scalability in the clinical setting. Since stroke patients may exhibit a certain extent of muscle-spasticity; the performance of the classifier may be hindered. We are designing a study to compare the performance of MyoTrack to a BCI-based classifier. It should be noted that the BCI-based study is solely intended to study patient engagement while performing the aforementioned experiment, and is not envisioned as a part of the final telerehabilitation system. Finally, we envision the development of robotic controllers that modify their assistance mechanism based on the output from MyoTrack.
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