Data analytics helps basketball teams to create tactics. However, manual data collection and analytics are costly and ineffective. Therefore, we applied a deep bidirectional long short-term memory (BLSTM) and mixture density network (MDN) approach. This model is not only capable of predicting a basketball trajectory based on real data, but it also can generate new trajectory samples. It is an excellent application to help coaches and players decide when and where to shoot. Its structure is particularly suitable for dealing with time series problems. BLSTM receives forward and backward information at the same time, while stacking multiple BLSTMs further increases the learning ability of the model. Combined with BLSTMs, MDN is used to generate a multi-modal distribution of outputs. Thus, the proposed model can, in principle, represent arbitrary conditional probability distributions of output variables. We tested our model with two experiments on three-pointer datasets from NBA SportVu data.
SportVu can collect quantitative statistics regarding player performance, which is useful for post-evaluation and tactical decision-making. Even though the prediction of the basketball's trajectory is a toy problem, this model could contribute to progress in many other areas, for example, behavior recognition [1] [2] [3] , robot control [4] [5] , or path planning of unmanned aerial vehicles (UAV) [6] [7] .
The study of a basketball trajectory system can be approached in two ways: i) using mechanical models [8] [9] [10] [11] or ii) using statistical models [12] [13] [14] . Mechanical models are simple and easy to use, but they require a solid theoretical foundation and usually require assumptions that limit the scope of application. Statistical models have high generalizability, but require a lot of data and rich feature-processing experience. Moreover, they usually require high computing power and long runtimes.
In the 1990s, Hamilton and his collaborators establish a free basketball model based on kinematics that can calculate the best shot angle and speed [8] . Based on previous work, Tran and Silverberg [12] also considered the release height, side angle, and back spin. They concluded that players should aim the ball toward the back of the ring. As long as is the shooter is not covered by an opponent, the shooting height makes no differences to the hit rate. In recent years, people have tried to apply deep learning to trajectory prediction. In a study by Wang and Zemel [13] , recurrent neural networks (RNNs) did not perform well in predicting players' motion due to the role of subjective consciousness. However, it achieved good results in classifying players' roles. Subsequently, Zheng [15] used deep hierarchical networks to model player macro-goals and micro-actions. He demonstrated significant improvement over non-hierarchical baselines in the experiment. But his model did not consider competition and cooperation, and it only used an imitation learning framework. Compared with predicting players' motion, the three-dimensional basketball's trajectory is much more complex. Shah and Romijnders [14] proposed an LSTM + MDN model for classifying hit-or-miss outcomes. In contrast to the conventional methods, such as the general linear model (GLM) and the gradient boost model (GBM), LSTM + MDN does not initially require feature extraction. In their paper, GLM and GBM could incorporate only the previous point in generating the trajectory sequence, whereas the proposed model can incorporate the whole sequence, which includes temporal information. The results show that using LSTM+MDN significantly improves hit or miss classification.
BLSTM is a variant of the RNN model, and its structure is particularly suitable for solving time series problems. Unlike LSTM, BLSTM can use forward and backward information. Graves and Schmidhuber [16] firstly proposed BLSTM in 2005, applying it for framewise phoneme classification.
Since then, BLSTMs have shown state-of-the-art performance in speech recognition [17] [18], natural language processing [19] [20] and other areas [21] [22] . In fact, researchers often use deep BLSTMs due to their strong learning ability. As deep BLSTMs are created by simply stacking multiple BLSTMs, they are very easy to construct.
In real life, there is always uncertainty, which can be described in terms of probabilities. Unlike conventional networks, which directly outpus real labels, MDN proposed by Bishop [23] can output the weighted sum of multiple probability distributions. Graves [24] showed detailed MDN calculation.
Additionally, he used RNN and MDN for handwriting synthesis. The results showed that ordinary people could hardly distinguish personal handwriting from the artificially generated version. Zen et al. [25] used deep MDN to solve the problem of generating multiple outputs in speech synthesis to achieve more natural sound. The paper published in ICLR 2017 by Bazzani [26] made further significant contributions. They modeled visual attention with a mixture of Gaussians at each frame. Without a priori knowledge, the model could recognize human behavior in the video, an ability that can be leveraged to improve the accuracy of baseline action classification.
Based on this previous research, we propose a new model, deep BLSTM-MDN. In the next section, we describe the principles and structure of deep BSLTM-MDN, and then introduce the training process.
In the third section, we present the experimental process and compare different models in hit-or-miss classification performance. Finally, based on the proposed model, we generated the basketball trajectory.
In the fourth section, we summarize the contribution and the limitations of this approach, and make suggestions for future research.
Deep BLSTM-MDN
In this section the motivation behind the BLSTM-MDN model is described. After the structure of model is elaborated, we explain how layers are stacked and the reshaped parameters that result. Finally, details about training and future directions are discussed.
Motivation
LSTM is a variant of RNN, which has the same type of input and output. But in contrast to RNN, LSTM has an input gate, a forget gate, and an output gate. Thus, it can control what needs to be preserved and what needs to be forgotten. This is why LSTM can retain information from a long time ago, whereas RNN cannot. BLSTM is derived from LSTM. Its main idea is that the output of each layer can process information from both forward units and backward units. A simple example is that when we want to understand the meaning of a word, the best way is to guess it according to the context. In contrast to conventional BLSTM networks, which only give a point estimation for the target data, BLSTM-MDN outputs a subset of values based on their probability density function (PDF). The appropriate number of PDFs needs to be specified initially. Even though the weighted sum of PDFs can, in principle, represent any arbitrary distributions, too many PDFs will in fact lead to overfitting. Weights are calculated through maximum likelihood estimation.
Given the valuable features of both BLSTM and MDN, we offer the deep BLSTM and MDN model. It has the following advantages: 1) It does not require feature extraction; 2) Deep BLSTMs have strong spatiotemporal learning ability; 3) MDN can represent the true probability of the full probability distribution; 4) It can generate the basketball trajectory in three dimensions. 
Structure
where () g represents the activation function, mn W represents the weight from m to n , and n b represents bias at layer n . Additionally, we choose rectified linear unit (ReLU) [28] as the activation function.
For the output layer, the Gaussian function is chosen as PDF, which can be defined as
where t y is the ground truth, C is the number of PDF, Because the probability distribution should be valid, the parameters in () N are normalized as follows: 
Training
To make the output as close as possible to the ground truth, we need to maximize the probability likelihood:
where T is the sequence length. To calculate the loss function, we choose the Adam optimizer function.
The Adam optimizer can improve the traditional gradient by using momentum (the moving average of the parameters). To simplify the calculation, we assumed that the trajectory in the z-axis was uncorrelated with that in the x-and y-axes.
Experiment
The computer used to test the model had an i7 CPU with 8 GB RAM and an NVIDIA GTX 960 m GPU, which has 640 CUDA cores and 4 GB RAM. Both GPU and CPU were used, depending on the size of the neural network, which sometimes exceeded the available amount of memory on the graphics card during training.
Data Pre-processing and Tricks
SportVu is an optical tracking system that can record the spatial position of the ball and players on the court 25 times a second during a game. We used the NBA 2015-2016 season, a total of 631 games with 20780 three-point shots, as data for the experiment. For the shots, most sequence lengths ranged from 30 to 70 points. To deal with the unequal lengths, the model disregards the shots that are less than 12 points in length, and it cuts off the others at 12 points. This reveals that the eliminated shots account for 1.04% only of all shots, which has a negligible effect on the final results. 12 points is a reasonable number, as a few points relative to the basket determine whether each shot will be a hit or a miss;
additionally, it makes efficient use of the computing resources.
We define the tensor [ , Y, Z, T] X as input, where X refers to the length of the court, Y is the width of the court, Z is the height of the ball, and T is the game clock at the point of measurement. For the first (hit or miss) task, the output is a hit or miss on one shot. For the second (trajectory generation) task, the output is the next location of the ball over time in three dimensions. In the experiment, we set the basket as the center point, and transformed each point in sequence to a relative value. The dataset was divided into a training set and a test set based on Pareto principle.
When the model has been trained for several epochs, it begins to overfit. Therefore, we used an early stop to overcome the problem. This will stop the process if the present loss is lower than 90% of the mean value of the last 10 losses. In contrast to the trial-and-error method, we used grid search [29] to decrease the range of hyper-parameters, and then used the Python Hyperopt library [30] to find the best values. The Hyperopt library provides a parallel solution for model selection and parameter optimization in Python. Hyperopt is like a black box, where users only need to input an evaluation function and parameter space, and from these, they can obtain the best value within the space. In this paper, we chose the Tree of Parzen Estimators (TPE) algorithm as an optimization algorithm.
Hit or Miss
In this section, we describe how we tested several models for the hit or miss classification task and analyzed the result. The hit rate for the whole dataset was 35.7%, which means that the two classes (hit and miss) were disproportionally represented. So the area under the curve (AUC) was a more appropriate tool for evaluating the different models' performance.
For GLM and GBM, extra information is required in the form of additional variables based on the physics of ball trajectories, such as the angle of the ball with respect to the rim, and the distance to the rim. We believe that the additional information can improve the classification accuracy of the models.
For the other models, we built two hidden layers. Specifically, we set three Gaussian functions as MDN for LSTM-MDN and BLSTM-MDN. The epoch is 300, and it loops 50 times, with Hyperopt set for the best AUC. The best AUC is marked in bold (table 1) . Generally, the closer to the basket, the better is the AUC.
For the same distance, deep learning models perform better than conventional models (GLM and GBM).
However, convolutional neural network (CNN) performs no better than conventional models for this exercise, even though it performs well in many other fields. BLSTM-MDN gets the best AUC at 3-8 feet (table 1 ). To compare the performance of the models in more detail, we selected the distance of 5 feet to analyze the AUC for each epoch. In Fig. 2, CNN 
Trajectory Generation
Using BLSTM-DMN, we generated the trajectory of a flying basketball. The model has the same hyper-parameters as were used for section 3.2. Thanks to MDN, it can obtain the distribution probability of each point. Therefore, it is easy to know the next point using a roulette algorithm. In Fig. 4 , the blue lines are real trajectories, and the red ones are generated. Again, we picked the 9 th point as the time stamp. Then, for the subsequent positions (the 10 th , 11 th , and 12 th ), the model generated two predicted points. In sum, the model had eight ( 3 2 ) trajectories. It can be seen that the generated trajectories are very similar to the real one.
Conclusion
We introduced a BLSTM-MDN model for three-point shot prediction. During model training, the Python library Hyperopt was applied for hyper-parameter self-optimization. Compared to the previous models, such as the conventional CNN and BLSTM models, the proposed one performed better in both convergence rate and prediction accuracy.
Even though the basketball trajectory prediction is a toy problem, we suggest that BLSTM-MDN can produce correct results in many other areas, such as UAV route planning, human activity recognition, and stock market prediction. There are also many factors that need to be further considered. For example, the model should be able to take into account player cooperation and defense when predicting NBA player positions. Time series prediction is a complicated but meaningful research topic. We aim to improve our model by taking into account more features in the future.
