Abstract. We study a stepwise algorithm for solving the indefinite truncated moment problem and obtain the factorization of the matrix describing the solution of this problem into elementary factors. We consider the generalized Jacobi matrix corresponding to Magnus' continuous P -fraction that appears in this algorithm and the polynomials of the first and second kind that are solutions of the corresponding difference equation. Weyl functions and the resolution matrices for finite and infinite Jacobi matrices are computed in terms of these polynomials. Convergence of diagonal and paradiagonal Padé approximation for functions from the generalized Nevanlinna class is studied.
Introduction
The classical moment problem and the problem of rational approximation for Nevanlinna functions are closely related to Chebyshev's theory of continuous fractions [2, 43, 26] . On the one hand, the expansion of a Nevanlinna function ϕ in a continuous fraction yields the construction of the Jacobi matrix and the factorization of the solution matrix of a truncated moment problem into elementary factors. On the other hand, partial fractions can be expressed explicitly in terms of the resolutions of the corresponding truncated Jacobi matrices and coincide with diagonal Padé approximations of the function ϕ. Therefore, the problem of convergence of diagonal Padé approximations of the function ϕ can be reduced to the problem of the convergence of the resolution for truncated Jacobi matrices. In the present paper we study the problem of rational approximation of generalized Nevanlinna functions introduced in [19] (see also [41, 42] ). First we present the idea of the stepwise Chebyshev process applied to the classical moment problem, [2] .
Let s = {s j } ∞ j=0 be an infinite sequence of real numbers. The Hamburger moment problem M (s) consists in finding a measure dσ on the real line R such that (1.1) R t n dσ(t) = s n , n ∈ Z + := N ∪ {0}.
A solvability condition of the moment problem M (s) is that the Hankel matrices (1.2)
S n = (s j+k ) n j,k=0 , n ∈ Z + , should be nonnegative. The function ϕ corresponding to the measure dσ,
belongs to the Nevanlinna class N of functions that are holomorphic in the upper halfplane C + and have a nonnegative imaginary part there. It is known ( [36] ) that each function of the class N satisfying the additional condition
admits the integral representation (1.3). In the sequel, the notation λ → ∞ means that λ tends to ∞ nontangentially remaining inside a sector δ < arg λ < π − δ for some δ > 0. According to the Hamburger-Nevanlinna theorem (see [2] ), the classical moment problem M (s) is equivalent to the asymptotic expansions
for each n ∈ N. Therefore, the moment problem (1.1) can be viewed as a boundary interpolation problem with an infinite number of interpolation points. The truncated moment problem consists in finding functions ϕ ∈ N such that the expansion (1.5) holds for a given M (s, n). The set of solutions of the truncated moment problem M (s, n) can be described using the Chebyshev algorithm for the expansion of a function ϕ ∈ N in a continuous fraction. Let ϕ 0 := ϕ ∈ N admit an expansion (1.5) with s 0 = 1. Then the function − License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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The matrix W [0,n−1] of coefficients of the fractional linear transformation (1.10) can be computed explicitly in terms of the polynomials of the first and second kind, P j (λ) and Q j (λ), corresponding to the Jacobi matrix H:
Therefore, solutions of the truncated moment problem M (s, n − 1) take the form ϕ(λ) = − b n−1 Q n−1 (λ)τ (λ) + Q n (λ) b n−1 P n−1 (λ)τ (λ) + P n (λ) .
One of the solutions of the truncated moment problem M (s, n − 1) is the n-th partial fraction − Q n (λ) P n (λ) for (1.9), which admits the expansion (see [2, 26] )
and can be represented in the form
where e = (1, 0, . . . , 0) ∈ C n . In the case where the moment problem is definite, i.e., the Jacobi matrix H defines a selfadjoint operator in 2 , the moment problem M (s) has a unique solution, which is of the form (1.14)
ϕ(λ) = (H − λ) −1 e, e 2 .
Formulas (1.5) and (1.12) imply a remarkable fact that
i.e., the rational function − Q n (λ) P n (λ) to the function ϕ(λ). This is the classical theorem of A. A. Markov, [9, 43] . In the papers by A. A. Gonchar [14] and E. A. Rahmanov [44] , Markov's result was generalized to "rational perturbations" (1.16) ϕ
(λ) = σ(λ) + r(λ)
of a Markov function of type (1.15) . In particular, in [44] it is shown that in the case where r is a regular rational real fraction that is holomorphic on the interval [a, b] , the n-th diagonal Padé approximations exist for all sufficiently large n and converge to ϕ locally uniformly on C \ ([a, b] ∪ P(ϕ)), where P(ϕ) is the set of poles of ϕ. For a long time many authors were interested in the Baker-Gammel-Wills conjecture (also known as the Padé conjecture), which as formulated in [8] . This conjecture asks whether a function that is meromorphic in the unit circle has a locally uniformly converging subsequence of the diagonal Padé approximation. However, in the paper [40] by D. Lubinsky a nice counterexample to this conjecture was constructed using the RogersRamanujan function. A significantly simpler counterexample to the Padé conjecture was presented by V. I. Buslaev in [11] using a hyperelliptic function that can be expanded in a periodic continuous fraction.
In this paper we study the convergence of diagonal Padé approximations for "rational perturbations" of Markov functions of the form (1.17) ϕ(λ) = r 1 (λ) σ(λ) + r 2 (λ).
The main result of the paper is the following theorem. Meromorphic functions of the form (1.17) belong to the class of generalized Nevanlinna functions introduced in [30] . Every generalized Nevanlinna function can be represented as a Q-function (see [31, 39] ) or as a Weyl function (see [21] ) of a symmetric operator acting in the Pontryagin space. In particular, it is shown in [20] that every function of the form (1.17) can be represented as the m-function of a generalized Jacobi matrix that is a block-tridiagonal matrix of a special form. Such a matrix is naturally related to the P -fraction of the form
that appears in the stepwise Chebyshev process applied to a generalized Nevanlinna function ϕ of the class N κ . A general definition of a P -fraction was introduced by Magnus in [41] (see also [26] ). It is well known (see [41, 26] ) that the partial fraction −Q n (λ)/P n (λ) in (1.18) is the n-th diagonal Padé approximation of the function ϕ. Under the hypotheses of Theorem 1.1 the convergence of this approximation can be deduced from the fact that the truncated generalized Jacobi matrices H [0,n] converge to H in the strong resolution sense. This approach works also in the case where the measure dσ in (1.17) does not have compact support but still corresponds to a definite moment problem. In the case where dσ corresponds to an indefinite moment problem, it is shown that Theorem 1.1 remains true for a subsequence of diagonal approximations of the function ϕ. Let us note that this approach to the proof of the convergence of diagonal Padé approximations was introduced in [45] and for tridiagonal complex matrices in [7, 1] (see also [47] ). However, an explicit form of m-functions corresponding to the generalized Jacobi matrix was not presented in either [7] or [1] .
In addition to diagonal approximations we study the convergence of paradiagonal Padé approximations for functions of class (1.17) . In solving these problems an important role is played by the factorization of the matrix W [0,n] of solutions of the truncated moment problem. This factorization is obtained by elementary methods in 2.3. However, taking into account the operator approach used in the paper, we decided to present in Appendix A another proof of the factorization theorem based on the multiplication theorem for characteristic functions and on the fact that W [0,n] (λ) is the characteristic function of a linear relation associated to the matrix H [0,n] .
The paper is organized as follows. In Section 2 we introduce the class N κ of generalized Nevanlinna functions and describe the Chebyshev algorithm as applied to this class. We obtain a description of solutions of the truncated moment problem in the class N κ and the factorization of the solution matrix W [0,n] . In Section 3 we introduce the generalized Jacobi matrices and compute the Weyl functions and resolution matrices of symmetric operators associated to the matrix H. We also characterize the class of resolution matrices associated with generalized Jacobi matrices. In Section 4 we present a result on the convergence of resolution matrices for the truncated Jacobi matrices and prove the main theorem of the paper concerning the convergence of both diagonal and paradiagonal Padé approximations. Finally, in Appendix A we prove that the resolution matrices W [0,n] are the characteristic functions of certain linear relations in the sense of [22] . As a corollary of the results in [22] we obtain a theorem on the factorization of the resolution matrix W [0,n] .
2. Functions in the generalized Nevanlinna class 2.1. Integral representation. Let Ω be a subset of the complex plane C and let the kernel N(λ, µ) be defined on Ω×Ω. We say that the kernel N(λ, µ) has κ negative squares in Ω (κ ∈ Z + ) if it is Hermitian, i.e., N(λ, µ) = N(µ, λ) for all λ, µ ∈ Ω and for each collection of numbers n ∈ N, λ 1 , λ 2 , . . . , λ n ∈ Ω, the Hermitian matrix (N(λ i , λ j ))
has at most κ negative eigenvalues, and for some λ 1 , λ 2 , . . . , λ n ∈ Ω it has exactly κ eigenvalues (counted with multiplicities).
Let us recall ( [34] ) that a function ϕ meromorphic in C + belongs to the generalized Nevanlinna class N κ if the kernel
λ − µ has κ negative squares on C + \ P(ϕ) where P(ϕ) is the set of poles of the function ϕ.
It is known ( [35] ) that each function ϕ of the class N κ has at most κ poles in C + . To make this statement more precise, recall ( [38] ) that a point α ∈ R is called a generalized multiplicity κ α pole of negative type of a function ϕ if
Similarly, the point ∞ is called a generalized multiplicity κ ∞ pole of negative type of a function ϕ if
In [35] it is shown that for a function ϕ of class N κ the total number of poles in C + and generalized poles in R ∪ {∞} equals κ. For example, a real polynomial p(λ) = p k λ k +· · ·+p 1 λ+p 0 has a unique generalized pole in ∞ and according to (2.2) , p ∈ N κ − (p) , where
Later we will be interested in functions of class N κ satisfying (1.4). For such functions the point ∞ is not a generalized pole of negative type. We say (see [24] ) that a function ϕ of class N κ belongs to the class N κ,−2n if the expansion (1.5) holds for some s 0 , s 1 , . . . , s 2n ∈ R. Next let
The next proposition follows from [32, Satz 3.1] and [24, Theorem 3.3 ] (see also [18] ). 
where dσ is a finite measure R with finite moments of all orders, Everywhere below we will extend a function ϕ of the class N κ,−∞ to C − by the formula
This agrees with the integral representation (2.4). 
The set of regular points, the spectrum, and the point spectrum of the operator A are denoted by ρ(A), σ(A), and σ p (A) respectively.
One can easily see that if A is a selfadjoint operator in a Pontryagin space with negative index κ and u ∈ H is a generating vector for A, i.e., (2.5) span
belongs to the class N κ . If, in addition, u ∈ n≥0 dom A n , then the function ϕ belongs to the class N κ,−∞ . The converse statement also holds. Representation (2.6) implies the following relations between the "moments" s n in the asymptotic expansion (1.5) of the function f and the powers of the operator A:
The operator A in the representation (2.6) can be viewed as a selfadjoint extension of the symmetric operator A defined as the restriction of the operator A to the set
Let us recall that a point λ ∈ C is called a point of regular type of a symmetric operator
It is known (see [30] ) that the set ρ(A) of points of regular type contains all but a finite number of points in C ± and the dimension of the space
are called the defect subspaces and the numbers n ± (A) := dim N λ , λ ∈ C ± ∩ ρ(A), the defect numbers of a symmetric operator A. A symmetric operator A in a Pontryagin space H is called simple if
It is clear that the operator A defined by (2.8) has the defect numbers (1, 1) and its defect subspaces are given by the formula
Formula (2.9) implies that the operator A is simple in the case where u is a generating vector for A. Let us emphasize that in this case the function ϕ defined by (2.6) completely characterizes the spectrum of the operator A and is the Weyl function of the operator A in the sense of definition (3.29) . Operator representations of the form (2.6) for a certain class of operators associated with the indefinite moment problem are studied in Section 3. , κ ∈ Z + . Find ϕ ∈ N κ,−∞ with the asymptotic expansion (1.5) for each n ∈ N.
At was shown in [34] , for the solvability of Problem M κ (s) it is necessary and sufficient that for each n ∈ N, the Hankel matrix of the form (1.2) has at most κ negative eigenvalues. The necessity of this condition follows, for example, from the representation (2.7) for moments s j . Indeed, if a function ϕ ∈ N κ,−∞ is a solution of the problem M κ (s), then it admits the operator representation (2.6) and the moments s k in the asymptotic expansion (1.7) are of the form (2.7). Since ind − H = κ, the form n j,k=0
has at most κ negative eigenvalues. Together with Problem M κ (s) we will consider the truncated problem M κ (s, n), where one has to find ϕ ∈ N κ,−2n satisfying (1.5) for a given n ∈ N. Everywhere in this paper we will consider the nondegenerate moment problem characterized by the condition det S n = 0.
One of the methods used to solve this problem is based on the stepwise Chebyshev method explained earlier. In [19] this method, called there the Schur algorithm, is adapted to the indefinite moment problem. Let us present the stepwise algorithm for the problem M κ (s, n). It relies on the following properties of functions belonging to generalized Nevanlinna classes (see [32] ):
Further on in this paper we assume that the sequence s is normalized, i.e., the first nonzero moment has absolute value 1. Let n 1 < n 2 < · · · < n N +1 = n+1 be the sequence of all normal indices of the matrix S n , i.e., the numbers j ∈ N such that det S j−1 = 0, and let the numbers κ 0 ≤ κ 1 ≤ · · · ≤ κ N be defined by the formulas (2.10)
By the choice of n 1 we have at the point ∞ is a polynomial of degree k 0 := n 1 with the leading coefficient ε 0 . Therefore there exists a polynomial p 0 of degree k 0 such that the function ϕ 1 defined by the formula
satisfies condition (1.4). Choose b 0 > 0 such that the sequence
, defined from the expansion (2.12)
3) coincides with the number κ 0 = sq − S k 0 −1 of negative squares of the triangular matrix
Therefore, ϕ 1 ∈ N κ−κ 0 . This completes the construction of the first step of the induction. According to the results in [19] , the set of normal indices of the matrix S
and sq − S
(1)
Inductively, we construct a sequence of functions ϕ j ∈ N κ−κ j−1 (for convenience, here and later we assume that κ −1 = 0) satisfying the conditions
where the p j are normalized real polynomials of degree
where the elements of the Hankel matrix S
are the coefficients of the expansion (1.5) for the function ϕ j . Taking into account the relation sq − S (j) [19] ) we see that ϕ j+1 ∈ N κ−κ j .
After N + 1 steps we obtain the following representation for the function ϕ 0 (λ):
, where the polynomial p N is determined uniquely up to an additive constant, and the function ϕ N +1 ∈ N κ−κ N satisfies the Nevanlinna condition (1.4).
The matrices of the fractional linear transformations T j in (2.15) have the form
Therefore their composition T 0 • T 1 • · · · • T N corresponds to the product of the matrices W j (λ):
. Summarizing, we obtain the following description of the solution of the truncated moment problem M κ (s, n), which appeared before in several different forms in [27, 21, 19] . Theorem 2.3. Let κ ∈ Z + and let s = {s j } 2n j=0 be a sequence of integers such that (2.18) det S n = 0, sq − S n ≤ κ. 
where τ runs over the set of functions in N κ−κ N satisfying the Nevanlinna condition (1.11).
Let us present an explicit formula for the matrix of solutions W [0,N ] of the problem M κ (s, n) in terms of the parameters p j , b j , ε j that occur in the Chebyshev algorithm. First define the polynomials P j+1 (λ), Q j+1 (λ) by the formulas (2.20)
Therefore, the matrix W [0,j] (λ) has the form
Next, writing the identity
componentwise, we see that the polynomials P j (λ) and Q j (λ) are the solutions of the difference equation
with the initial conditions 
Applying consecutively fractional linear transformations T j (j ∈ Z + ) we get a continuous P -fraction (1.18). Formulas (2.20), (2.17) and (2.15) imply that the fraction −
is a partial fraction of the continuous fraction (1.18). In [20] , to a P -fraction (1.18) the author associated a generalized Jacobi matrix uniquely determined by the parameters ε j , b j , p j of this fraction.
Remark 2.5. The algorithm described in 2.3 was first suggested in [19] . In [3, 4] a similar algorithm was used to solve the factorization problem for J-unitary matrix polynomials.
3. Generalized Jacobi matrices and the corresponding Weyl functions
To the polynomial p we associate its symmetrizer E p and the associated matrix C p given by
It is known that det(λ − C p ) = p(λ), the spectrum σ(C p ) of C p is simple, and E p and C p are related by the equality (see [15] )
Therefore, the matrix C p E p is symmetric. One can easily see that E
−1 p
is also a Hankel matrix and has the form
Definition 3.1 ([34, 20] ). Let p j be normalized real polynomials of degree k j ,
0 , and let ε j = ±1, b j > 0 (j ∈ N). The generalized Jacobi matrix associated with the sequence of polynomials {ε j p j } ∞ j=0 and numbers {b j } ∞ j=0 is the tridiagonal block matrix
where A j = C p j and the k j+1 × k j -matrix B j and the k j × k j+1 -matrix B j are given by the formulas
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Remark 3.2. Let us note that the columns and the rows of the matrix H are numbered starting with 0. According to (2.14) the indices κ − (ε j p j ) occurring in the process described in 2.3 satisfy the condition
where κ j = sq − S n j+1 −1 . Since for sufficiently large j (≥ N ) the indices κ j become equal to κ, the degrees of the polynomials p j equal 1 and ε j = 1 for j ≥ N . In the sequel we will consider generalized Jacobi matrices of this form.
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[0,∞) we will denote the Hilbert space of square-summable complex sequences
Define the standard basis in
Define an infinite symmetric matrix G by the formula
Let us note that in our case elements of the matrix G are uniformly bounded since for a sufficiently large j the matrix G j is one-dimensional and
be the submatrix of the matrix H (G) corresponding to the basis vectors {e
3.2. Symmetric operators associated to a generalized Jacobi matrix. Let H [j,l] be the Pontryagin space C n l −n j−1 with the indefinite inner product
Let S [j,l] and A [j,l] be symmetric operators in H [j,l] defined as the restrictions of the operator H [j,l] to the space of vectors in H [j,l] orthogonal to e j,0 and e l,0 respectively,
The operators S [j,l] and A [j,l] are symmetric operators with nondense domain and the defect indices (1, 1).
In the infinite-dimensional case the linear operator associated with the matrix G is constructed as follows: first, using ordinary matrix multiplication, we define the operator on the linear set C 0 of finite sequences, and then take its closure. The constructed operator will also be denoted by G. On the entire space 
is a Pontryagin space with the negative index κ := sq − G.
To the matrix H one can associate the operator A in the space H [0,∞) defined on C 0 by the formula Ax = Hx. The operator has dense domain and is symmetric in H [0,∞) (see [20] ), i.e., (3.10) [
Relations (3.10) mean that
A ⊂ A + , i.e., dom A ⊂ dom A + and Ax = A + x for x ∈ dom A.
It is clear that A
+ is a closed operator, and the operator A admits a closure in
Together with the minimal operator A min we consider the maximal operator A max with the domain
In the case where the symmetric operator A min is not selfadjoint, its defect subspaces can be determined explicitly in terms of polynomials of the first kind.
3.3. Polynomials of the first and the second kind. Setting b −1 = ε 0 we define polynomials P j (λ) of the first kind (see [34] ) associated with the matrix H as the solutions u j = P j (λ) of the system
satisfying the boundary conditions
Similarly, polynomials of the second kind Q j (λ) associated with the matrix H are defined as the solutions u j = Q j (λ) of the system (3.11) satisfying the boundary conditions (3.13)
Formula (3.11) implies that the polynomials P j and Q j are of degrees n j and n j − k 0 with leading coefficients (b 0 . .
respectively. In particular,
Let us note that the difference equation (3.11) coincides with the three-term recurrence relation associated with the following P -fraction ( [41] , see also [26, Section 5.2]):
Moreover, polynomials of the first and second kind are just the polynomials associated with the P -fraction and satisfying the relation (2.23). Let us extend the systems of polynomials
and set
Then the system (3.11), (3.15) can be written in the following vector form:
Removing the first k 0 columns of (3.17) and taking into account that
Formulas (3.16) and (3.18) imply that the eigenvalues of the matrices H [0,j] and H [1,j] coincide with the roots of the polynomials P j+1 (λ), Q j+1 (λ). Taking into account the form of the leading coefficients of these polynomials we obtain the following formulas for the polynomials of the first and the second kind, which in the classical case can be found in [10, Section 7.1.2] and [5, Section 6.1].
Proposition 3.3 ([20]
). The polynomials P j and Q j (j ∈ N) are computed by the formulas Proof. Let us assume that the polynomials P j and P j+1 have a common root λ 0 , i.e., P j (λ 0 ) = P j+1 (λ 0 ) = 0. By (3.11), we have P i (λ 0 ) = 0 (i = 0, . . . , j + 1). However, this is impossible because of the initial conditions (3.15) . Similarly one proves that Q j and Q j+1 do not have common roots.
Remark 3.5. The absence of common roots of the polynomials P j and Q j was established in [20] .
Taking into account the inequality
and setting
, we can rewrite (3.16), (3.17) in the form
One can easily establish the following formal equalities:
Relation (3.24) shows that the equation 
Since the polynomials P jk (λ) are real, we have n + (A min ) = n − (A min ). Therefore, the defect indices of the operator A min are either (0, 0) or (1, 1). Therefore, we have the following result.
Proposition 3.6. The operator A min is selfadjoint if and only if
On the other hand, if the series in (3.27) converges for all λ ∈ C, then the defect indices of the operator A min are (1, 1) and the defect subspace N λ (A min ) is generated by the vector π(λ).
The boundary triple and the Weyl function of the operator
Let us recall (see [6, 21] ) that a linear relation in a Pontryagin space H is a linear subspace in the space H ⊕ H. Identifying a linear operator with its graph, we will assume that the set of linear operators is embedded in the set of linear relations. We will use the following notation:
for the domain, the kernel, the range, and the multivalue part of a linear relation T . The resolution set ρ(T ) of a linear relation T is defined as the set of all λ ∈ C such that the linear relation
is the graph of a linear operator in H, called the resolution.
To compute the Weyl function and the resolution matrix of a symmetric operator in a Pontryagin space ( [21] , see also [25] ) we will systematically use the notion of a boundary triple. Let us give the definition in the case of a symmetric operator A with defect indices (1, 1). In the case where the domain of A is not dense, the conjugate linear relation A + is defined by the formula
A triple Π = {C, Γ 0 , Γ 1 }, where Γ 0 , Γ 1 are maps from A + to C, is called (see [17, 25, 21] ) a boundary triple of the linear relation
give a bijection between the set of selfadjoint extensions A θ of the relation A and the set of parameters θ ∈ R ∪ {∞}.
To each boundary triple Π one associates a function M (λ) called the Weyl function and defined by the formula (see [25, 21] 
In the case where A is a simple symmetric operator in a Pontryagin space H, the Weyl function M (·) belongs to the space N κ , where κ = ind − H, and is the Q-function of the operator A in the sense of the definitions in [30, 39] . A
Proof. Indeed, for
we have the equality
which proves (3.32).
where P j is the orthogonal projection to
, where the component f j+1 coincides with f j+1,k j+1 −1 . In particular, for the vectors 
The corresponding Weyl function is
Proof. The fact that the maps (3.37) form a boundary triple for A + [0,j] follows from (3.32). Next we consider the defect vector π [0,j] (λ) of the operator A [0,j] . Formula (3.21) implies that
. Applying the operator (3.37) and taking into account (3.35), we get the formulas
which imply (3.38).
3.5. m-functions of generalized Jacobi matrices. Now we compute the Weyl function of the symmetric operator S [0,j] introduced earlier as the restriction of
The conjugate linear relation S 
The corresponding Weyl function has the form
Proof.
The defect subspace N λ (S [0,j] ) of the operator S [0,j] is given the formula
The equality
and formulas (3.41) imply that
This proves formula (3.42).
The function m [0,j] (λ) is also called the m-function of the generalized Jacobi matrix (see [13, 20] ). The form (3.4) of the matrix H implies that
Taking into account (3.19) and (3.20) we obtain the following representation for the function m [0,j] (λ): 
where the moments s i are given by (3.46)
The operator approach to the moment problem M (s, n j+1 − 1, κ) leads to another formula related to the notion of the u-resolution of the operator A [0,j] . Recall (see [33] ) that the function 
Here The description of u-resolutions of a symmetric operator was given in [29, 33] in the framework of the theory of the resolution matrix, which we will briefly present below.
Let A be a symmetric operator in a Pontryagin space H with defect indices (1, 1), and let us be given a scale u ∈ H. A point λ ∈ C is called (see [29, 33] ) a u-regular point of the operator A if λ ∈ ρ(A) and
Denote by ρ(A, u) the set of u-regular points of the operator A. Define two functionals
Define also two vector-valued functions P(λ) + and Q(λ) + with values in H by setting
Direct verification shows that for all λ ∈ ρ(A, u) we have
The description of u-resolutions of a densely defined symmetric operator in a Hilbert space with equal finite defect indices was obtained by M. G. Krein in [29] , and for densely defined operators in a Pontryagin space, by M. G. Krein 
establishes a one-to-one correspondence between the set of u-resolutions of index κ − κ of the operator A and the set of functions τ ∈ N κ−κ such that 
The matrix W(λ) in formula (3.54) is called the u-resolution matrix of the operator A corresponding to the boundary triple Π and the scale u. Formula (3.28) implies (see [21] for details) that it satisfies the following identity:
where
Formula (3.55) implies the following properties of the matrix W(λ):
2) for each λ ∈ ρ(A, u) we have
In particular, the matrix 
Furthermore, 
But by Proposition 3.4 the polynomials P j (λ) and P j+1 (λ) have no common roots. There-
Multiplying both sides by π [0,j] (λ) we obtain
Next, viewing H [0,j] as an extension of the operator A [0,j] , we obtain from (3.50) that
Formulas (3.21) and (3.22) imply that
Substituting (3.59) in (3.58) and taking into account (3.23) we obtain
Formula (3.57) immediately follows from (3.56). 
Proof. Indeed, Proposition 3.15 implies that
Taking into account (3.37) we obtain the bottom row of formula (3.60). Now consider the vector
. Applying operators Γ 0 and Γ 1 from (3.37) we obtain
and (3.60) follows. Equality (3.55) implies the following generalized Christoffel-Darboux formulas.
Corollary 3.17. For all j ∈ Z + , λ ∈ C, and λ 0 ∈ R we have
Proof. Rewriting (3.55) in the form (3.65)
, we obtain the following expression for the left-hand side of (3.65):
Comparing matrix entries on the left-and right-hand sides of (3.65) and taking into account that
we obtain formulas (3.61)-(3.64).
Setting λ = λ 0 in (3.62) we immediately obtain the generalized Liouville-Ostrogradskii formula. 
Corollary 3.18. For each j ∈ Z + we have
where W l (λ) is of the form (2.16).
Let polynomials P 
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Together with (3.54), this formula implies that the u-resolution matrix of the operator A [l,j] corresponding to the scale vector u = e l,0 and the boundary triple (3.37) is of the form
Applying the factorization (2.17) to the matrix W [l,j] (λ) we obtain
From (2.17) and (3.74) we obtain the following result. 
Let H [0,j] be a generalized Jacobi matrix, n = n j+1 −1, and suppose the corresponding sequence of moments s = (s i ) 
and τ is a function of class N 0 satisfying the Nevanlinna condition (1.11). The next proposition specifies the value of the parameter τ in this representation.
Corollary 3.21. For each j ≥ N we have
where (w ij (λ))
Taking into account the formulas (see (3.44) )
, we obtain (3.76). Here P In the special case N = 1 formula (3.76) coincides with the generalized Riccati equation. [0,j] (λ) and m [1,j] (λ) are related by the formula
Corollary 3.22. The m-functions m
A consecutive application of formula (3.77) yields the P -fraction (1.18) that occurs in the stepwise solution process of the moment problem M κ (s). Let us note that by J-unitarity of the matrix W(λ) for λ ∈ R, the first condition in (3.78) and in (W5) is a corollary of the second.
Characteristic properties of the u-resolution matrix of the operator
Let us show that properties (W1)-(W3) completely characterize u-resolution matrices of the operator A [0,N ] corresponding to the scale vector u = e.
Theorem 3.23. A polynomial vector-valued function W(λ) = (w ij (λ)) 2 i,j=1 is a uresolution matrix of an operator A [0,N ] generated by a generalized Jacobi matrix and a scale vector u = e if and only if it satisfies conditions (W1)-(W3).
Proof. It remains to prove the sufficiency of conditions (W1)-(W3). Let a matrix W(λ) satisfies conditions (W1)-(W3)
. The J-unitarity of the matrix W(λ) for λ ∈ R is equivalent to the following formulas: 
are real on R; in particular, the ratio of the leading coefficients a 21 
If deg w 21 = deg w 22 , then the matrix V 1 should be chosen in the form
; since the ratio a 21 /a 22 is real, the matrix V 1 is of the form (3.79). Finally, if deg w 21 < deg w 22 , then condition (W5) is already satisfied and in order for W to satisfy condition (W6) it is sufficient to set
Therefore, in addition to conditions (W1)-(W3) the entries w ij (λ) satisfy conditions (W5), (W6). Formulas (3.83) and (3.80) imply that the polynomials w 12 (λ) and w 22 (λ) are relatively prime and the rational function ϕ(λ) = w 12 (λ)/ w 22 (λ) is real. Using condition (W5) we see that ϕ ∈ N κ,−∞ for some κ ∈ Z + and ϕ admits an expansion in a P -fraction
using the algorithm presented in 2.3. According to condition (W3), we have ε 0 = ±1.
Let H [0,N ] be a generalized Jacobi matrix corresponding to the P -fraction (3.85) and let P j , Q j (0 ≤ j ≤ N + 1) be the polynomials of the first and second kind defined by formulas (3.19) and (3.20) with b N = 1. Let us establish a relation between the matrix W(λ) and the u-resolution matrix
corresponding to a boundary triple {C, Γ 0 , Γ 1 } of the form (3.37). Since the rational function −Q N +1 (λ)/P N +1 (λ) has the same P -fraction expansion (3.85) as the function w 12 / w 22 , and since w 22 satisfies condition (W6), there is c > 0 such that
Next, using formula (3.87), identity (3.83) for w ij (λ), and the Liouville-Ostrogradskii identity
we obtain
Since w 12 (λ) and w 22 (λ) are relatively prime, the polynomial w 21 (λ) − cε N P N (λ) is divisible by w 22 (λ), and since deg(
vanishes identically. Therefore, the same is true for the polynomial w 11 (λ) + cε N Q N (λ). Hence,
Setting V 2 = 1/c 0 0 c , and using (3.87), (3.88), and (3.84) we obtain
Formulas (3.54) and (3.89) imply that W(λ) is a u-resolution matrix of the operator A [0,j] corresponding to the scale vector u = e and a boundary triple {C, 
Corollary 3.24. Every polynomial matrix satisfying conditions (W1)-(W3) admits a factorization of the form
where W j (λ) is a factor of the form (2.16) and V 1 , V 2 are J-unitary constant matrices.
3.8. Generalized Nevanlinna matrices. The generalized Liouville-Nevanlinna formula (3.66) allows us to rewrite the Green formula (3.32) as follows.
Proof. In the proof, we will omit the indices [0, j] at π and ξ. At the same time, we will need the following notation used in (3.31):
Formulas (3.32) and (3.66) imply 
The corresponding resolution matrix has the form
and is related to the matrix W [0,j] (λ) by the formula
Now let us consider the symmetric operator A := A min and assume that we have an indefinite case, i.e., π(λ) ∈ 2 for all λ ∈ C. Standard arguments show (see, e.g., [2, 45] ) that in this case ξ(λ) ∈ 2 for all λ ∈ C. The generalized Christoffel-Darboux formulas (3.61)-(3.64) imply the following result. 
exist. (2) A boundary triple for A
+ can be represented in the form
(3) The corresponding resolution matrix has the form
(4) The Weyl function of the operator A corresponding to the boundary triple (3.95) has the form
Proof. 1. Indeed, (3.32) implies the existence of the limit
2. Passing to the limit j → ∞ in (3.91) we obtain the following formulas for
thus proving the second statement of the proposition. 3. Formulas (3.96) and (3.97) follow from (3.54), (3.29), (3.51), and (3.95).
Let N be sufficiently large, so that H [N,∞) is a classical Jacobi matrix, and let W [N,∞) be the resolution matrix of the operator A [N,∞) constructed similarly to Proposition 3.28. The theorem on the factorization of the resolution matrix W [0,j] (λ) and formula (3.94) imply that
for N ≤ j. Passing to the limit as j → ∞ we obtain
Since W [N,∞) (λ) is a Nevanlinna matrix of the classical Jacobi matrix H [N,∞) (see [2] ), the known properties of Nevanlinna matrices imply the following result. 
given by the formula
is the unique canonical selfadjoint extension of the operator A for which 0 ∈ σ p (A (K) ).
Proof. Let the matrix W [0,∞) (λ) have the following representation:
are the Weyl functions of the operator A. Since
and w 12 (λ), w 22 (λ) are entire functions, the functions w 12 (λ) and w 22 (λ) have no common zeros and each point in C is a regular point for at least one of the functions M ∞ (λ), −1/M ∞ (λ). Since A is a simple operator, Theorem 3.7 shows that each point in C is a regular point either for the selfadjoint extension A 0 = ker Γ 0 or for the extension A 1 = ker Γ 1 . Therefore, ρ(A) = C. Next, using (3.24) we obtain
Formula (3.101) shows that the vector π(0) does not lie in the domain of the operator A since if we would have had π(0) ∈ dom A, then
In particular, π(0) ∈ dom A + and (3.102) contradicts (3.101). Therefore the extension A (K) defined by (3.100) is a one-dimensional symmetric extension, and since the defect indices of A are (1,1), a selfadjoint extension of the operator A. Moreover, 0 ∈ σ p (A (K) ) and the vector π(0) is the corresponding eigenvector. Admitting the nonuniqueness of a canonical selfadjoint extension A with the property 0 ∈ σ p ( A), we obtain π(0) ∈ dom A, which is impossible since the operator A is simple.
It is known (see [34] ) that formula (3.53) gives a one-to-one correspondence between the set of all solutions of the complete indefinite moment problem M κ (s) and the set of all u-resolutions of a symmetric operator A. Using the description (3.48) of u-resolutions of the operator A, we see that in the indefinite case the set of solutions F of the indefinite moment problem M κ (s) is parameterized by the set of functions τ of the class N ∪ {∞} according to the formula
where the fractional linear transformation T W [τ ] is defined in (3.53).
Using the factorization formula (3.99) we obtain the following relation between the set of all solutions of the moment problem M κ (s) and the set of solutions of a certain classical moment problem. 
where Proof. Indeed, let F (λ) be a solution of the indefinite moment problem M κ (s), and let it be represented in the form (3.103). Then (3.99) implies that
This yields the representation (3.104) if we set
establishes a bijection of the class N ∪ {∞} with itself, we see that formula (3.105) yields a description of the solutions of the classical moment problem corresponding to the Jacobi matrix H [N,∞) .
The Padé approximation
4.1. Resolution convergence of truncated Jacobi matrices. Let us consider the following finite generalized Jacobi matrix:
and try to choose the parameter τ ∈ R in such a way that 0 is an eigenvalue of the matrix
which can be equivalently expressed in terms of the polynomials of the first kind as follows: P j (0) = 0. i = 0, . . . , j; k = 0, . . . , k j − 1) . In the case i = j we have the following relation:
Since u j = P j (0) = 0, (4.2) implies that [0,j] can be characterized by the following boundary condition (see [21] ):
Taking into account (3.37) and (3.38), we rewrite condition (4.3) in the form
This gives another proof of the fact that the matrix A is a symmetric operator with defect indices (1, 1) in the Pontryagin space
Proposition 4.3. Let H be a generalized Jacobi matrix. There exists a number
where A (K) is a unique selfadjoint extension of the operator A acting in the space
Proof. First let A be a selfadjoint operator in
and it suffices to prove (4.6) and (4.7) on finite vectors. Let φ = (A − λ)ψ, where ψ is a finite vector. It is clear that φ is a finite vector as well. Therefore,
Let A be a symmetric operator with defect indices (1, 1) and A (K) its selfadjoint extension given by (3.100). Then
Since for φ ∈ ran (A − λ) the proof of convergence (4.8) is similar to the case of a selfadjoint operator, it remains to prove (4.
From (4.5) and the fact that
The Markov theorem.
Since each solution ϕ of the moment problem M κ (s) has asymptotic expansion (1.5), the formal series
will be called the Hamburger series associated to the moment problem M κ (s) (see [9] ). 
In the case L = M = n the Padé approximation of type [n/n] is called the n-th diagonal Padé approximation. The statement concerning the convergence of diagonal Padé approximations for Markov functions is contained in the following classical Markov theorem. 
Then the diagonal Padé approximation for the function ϕ takes the form
where P n and Q n are polynomials of the first and second kind constructed using the
In the case where the support of the measure dµ is contained in the union of two intervals 
where the measure d µ differs from the measure dµ by a discrete measure corresponding to the second summand in (4.10). Diagonal Padé approximations for ϕ admit representations
where P n and Q n are the first and second kind polynomials corresponding to the measure d µ. As was mentioned in [44, 2.3] , the polynomials P n have at most β zeros outside [a, b] . Therefore, there exists a subsequence of fractions − Q n i / P n i such that their poles outside (a, b) converge to some points λ 1 , . . . , λ α . Let δ > 0. Then for a sufficiently large i (> i 0 )
all poles of the function − Q n i / P n i lie in the set E δ , the δ-neighborhood of the set
we have the following estimate:
By the Markov theorem the sequence − Q n i / P n i converges to ϕ locally uniformly on C \ [ a, b] . Next, according to (4.11) and the Vitoli theorem, the sequence − Q n i / P n i converges to ϕ locally uniformly on C \ E. Finally, by the uniqueness theorem for analytic functions, we have α = β and {λ 1 
Moreover, as was shown in [20] , to the asymptotic expansion (4.12) of the function m [0,j−1] (λ) one can add k j additional terms so that it acquires the form (4.13)
This formula means that the rational function (4.14)
is the Padé approximation of type [n j /n j ] for the Hamburger series F . Moreover, according to the theorem on the structure of the Padé table (see [9, Theorem 1.4.3] ), for L and M satisfying the conditions 
the Padé approximation of type [L/M ] does not exist (for a more detailed discussion, see [20] ). 
(ii) the sequence of Padé approximations f [n/n] (n > n N ) is precompact in the topology defined by locally uniform convergence on Λ η = {λ ∈ C : |Im λ| > η}; Proof. (i) The first statement was verified earlier; see (4.13) .
(ii) By (4.4), we have (4.15) In the next theorem we establish the main result of the paper concerning the convergence of diagonal Padé approximations for a certain subclass of the generalized Nevanlinna class.
Theorem 4.11. Let a function ϕ admit a representation
where µ is a nonnegative measure, 
Proof. Since µ is a solution of the classical Hamburger moment problem, the Nevanlinna function
with s i ∈ R. By Proposition 2.1, there is κ ∈ Z + such that the function ϕ belongs to the class N κ,−∞ and admits the asymptotic expansion 
Then the diagonal Padé approximations converge to ϕ locally uniformly on
Proof. By (4.17) and (4.21), the function m [N,∞) admits a representation ([46] ). Let α 1 , α 2 , 1 (0 < α 1 < α 2 < 1) be rationally independent numbers. Then the function
has all n-th Padé approximations. Moreover,
Therefore, the sequence f [k/k] does not converge locally uniformly anywhere.
To formulate a result for the rate of convergence of diagonal Padé approximations we introduce the following notation: 
Proof. By (4.16), (4.17) , and the fact that det 
By (4.24), (4.25) , and (4.26) we have that for R > R 0 and j > j R the estimate 
Proof. Existence. Let P j−1 (0) = 0 and let P
be polynomials of the first and second kind constructed using the matrix H
i e, e . The form of the matrix H
Therefore, the function m
[0,j−1] (λ) has the following asymptotic expansion:
and taking into account that P (K) j (λ) = 0, we obtain the equality
Therefore, the function m 
It is clear that τ 0 = −1. By induction, we have the following formulas:
Taking into account that H (K)
[0,2k] is a selfadjoint matrix, 
series F can be expressed in terms of the Padé approximation f
Namely, we have the following result (see [41] ). 
Now for k ≤ −k 0 , let r k (λ) = P −∞;−1 (λ −k F (λ)) be a polynomial of degree −(k + k 0 ) with respect to λ. Then F k (λ) = λ −k F (λ) − r k (λ). Substituting this equality in (4.31) and multiplying by λ k we obtain 
The degree of the polynomial C(1/λ)
Finally, let k > 0. Then formula (4.31) is equivalent to (4.32) . By (4.32), Therefore, the series F 2l (λ) = P 0;+∞ (λ −2l F (λ)) is the Hamburger series associated with the moment problem M κ(l) (s(l)).
By P j (λ, l) we denote the polynomials of the first kind of degree n j (l) constructed by the sequence s(l). The degrees n j (l) form the sequence of normal indices for the matrix (s i+j (l)) (λ) converges to the function ϕ(λ, l) locally uniformly on C \ R ∪ P(ϕ (·, l) ) . Formula (4.37), which for l ≥ 0 takes the form Together with (3.54) and (3.60), this formula shows that
