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In 1957, the Artificial Intelligence Project was started at MIT. Two young assistant 
Professors, Marvin Minsky and John McCarthy launched this bold venture after the 
successful summer conference at Dartmouth in 1956. In that same environment were 
Warren McCullough, developing ideas about neural nets, Jerry Lettvin, exploring how 
frogs eyes and brains worked, Norbert Weiner looking at cybernetic models of machine and 
human behavior, and Noam Chomsky, developing formal models of language competence. 
Meanwhile, at what is now Carnegie Mellon University, Allen Newell and Herbert Simon 
were exploring Complex Information Processing-building models of human problem 
solving. In those first heady years, Artificial Intelligence showed promise in automating 
mathematical activity, understanding language, using logic to solve problems, modeling 
human intelligence in an analogical reasoning task, planning, and learning. Back then we 
thought, if only machines were a little bigger, and we had just one or two more ideas, we 
could develop theories and prototypes of intelligence that would both inform us about how 
humans work, and be our partners in solving hard problems. 
The bad news is that we were over-optimistic. The scale and difficulty of the problems 
were not apparent to us then (and may still not be now). The good news is that we 
have made tremendous strides both in our understanding of the theory, and in applying 
those theories to real problems. IJCAI-97 took place August 23-29, 1997 in Nagoya. 
A highlight of that conference was an impressive series of invited lectures that provided 
excellent examples of how far the field of Artificial Intelligence has progressed, stories 
of some major accomplishments and its major challenges. We decided to invite each of 
these speakers to submit a paper on the sub.ject of their talk to a special issue of the 
journal, providing them the space and the time to expand on their subject. The result is 
this sterling collection of papers. In continuity with those initial efforts, they show how AI 
has evolved to deal with problems of automating mathematics, understanding and using 
natural language, using logic to solve problems, planning, and learning. 
The first set of papers provide a look at how Artificial Intelligence is being used in 
“applications”, problems embedded in and defined by a real world environment. These 
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are not systems working alone-they must take into account the people with whom they 
are working-modifying their behavior to fit human constraints and goals, as well as the 
complexities of the physical world. 
The first paper in this category is “Remote Agent: to boldly go where no AI system 
has gone before” by Nicola Muscettola, Pandu Nayak, Barney Pell and Brian Williams. It 
describes an architecture for a highly reliable autonomous agent to control a spacecraft 
in deep space that interacts with human controllers on a sporadic basis. It makes use 
of model-based programming, on-board deduction, constraint-based planning, and goal 
directed closed-loop commanding. A demonstration in space of Remote Agent is planned 
for late 1998. 
Controlling vehicles is brought down to earth by Ernst D. Dickmanns in “Vehicles ca- 
pable of dynamic vision: a new breed of technical beings?” He surveys two decades of 
developments in road vehicle guidance. These advances have been fueled by new instru- 
mentation, four orders of magnitude of increase in computing power, and combination 
of AI methods with some from system dynamics and control engineering. This research 
has resulted in systems that can control vehicles on public freeways at speeds beyond 
130 km/hour. 
Automobile traffic gives rise to the driving example used by Timothy Huang and Stuart 
Russell in their paper “Object identification: a Bayesian analysis with application to 
traffic surveillance”. They define the notion of an appearance probability that specifies 
expectations of how an object might appear later, given its current appearance. This is used 
as the basis for a Bayesian analysis which when applied to the problem of traffic analysis, 
provides both good explanatory power, and high levels of performance. 
In “Generating multimedia briefings: coordinating language and illustration”, Kathleen 
McKeown, Steven K. Feiner, Mukesh Dalal and Shin-Fu Chang focus on a problem that 
arises in a health care center. In this environment, there is a need to provide effective 
presentations of patient case information to medical personnel who have no time to spare. 
Simultaneous presentation using several media, such as speech, graphics, stored images, 
and text, can better match the needs of the recipient and the constraints of the information to 
be communicated. The challenge is to coordinate these so that a coherent easily understood 
message is produced. For example, it is useful to highlight appropriate elements of a 
diagram at the time a phrase describing that element is spoken. 
Language theory has progressed a long way in the last forty years. In his lecture 
celebrating his IJCAI-97 Award for Research Excellence, Aravind Joshi reflected on work 
he and his collaborators have done over many years. In his overview “Role of constrained 
computational systems in natural language processing”, Joshi highlights the crucial idea of 
using local computations over complex descriptions that arise in the models. Joshi points 
out how this approach, using “just adequate” constrained formal systems for modeling 
language phenomena, serves to unify theoretical, computational and statistical aspects of 
natural language processing. 
Symbolic models are at the heart of most Al systems. Luc Steels, in his paper “The 
origins of syntax in visually grounded robotic agents”, addresses the problem of where 
such models might arise in systems embedded in the world. He explores this problem 
using a group of robotic agents that can literally see and describe the world. Through 
“coupled adaptive language games” of increasing complexity, the robots mutually develop 
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sets of distinctions, some elements of a lexicon, and some primitive syntactic structures. 
This work is obviously in an early stage, but is very provocative and suggestive. 
Cristiano Castelfranchi presents a complementary approach to describing phenomena 
that arise from groups of agents in “Modelling social action for AI agents”. He presents a 
principled basic ontology for modeling social agents and action. He argues for a number of 
important distinctions in coordination, such as reactive versus anticipatory, positive versus 
negative, and selfish versus collaborative coordination. He argues persuasively for the need 
to consider intelligence in a social relational framework. 
Planning is both an important part of social action, and a mainline theme in Artificial 
Intelligence. Wolfgang Bibel in his “Let’s plan it deductively!” presents a logistic 
approach to planning. He presents a constraint-solving logic-based system that he and 
his collaborators have developed over the past few years. Bibel shows how the general 
framework of Transition Logic provides both a sound basis for planning, and how using an 
implementation of this genera1 logic system for planning can outperform some specialized 
planning systems. 
Constraint-solving algorithms are also an essential element of NUMERICA, a modeling 
language for stating and solving global optimization problems. Pascal Van Hentemyck 
provides “A gentle introduction to NUMERICA”, a commercially available system that 
provides both a natural way to state, and many methods to solve. nonlinear optimization 
problems. NUMERICA provides guarantees of correctness, completeness, convergence, 
and certainty about the existence of solutions. This work is an example of how AI methods, 
combined with other techniques, have matured enough to provide a standard tool for 
industry. 
Leora Morgenstern makes the case for industrial use of another formal theory in her 
“Inheritance comes of age: applying nonmonotonic techniques to problems in industry”. 
Nonmonotonic reasoning has been an active field for theoretical development, but has had 
almost no visibility in industry. Morgenstern presents a challenge problem area centered on 
business rules related to medical insurance. Using domain-specific problems she introduces 
formula-augmented semantic nets as a tool to deal with formalizing inheritance in this 
structured domain. She points out how exploration of these problems leads to making 
nonmonotonic logic useful, and also gives rise to new interesting basic research problems. 
Formalization of an industrial tool, Prolog, is the theme of Fangzhen Lin’s paper 
“Applications of the situation calculus to formalizing control and strategic information: the 
Prolog cut operator”. There is a constant interplay in AI between finding useful techniques, 
and the need to find formal theoretical justification for those techniques. This paper 
develops a semantics for the well known, but logically contentious, Prolog cut operator. 
Learning and creativity represent the last theme in this special issue. Learning has 
developed as a strong sub-discipline of AI. The papers here represent applications of 
learning for specific purposes. In “Machine learning techniques to make computers easier 
to use” by Hiroshi Motoda and Kenichi Yoshida, learning is used to develop a model 
of computer users. The learning approach, graph-based induction, extracts regularities in 
sequences of user actions that can predict the next command a user might generate. This 
prediction is used to prefetch appropriate files to make a system be more responsive. 
Language translation and information retrieval are both difficult problems. Combining 
them to answer a translingual query is made easier using learning techniques described 
by Yiming Yang, Jaime Carbonell, Ralf Brown and Robert Frederking, in “Translingual 
information retrieval: learning from bilingual corpora”. They focus on automatically 
establishing translingual associations between queries and documents without the need of 
translating either. An outstanding feature of this paper is its strong evaluation methodology, 
and its comparison of different methods for achieving solving the problem of translingual 
retrieval. 
Matching human intelligence in AI requires finding ways that artificial beings can 
exhibit creativity. Maggie Boden’s “Creativity and artificial intelligence” gives examples 
of creative programs, and challenges us to go further in generating new methods for 
generating original concepts. The real challenge though, she claims, will be in evaluating 
which of those generated is worth while. 
Artificial intelligence has made great progress in the forty years of its existence as a 
field, as was obvious from IJCAI-97. This wide-ranging conference published more than 
200 papers from the almost 900 papers submitted in areas of Reasoning, Cognitive Mod- 
eling, Distributed AI, Expert Systems, Game Playing, Information Retrieval, Language 
Processing, Learning and Neural Nets, Planning, and Scheduling. Also associated with the 
conference were an exhibit of robots playing soccer, and another of industrial applications 
of Artificial Intelligence. The conference, and the papers in this volume give a small sam- 
pling of the excitement, breadth and vibrancy of Artificial Intelligence today. 
