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THE GHOST STAIRS STABILIZE TO SHARP SYMPLECTIC
EMBEDDING OBSTRUCTIONS
DAN CRISTOFARO-GARDINER, RICHARD HIND, AND DUSA MCDUFF
Abstract. In determining when a four-dimensional ellipsoid can be symplectically
embedded into a ball, McDuff and Schlenk found an infinite sequence of “ghost” ob-
structions that generate an infinite “ghost staircase” determined by the even index
Fibonacci numbers. The ghost obstructions are not visible for the four-dimensional
embedding problem because strictly stronger obstructions also exist. We show that in
contrast, the embedding constraints associated to the ghost obstructions are sharp for
the stabilized problem; moreover, the corresponding optimal embeddings are given
by symplectic folding. The proof introduces several ideas of independent interest,
namely: (i) an improved version of the index inequality familiar from the theory
of embedded contact homology (ECH), (ii) new applications of relative intersection
theory in the context of neck stretching analysis, (iii) a new approach to estimating
the ECH grading of multiply covered elliptic orbits in terms of areas and contin-
ued fractions, and (iv) a new technique for understanding the ECH of ellipsoids by
constructing explicit bijections between certain sets of lattice points.
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1. Introduction
1.1. Background. Let pM1, ω1q, pM2, ω2q be symplectic manifolds. A symplectic em-
bedding
pM1, ω1q sãÑ pM2, ω2q
is a smooth embedding Ψ : M1 Ñ M2 such that Ψ˚ω2 “ ω1. It can be a difficult
problem to determine whether or not one symplectic manifold can be embedded into
another; this is particularly true when the manifolds have the same dimension1.
In fact, even deciding when one symplectic ellipsoid
Epa1, . . . , anq “
"
pi
|z1|2
a1
` . . .` pi |zn|
2
an
ă 1
*
Ă Cn,
can be embedded into another is largely open. Hofer conjectured a purely combina-
torial criteria for settling the n “ 2 case, and McDuff proved this in [M2]. In higher
dimensions, Buse and Hind have constructed some optimal embeddings of ellipsoids
into balls [BH], but a complete understanding of the problem seems far off.
In [CGHi], the authors began the study of the function2
ckpxq “ inftµ | Ep1, xq ˆ Ck sãÑB4pµq ˆ Cku,
where B4pµq “ Epµ, µq is the 4-ball of capacity µ. This is the stabilized version of the
function c0paq, which was computed by McDuff and Schlenk in [MS]. It is a version of
the ellipsoid embedding problem in which most of the arguments are infinite.
The main theorem of [CGHi] states that
ckpxq “ c0pxq, 1 ď x ď τ4,
where τ :“ 1`
?
5
2 denotes the Golden Mean. The function ckpxq is currently unknown
for x ą τ4; in fact, it is not even known whether or not this function depends on k ě 1.
It is known, however, that
(1.1.1) ckpxq ď 3x
x` 1 , x ą τ
4,
1If dimpM2q ě dimpM1q ` 2 and M1 is open, versions of Gromov’s h-principle apply.
2In fact, an optimal embedding can be realized in all cases where the value of ckpxq is known.
Optimal 4-dimensional embeddings exist by Corollary 1.6 in [M1] and this covers the cases when
ckpxq “ c0pxq. The folding maps which give our other cases are quite explicit, and we can get optimal
embeddings from Theorem 4.3 in [PV].
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because of an explicit “symplectic folding construction” given by Hind in [Hi]3. In
particular, because the volume bound gives c0pxq ě ?x, we have ckpxq ă c0pxq for
x ą τ4. It is then natural to ask the following:
Question 1.1.1. Is it the case that
(1.1.2) ckpxq “ 3x
x` 1
for x ą τ4 and k ě 1?
An affirmative answer to Question 1.1.1 would imply that the stabilized embedding
problem is quite rigid: all of the optimal embeddings would be given either by stabilizing
four-dimensional embeddings as in [CGHi], or by Hind’s generalization of symplectic
folding. On the other hand, an outcome in the negative would require the existence
of as yet unknown embeddings. In their proof [HiK2] that ckpxq is asymptotic to 3 as
xÑ8, Hind and Kerman showed that (1.1.2) holds for all integers of the form 3gn´1,
where gn is an odd index Fibonacci number.
1.2. The ghost stairs. One of the more mysterious aspects of McDuff and Schlenk’s
computation of c0pxq is the “ghost stairs”, which we now review.
Recall first of all that the function c0pxq is particularly intricate for 1 ď x ď τ4.
Here, it is given by an infinite staircase determined by the odd index Fibonacci numbers
g‚ “ p1, 2, 5, 13, 34, . . . q, called the “Fibonacci staircase”. For τ4 ď x ď 7, the function
c0pxq is seemingly simpler — it turns out that
(1.2.1) c0pxq “ x` 1
3
for x in this range. Nevertheless, McDuff and Schlenk show that there is a kind of
analogue of the Fibonacci staircase underlying (1.2.1), which they call the ghost stairs.
The idea is that the deviation of the Fibonacci staircase from the classical volume
constraint when x ă τ4 comes from a sequence of sharp obstructions, one for each of
the embedding problems
E
ˆ
1,
gn`2
gn
˙
Ñ B4pµq.
These obstructions imply that
c0
ˆ
gn`2
gn
˙
“ gn`2
gn`1
“ 3
gn`2
gn
gn`2
gn
` 1 ,
where the second equality holds by the Fibonacci identity 3gn`1 “ gn` gn`2. One can
write down analogous obstructions for the problem
(1.2.2) Ep1, bnq Ñ B4pµq,
where the bn, n ě 0, are determined by the even index Fibonacci numbers
(1.2.3) h‚ :“ p1, 3, 8, 21, 55, . . . q
3 Actually the construction in [Hi] only applied to compact subsets of the stabilized ellipsoid. To
embed the whole product we are appealing to [PV].
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via the formula bn “ h2n`3h2n`1 .4 Thus b0 “ 8, b1 “ 558 , b2 “ 37755 , and so on; the bn are
decreasing, with limit τ4. Since hn`3 “ 3hn`2 ´ hn`1, we again obtain the estimate
c0pxq ě 3xx`1 for x “ bn, n ě 0; moreover, as explained in [MS, §4.3], the obstructions
at the bn fit together to form an infinite staircase converging to τ
4 from the right.
However, in dimension 4 these obstructions are not sharp at bn, since as mentioned
above they are weaker than the volume obstruction,5 and so do not influence c0pbnq
directly. It is for this reason that McDuff and Schlenk call them ghost stairs.
Our main result is that the embedding obstructions at the bn persist under stabi-
lization. Because of the symplectic folding bound (1.1.1) they are sharp, so that we
obtain the following.
Theorem 1.2.1. ckpbnq “ 3bnbn`1 for all k ě 1 and n ě 0.
Thus ckp8q “ 821 , ckp558 q “ 821 and so on.
1.3. Methods and relationship with embedded contact homology. In view of
the upper bound in (1.1.1), Theorem 1.2.1 will follow if we can establish a suitable
lower bound for ckpxq at the given values of x. In other words, we must find embedding
obstructions for these x. As in [HiK, CGHi] this is accomplished by a two-step process:
‚ first, we find suitable J-holomorphic curves that obstruct the existence of a
four-dimensional embedding Ep1, xq sãÑ B4pµq where µ ă 3xx`1 , and‚ second, we show that these obstructions persist for stabilized embeddings
Ep1, xq ˆ Ck sãÑ B4pµq ˆ Ck.
Although we are interested here in calculating ckpxq for the rational numbers bn, it is
convenient to increase bn slightly to x “ bn ` ε “ pq ` ε, where ε ą 0 is very small and
irrational, so that there are only two periodic orbits on the boundary of the ellipsoid. In
four dimensions it is also often convenient to compactify B4pµq to CP 2pµq by adding the
line at infinity.6 Thus, for the first step we consider the negative completion X :“ Xµ,x
of CP 2pµqrimΦ, where
(1.3.1) Φ : Ep1, xq sãÑ CP 2pµq
is a symplectic embedding for some µ, and look for J-holomorphic curves7 C in X of
degree d that are negatively asymptotic to the short orbit β1 on ΦpBEp1, xqq with some
4 The numerical properties of the ratios b1s “ h2s`2h2s are not the same — for example, the even
index terms in the sequence h‚ are all divisible by 3 — and so their role in [MS] is somewhat different.
However, the b1s do come up in our arguments in §4, since the class zM is determined by the ratio
`n
`n´1 “ b1n.
5 In fact, the graphs of y “ ?x and y “ 3x
x`1 cross at x “ τ4.
6 In fact if the domain is an ellipsoid the two embedding problems are equivalent: see [M1]. Here
CP 2pµq denotes CP 2 with symplectic form ω scaled so that ω takes the value µ on the line L.
7 Here we assume that J is admissible, i.e. adapted to the negative end of X: see §2 for more
details.
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multiplicity m. If such a curve exists for generic J and all sufficiently small ε ą 0, then
the fact that it must have positive symplectic area gives the inequality
(1.3.2) µ ą m
d
.
When proving the existence of C we will restrict to the case when C has Fredholm
index zero, since these are the curves that can potentially be counted, and will also
work with a fixed value µ‹ of µ. As we explain in more detail below, it turns out that
the second stabilization step works for curves C that have genus zero, Fredholm index
zero and just one negative end of multiplicity m “ p.
The second step is accomplished by the method of [HiK, CGHi], who prove a result
that can be stated as follows. It will be convenient to denote by
M`Xµ,x, dL, s, tpβ1,m1q, pβ2,m2qu˘
the moduli space of genus zero J-holomorphic curves with degree d and s negative
ends, that cover the short orbit β1 a total of m1 times and the longer orbit β2 a total
of m2 times. Here we assume that x “ pq ` ε as above.
It turns out (see (2.2.29)) that if C has just one negative end of multiplicity m1 “ m
then its Fredholm index is
(1.3.3) indpCq “ 2`3d´m´ rm
x
s
˘
.
Hence, if indpCq “ 0, we have 3d ą m`mx . If we now let εÑ 0, we obtain 3d ě m`mqp
with equality exactly if p|m, since gcdpp, qq “ 1 by hypothesis. Thus
m
d
ď 3p
p` q “
3b
b` 1 ,
with equality exactly if p|m. In other words, the obstruction that index 0 curves as
above give through (1.3.2) is never stronger than the folding bound, and so such curves
could potentially persist for the stabilized embedding. Our main stabilization result
proves this when m “ p. (See Remark 3.6.5 for some generalizations.)
Proposition 1.3.1. Let x :“ b`ε, where b “ pq with gcdpp, qq “ 1 and ε ą 0 irrational
and very small, and fix µ˚ ą 0. Suppose that for all sufficiently small ε ą 0 and generic
admissible J there is a genus zero curve C in Xµ‹,x with degree d, Fredholm index zero,
and one negative end on tpβ1, pqu, where gcdpd, pq “ 1. Then, 3d “ p ` q, and for all
k ě 0, we have ckpbq ě pd “ 3bb`1 .
The proof is given in §3.6: see Proposition 3.6.1. The main point is that if C
has genus zero, Fredholm index zero, and one negative end, then its Fredholm index
remains zero under stabilization. Moreover the arguments in [CGHi] guarantee that
its contribution to the count of curves in the stabilization cannot be cancelled by some
other curve even when one varies µ and the almost complex structure.
We end with some comments on the proof of the first step. In [CGHi], the authors
show that when x “ gn`2gn ă τ4 the embedding obstruction coming from “embedded
contact homology” (ECH) is carried by a curve with genus zero and one negative end
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as above. However, for x “ bn ą τ4, it cannot be the case that the obstruction coming
from ECH stabilizes. Indeed, [CGHR] shows that embedded contact homology always
at least recovers the volume obstruction c0pxq ě ?x, which as already mentioned is
strictly above 3xx`1 for x ą τ4. Further, curves C in four-dimensional cobordisms that
are detected by the ECH cobordism map generally have ECH index and Fredholm index
equal to zero. However, in our case we will see that the relevant curves have ECH index
two and Fredholm index zero, and hence cannot be expected to be embedded.8
Thus, new methods are needed. The basic idea in the present work is to stretch a
collection of nodal curves that are modified forms of the McDuff–Schlenk obstructions
that give the ghost stairs, and look at the top part of the resulting buildings. Our aim
is to show that at least one of the resulting buildings has a top level with Fredholm
index zero and one negative end, and so by Proposition 1.3.1 stabilizes to an index zero
curve that gives an obstruction in higher dimensions. We therefore need to analyze
the possible buildings that can arise when we stretch. This analysis is complicated
by the possible presence of negative index multiple covers — configurations that most
probably do occur, see Remark 4.4.3 and Remark 3.5.4. To get around this difficulty,
we use the fact that the modified McDuff-Schlenk obstructions lie in classes that have
precisely 12 genus zero representatives, and we show that at most 9 of these break in
a problematic way.
To this end, we develop the tools used to analyze relative intersections and ECH
indices. Specifically, we use a refined index inequality (Proposition 2.2.2), which is a
reformulation of results in Hutchings [H], together with a new approach to estimating
the grading of elliptic orbits (which contributes to the ECH index in subtle ways)
in terms of areas rather than lattice point counts, see Lemma 4.1.2. We also use a
technique pioneered by Hutchings and Nelson [HN1] that calculates writhes of curves
that are close to breaking as the neck is stretched. Situations requiring the analysis
of potentially complicated holomorphic buildings are quite common in applications of
holomorphic curve theory, see for example [H2, HN1, HT1, N], and so we expect our
strategy to be potentially useful in other contexts.
This analysis of the limiting buildings forms the bulk of the paper. It is described
in §3, with the hardest computations deferred to §3.4 and §4. As we point out in
Remark 3.1.8 (ii), the same method works rather easily for the Fibonacci stairs b “ gn`2gn ,
while in the case of the ghost stairs it is complicated by the presence of the obstruction
curve that determines c0pxq for τ4 ă x ă 7.
Although in principle the methods we develop here could potentially be adapted to
compute ckpxq for other values of x, as we explain in Remark 3.5.4 this is probably
neither efficient nor the best approach for general x. Indeed, many of the calculations
here are simplified because of special properties of the Fibonacci numbers, and even
8 In fact, the ECH cobordism map detects buildings with ECH index zero that may (and often do)
consist of curves with both positive and negative ECH index. Further, it may not always be the case
that curves with ECH index two and Fredholm index zero must have double points, but as mentioned
in Remark 2.2.3 (ii) this is known in some situations.
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with this the computations are quite involved. We intend to explore other ways to
construct suitable curves C in a later paper.
2. Preliminaries
This section reviews basic background material on continued fractions, Fibonacci
identities, and the ECH index formulas.
2.1. Weight sequences and best approximations. Beside the even index Fibonacci
numbers h‚ in (1.2.3), the following auxiliary sequences will be useful, where Qn “
Pn´1 “ h2n`1:
Q0 “ 1, Q1 “ 8, Q2 “ 55, Q3 “ 377, Q4 “ 2584, Q5 “ 17711, . . .(2.1.1)
`´1 :“ 0, `0 “ 1, `1 “ 7, `2 “ 48, `3 “ 329, `4 “ 2255, . . . `n “ 13h2n`2,
t0 “ 1, t1 “ 6, t2 “ 41, t3 “ 281, t4 “ 1926, tk :“ `k ´ `k´1.
We also write
bn :“ h2n`3
h2n`1
“: Pn
Qn
“ Qn`1
Qn
.
We will use the following Fibonacci identities:
3 ‹n`1 “ ‹n ` ‹n`2, ‹ “ g, h;(2.1.2)
tn ´ tn´1 “ 5`n´2,(2.1.3)
Qn “ `n ` `n´1,(2.1.4)
h2n`2 ´ hn`1hn`3 “ 1;(2.1.5)
h22n`2 ´ p3h2n`2 ´ h2n`3q “ h2n`1ph2n`3 ´ 1q ` 1.(2.1.6)
Further, the Qn, `n and tn are all linear combinations of certain Fibonacci numbers,
and satisfy the recursion
(2.1.7) ‹n “ 7 ‹n´1 ´‹n´2,
Hence their ratios ‹n‹n´1 converge to τ
4. Moreover, the above identities may be proved
by checking them on two or three low values of n: because the Fibonacci numbers
satisfy a two step linear recursion, one only needs to check linear identities for two
values of n, and quadratic identities such as (2.1.5) for three values of n: see [MS,
Prop. 3.2.3].
Lemma 2.1.1. (i) Let xn and yn, n ě 0, be two sequences that satisfy (2.1.7).
Then the quantity xnyn´xn´1yn`1 is independent of n. Moreover the following
identities hold:
Qn`1`n “ Qn`n`1 ` 1,(2.1.8)
`n`n “ `n´1`n`1 ` 1,
`nPn “ `n´1Pn`1 ` 8.
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(ii) The following sequences (and their products) are increasing with n:
Qn
Pn
,
`n
`n`1
,
tn`1
tn
,
`n
Pn
,
`n
Pn`1
,
Qn
`n
,
Qn`k
tn
, 0 ď k ď 3.
Proof. (i) holds because
xnyn ´ xn´1yn`1 “ p7xn´1 ´ xn´2qyn ´ xn´1p7yn ´ yn´1q “ xn´1yn´1 ´ xn´2yn.
Hence xnyn´xn´1yn`1 “ x1y1´x0y2 “: κ is constant. Thus the quotient xnyn`1 increases
or decreases according to whether the constant is positive or negative. Alternatively,
(i) implies that to check whether one of these sequences is increasing or decreasing,
one just has to look at the first two terms. The rest of the lemma now holds by direct
calculation. Note that it suffices to check that Qn`3tn increases because, if 0 ď k ă 3,
then
Qn`k
tn
“ Qn`3tn ¨
Qn`k
Qn`3 is the product of two increasing sequences. 
Because the sequence PnQn converges to τ
4 “ 12p7 ` 3
?
5q which is a solution of the
equation τ4 ` τ´4 “ 7, one can check that
lim
nÑ8
`n
Pn
“ lim
nÑ8
ˆ
Pn
9Pn
` Qn
9Pn
˙
“ σ “: 1
6
p3´?5q ă 0.128,(2.1.9)
lim
nÑ8
`n
Qn
“ lim
nÑ8
`n
Pn
Pn
Qn
“ 1´ σ,
lim
nÑ8
tn
Qn
“ lim
nÑ8
`n
Qn
´ lim
nÑ8
`n´1
Pn´1
“ 1´ 2σ ą 0.745.
Weight sequences: As explained in [MS, Lem.1.2.6] for example, the weight sequence
for b “ pq is a nonincreasing finite sequence of positive numbers in 1qZ such that
wppq q “ pw1, . . . wmq, W ppq q :“ q wppq q “ pW1, . . . ,Wmq, where(2.1.10)
Wm “ 1,
ÿ
i
W 2i “ pq,
ÿ
i
Wi “ p` q ´ 1.
If b has continued fraction expansion ra0, a1, . . . , aks, then the weights W pbq occur in
blocks of lengths a0, a1, . . . , ak. Hence m “ ř ai and we may write
W pbq “ pXˆa00 , Xˆa11 , . . . , Xˆakk q, Xˆa :“ X, . . . ,Xloooomoooon
a
.(2.1.11)
In this notation, given b :“ pq with gcdpp, qq “ 1, the corresponding Xi and ai are
determined for increasing i by the recursion
X´1 “ p, X0 “ q, Xi`1 “ Xi´1 ´ aiXi i ă k,
where the ai ą 0 are chosen so that 0 ď Xi`1 ă Xi. On the other hand, given a
continued fraction ra0, a1, . . . , aks, we can calculate which number b “ pq it represents
THE GHOST STAIRS STABILIZE TO SHARP SYMPLECTIC EMBEDDING OBSTRUCTIONS 9
by using the same recursion but starting at the end with Xk “ 1. This recursion implies
that p “ a0X0 `X1 and hence that
W pbq “
ˆ
Xˆa00 , . . . , X
ˆar
r ,W
ˆ
Xr
Xr`1
˙˙
, @r ě 0.(2.1.12)
The relevance of weight expansions to our embedding problem is this result from [M1].
Proposition 2.1.2. Let wpbq be the weight expansion of b “ pq . Then for any ε ą 0
one can embed m disjoint balls of capacities p1 ´ εqwpbq into intEp1, bq, and hence
remove almost all of the interior of an ellipsoid Ep1, bq by blowing it up m times with
weights p1´ εqwi.
The following lemma is helpful when finding continued fraction expansions.
Lemma 2.1.3. Let S0, S1, . . . be a (strictly) increasing sequence of positive integers
with 7 ą S1S0 ą τ4, that satisfy the recursion (2.1.7). Then there are positive integers
a1, . . . , ak for some k ě 0 such that
Sn`1
Sn
“ r6; p1, 5qˆn, a1, . . . , aks, @n ě 0.
Proof. We give an inductive argument. The case n “ 0 holds because 6 ă S1S0 ă 7.
We next claim that the sequence Sn`1Sn is decreasing with limit τ
4. This holds by
applying part (i) of Lemma 2.1.1 with xn “ yn “ Sn, and using the fact that S1S0 :“
x ą τ4 so that x2´ 7x` 1 ą 0. In particular, for all n, 6 ă Sn`1Sn ă 7, so the first entry
of its continued fraction expansion is 6, and Sn`1Sn ě 132 , hence 2pSn`1 ´ 6Snq ą Sn so
that the continued fraction expansion of Sn`1Sn has the form r6, 1, . . . s. Thus by (2.1.12)
we have
W
´Sn`1
Sn
¯
“
´
Sˆ6n , Sn`1 ´ 6Sn “ Sn ´ Sn´1,W pSn ´ Sn´1Sn´1 q
¯
.(2.1.13)
But, by induction, we may assume that SnSn´1 “ r6, p1, 5qˆpn´1q, a1, . . . , aks. Therefore,
Sn´Sn´1
Sn´1 “ r5, p1, 5qˆpn´2q, a1, . . . , aks. Hence, because the continued fraction for Sn`1Sn
is given by the length of the blocks in its weight expansion, we find that
Sn`1
Sn
“ r6, p1, 5qˆn, a1, . . . , aks,
as claimed. 
Corollary 2.1.4. For n ě 1, we have the following weight expansions.
paq bn “ Qn`1
Qn
“ r6; p1, 5qˆpn´1q, 1, 7s,
pbq `n`1
`n
“ r6; p1, 5qˆn, 1s “ r6; p1, 5qˆpn´1q, 1, 6s,
pcq tn`1
tn
“ r6; p1, 5qˆns.
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Proof. Since the sequences Qn, `n, tn satisfy (2.1.7), this an immediate consequence of
Lemma 2.1.3. 
In §4 we will need the following variants of the quadratic formula řW 2i “ pq in
(2.1.10). The first involves a vector zM pnq that is part of the data of a “model curve”
that we will study.
Lemma 2.1.5. For n ě 1, define zM pnq to be the vector 6W p `n`n´1 q with 7 ones appended
at the end. Thus zM pnq has the same length as W pbnq, and has the following expansion
zM pnq “
`p6`n´1qˆ6, 6tn´1, p6`n´2qˆ5, . . . , 6t0, 1ˆ7˘.
Then
zM pnq ¨W pbnq “ `n´1Qn ` tnQn`1 ´ 1.(2.1.14)
Proof. When n “ 1, zM p1q “ p6ˆ6, 6, 1ˆ7q and the claim is that
zM p1q ¨W p55
8
q “ 8` 6ˆ 55´ 1 “ 337.
But
zM p1q ¨W p55
8
q “ p6ˆ6, 6, 1ˆ7q ¨ p8ˆ6, 7, 1ˆ7q “ 36ˆ 8` 42` 7 “ 337.
Thus we may assume inductively that the result is known for n ´ 1 ě 1 and consider
the case n. As in (2.1.13), we may write
zM pnq “
`p6`n´1qˆ6, 6tn´1, c1M pn´ 1q˘,
where c1M pn´ 1q is the truncated version of zM pn´ 1q in which the first entry 6`n´2 is
removed. Since W pbnq has an analogous expression, we find that
zM pnq ¨W pbnq “ 36`n´1Qn ` 6tn´1pQn ´Qn´1q ` c1M pn´ 1q ¨W
`Pn´1 ´Qn´1
Qn´1
˘
“ 36`n´1Qn ` 6tn´1pQn ´Qn´1q ` p`n´2Qn´1 ` tn´1Qn ´ 1q
´ 6`n´2Qn´1
“ Qnp7tn´1 ` 36`n´1q ´Qn´1p5`n´2 ´ 6tn´1q,
where the second equality is obtained using the inductive hypothesis. Hence we must
show that the right hand side of the last equation equals `n´1Qn ` tnQn`1 ´ 1. If we
write Qn`1 “ 7Qn ´ Qn´1 and gather the terms in Qn, Qn´1 on different sides of the
equation, we find that it suffices to show
Qn
`
7tn ´ 35`n´1 ´ 7tn´1
˘ “ Qn´1`tn ´ 6tn´1 ´ 5`n´2˘.
But the coefficient on the left vanishes because tn ´ tn´1 “ 5`n´1 by (2.1.3), while the
same identity shows that the coefficient on the right also vanishes because tn´6tn´1 “
tn´1 ´ tn´2 ´ 5`n´2 “ 0. 
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Remark 2.1.6. We can instead write
(2.1.15) zM pnq ¨W pbnq “ `2n ` 41`n`n´1 ´ 5`2n´1 ` 6.
For our purposes, the identity (2.1.14) is more geometrically natural — later, we will
see that it directly implies that the model curve has the area we expect. However, we
will need (2.1.15) as well. To prove (2.1.15), it is equivalent by Lemma 2.1.5 to show
that the right hand sides of (2.1.15) and (2.1.14) are equal. We can rewrite the right
hand side of (2.1.14):
`n´1Qn ` tnQn`1 ´ 1 “ p`n´1 ` tn`1qQn ` 1
“ p`n`1 ´ `n ` `n´1qQn ` 1
“ 6`nQn ` 1
“ 6`2n ` 6`n`n´1 ` 1,
where in the first line we have used Lemma 2.1.1, and in the last we have used (2.1.4).
So, it is equivalent to show
p6`2n ` 6`n`n´1q ´ p`2n ` 41`n`n´1 ´ 5`2n´1q “ 5,
or equivalently that
(2.1.16) 5p`2n ´ 7`n`n´1 ` `2n´1q “ 5.
Since
`2n ´ 7`n`n´1 ` `2n´1 “ `2n´1 ´ `n`n´2 “ 1,
where the last equality follows by (2.1.8), equation (2.1.16) holds. 3
The other identity that we will use gives a convenient way for studying sequences
satisfying a certain recursion closely related to (2.1.7).
Lemma 2.1.7. Given positive integers A,B ą 0, define
RpA,Bq :“
´
Rˆ60 , R1, R
ˆ5
2 , . . . , R2n´3, R
ˆ5
2n´2, R2n´1
¯
by the recursion R0 “ A, R1 “ B,
R2k “ R2k´2 ´R2k´1, R2k`1 “ R2k´1 ´ 5R2k, k ă n.(2.1.17)
Then we have:
(i) RpA,Bq “ A ¨Rp1, 0q `B ¨Rp0, 1q.
(ii) Rp0, 1q “
´
0ˆ6, 1, p´1qˆ5, 6, p´7qˆ5, . . . , p´`k´1qˆ5, tk, . . . , p´`n´2qˆ5, tn´1
¯
.
(iii) Let ĂW be the vector obtained from W pbnq by deleting the last block of length 7.
ThenĂW “ ´Qˆ6n , Pn ´ 6Qn, p7Qn ´ Pnqˆ5, . . .¯ ” ´Qn´1 Rp0, 1q pmod Qnq.
(iv) If ∆ “ Rpx0, x1q “ pxˆ60 , x1, xˆ52 , . . . , x2n´1q for some n ě 1, then
∆ ¨Rp0, 1q “ `n´1x2n´1.
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Proof. The sequences RpA,Bq and A ¨ Rp1, 0q ` B ¨ Rp0, 1q both have the same initial
conditions, and any linear combination of sequences satisfying (2.1.17) also satisfies this
recursion. This proves (i). To prove (ii) one just has has to check that the recursion is
satisfied, and this follows because `n and tn :“ `n´ `n´1 both satisfy (2.1.7). To prove
(iii), notice first that ĂW does satisfy the recursion (2.1.17) by part (a) of Corollary 2.1.4.
Further Pn´ 6Qn “ Qn`1´ 6Qn “ Qn´Qn´1 by (2.1.7). Hence, (iii) follows from (i).
We prove (iv) by induction on n. It is clear when n “ 1, and the inductive step holds
because by (ii) and (2.1.17), we have
`n´1x2n´1 ´ 5`n´1x2n ` tnx2n`1 “ `n´1px2n´1 ´ 5x2nq ` tnx2n`1
“ `n´1x2n`1 ` tnx2n`1 “ `nx2n`1,
as required. 
Best approximations:
Let θ be any irrational number. We will need to use some facts about rational
numbers p{q that best approximate θ from below.
Recall that a rational number p{q in lowest terms is a best rational approximation
to θ if |θ´ p{q| ă |θ´m{n| for all n ă q, while it is a best rational approximation
from below if
0 ă θ ´ p{q ă θ ´m{n, @n ă q,m ă θn.
To elaborate, let θ “ a0 ` 1a1`... have continued fraction expansion
θ “ ra0, a1, . . .s.
The convergents of θ are the rational numbers
ck :“ pk{qk :“ ra0, a1, . . . , aks.(2.1.18)
For any k, they satisfy
c0 ă c2 ă . . . ă c2k ă θ ă c2k`1 ă . . . ă c3 ă c1.
Any convergent is a best approximation to θ. To get all possible best approximations,
we must also consider the semiconvergents of θ. A semiconvergent is a fraction of
the form ck´2 ‘ r ¨ ck´1, where
‚ 0 ă r ă ak,
‚ the operation ‘ is defined by the rule
p
q
‘ p
1
q1 “
p` p1
q ` q1 ,
and
‚ the multiplication by r denotes repeated addition with the ‘ operation.
For motivation, note that the convergents satisfy
(2.1.19) ck “ ck´2 ‘ ak ¨ ck´1.
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If k is even, then the fractions ck´2‘ r ¨ ck´1 increase with r ě 0 and for r ď ak are all
smaller than θ, while if k is odd these fractions are bigger than θ. Another useful fact
is that the convergents satisfy
(2.1.20) qnpn´1 ´ qn´1pn “ p´1qn.
The following well known fact will be very useful; for a proof see [HW] or the proof
of [HT2, Lem. 3.3].
Lemma 2.1.8. Suppose that θ ą 0 is an irrational number. Then the rational numbers
that best approximate θ from below are the even convergents c2k, and the semiconver-
gents c2k´2 ‘ r ¨ c2k´1, with k ě 1 and 1 ď r ă a2k.
The following two examples are key.
Example 2.1.9. Let θ “ θn :“ bn`ε for some very small irrational ε ą 0 to be chosen
later. We will want to know those best approximations from below with denominator
no more than `n. By Corollary 2.1.4 we have
bn “ Pn{Qn “ r6; p1, 5qˆpn´1q, 1, 7s
We know that Qn ą `n. If ε ą 0 is sufficiently small, then bn is an even convergent
of θ, and the even convergents with denominator less than Qn have continued fraction
expansion
c2k :“ r6; p1, 5qˆks “ tk`1
tk
, 0 ď k ă n,
while the odd convergents with denominator less than Qn have continued fraction
expansion
(2.1.21) c2k`1 :“ r6; p1, 5qˆk, 1s “ r6; p1, 5qˆpk´1q, 1, 6s “ `k`1
`k
, 0 ď k ă n.
Further, there are 6 semiconvergents of the form
tn ` r ¨ `n
tn´1 ` r ¨ `n´1 , 1 ď r ď 6
that are smaller than θ, and for each k ă n, there are 4 semiconvergents of the form
tk ` r ¨ `k
tk´1 ` r ¨ `k´1 , 1 ď r ď 4
that are smaller than θ.
The even convergents, and the semiconvergents mentioned above are all of the best
possible approximations to θ from below with denominator no more than Qn. 3
Example 2.1.10. Now let θ “ θ˜n :“ 1θn . We want to know those best approximations
from below with denominator no more than `n. We know
1{bn “ r0; 6, p1, 5qn´1, 1, 7s.
If ε ą 0 is sufficiently small, then all of the even convergents to θ are of the form
c2k :“ r0; 6, p1, 5qˆpk´1q, 1s “ r0; 6, p1, 5qˆpk´2q, 1, 6s “ `k´1
`k
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for 1 ď k ď n, except for the convergent c0 :“ r0s “ `´1`0 . Thus, in this case the best
rational approximations from below all have denominators `k for 0 ď k ď n. 3
2.2. Basics of embedded contact homology. Let J be an almost complex structure
on a completed symplectic cobordism X. We will assume throughout the paper that
J is admissible. This means that on any symplectization end
`
Y ˆ I, dpesλq˘ of X
(where I “ p´8,´Nq or pN,8q and s denotes the coordinate on R), J is translation
invariant, rotates the contact structure kerpλq positively with respect to dλ, and sends
Bs to the Reeb vector field R. We will want to consider J-holomorphic curves with
disconnected domain. So in the following we will call a curve with connected domain
irreducible, and call it reducible otherwise. Further a curve is called somewhere
injective if each of its irreducible components is somewhere injective and no two have
the same image. All of the curves throughout the paper will have punctured domain,
and are asymptotic to closed Reeb orbits near the punctures, see for example [H2, §3.1].
We consider curves up to the usual equivalence relation, namely reparametrization of
the domain.
Relative intersection theory: Consider two distinct9 somewhere injective, J-holomor-
phic curves C,C 1 in a four-dimensional completed symplectic cobordism X. In our
proof, we will frequently want to compute
C ¨ C.1
This is an algebraic count of intersection points of C with C 1. By positivity of inter-
sections, each point counts positively.
Because X is noncompact, the quantity C ¨C 1 is not purely homological. Rather, we
have
(2.2.1) C ¨ C 1 “ Qτ prCs, rC 1sq ` Lτ pC,C 1q.
Here, τ denotes a trivialization of ξ “ Kerpλq over all embedded Reeb orbits, and rCs
denotes the relative homology class of C. This is defined regardless of whether or
not C is somewhere injective, and takes values in H2pX,α, βq, where α and β are orbit
sets, namely finite sets tpγi,miqu, where the γi are embedded Reeb orbits, and the mi
are positive integers. The orbit set α is given by the positive asymptotics of C. We
say that C is asymptotic to an orbit set Θ “ tpγi,miqu at `8 if, for each i, the sum
of the multiplicities of the positive ends of C at γi is exactly mi, and C has no positive
ends at any other orbit other than the γi. The orbit set β is given by the negative
asymptotics. The fact that Qτ prCs, rC 1sq is homological is proved in [H].
Equations (2.2.28) and (2.2.31) show how to compute it in the situations relevant to
us.
If C partitions mi as mi1, . . . ,mini , then we also denote the orbit set as
(2.2.2) tpγi,miqu “ tpγmi1i , . . . , γminii qu, mi “
niÿ
j“1
mij ,
9This means in particular that C and C 1 have no irreducible components in common.
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where γri denotes a single end on γi of multiplicity r.
For future use, we define
MpX, J, α, βq “Mpα, βq
to be the moduli space of J-holomorphic curves in X that are asymptotic to the orbit
set α at `8 and asymptotic to the orbit set β at ´8.
The term Lτ pC,C 1q is the asymptotic linking number of C and C 1. To define
it, first fix an embedded orbit γi at which both C and C
1 have positive ends. By
intersecting C with an s “ R slice in the positive end of X for sufficiently large R, the
positive ends of C at γi form a link ζ
`
i,C , which we can regard as a link in R
3 via the
trivialization τ as in [H2, §3.3]. We can define a link ζ`i,C1 similarly, and we can define
the linking number Lτ pζ`i,C , ζ`i,C1q of these two links to be their linking number in R3,
using the identification τ . If R is sufficiently large, then this number does not depend
on the choice of R. We can define links ζ´i,C , ζ
´
i,C1 and linking numbers for orbits at
which C and C 1 both have negative ends analogously.
We now define
(2.2.3) Lτ pC,C 1q “
nÿ
i“1
Lτ pζ`i,C , ζ`i,C1q ´
mÿ
j“1
Lpζ´j,C , ζ´j,C1q
where the first sum is over the embedded orbits at which both C and C 1 have positive
ends, and the second sum is over the embedded orbits at which both C and C 1 have
negative ends.
The ECH index and the partition conditions: Let C PMpα, βq be a somewhere
injective curve in X. Part of our proof will involve estimating the ECH index of such
a curve. We now review what we need to know about the ECH index.
Recall first the Fredholm index for curves in 4-dimensions10 takes the form
(2.2.4) indpCq “ ´χpCq ` 2cτ pCq ` CZindτ pCq.
Here, cτ pCq denotes the relative first Chern class of C (see [H2, §3]), and CZindτ pCq
denotes the Conley–Zehnder index
(2.2.5) CZindτ pCq “
ÿ
i
CZτ pγiq ´
ÿ
j
CZτ pγjq,
where the first sum is over the (possibly multiply covered) orbits given by the positive
ends of C, the second sum is over the (possibly multiply covered) orbits given by the
negative ends of C, and CZτ of a Reeb orbit γ denotes its Conley–Zehnder index: see
(2.2.24) below for the elliptic case.
If C is somewhere injective, we can bound indpCq from above by the ECH index
of C. The ECH index depends only on the relative homology class of C, and is defined
for mutiply covered curves as well by the formula
(2.2.6) IprCsq “ cτ prCsq `Qτ prCsq ` CZIτ prCsq,
10 See Lemma 3.6.2 for higher dimensions.
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where Qτ denotes the relative intersection pairing from (2.2.1), and CZ
I
τ is the total
Conley-Zehnder index
CZIτ prCsq “
ÿ
i
miÿ
k“1
CZτ pαki q ´
ÿ
j
njÿ
k“1
CZτ pβkj q,
where α “ tpαi,miqu, β “ tpβj , njqu, and γx denotes the x-fold cover of γ. The precise
statement of this bound is the index inequality
(2.2.7) indpCq ď IprCsq ´ 2δpCq
for somewhere injective curves, proved in [H]; see also Proposition 2.2.2 below. Here,
δpCq ě 0 is an algebraic count of the singularities of C.
When equality holds in (2.2.7), for example if indpCq “ IpCq, then we can say
much more about the asymptotics of C. Indeed, if such a curve C has ends at an
embedded orbit αi with total multiplicity mi, then the multiplicities of the ends of C
at αi give a partition of mi that is called the ECH partition. This partition depends
only on whether αi is at the positive or negative end of C, and can be computed purely
combinatorially, as is shown in [H] and reviewed in the proof of Proposition 2.2.2 below.
For positive and negative ends, it is denoted respectively as
pα`ipmiq, pα´ipmiq.
The next remark explains what we will need.
Remark 2.2.1. (Computation of pα˘ pmq for elliptic ends)
(i) Consider a positive end along an elliptic orbit α with mod 1 monodromy angle of
θ P p0, 1q. Let Λ be the maximal concave piecewise linear path in the first quadrant
that starts at p0, 0q, ends at pm, tmθuq, has vertices at lattice points, and stays below
the line y “ θx. It is shown in [H] that pα` pmq is given by the horizontal displacements
of this path. Here the word “maximal” includes the assumption that the edges of Λ
have no interior lattice points, in other words that for each segment of the path the
horizontal and vertical displacements are mutually prime. Thus instead of a single
segment labelled by p4, 6q, for example, we have two segments each with labels p2, 3q.
(ii) For a negative end the procedure is analogous, except that Λ is now the minimal
convex lattice path that lies above the line y “ θx. For example, if α is the long orbit
of Ep1, xq where x “ PQ ` ε, then the monodromy angle of α is x, so pα´ pQq “ pQq only
if P`1Q is the best approximation to x from above. In the case
P
Q “ bn, it follows from
(2.1.21) that this best approximation is `n`n´1 . Since 7`n´1 ă Q “ Qn, the path Λ starts
with 7 segments along the line of slope `n`n´1 ; see Lemma 4.2.2 below. Thus in this case
the partition pα´ pQq must have at least eight terms. 3
Since pα` pmq only depends on the mod 1 monodromy angle θ of α, we will some-
times write p`θ pmq instead. A useful fact about the positive partition is if p`θ pmq “pa1, . . . , asq, then
(2.2.8) tpai ` ajqθu “ taiθu` tajθu
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for any 1 ď i ‰ j ď s, see [H2, Ex. 3.13.]. Similarly, if p´θ pmq “ pb1, . . . , bsq then
rpři biqθs “ řirbiθs. For example, if θ ” PQ ` ε pmod 1q and p´θ pQq “ pb1, . . . , bsq then
(2.2.9)
ÿ
i
tbiθu “
ÿ
i
prbiθs´ 1q “ P ` 1´ s.
The relative adjunction formula: The index inequality (2.2.7) is related to an
adjunction formula that we will also need. Namely, recall the relative adjunction
formula from [H2]. This says that if C is somewhere injective then
(2.2.10) cτ prCsq “ χpCq `Qτ prCsq ` wτ prCsq ´ 2δpCq.
The term here that has not already been introduced, wτ pCq, is called the asymptotic
writhe of C. Its definition is similar to the definition of the asymptotic linking number
in (2.2.3). Namely, fix an embedded orbit γi at which C has positive ends, and regard
the links ζ`i,C and ζ
´
i,C as links in R
3 via the trivialization τ . Let wτ pζ`i,Cq and wτ pζ´i,Cq
denote the writhes of these links. If R is sufficiently large, then this does not depend on
the precise choice of R. We can define writhes associated to negative ends analogously.
We can now define
wτ pCq :“
nÿ
i“1
wτ pζ`i,Cq ´
mÿ
j“1
wτ pζ´j,Cq,
where the first sum is over the orbits at which C has positive ends, and the second sum
is over the orbits at which C has negative ends.
An improved index inequality: There is a refined version of (2.2.7) that will be
relevant to what follows. To state it, suppose first that γ is an elliptic orbit at which
C has positive ends of total multiplicity m ą 0, and let θ be the mod 1 monodromy
angle of γ, normalized to be in p0, 1q. The ends of C give a partition pa1, . . . , anq of m.
Order the numbers a1, . . . , an so that
(2.2.11) θ ą ta1θu
a1
ě . . . ě tanθu
an
,
and let ΛC be the concave lattice path in the first quadrant that starts at p0, 0q, ends
at pm,řni“1taiθuq, and has edge vectors pai, taiθuq, appearing in the same order as the
ai. Define
(2.2.12) ACpγ,mq “ LpΛCq ` 12bpΛCq,
where:
‚ LpΛCq is the number of lattice points in the region bounded by the line y “ θx
and the vertical line from pm,řni“1taiθuq to pm,mθq that lie strictly above the
path ΛC ;
‚ bpΛCq is the sum over all edges of ΛC of the number of interior lattice points
in each edge.
18 DAN CRISTOFARO-GARDINER, RICHARD HIND, AND DUSA MCDUFF
Now define
(2.2.13) ApCq “
ÿ
pγ,mq
ACpγ,mq,
where the sum is over pairs pγ,mq for which γ is elliptic and C has at least one positive
end. There is a similar definition for negative ends, that we do not give since we do
not need it. Note that if C has ECH partitions, then ApCq “ 0. This holds by the
maximality condition in Remark 2.2.1 (i) together with (2.2.8).
Here is the refined index inequality.
Proposition 2.2.2. Let C be a somewhere injective curve. Then
IpCq ´ indpCq ě 2δpCq ` 2ApCq.(2.2.14)
Proof. This is implicit in the work of Hutchings, but for completeness we give the proof.
In this proof we will assume that C has no negative ends, since that is the case we
need.
By combining the definition of the ECH index (2.2.6), the definition of the Fredholm
index (2.2.4), and the relative adjunction formula (2.2.10), we get
(2.2.15) IpCq ´ indpCq “ CZIτ pCq ´ CZindτ pCq ´ wτ pCq ` 2δpCq.
The terms wτ pCq, CZIτ pCq and CZindτ pCq are all sums over terms corresponding to each
orbit at which C has ends.
So, let pγ,mq be a pair corresponding to an orbit at which C has positive ends,
assume that γ is elliptic, and let ζ be the braid coming from the ends of C at γ. By
[H2, Eq. 5.4] and [H2, Lem. 5.5], we have11
(2.2.16) wτ pζq ď
nÿ
i,j“1
maxppiaj , pjaiq ´
nÿ
i“1
pi,
where pi “ taiθu in the notation of (2.2.11). We also know that
(2.2.17) CZIτ ppγ,mqq ´ CZindτ ppγ,mqq “
nÿ
i“1
p2tiθu` 1q ´
nÿ
i“1
p2pi ` 1q,
where CZIτ ppγ,mqq denotes the contribution of the pair pγ,mq to CZIτ , and similarly
for CZindτ ppγ,mqq.
Consider
2A :“
nÿ
i,j“1
maxppiaj , pjaiq.
This is twice the area of the region P bounded by the path ΛC defined above, the
vertical line from pm, 0q to pm,řni“1 piq, and the x-axis. Pick’s theorem gives
(2.2.18) 2A “ 2T ´B ´ 2,
11 There is a similar lower estimate for the writhe of a negative end; see Remark 2.2.3 (ii).
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where T is the total number of lattice points in P , and B is the number of boundary
lattice points. We have
(2.2.19) T “ m` 1`
nÿ
i“1
tiθu´ LpΛCq,
and
(2.2.20) B “ m` n`
nÿ
i“1
pi ` bpΛCq.
Combining (2.2.16) with (2.2.18), (2.2.19), and (2.2.20) gives
wτ ppγ,mqq ď m´ k ` 2
nÿ
i“1
tiθu´ 2LpΛCq ´ bpΛCq ´ 2
nÿ
i“1
pi.
Combining this inequality with (2.2.17) gives
wτ ppγ,mqq ď CZIτ ppγ,mqq ´ CZindτ ppγ,mqq ´ 2LpΛCq ´ bpΛCq.
Now sum this final equation over all elliptic orbit sets, use the bound [H2, Lem. 5.1]
for the hyperbolic orbit sets, and combine the resulting equation with (2.2.15). 
Remark 2.2.3. (i) If γ is a negative end of C of total multiplicity m, then the analog
of (2.2.16) is the lower bound
(2.2.21) wτ´ pζq ě
nÿ
i,j“1
minppiaj , pjaiq ´
nÿ
i“1
pi,
where C has ends of multiplicities pa1, . . . , anq on γ and pi “ raiθs, see [H2, §5].
(ii) The inequality for the writhe given in (2.2.16) is proved by considering the asymp-
totic behavior of C near the limiting orbit γ. As pointed out to us by Hutchings, if C
has only one positive end on γ with multiplicity m and if p`θ pmq “ pmq so that C has
the ECH partition at this end, then this estimate is in fact an equality. To see this, note
that by [H01, Lemma 6.4] this is equivalent to claiming that the asymptotic expansion
of the trajectory has a term corresponding to the smallest possible elgenvalue. But this
holds by the argument outlined in [HT1, Remark 3.3]. A similar statement holds for
negative ends.
Note also that exactness of the writhe bounds at both ends of a curve implies equality
in (2.2.14). Therefore, if a curve has ECH partitions (so that ApCq “ 0), exact writhe
bounds, and also has IpCq ´ indpCq “ 2, then it must have a double point.
(iii) The proof of Proposition 2.2.2 above shows that if C is a simple curve such that
IpCq “ indpCq ´ 2δpCq, then the path ΛC must be maximal, and so C must have the
ECH partitions. This proves (2.2.7). 3
ECH index computations: For our purposes, X will always be the completion of
a symplectic cobordism X with two boundary components B˘X that are either empty
or are ellipses Y “ BEpa, bq; later we will refer to the ends that we add to complete X
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as symplectization-like ends. We now review the relevant formulas for cτ , Qτ , and
CZ for these X. Recall that if b{a is irrational, then the Reeb vector field for BEpa, bq
has exactly two embedded orbits, γ1 “ tz2 “ 0u and γ2 “ tz1 “ 0u. They are both
elliptic. It is convenient to keep track of their action defined by
Apγq “
ż
γ
λ.(2.2.22)
We have Apγ1q “ a and Apγ2q “ b.
First assume that X “ Y ˆR. Then, as explained in eg [H2, §3.7], for any curve C,
both cτ prCsq and Qτ prCsq depend only on the asymptotics of C. Assume, then, that
C PMpY ˆ R, α, βq,
where α “ tpγ1,m1q, pγ2,m2qu and β “ tpγ1, n1q, pγ2, n2qu.
Then we define the action of C to be
ApCq “ Apαq ´Apβq “
ż
α
λ´
ż
β
λ.(2.2.23)
It is shown in [H2, §3.7] that we can choose the trivialization τ so that:
‚ The monodromy angle of γ1 is a{b and the monodromy angle of γ2 is b{a.
‚ cτ pCq “ pm1 `m2q ´ pn1 ` n2q.
‚ Qτ pCq “ 2pm1m2 ´ n1n2q.
To compute the relevant CZ terms, recall that if γ is an elliptic orbit, with monodromy
angle θ with respect to τ , then
(2.2.24) CZτ pγq “ 2tθu` 1.
Since in the current situation the terms in the ECH index for C only depend on the
asymptotics of C, it is convenient to define a grading
(2.2.25) gr ptpγ1,m1q, pγ2,m2quq “ m1 `m2 ` 2m1m2 `
m1ÿ
i“1
CZτ pγi1q `
m2ÿ
i“1
CZτ pγi2q
associated to any orbit set on the ellipsoid BEpa, bq, so that if C PMpY ˆR, α, βq then
(2.2.26) IpCq “ grpαq ´ grpβq.
One can check that when b{a is irrational,
(2.2.27) gr ptpγ1,m1q, pγ2,m2quq “ 2p#Npm1,m2q ´ 1q,
where Npm1,m2q is the number of integral points in the first quadrant triangle with
slant edge x` bay “ m1 ` bam2.
There are two other 4-dimensional cobordisms X for which we will want to under-
stand these calculations.
The first comes from removing the interior of an irrational ellipsoid Ep1, xq from
CP 2pµq and completing at the negative end, where the symplectic form on CP 2pµq is the
Fubini–Study form scaled so that the line has size µ. In this case, any relative homology
class is determined by its coefficient along the line class L and its negative asymptotics
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in H2pX,H, βq. Continuing with the trivialization from above, if C P MpX,H, βq,
rCs “ dL, and β “ tpγ1, n1q, pγ2, n2qu then
(2.2.28) cτ prCsq “ 3d´ pn1 ` n2q, Qτ prCsq “ d2 ´ 2n1n2.
Further, if n1 is partitioned as pa1, . . . , arq while n2 is partitioned as pb1, . . . , bsq, then
equations (2.2.4), (2.2.5), and (2.2.24) imply that if C has k connected components
then
(2.2.29) 12 indpCq “ ´k ` 3d´
ÿ
i
`
ai ` tai
x
u
˘´ÿ
j
`
bj ` tbjxu
˘
.
Finally we define the action (or ω-energy) of C to be
ApCq “ dµ´Apβq “ dµ´ n1 ´ n2x.(2.2.30)
The second cobordism comes from performing a sequence of blowups in the interior of
an irrational ellipsoid and then completing at the positive end; call it pE . Let E1, . . . , Ek
denote the exceptional classes associated to these blowups. In this case, any relative
homology class is determined by its coefficients along these classes. Using the same
trivialization as above, if C P MppE , α,Hq, rCs “ ´pm1E1 ` . . .mkEkq, and α “
tpγ1, n1q, pγ2, n2qu, then
(2.2.31) cτ prCsq “ pn1` n2q ´ pm1` . . .`mkq, Qτ prCsq “ 2n1n2´ pdm21` . . .m2kq,
so that by (2.2.6) we have
(2.2.32) IpCq “ grpαq ´
ÿ
i
pmi `m2i q.
Further, if C is connected and its positive end is partitioned as above then (2.2.4)
implies that
(2.2.33) 12 indpCq “ ´1` r ` s`
ÿ
i
`
ai ` tai
x
u
˘`ÿ
j
`
bj ` tbjxu
˘´ÿmi.
Notice that in this formula the `1 terms in the index formula (2.2.24) are cancelled by
the contribution of each end to the Euler characteristic, while the multiplicities n1, n2
in cτ prCsq have been rewritten as sums ři ai,řj bj . Finally, if the symplectic area of
Ei is wi, we define the action of C to be
ApCq “ Apαq ´
ÿ
miwi “ n1 ` n2x´
ÿ
miwi.(2.2.34)
Note that in all these situations the action is nonnegative. This is clear in the case of
a symplectization since the condition that J is admissible implies that dλ is pointwise
nonnegative on C, with equality at p P C if and only if the tangent space to C at p
is the span of the Reeb vector field and Bs. A similar argument works for any exact
cobordism. It remains to note that the cobordisms in the second two examples can be
made exact by removing the line from CP 2pµq and the exceptional divisors from pE , in
which case the contributions dµ and
ř
diwi to ApCq can be interpreted as actions of
the corresponding Reeb orbits.
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In §3.6 we will also use the Fredholm index formula in higher dimensions. If the
dimension is 2N the analog of (2.2.4) is
(2.2.35) indpCq “ pN ´ 3qχpCq ` 2cτ pCq ` CZindτ pCq,
where CZindτ pCq is now calculated as follows. As before CZindτ pCq is a sum of contri-
butions from each end of C, where a single end of multiplicity ak on the k
th orbit γk of
a generic12 ellipsoid Epb1, . . . , bN q contributes a sum of N´1 terms of the form 2tθu`1
(see (2.2.24)) with monodromy angles θ “ bibk for 1 ď i ď N, i ‰ k. If some ratios
bi{bj , i ‰ j, are rational, then we are in a Morse-Bott situation and the index depends
on whether the end is positive or negative. In particular, if Ep1, x, S, . . . , Sq Ă C2`k
where 1 ă x ă S so that N “ 2 ` k, then the contribution to the index of a negative
end of multiplicity a on an orbit of action S is the same as that of the third orbit γ3 on
the ellipsoid Ep1, x, S1, . . . , Skq where S1 ă S2 ă ¨ ¨ ¨ ă Sk are slight perturbations of
S. Thus the monodromy angles are 1S1 ,
x
S1
, S2S1 , . . . ,
Sk
S1
, where all but the first two terms
are slightly ą 1.
3. Stabilizable curves
We now explain how to establish the existence of a curve C satisfying the conditions
in Proposition 1.3.1 for suitable values of d, p. The argument is slightly different for
the two cases n “ 0 (with b0 “ 8) and n ą 0.
3.1. The setup. Recall from [MS] that for n ą 0 there is an embedding
(3.1.1) Φ : Ep1, bn ` εq sãÑ intpB4pµn ` ε1qq, µn :“ 1` bn
3
“ h2n`2
h2n`1
, n ą 0,
where the numbers ε, ε1 ą 0 are very small and irrational.13
Let E :“ En be the image of this embedding, and write β1 for the short orbit on its
boundary BEn and β2 for the long one. We complete intpB4pµn ` ε1qq to CP 2pµn ` ε1q
and then define
(3.1.2) X :“ negative completion of `CP 2pµn ` ε1qrEn˘.
When n “ 0, we make similar definitions with µ0 “ 176 “ c0p8q.
This section and the next explain the proof of the following result.
Proposition 3.1.1. For n ě 0 and generic admissible J on X, the moduli space
MpX,h2n`2L, 1, βh2n`31 q, of genus zero curves C in class h2n`2L with a single negative
end on β
h2n`3
1 , is nonempty.
This immediately implies our main result.
Corollary 3.1.2. ckpbnq “ 3bnbn`1 for all n ě 0.
12 i.e. the ratios bi{bj , i ‰ j, are irrational
13 See Remark 3.2.1 for a more precise description. For now, we work with these small perturbations
by simplifying via approximate identities such as µn ` ε1 « µn.
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Proof. Since 3h2n`2 “ h2n`1 ` h2n`3 by (2.1.2), it follows from (1.3.3) that the curves
C in Proposition 3.1.1 have index 0. Hence we may apply Proposition 1.3.1, which
gives ckpbnq ě h2n`3h2n`2 “ 3bnbn`1 . The result follows from this together with the folding
bound (1.1.1). 
To prove Proposition 3.1.1, we first blow up CP 2 in the interior of the ellipsoid En,
denoting the blown-up manifold by yCP 2. For each n we consider a class B (described
below) that is represented in yCP 2 by a finite number of genus zero curves with one
double point, and then consider what happens to these representatives when we stretch
the neck along the boundary of the ellipsoid BEn. When we do this, we get a sequence
of curves that converge in a suitable sense to a limiting building, with top level in
X, bottom level in pE :“ pEn, the positive completion of the blown up ellipsoid, and
perhaps also some intermediate levels in the symplectization BEn ˆ R (usually called
the “neck”). Our aim is to show that at least one of the resulting top level curves
lies in MpX,h2n`2L, 1, βh2n`31 q. We will assume that the reader is familiar with this
stretching process; for details see for example [HiK, §2.3]. For convenience, we will
sometimes say that a building obtained in this way is a breaking of the B-curve.
Here are more details. For each n, consider the weight sequence
wpbnq :“ pw1, . . . , wmq
defined in (2.1.10); it satisfies
ř
w2i “ bn. Also recall the normalized weight sequence
W pbnq “ pW1, . . . ,Wmq :“ h2n`1wpbnq. By Proposition 2.1.2, it is possible to remove
almost all of the interior of the ellipsoid En “ ΦpEp1, bn` εqq by a sequence of blowups
of weights almost equal14 to w1, . . . , wm, to obtain a manifold yCP 2 that contains the
boundary BEn and has symplectic form rω such that rωpEiq « wi. The elements of the
normalized weight sequence are integers, so we can consider the homology class
B “ h2n`2L´W1E1 ´ . . .´WmEm “: 3`n`1L´ Epbnq P H2pyCP 2q.(3.1.3)
We will want to record some information about the class B.
Using (2.1.10) and (2.1.5), we find that
B ¨B “ h22n`2 ´ h2n`1h2n`3 “ 1,(3.1.4)
c1pBq “ 3h2n`2 ´ h2n`1 ´ h2n`3 ` 1 “ 1,
where the last equality holds by (2.1.2). Thus, spheres in class B have Fredholm index
zero.
Finally, note that for each n ą 0 we have
(3.1.5) ωpBq “ h2n`2ωpLq ´
ÿ
i
Wi ωpEiq « h
2
2n`2 ´ h2n`1h2n`3
h2n`1
“ 1
h2n`1
.
We will frequently use the fact that when we stretch, the symplectic area ωpBq is
the sum of the action of each curve in any level of the resulting building. Here we
define the action for each part of the building using the formulas (2.2.23), (2.2.30), and
14 The actual weights of the blowup are p1´ ε2qwi where ε2 ą 0 is very small: see Remark 3.2.1.
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(2.2.34); the claim about the action of the limit follows immediately from the fact that
contributions to the action of the building from matching pairs of ends cancel.
We now claim that there is a sequence of Cremona transforms taking the class B
to the class 3L ´ E1 ´ . . . ´ E8. This essentially follows from [MS, Prop. 4.2.7]. To
elaborate, there the authors consider a vector v which is given by modifying rv :“
ph2n`2;W1, . . . ,W`q by replacing two of its entries of 1 by a single entry with value 2
(note that by [MS, Eq. 4.12], there are 7 ones at the end of rv; in this regard, it is
helpful to note that the b2n`1 in our notation correspond to the “vnp7q” in the notation
used there.) They then show that there is a sequence of Cremona transforms taking v
to the vector p1; 1, 1q. The sequence of moves they describe first transforms this vector
to the vector p3; 2, 1, 1, 1, 1, 1, 1q “: p3; 2, 1ˆ6q, and then one reduces further to p1; 1, 1q;
see [MS, Lem. 4.2.9]. Since the first set of moves does not affect any of the last 7
entries in v, when we apply these moves to rv we obtain p3; 1ˆ8q, as required.
Since Cremona transforms preserve the deformation class of the symplectic form
on a blow-up yCP 2, the classes B and 3L ´ E1 ´ . . . ´ E8 have the same (genus 0)
Gromov-Witten invariant. Thus, the Gromov-Witten invariant of the class B is 12.
For a generic choice of compatible J , the relative adjunction formula then implies that
the class B is represented by 12 immersed spheres, each with one nodal point. The
idea is now to stretch these curves, and show that some of them must break in such a
way that the moduli space M in Proposition 3.1.1 is nonempty.
Definition 3.1.3. We denote by CU the top level of the building that arises when we
stretch, and by CL its lower part, i..e the union of all the other levels of the limiting
building. Further we denote by CLL its lowest level. Thus CLL Ă pE.
Since the blowing up operations all take place inside the ellipsoid En, the curve CU
lies in the negative completion X of CP 2pµn ` ε1qrEn, while the lowest level CLL lies
in the positive completion pEn of the blown up ellipsoid. The building CL consists of
CLL together (possibly) with some curves lying in the neck, i.e. in the symplectization
of BEn. Those of our arguments that involve CL will only consider its topological
properties. Hence later we will consider it to be a union of matched components: see
Definition 3.3.2.
Lemma 3.1.4. When n ą 0 and ε, ε1 ą 0 are sufficiently small, there are only three
possibilities for the lower end of CU , namely the orbit sets tpβ1, h2n`3qu, tpβ2, h2n`1qu,
and tpβ1, `nq, pβ2, `nqu.
Proof. Note that by (2.1.1), (3.1.1) and (2.1.5), the maximal action (i.e. symplectic
area) of the lower end of CU is
`npµn ` εq « h2n`2h2n`2
h2n`1
“ h2n`3 ` 1
h2n`1
.
Now the action of β1 is 1, while that of β2 is bn ` ε1 « h2n`3h2n`1 . Because bn is rational,
we may choose ε, ε1 so small that the orbit set tpβ1, sq, pβ2, tqu at the bottom of CU
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satisfies
s` tbn “ s` th2n`3
h2n`1
ď h2n`3 ` 1
h2n`1
.
On the other hand, the estimate for ωpBq in (3.1.5) implies that (modulo ε, ε1) the
action of the bottom of CU must be at least h2n`3. Thus the proof of the lemma is
completed by Lemma 3.1.5 below. 
Lemma 3.1.5. (i) There are precisely two orbit sets of action « h2n`3, namely
tpβ1, h2n`3qu and tpβ2, h2n`1qu.
(ii) There is a unique orbit set of action « h2n`3` 1h2n`1 , namely tpβ1, `nq, pβ2, `nqu.
(iii) For any 0 ď x ă h2n`3, there is at most one orbit set of action x.
Proof. Assume that we have two distinct orbit sets of the same action, and write
a` bh2n`3
h2n`1
“ a1 ` b1h2n`3
h2n`1
,
for a, a1, b, b1 nonnegative integers with b ě b1. We can assume without loss of generality
that b ą b1, else b “ b1, then a “ a1. We know from above that
pb´ b1qh2n`3
h2n`1
is an integer. We also know that h2n`1 and h2n`3 are relatively prime. Hence, pb´ b1q
must be divisible by h2n`1, and so a` bh2n`3h2n`1 must be at least h2n`3. This proves (iii).
Moreover, the equation k ` `h2n`3h2n`1 “ h2n`3 does have precisely two solutions, namelyph2n`3, 0q and p0, 1q, which proves (i).
This argument also shows that the orbit set of action h2n`3` 1h2n`1 must be unique.
Otherwise, there would be a solution to a ` bh2n`3h2n`1 “ h2n`3 ` 1h2n`3 with b ě h2n`1,
which is impossible. This proves (ii). 
To compute the gradings of these three orbit sets as in (2.2.27), note that by Pick’s
Theorem,15 the number of lattice points in the triangle with vertices p0, 0q, ph2n`1, 0q
and p0, h2n`3q is 12ph2n`1 ` 1qph2n`3 ` 1q ` 1. This implies that we have
grptpβ1, h2n`3quq “ ph2n`1 ` 1qph2n`3 ` 1q ´ 2,(3.1.6)
grptpβ2, h2n`1quq “ ph2n`1 ` 1qph2n`3 ` 1q,
grptpβ1, `nq, pβ2, `nquq “ ph2n`1 ` 1qph2n`3 ` 1q ` 2.
To prove Proposition 3.1.1 in the case n ě 1, we want to show that when we stretch
we get at least one building such that CU has negative asymptotics tpβ1, h2n`3qu. To
this end, we prove the following:
Proposition 3.1.6. If n ě 1, then when we stretch the curves in class B, there are at
most 9 such that CU has negative asymptotics tpβ1, `nq, pβ2, `nqu or tpβ2, h2n`1qu.
15 This says that the area of a lattice triangle is i` b
2
´ 1 where i is the number of interior lattice
points and b is the number of lattice points on the boundary.
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To be precise, for a sequence of almost-complex structures stretched to length Ri we
can label the holomorphic curves in class B by Cik for k “ 1, . . . , 12. By choosing a
subsequence of iÑ 8 we may assume that each of the Cki converge to a holomorphic
building. The proposition claims that at most 9 of these 12 buildings have CU with
asymptotics tpβ1, `nq, pβ2, `nqu or tpβ2, h2n`1qu.
Corollary 3.1.7. Proposition 3.1.1 holds when n ą 0.
Proof of Corollary. Since there are 12 curves in class B, Proposition 3.1.6 implies that
there are at least three curves with negative asymptotics tpβ1, h2n`3qu. We show in
Proposition 3.3.4 that these curves must have exactly one end. Thus Proposition 3.1.1
holds. 
The proof of Proposition 3.1.6 is complicated and occupies most of the rest of this
paper. This section considers the easier parts of the proof, that investigate what
happens when CU has ends either just on β1 or just on β2. Also, we show in §3.6 how to
deduce the stabilization result Proposition 1.3.1 using the arguments in [HiK, CGHi].
Note however, that when τ4 ă x ă 7 the 4-dimensional embedding obstruction for
Ep1, xq sãÑ B4pµq is a curve C0 in X of degree 3 with two ends of multiplicity 1, one on
β1 and the other on β2; see Remark 3.2.5. This has essentially zero action (i.e. it is a
low action curve in the sense of §3.2 below) and, as we saw in Lemma 3.1.4, CU might
well be one of its multiple covers. Understanding the structure of limiting buildings
whose top is a multiple cover of C0 requires much of the ECH machinery explained in
§2.2, and takes up §3.4 and §4.
Remark 3.1.8. (i) (The case n “ 0) The formulas (3.1.6) hold for all n ě 0. Further
if n “ 0 we can still use the same formula for B, i.e. we have B :“ 3L´E1´ ¨ ¨ ¨ ´E8.
However, the calculation for the action (or symplectic area) no longer works because we
now can only embed Ep1, 8`εq into B4p176 `ε1q. Thus the class B :“ 3L´E1´¨ ¨ ¨´E8
has area « 12 . More significantly, the curve C0 no longer exists generically (since it has
negative Fredholm index; see Remark 3.2.5), and the proof of Proposition 3.3.4 fails:
indeed there can now be curves CU with more than one end on β1. For further details
of this case see §3.5.
(ii) (The Fibonacci stairs) The proof outlined above is markedly easier at the points
an :“ gn`2gn considered in [CGHi], where g‚ “ p1, 2, 5, 13, 34, . . . q is the sequence of
odd-placed Fibonacci numbers. In this case, the curve to be stretched lies in class
B “ gn`1L´W pgn`2gn q. Since this is the class of an exceptional curve, it is represented
by an embedded sphere, with ECH index equal to zero. Hence ECH theory applies to
show that the top curve CU has just one end on β
gn`2
1 , since the partition conditions
imply that p´β1pgn`2q “ pgn`2q. Further details are left to the interested reader. All the
complications in our argument are caused by the fact that we start with a curve with
one double point which may well disappear into the neck or lower part of the curve
when we stretch, yielding limits whose top is a multiple of C0. Notice also that when
x ă τ4, the calculation of the embedding function c0 in [MS] shows that we can choose
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µ so small that a curve in class C0 would have negative action, and so could not exist.
3
3.2. The low action curves. We begin by classifying the top level curves with action
on the order of ε, which we will call low action curves. (In §4 we sometimes call
these light curves.) The discussion after (3.1.5) implies that in any building in class
B all but one curve has low action in this sense. This holds because ωpBq « 1Qn (where
Qn :“ h2n`1) and the symplectic areas of the classes L,Ei as well as the actions of the
orbits on Ep1, xq also are approximately equal to multiples of 1Qn .
Remark 3.2.1. For each n, the proof of Theorem 1.2.1 given below involves a finite
number of strict inequalities. Throughout we assume that ε, ε1 (and any other similar
constant) are so small that each of these finite number of inequalities that holds when
ε, ε1 “ 0 also holds when they are positive. We will indicate that an irrational quantity
θ is an approximation to some (usually rational) quantity b by writing θ “ε b rather
than θ « b as in §3.1. 3
Throughout we assume that J is admissible and generic as explained at the beginning
of §2.2.
Proposition 3.2.2. When n “ 0 there are no low action curves in class dL with
d ă h2n`2. If n ą 0 the only such curves occur when d “ 3m for some positive integer
m and have negative end on the orbit set tpβ1,mq, pβ2,mqu.
Proof. If n “ 0, we have h2n`2 “ 3 and we use the embedding Ep1, 8`ε1q sãÑB4p17{6`εq
as in Remark 3.1.8. Hence d ă 3 so that the action of the class dL is not an integer,
while the action of the negative end is (approximately) an integer. Hence there can be
no low action curves in this case.
From now on we suppose n ą 0. It suffices to prove the proposition when C is some-
where injective and hence has nonnegative ECH index. If C is in class dL, asymptotic
to β “ tpβ1, `q, pβ2,mqu then, by (2.2.26), the ECH index IpCq and action of C are
given by
(3.2.1) IpCq “ d2 ` 3d´ grpβq, actionpCq “ε d h2n`2
h2n`1
´ `´mh2n`3
h2n`1
.
To better understand the relationship between the grading and the action it is conve-
nient to introduce the N pa, bq sequence,16 that has the following important property:
p‹q if Nspa, bq “ `a`mb where ba is irrational, then the orbit set tpβ1, `q, pβ2,mqu
on BEpa, bq has grading 2s.
The following combinatorial lemma is now key:
Lemma 3.2.3. Let n ą 0, d ă h2n`2, and k “ 12pd2 ` 3dq. Then
Nk
`
1,
h2n`3
h2n`1
˘ “ h2n`2
h2n`1
Nkp1, 1q
16 This is the sequence obtained by listing the numbers `a `mb, `,m ě 0 in increasing order with
repetitions. Note that if b
a
is irrational then the numbers `a`mb are all distinct.
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only if n ą 0 and Nkp1, h2n`3h2n`1 q “ m`mh2n`3h2n`1 for some integer m ą 0.
Remark 3.2.4. The following observation is helpful for understanding this lemma. If
n ą 0 and k, k1 ď 12pd2 ` 3dq where d “ h2n`1 ´ 1, then
Nk
`
1,
h2n`3
h2n`1
˘ “ Nk1`1, h2n`3
h2n`1
˘ ùñ k “ k1.
In other words there are no repeated entries in this sequence until we get to the two
points on the line x` h2n`3h2n`1 y “ h2n`3 that each give entries N‚p1, h2n`3h2n`1 q “ h2n`3 and
these occur at places k ą 12pd2`3dq. We saw in Lemma 3.1.5 that there are no repeated
entries in N p1, h2n`3h2n`1 q until we get to the two entries of h2n`3. Hence all we need to
check is that these points occur for sufficiently large k.
To see this, note that N p1, 1q “ p0, 1, 1, 2, 2, 2, . . . , `, . . . , `, . . . q, with ` ` 1 entries
of ` for each `. Therefore for each s there are
řs
`“1p` ` 1q “ 12ps2 ` 3sq ` 1 entries
that are ď s. Hence, for any k ď 12ps2 ` 3sq, we have Nkp1, 1q ď s (recall that our
convention is that the sequence Nkpa, bq is indexed starting at k “ 0). Applying this
with s “ h2n`2 ´ 1 together with the Monotonicity Axiom for ECH capacities from
[H3],17 we find that for k in this range
(3.2.2) Nk
`
1,
h2n`3
h2n`1
˘ ď h2n`3
h2n`2
Nkp1, 1q ď h2n`3
h2n`2
ph2n`2 ´ 1q ă h2n`3
as required. 3
Proof of Proposition 3.2.2 for the case n ą 0, assuming Lemma 3.2.3.
If C has low action and bottom asymptotic to the orbit set β :“ tpβ1, `q, pβ2,mqu,
then by (3.2.1) we must have dh2n`3h2n`2 “ ``mh2n`3h2n`1 . The term on the right is an entry
in N p1, h2n`3h2n`1 q, while the term on the left is an entry in the sequence h2n`3h2n`2N p1, 1q
which as explained in Remark 3.2.4 we may take to occur at the place k “ 12pd2 ` 3dq.
Therefore, with k “ 12pd2 ` 3dq, there is k1 such that
h2n`2
h2n`1
Nkp1, 1q “ Nk1
`
1,
h2n`3
h2n`1
˘
.
But, if n ą 0 the ECH Monotonicity Axiom implies that as in (3.2.2)
N‚
`
1,
h2n`3
h2n`1
˘ ď h2n`2
h2n`1
N‚p1, 1q,
so that Nkp1, 1q ď Nk1p1, 1q. Because the sequence N p1, 1q has d` 1 entries of d with
the last one at place k “ 12pd2 ` 3dq, we could have k1 ă k, but if we do we find that
h2n`2
h2n`1
Nk1`1p1, 1q “ h2n`2
h2n`1
Nkp1, 1q “ Nk1
`
1,
h2n`3
h2n`1
˘ ă Nk1`1`1, h2n`3
h2n`1
˘
,
17 This says that if int pEpa, bqq sãÑEpc, dq then N pa, bq is termwise no larger than N pc, dq; we apply
this to the embedding int pEp1, bnqq sãÑB4ph2n`2h2n`1 q from (3.1.1).
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Figure 3.1. The injection of lattice points used to prove Lemma 3.2.3.
We illustrate the case where ` is divisible by 3; the other cases are
similar.
where at the last step we use the result in Remark 3.2.4. But this contradicts the
Monotonicity Axiom. Hence k1 ě k. On the other hand, property p‹q for N implies
that grpβq “ 2k1 and we know IpCq “ d2 ` 3d´ 2k1 “ 2k´ 2k1 ě 0. Hence k “ k1. We
now apply Lemma 3.2.3 to deduce that
Nk
`
1,
h2n`3
h2n`1
˘ “ m`mh2n`3
h2n`1
.
Hence the negative asymptotics of C are tpβ1,mq, pβ2,mqu. It follows that its action is
“ε dph2n`2h2n`1 q ´mp1` h2n`3h2n`1 q. But by (2.1.2) this is zero only if m “ d3 P Z. 
It remains to prove Lemma 3.2.3.
Proof of Lemma 3.2.3. The assumption on k implies that Np1, 1qk`1 ą Np1, 1qk. De-
fine ` “ Np1, 1qk. Then k is equal to the number of lattice points in the triangle with
vertices p0, 0q, p`, 0q and p0, `q, minus 1. Since n ą 0 we have τ4 ă bn ă 7, so that we
may apply [CGLS, Prop 2.4] which states that k is exactly the number of lattice points
in the triangle T1 with vertices p0, 0q, p0, `{τ2q, p`τ2, 0q, where τ “ 12p1`
?
5q.18 Denote
by T2 the triangle with vertices p0, 0q, p0, `pa`1q3a q, p`a`13 , 0q, thus with slant edge of slope
´ 1a , where a :“ bn.
Claim: The number of lattice points in the triangle T1 is less than or equal to the
number of lattice points that are both within T2 and strictly underneath the part of the
upper boundary of T2 that is to the right of the line y “ x (this is the line L1 in Fig. 1).
18 To see that this fits into the discussion in [CGLS] note that τ2 ` 1
τ2
“ 3 so that T1 is a rescaling
of the triangle with α, β “ p3, 3q considered in [CGLS, Thm 1.1].
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Proof of Claim. The line y “ x intersects the line 3a`1x ` 3aa`1y “ ` at P “ p`{3, `{3q.
Note that the point P is independent of a ą τ4; hence, the lines L1 and L2 given by
3
a`1x ` 3aa`1y “ ` and p1{τ2qx ` τ2y “ ` respectively intersect at the point P . We
therefore have
(3.2.3) #tZ2 X Tap`qu “ #tZ2 X Tτ4p`qu `D ´ U,
where D is the number of points in the region R1 bounded by the lines L1, L2 and the
x-axis (the blue region), not including lattice points on the left boundary, and U is the
number of lattice points in the region R2 bounded by the lines L1, L2, and the y-axis
(the green region), not including lattice points on the lower boundary, see Figure 3.2.
We must prove that U ď D. We now show that there is a simple explicit injection
of the lattice points counted by U into the lattice points counted by D, as illustrated
in the figure. This is easiest to see in:
Case 1. ` ” 0, mod 3.
In this case, the point P is a lattice point. So, if Q is a lattice point counted by U ,
let V “ P ´ Q and consider Q1 “ P ` V . This is also a lattice point, see Fig. 3.2.
It lies on the line of slope V passing through P , so to see that Q1 is counted by D,
we need to show that the y-coordinate of Q1 is nonnegative, and Q1 is not on the left
most boundary of R1. The second condition is immediately verified, since the line L2
has irrational slope, hence P is the unique lattice point on it. For the first condition,
observe that if Q is in R2, then the y-coordinate of Q is no larger than `{τ2, hence the
y-coordinate of Q1 is bounded from below by `p2{3´ 1{τ2q ą 0.
Since the assignation QÑ Q1 is an injection, the claim holds in this case.
Case 2. ` P t1, 2u, mod 3.
In this case, the point P “ px, xq for x satisfying fracpxq P t1{3, 2{3u (here, fracpxq
denotes the fractional part). We now argue similarly as in the previous case. Let Q be
a lattice point counted by U , let V “ P´Q, and consider Q1 “ P`2V . This is a lattice
point, on the line of slope V passing through P ; it is not on the leftmost boundary
of R1, because the line L2 has no lattice points on it at all, being a line of irrational
slope passing through a nonintegral rational point. To see that the y-coordinate of Q1
is nonnegative, we observe similarly to above that if Q is in R2, then the y-coordinate
of Q is no larger than `{τ2, hence the y-coordinate of Q1 is bounded from below by
`p1´ 2{τ2q ą 0. Since the assignation QÑ Q1 is an injection as above, the claim holds
in this second case as well.
This completes the proof of the Claim. 
Now if Nkp1, h2n`3h2n`1 q “ h2n`2h2n`1Nkp1, 1q “ h2n`2h2n`1 `, then by Remark 3.2.4, we can find a
unique lattice point pm,nq satisfying
m
h2n`1
h2n`2
` nh2n`3
h2n`2
“ `.
Thus pm,nq is the unique lattice point on the upper boundary of the triangle T2. To
prove the lemma we must show that pm,nq is on the line y “ x.
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To see this, assume that pm,nq is strictly to the right of the line y “ x. Then by
what was said previously, there are strictly more lattice points in the triangle T2 than
in the triangle T1. This implies that
Nk1
`
1,
h2n`3
h2n`1
˘ “ h2n`2
h2n`1
Nkp1, 1q “ Nk
`
1,
h2n`3
h2n`1
˘
for some k1 ą k,
a contradiction.
Now assume that pm,nq is strictly to the left of the line y “ x. In fact, there are no
such lattice points. To see this, observe that the intersection of the line y “ x with the
slant edge of the triangle T2 occurs at the point p `3 , `3q. Since the slant edge has slope
´h2n`1h2n`3 , if there is such a point pm,nq, it has integral nonnegative coordinates of the
form ` `
3
´ δ, `
3
` δh2n`1
h2n`3
˘
for some δ ą 0.
But then 3δ h2n`1h2n`3 P Z, which, because gcdph2n`1, h2n`3q “ 1, implies δ ě h2n`33 ą `3 .
Thus `3 ´ δ must be negative, a contradiction.
It follows that pm,nq must be on the line y “ x, which completes the proof of
Lemma 3.2.3 and hence also of Proposition 3.2.2. 
Remark 3.2.5. The numerical arguments in the above proof of Proposition 3.2.2 leave
open the possibility that CU could be a multiple cover of a curve C0 in class 3L with two
ends, one on β1 and the other on β2, both of multiplicity one. When τ
4 ă x ă 7, such a
curve has index 2
`´1`9´1´p1`txuq˘ “ 0 if 6 ă x ă 7, and one can check that its ECH
index is also 0 for these x. Further, one can show that C0 exists either by considering
what happens to an exceptional sphere in the class A “ 3L´ 2E1 ´ E2 ´ . . . E8 when
the neck is stretched, or by considering the ECH cobordism map from the boundary of
the (distorted) ball BB4pµq to the ellipsoid BEp1, bnq as in [CGHi]. The corresponding
embedding obstruction is 3µ ą 1 ` x, which gives c0pxq ě 1`x3 . Hence by [MS], this
obstruction is sharp in dimension 4.
But because C0 has two negative ends, the stabilization arguments in Proposi-
tion 3.6.1 do not apply; and indeed this obstruction cannot persist in higher dimensions
because we know from [Hi] that ckpxq ď 3x1`x for k ě 1. 3
Remark 3.2.6. In the proof of the Claim above, the only relevant property needed
of the bn is the inequality bn ą τ4. Hence, the argument also shows that N p1, aq ď
a`1
3 N p1, 1q, which implies that there is a symplectic embedding Ep1, aq sãÑB4pa`13 q by
McDuff’s proof of the Hofer conjecture in [M2, Thm. 1.1]. This gives a new and
probably simpler proof of the computation of c0pxq for τ4 ď x ď 7 in [MS, §4]. (The
reverse inequality needed for this computation, i.e. that N p1, aq ď λ ¨N p1, 1q implies
λ ě a`13 , follows directly by looking at the tenth term in each sequence.)
3.3. Analysing CU when n ą 0. This section contains the proof of Proposition 3.1.6
when n ą 0, modulo some results that are deferred to §3.4 and §4. By Lemma 3.1.4
there are three possibilities for the negative asymptotics of CU , namely tpβ2, h2n`1qu,
tpβ1, `nq, pβ2, `nqu and tpβ1, h2n`3qu. We discuss these cases in turn.
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Lemma 3.3.1. The negative end of CU cannot be tpβ2, h2n`1qu.
Proof. If CU were reducible, then one of its irreducible components would have to
have low action so that by Proposition 3.2.2 its lower end would have to involve the
orbit β1 as well as β2. So this cannot happen. Hence, since CU cannot be irreducible
and multiply covered because gcdph2n`1, h2n`2q “ 1, we conclude that CU must be
irreducible and somewhere injective. By the grading calculations in (3.1.6), we also
must have IpCU q “ 0, and thus indpCU q “ 0; so the negative ends of CU must satisfy
the partition conditions. These are described in Remark 2.2.1 (ii). By (2.2.9), when
we compute indpCU q using the index formula (2.2.29), we find
1
2 indpCU q “ ´1` 3`2n`2 ´ ph2n`1 ` h2n`3 ` 1´ sq “ s´ 2,
where s denotes the number of negative ends and we have applied (2.1.2). But Re-
mark 2.2.1 (ii) shows that s ě 8, contradicting the fact that indpCU q “ 0. 
The case with negative end tpβ1, `nq, pβ2, `nqu:
In this case CU has ECH index ´2 by (3.1.6) and hence exists for generic J only
if it is a multiple cover. Since it could be a multiple cover of the curve C0 mentioned
in Remark 3.2.5, we cannot ignore this possibility. This case is analyzed by looking at
the structure of the building CL formed by all but the top level of the limiting building
(see Definition 3.1.3). Thus CL consists of some curves in the neck together with some
curves CLL in the completion pEn of the blown up ellipsoid. Note that, for generic J , CL
intersects the exceptional divisors transversally in
ř
iWi “ h2n`1 ` h2n`3 ´ 1 points;
we think of each such intersection point as a constraint.
Many of our arguments are essentially topological rather than analytical in nature,
and it is convenient to introduce the following terminology. By a curve or trajectory
we mean the image of some J-holomorphic map u; thus curves lie in a single level
of the building and need not be connected. A curve with a connected domain is
called irreducible. We may join these curves along pairs of positive and negative
ends that match in the sense that each limits on the same multiple βri of the same
orbit, thereby decomposing the building into a union of connected pieces that we call
matched components, or components for short.
Here is the key definition.
Definition 3.3.2. A matched component in CL is called a connector if its top has
ends both on β1 and on β2.
Thus a connector might have two levels, the top (lying in the neck) consisting of a
trivial cylinder over βr1 together with a cylinder from β
s
2 to β
m
1 , joined by an irreducible
curve in pEn with two top ends, one on βr1 and the other on βm1 .
Proof of Proposition 3.1.6: By Lemma 3.3.1, Proposition 3.1.6 will hold if we show
that there are at most 8 B-curves that limit on a building such that CU has negative
end tpβ1, `nq, pβ2, `nqu and CL has no connectors, and at most one more in which CL
has a connector. The first claim is proved in §3.4, and the second (which is considerably
harder) is proved in Proposition 4.5.1 in §4. l
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Example 3.3.3. (The case n “ 1, i.e. with b1 “ 558 ) We illustrate what can happen
in the first nontrivial case. Here `1 “ 7 and we have constraints
Ep558 q “ 8pE1 ` ¨ ¨ ¨ ` E6q ` 7E7 ` E8 ` ¨ ¨ ¨ ` E14 “: 8E1...6 ` 7E7 ` E8...p14q.
If CL has no connectors, we may divide its matched components into two groups D1, D2,
where, for i “ 1, 2, Di is a union of planes with top on some multiple of βi. We will see
in §3.4 that in this case there are eight possibilities for CL, one for each k “ 7, . . . , 14,
that may be distinguished by the distribution of the constraints. When k “ 7 then D1
goes through E1, . . . , E7 (and has action “ε 18), while D2 goes through all the others
and has low action. On the other hand, if k ą 7 then D1 goes through the 8 constraints
E1, . . . , E7, Ek and has low action, while D2 goes through all the others. Notice that
in the first case in order for D2 to have nonnegative index it must be connected with a
single top end on β72 , while in the second case D1 must be connected with one top end
on β71 . Thus in both cases CU is a connected 7-fold cover of C0, with at least one end
of multiplicity 7.
If CL has a connector, then we show in §4 that CU is the union of C0 with a 6-fold
cover of C0, and that there is a unique connector D12, with two top ends on β1, β
6
2 ,
and action “ε 18 . In this case D1 consists of the 6 planes with top β1, each through a
single constraint Ei, 1 ď i ď 6, while D2 has top β2 and goes through E1, . . . , E7. All
the other constraints 6E1...7 ` E8...p14q lie on D12.
As we will see, there are analogous decompositions for all n ą 1. In particular, if
there is a connector it is unique and has essentially all the action. It has two top ends,
one on β
`n´1
1 and the other on β
`n´`n´1
2 , and there is a formula for its constraints in
terms of weight expansions; see Proposition 4.4.1. As in the proof of Proposition 3.5.1
below, we use the fact that B ¨ B “ 1 to show that for each such distribution of
constraints there is at most one B-curve that breaks this way. 3
The case with negative end tpβ1, h2n`3qu:
Proposition 3.3.4. Let n ą 0. Then, if CU has negative ends on tpβ1, h2n`3qu, it
must have a single negative end.
Proof. First note that because the bottom constraint involves only β1 it follows as
in the proof of Lemma 3.3.1 that CU is irreducible and hence somewhere injective
since 3`n`1 “ h2n`2 and h2n`3 are mutually prime. By the relative adjunction for-
mula (2.2.10) and the formulas in (2.2.28), we must have
wτ pCU q “ ´wτ´ pCU q “ 2´ s` h22n`2 ´ p3h2n`2 ´ h2n`3q ´ 2δpCq,(3.3.1)
“ 2´ s` h2n`1ph2n`3 ´ 1q ` 1´ 2δpCq,
where s denotes the number of negative ends, and we have used the Fibonacci iden-
tity (2.1.6). On the other hand, if pa1, . . . , asq is the partition given by the negative
ends of CU , then by Remark 2.2.3 (i) we have
(3.3.2) wτ´ pCU q ě
ÿ
i‰j
minpaipj , ajpiq `
sÿ
i“1
pai ´ 1qpi
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where pi “ raih2n`1h2n`3 s. We can therefore bound the right hand side of (3.3.2) from below
by
h2n`1
h2n`3
`ÿ
i‰j
aiaj `
sÿ
i“1
pa2i ´ aiq
˘ “ h2n`1
h2n`3
˜
p
ÿ
i
aiq2 ´ p
ÿ
i
aiq
¸
(3.3.3)
“ h2n`1ph2n`3 ´ 1q,
since
ř
ai “ h2n`3.
So regardless of the ai, the right hand side of (3.3.2) is some integer bounded from
below by h2n`1ph2n`3´1q. In fact, (3.3.2) must be strictly greater than h2n`1ph2n`3´1q
as long as s ě 2, since the bound (3.3.3) comes from throwing away some fractional
parts, which must be positive.
So, assume for the sake of contradiction that s ě 2. Then the right hand side of
(3.3.2) must be at least h2n`1ph2n`3´1q`1, so (3.3.1) implies that we must have s “ 2
and δpCq “ 0.
We show below that when s “ 2
(3.3.4)
2ÿ
i“1
pai ´ 1qpi ě h2n`1
h2n`3
2ÿ
i“1
pa2i ´ aiq ` 1.
By (3.3.2) this implies that
wτ´ pCU q ě
ÿ
i‰j
minpaipj , ajpiq ` h2n`1
h2n`3
2ÿ
i“1
pa2i ´ aiq ` 1
ą h2n`1ph2n`3 ´ 1q ` 1.
Hence, because wτ´ pCU q is an integer, we must have wτ´ pCU q ě h2n`1ph2n`3 ´ 1q ` 2,
which contradicts (3.3.1).
It remains to prove (3.3.4). To this end, note first that because a1 and a2 are additive
inverses modulo h2n`3, without loss of generality we have fracpa1h2n`1h2n`3 q ă 12 .19 This
implies that p1 ´ h2n`1h2n`3a1 ą 12 so that
pa1 ´ 1qp1 ´ h2n`1
h2n`3
pa21 ´ a1q ą 12pa1 ´ 1q ě 1
unless a1 ď 2. If a1 ď 2, then
h2n`3 ą a2 ě h2n`3 ´ 2, and 1´ frac
`a2h2n`1
h2n`3
˘ ě h2n`1
h2n`3
,
19 To get strict inequality, we also use the fact that rθ is slightly larger than h2n`1
h2n`3 .
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which implies that
pa2 ´ 1qp2 ´ h2n`1
h2n`3
`
a22 ´ a2
˘ “ pa2 ´ 1q`p2 ´ a2h2n`1
h2n`3
˘
“ pa2 ´ 1q
`
1´ fracpa2h2n`1
h2n`3
q˘
ě pa2 ´ 1q h2n`1
h2n`3
ą 1.
In either case, then, the claim is true, hence the proposition. 
3.4. The case when CL has no connectors. We now consider what happens when
n ą 0, the negative end of CU is tpβ1, `nq, pβ2, `nqu, and there are no connectors in
the sense of Definition 3.3.2. We write CL “ D1 YD2 where D1 denotes the union of
matched components with ends only at β1, and D2 denotes the union of components
with ends only at β2. Thus a component of D2 might consist of a cylinder in the neck
with top end on some multiple of β1 and bottom on a multiple of β2, completed by a
union of planes in the blown up ellipsoid. Notice that if a B-curve is close to breaking
into a building whose top is an `n-fold cover of C0 and whose bottom has no connectors,
then we may cut the B-curve just above the neck into three pieces that approximate
`nC0, D1, and D2.
We record the homology classes of D1 and D2 via integer vectors. Here, as in (3.1.3),
we order the exceptional classes in decreasing order of size, and we write
pz1, . . . , zkq
for the homology class
´pz1E1 ` . . .` zkEkq.
So, with this notation the homology class of CL is given by the normalized weight
expansion
W pbnq “
`
Wˆ61 ,W2,W
ˆ5
3 , . . . , 7, 1
ˆ7˘,
which by (2.1.10) is a vector of total length 6n ` 8 whose entries occur in blocks
B “ pB0,B1, . . . q whose lengths are given by the entries in the continued fraction
expansion r6, p1, 5qˆpn´1q, 1, 7s of bn “ PnQn . The symplectic areas (or actions) of the
exceptional classes are given (modulo ε) by the vector wpbnq.
Consider some representative of B, and let z denote the homology class of D1 and y
the homology class of D2. Thus, since we are assuming that there are no connectors,
z ` y “W pbnq.
Proposition 3.4.1. In any neck stretching, at most 8 representatives of B limit on a
building with no connectors and where CU has negative end tpβ1, `nq, pβ2, `nqu.
Proposition 3.4.1 will follow easily from the next two lemmas. Before reading the
proof of Lemma 3.4.2, it might be useful to refer back to Example 3.3.3.
Lemma 3.4.2. There are at most 8 elements in the collection C of vectors z that occur
as possible homology classes for D1.
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Proof. Step 1. Two elements z, z1 P C differ in at most two places. Moreover any two
entries differ by at most one.
Let z and z1 be two homology classes with representatives D1, D11, and considerpz ´ z1q ¨ py1 ´ yq; let D2 and D12 denote the representatives for y and y1. We have
(3.4.1) pz ´ z1q ¨ py1 ´ yq “ z ¨ y1 ` z1 ¨ y ´ z1 ¨ y1 ´ z ¨ y.
We can understand the right hand side of (3.4.1) by observing that, because the
orbits β1, β2 on BE can be filled by discs that intersect once, the number of intersections
between D1 and D
1
2 is given by `
2
n´z ¨y1, and similarly for the other relevant pairings of
the D1i. On the other hand, as we pointed out above there are J-holomorphic B-curves
whose lower parts approximate D1YD2 and D11YD12 arbitrarily closely. Hence all these
intersection numbers are nonnegative, and bounded from above by 1 because B ¨B “ 1.
Hence |pz ´ z1q ¨ py1 ´ yq| ď 2.
In addition, because z ` y “ z1 ` y1 “ W the vectors z ´ z1, y1 ´ y are equal. Thus,
if z ´ z1 :“ pεiq we have
(3.4.2) 0 ď
ÿ
ε2i “ pz ´ z1q ¨ py1 ´ yq ď 2.
Step 1 follows readily.
Step 2. Completion of the proof.
Now recall that each of the classes Ei have a definite area, and these areas come in
blocks; no block has length greater than 7. We also know that the total action of each
Di must be close to either 0 or
1
Qn
.
Also recall that only the last block of the weight vector w has entries of size 1Qn ;
further, the only two blocks whose entries differ by 1Qn are the second and third to last.
We now prove that C has at most 8 elements by a case by case analysis.
Claim. If any two z and z1 in C differ on any block B other than the last three, then
all the representatives in C differ on this block.
Proof of Claim. Because the entries in B have size ą 1Qn and the total area of D1 is at
most 1Qn it follows from Step 1 that the difference vector z ´ z1 must have exactly two
entries, one `1 and one ´1. Further these must occur on the same block because B is
not one of the last three blocks. So, if z2 is any other representative in C, z2 must have
the same entries as z and z1 on all other blocks: otherwise, either z2 would differ from
one of z and z1 in more than 2 places, violating Step 1, or it would have the wrong
area. 
Case 1: With this claim in mind, consider the case where all of the elements in C differ
on B, which by assumption has length `, where ` “ 5 or 6. Label the places in B
(i.e. the entries in any vector in C corresponding to the block B) p1, . . . , p`, and fix an
element z, with entries a1, . . . , a` on this block. Now consider another element z
1 P C.
Then z1 and z must differ in two places, and without loss of generality we may assume
that z1 “ pa1 ` ε1, a2 ´ ε1, . . . , a`q, where |ε1| “ 1. A third element z2 can differ from
both z, z1 in the first place by at most 1. Hence the first place of z2 must be either
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a1 or a1 ` ε1; and similarly, its second place is either a2 or a2 ´ ε1. Further, if z2 is
different from both z, z1 we may assume it differs from z (and hence also z1) in place
3, and hence is either
pa1 ` ε1, a2, a3 ´ ε1, a4, . . . , a`q or pa1, a2 ´ ε1, a3 ` ε1, a4, . . . , a`q.
Since the two third entries above differ by 2, only one of these possibilities can occur.
Thus there are at most three elements in C whose entries differ only in the places
1, 2, 3 of the block. Moreover, by interchanging z, z1 we may assume that z2 “ z in
its first place, so that z, z1 differs only in the first two places, while z1, z2 differ only in
the second and third places. If there is another element z3 P C we may assume that
it differs from z, z1, z2 in the fourth place. Again there are two possibilities for this
element, only one of which occurs. Finally there might be one or two more elements in
C that differs from the previously found elements in places 5 and or 6. Thus |C| ď 6,
so that Lemma 3.4.2 holds in this case.
Case 2: The other case to consider, then, is the case where all the representatives in C
differ only on the last three blocks.
Note first of all that in this case, by area considerations, all of the elements in C
either differ on the second and third to last blocks, or on just the last block. In the
case where the elements differ on the second and third to last blocks, we can repeat the
argument from Case 1, to conclude that there are no more representatives in C than
the sum of the lengths of these two blocks. Since the sum of these lengths is no more
than 7, this proves Lemma 3.4.2 in this case.
We can assume, then, that all of the entries in C differ on the last block. With this in
mind, label the places in this block p1, . . . , p7, as above. As above, first fix an element
z P C, and consider another element z1 P C. Note that because z ` y “ W has entries
1 on the last block, all entries of z are 0 or 1. Since this is true for all elements in C,
any other element z1 P C is determined by the places at which it differs from z. We
choose z so that it has the smaller of the two areas of the elements in C, and then write
any z1 P C as z ` ε, where ε is a vector of length 7 with entries 0 or 1 and we add
modulo 2. Thus ε belongs to a collection E Ă Z72 of vectors that each have at most two
nonzero entries. Let E1 Ă E be the subset of vectors of length 1. If E1 “ H, then the
argument in Step 1 shows that |E | “ |C| ď 7. If E1 ‰ H, then our choice of z implies
that areapz ` εq ą areapzq for ε P E1. Therefore the places where ε ‰ 0 form a subset
of the places where z “ 0. Therefore if z has k zero places, assumed w.l.o.g. to be
the first k, there is a subset I Ă t1, . . . , ku such that for all i P I there is an element
zi in C that agrees with z except at the ith place where z has zero while zi has one.
Any another element z in C must have a zero in some place k where z is one. Hence
because z has minimal area, z also has to have a one in some place j that z is zero.
But if i P Irtju, then zi differs from z in all three places i, j, k. Therefore, if |I| ą 1
there are no such elements z, which implies that |C| “ |I| ` 1 ď 8. On the other hand
if |I| “ 1, there are at most 7 ´ |I| elements z, one for each place where z has entry
1. Thus in all cases there are at most 8 elements in C. This completes the proof of
Lemma 3.4.2. 
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Lemma 3.4.3. D1 and D2 must intersect.
Proof. We know that z ` y “ W , the normalized weight vector; below, we also make
use of the unnormalized weight vector w. Observe that
(3.4.3) PnQn “W ¨W “ pz ` yq ¨ pz ` yq “ z ¨ z ` y ¨ y ` 2z ¨ y.
Step 1. The following key estimate holds:
(3.4.4) z ¨ z ` y ¨ y ě `2n
`Qn
Pn
` Pn
Qn
´ 1˘.
We prove this using an optimization argument. Recall that one of the Di has area
close to 0, and the other has area close to 1{h2n`1. If D1 has area close to 0, then z is
subject to the area constraint
(3.4.5) z ¨ w “ `n.
Hence z ¨ z is minimized when z “ λw, where λ is a scalar satisfying
(3.4.6) λ “ `n
w ¨ w “ `n
Qn
Pn
so that
(3.4.7) z ¨ z “ `2n QnPn
Similarly, the same argument gives that if D2 has area close to 0, then y ¨y is minimized
when
(3.4.8) y ¨ y “ `2n PnQn .
Thus, if D1 and D2 both had area close to 0, then combining (3.4.7) and (3.4.8) would
give (3.4.4). The only difference when D1 has area close to
1
Qn
is that the right hand
side of (3.4.5) is smaller by 1Qn and analogously for D2. This will weaken our estimate
for z ¨ z ` y ¨ y. The difference is greatest when D2 has area close to 1Qn In this case,
the right hand side of the analog of (3.4.5) is smaller by 1Qn so that the right hand side
of the analog of (3.4.6) is smaller by 1Pn . Hence, the right hand side of the analog of
(3.4.8) is smaller by an amount that is bounded from below by
2`n
Pn
Qn
¨ 1
Pn
“ 2 ¨ `n
Qn
ă 2.
Since z ¨ z ` y ¨ y is an integer, we obtain (3.4.4).
Step 2. Completion of the proof.
Given (3.4.4), we can now prove the claim by using (3.4.3). We know that D1 and
D2 must intersect
`2n ´ z ¨ y
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times. By using (3.4.4) and (3.4.3), we get that z ¨ y is bounded from above by
κ :“ 12
ˆ
PnQn ´ `2n
`Qn
Pn
` Pn
Qn
˘˙` 12 .
Thus, the number of intersection points is bounded from below by `2n ´ κ. But P 2n `
Q2n ´ 7PnQn “ 9, which implies QnPn ` PnQn ą 7. Thus
2p`2n ´ κq ą 9`2n ´ PnQn “ 19ppPn `Qnq
2 ´ 9PnQnq “ 1.
Thus the intersection number is positive, as claimed. 
Proof of Proposition 3.4.1. For generic J on the blow up zCP 2, the classB is represented
by precisely 12 disjoint embedded curves Cα, 1 ď α ď 12. When we stretch the neck
via a generic family JR, R Ñ 8, of almost complex structures, we may choose an
increasing unbounded sequence Ri and choose labels for these B-curves so that, for
each α, the sequence pCiαqiě1 converges to some limiting building as i Ñ 8. In view
of Lemma 3.4.2, it suffices to show that for each splitting z, y of the constraints there
is at most one such sequence pCiαqiě1 whose limiting building has these constraints.
Suppose to the contrary that there were two such sequences. Then as we remarked
earlier for very large i we may cut the spheres Ci and C
1
i just above the neck in such a
way that the lower parts of these curves are unions D1iYD2i and D11iYD12i, where D1i
and D11i are compact curves with constraints z and boundaries that are both are very
close to β1, while D2i and D
1
2i have constraints y and boundaries very close to β2. But
Lemma 3.4.3 implies that for large i both intersections D1i X D12i and D11i X D2i are
nonempty. Since these are intersections of J-holomorphic curves, both intersections
are positively oriented. It follows that Ci ¨ C 1i ě 2. Since these curves both represent
the class B which has B ¨B “ 1, this is impossible. 
3.5. The case n “ 0. As in Remark 3.1.8, we take
(3.5.1) µ˚ “ 17
6
` ε1,
and start from the embedding
Φ : Ep1, 8` εq sãÑ CP 2p17
6
` ε1q,
defining X to be the completed complement of its image. The class B is now 3L´E1´
¨ ¨ ¨´E8, and we are interested in the structure of the top part CU of the limits of genus
0 representatives of B as the neck ΦpBEp1, 8 ` εqq is stretched. One main difference
from the case n ą 0 is that now CU must limit on the orbit set tpβ1, 8qu. Indeed, since
CU must have positive action it cannot be asymptotic to tpβ1, 1q, pβ2, 1qu; because its
action is ă 1 it cannot end on tpβ1, rqu, r ă 8; while if it were asymptotic to pβ2, 1q it
would by (2.2.29) have index 2p´1` 9´ 1´ 8q ă 0 which is also impossible.
On the other hand, it is now possible for CU to have two negative ends on the orbit
set tpβ1, 8qu. To see this, note that if CU has a single negative end on tpβ1, 8qu then, by
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Remark 2.2.3 (ii) the writhe bound in (2.2.16) is an equality, and one can use it together
with Proposition 2.2.2 to calculate that 2δpCU q “ 2, i.e. CU must have a double point.
On the other hand, the top part CAU of the building obtained from the exceptional
sphere in class A “ 3L´ 2E1´E2´ . . . E7 by stretching the neck BEp1, 8` εq must be
embedded. Therefore, CAU must have more than one end on tpβ1, 8qu; cf. Remark 3.5.4
below.
Here is our main result.
Proposition 3.5.1. When n “ 0 all representatives of B break into a building whose
top CU is connected and has negative end on the orbit set tpβ1, 8qu. There are at most
8 representatives with more than one end, and hence at least 4 with just one end.
The proof below shows that if CU has more than one end, it must have two ends
of multiplicities 1, 7, and that there are at most 8 such possibilities; cf. Remark 3.5.4.
Our main tool is a writhe calculation for neck components.
Lemma 3.5.2. When n “ 0, CU is connected and simple with negative end on tpβ1, 8qu.
Moreover, the bottom level CLL consists of eight disjoint and embedded components,
each with top pβ1, 1q and going through one constraint.
Proof. We saw above that CU must have negative end on tpβ1, 8qu. A curve of nonnega-
tive index in X of degree 1 has bottom end on tpβ1,mqu for m ď 2 while a similar curve
of degree two has bottom end on tpβ1,mqu for m ď 5. Hence CU must be connected,
and hence somewhere injective because gcdp3, 8q “ 1.
The bottom level CLL of the limiting building lies in the completed blown up ellip-
soid, has top on tpβ1, 8qu with grading 16 and goes through the constraints E1, . . . , E8.
Therefore, (2.2.32) implies that IpCLLq “ 0 “ indpCLLq. Therefore by Proposi-
tion 2.2.2, CLL is embedded with ECH partitions. Since p
``pβ1, 8q˘ “ p1ˆ8q, CLL
must have eight positive ends. But no component of CLL can have more than one
positive end because CU is connected and the original curve in class B has genus zero.
Hence CLL must have 8 components, which are disjoint, since their union has no double
points. 
Lemma 3.5.3. When n “ 0, CU has either one negative end or two negative ends of
multiplicities 1, 7. Moreover, in the latter case there is one double point in the neck
just before breaking.
Proof. Consider the part in the neck region of a stretched B-curve that is very close to
breaking into a curve with top CU . This neck part is a union of connected curve pieces
that for short we call components, one for each negative end of CU . By Lemma 3.5.2,
its bottom ends all have multiplicity one, i.e. they approximate the simple orbit β1.
We denote by Cnecks a component with one positive end very close to β
s
1, and therefore
s negative ends each of multiplicity 1. Consider the union Cneck :“ Cnecks1 Y Cnecks2
of two such neck components where s1 ď s2. Because CU and CLL are simple, we
may estimate the writhe w`pCneckq at the top of Cneck by using the writhe estimate
for the appropriate negative ends of CU (which is a lower bound), and the writhe
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w´pCneckq at its bottom by the formula for the positive end of CLL (which is an upper
bound). Thus at the positive end we have a1 “ s1, a2 “ s2 and p1 “ p2 “ 1 so
that w`pCneckq ě ps1 ´ 1q ` ps2 ´ 1q ` 2s1, while w´pCneckq ď 0 since each end has
ai “ 1, pi “ 0. Thus the adjunction formula gives
(3.5.2) 2δpCnecks1 Y Cnecks2 q ě 4´ 2´ ps1 ` s2q ` ps1 ´ 1q ` ps2 ´ 1q ` 2s1 “ 2s1,
i.e. there are at least s1 double points in the neck. More generally, if the bottom of
CU has r ends with multiplicities a1 ď a2 ď ¨ ¨ ¨ ď ar, then we have
(3.5.3) n ě pr ´ 1qa1 ` pr ´ 2qa2 ` ¨ ¨ ¨ ` ar´1
double points in the neck. Since we must have n ď 1 we find that r “ 2 and a1 “ 1 as
claimed. 
Proof of Proposition 3.5.1. Let us suppose that CU has two negative ends. By Lemma 3.5.2
these have multiplicities 1, 7, and the curve Cneck1 Y Cneck7 has one double point. We
claim that each neck component is embedded. (Recall these are components of our
curves mapping to the neck region just before breaking.) To see this, notice that the
right hand expression in formula (3.5.2) decomposes as a sum of three terms, the terms
2´ 1´ si`psi´ 1q that give lower bounds for 2δpCnecksi q and the term 2s1 that bounds
twice the intersection number of the components. Since there is at most one double
point, we must have 2δpCnecksi q “ 0 for each i.
To complete the argument, observe now that because there is a distinguished con-
straint that is attached to Cneck1 , there are eight ways to assign the constraints. More-
over, as in the proof of Proposition 3.4.1 given at the end of §3.4, for each such as-
signment there is at most one B-curve that is close to splitting in this way. To check
the latter statement, note that any two such distinct curves C,C 1 which are close to
splitting would have to intersect in the neck region in at least two points, namely
pC 1qneck1 XCneck7 and Cneck1 X pC 1qneck7 (which both consist of a single point by the cal-
culation above). But this is impossible because all intersections count positively (since
the curves are J-holomorphic) and B ¨B “ 1. 
Remark 3.5.4. (i) One can similarly study the possible splittings of the exceptional
sphere CA in class A “ 3L´ 2E1 ´ E2 ´ ¨ ¨ ¨ ´ E7. Again it must split along the orbit
set tpβ1, 8qu, but now the grading of this orbit set is smaller than the contribution to
the ECH index of the bottom constraint
ř
miEi “ 2E1 ` E2 ` ¨ ¨ ¨ ` E7; indeed, by
(2.2.32), this is 2
ř
im
2
i `mi.
Hence CLL cannot be simple: indeed it consists of a two-fold cover of a cover of a
component C1LL through E1 together with six other components through Ei, 2 ď i ď 7.
It is plausible that CA splits into a building whose top level has two negative ends of
multiplicities 1, 7, and that the component of CLL attached to C
neck
1 is C
1
LL and so
goes though α11, while the 7 components attached to the 7 negative ends of C
neck
7 go
through α11, . . . , α17. For in this case one can imagine that the bottoms of C
neck
1 and
Cneck7 are distorted by the attached copies of C
1
LL in such a way that the corresponding
neck components of an approximating A-curve no longer intersect. Although we do not
attempt to prove here that this is what happens, the fact that CLL is not simple does
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mean that the writhe calculation in Lemma 3.5.3 is no longer valid. This situation was
misunderstood in [HiK]; see [HiK2].
(ii) One can try to generalize this argument to ellipsoids of the form Ep1, 3k´1q, k ą 3.
One would now start from a curve in class B “ 3k´E1´ ¨ ¨ ¨ ´E3k´1, with genus zero
and δpBq “ 12pk ´ 1qpk ´ 2q double points, stretch the neck, and then hope to find
among the resulting buildings at least one whose top level is a genus zero trajectory
CU with just one negative end on β
3k´1
1 . One can argue as above that the top level of
each such building must have negative ends on the orbit set tpβ1, 3k ´ 1qu. However,
because B-curves have more double points, there are now more possibilities for the
partitions of 3k ´ 1 that occur. In particular the double points may not all lie in the
neck and so be detectable by looking at the distribution of the constraints; instead one
has to count the maximum number of curves CU for each possible partition of 3k ´ 1.
One can attempt to do this by considering analogs for the exceptional class A in (i)
above. For example, if k “ 4 the following classes (all with c1 “ 1 and B ¨ Ai “ 5) are
relevant:
A1 :“ 4L´ 2E1 ´ E2...10 A2 :“ 4L´ 2E12 ´ E3...9 with A21 “ 3, A22 “ 1
A3 :“ 4L´ 3E1 ´ E2...9 A4 :“ 4L´ 2E123 ´ E4...8 with A23 “ A24 “ ´1.
Here A3, A4 are classes of exceptional spheres, while A2 has one double point and A3
has three. This approach is barely possible when k “ 4 (though to make a proof one
would have to substantiate the claims in (i) above), and seems to show that there are
some trajectories CU with just one negative end. The argument uses the fact that
there are 620 B-curves, 12 A2-curves and 96 A1-curves through a generic set of points.
Since the genus zero Gromov–Witten invariant of the class B and the relevant classes
A grows very rapidly with k, this method does not seem feasible for large k. 3
3.6. The stabilization process. We conclude this section with a proof of the fol-
lowing sharpened version of Proposition 1.3.1, which gives conditions under which
embedding obstructions in dimension 4 persist under stabilization.
Proposition 3.6.1. Let Xµ˚,x be the completion of CP 2pµ˚qrΦpEp1, xqq, where x “
b` ε, where b “ pq for some relatively prime integers p, q and very small and irrational
ε ą 0. Suppose that for all sufficiently small ε ą 0 and generic admissible J there is
a genus zero curve C in Xµ˚,x with degree d, Fredholm index zero, and one negative
end on pβ1, pq, where gcdpd, pq “ 1. Then there is a constant Spd, xq such that for any
S ě Spd, xq, k ě 0, and µ ą 0, the existence of a symplectic embedding
(3.6.1) Ep1, x, S, . . . , Slooomooon
k
q sãÑ CP 2pµq ˆ R2k
implies that µ ě dp “ 3bb`1
Proof. This is proved by slightly extending the arguments given in [CGHi, §3,4,5] that
establish the corresponding result for the Fibonacci staircase b “ gn`2gn . We start from
the stabilized embeddingrΦ0 :“ Φˆ ι : Ep1, x, S, . . . , Sq sãÑ CP 2pµ˚q ˆ R2k
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where Φ is as in (1.3.1), µ˚ is given by (3.1.1) or (3.5.1), and ι is the obvious inclusion
on the last 2k-dimensions. Consider the space M 1 obtained by removing the ellipsoid
im prΦ0q and completing at the negative end. By the argument in [HiK, Lem. 3.1], any
embedding rΦ1 of r ¨Ep1, x, S, . . . , Sq into CP 2pµ˚q ˆR2k may be connected to rΦ0 by a
1-parameter familyrΦt : λptqEp1, x, S, . . . , Sq Ñ CP 2pµ˚q ˆ R2k, t P r0, 1s,
of embeddings, for a suitable function λptq P p0,maxpr, 1qs with λptq “ 1 for t near
0 and λptq “ r for t near 1. In particular, we may apply this to the embedding
(3.6.1), rescaled by µ˚µ . The idea is now to translate this family of embeddings into a
family of compatible almost complex structures on a fixed manifold, in order to find a
J-holomorphic curve that gives a constraint on µ.
To elaborate, choose an identification of the completed spaces obtained by removing
imprΦtq with pM 1, ω1tq, where ω1t is a suitable family of symplectic forms; we assume that
the identification is the identity outside CP 2pµ˚qˆB2kpT {2q for a suitably large T . We
consider the space J 1pT q of almost complex structures J on M 1 that are admissible for
some ω1t, and have product form outside CP 2pµ˚q ˆ B2kpT {2q with projection to R2k
equal to the standard complex structure. Our aim is to show that for generic J P J 1pT q
that is admissible with respect to ω11 there is at least one degree d curve in M 1 with a
single end on βp1 , since then the required bound comes from the positivity of its action.
We may enlarge T so that the monotonicity theory implies that every degree d
J-holomorphic curve lies inside CP 2pµ˚q ˆ B2kpT q, and then compactify M 1 at its
positive end, obtaining a family of symplectic manifolds pM,ωtq that are identified
with completions of subsets of CP 2pµ˚q ˆ CP kp2T q: see [HiK, Lemma 3.3].20
It therefore suffices to analyze curves in pM,ωtq for J P J pT q, where J pT q is the
obvious analog of J 1pT q. Because imprΦ0q and the symplectic form ω0 on M are in-
variant with respect to a suitable Tk-action that rotates the second factor R2k, there
is an ω0-compatible element JM P J pT q which is also Tk invariant and restricts to an
almost-complex structure JX on X. Thus, the initial curve C in X whose existence
we assume may be considered as an element of the moduli space MJM pM,dL, βp1q, of
somewhere injective genus zero curves of degree d and with one negative end on the
short orbit β1 of multiplicity p. The index formulas in [CGHi, Prop. 13] show that C
has index zero for any k; cf. [CGHi, Lemma 14] and (3.6.2) below. The proof then
consists of the following steps.
‚ We show that the moduli space ŤtPr0,1sMJtpM,dL, βp1q is compact, where Jt P
J , t P r0, 1s, is a generic path of almost complex structures.
‚ We show that the count of curves in MJM pM,dL, βp1q is positive.
The proposition then follows immediately: for more details see [CGHi, §5].
The compactness argument.
20In [CGHi], the divisor plineq ˆ CP kp2T q is removed from the target, one slightly distorts
CP 2pµ˚qrplineq to Epµ˚, µ˚` εq, and then completes M at its positive end as well. However, how one
treats the positive end makes no difference to the index calculations or stabilization arguments.
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Consider a generic 1-parameter family Jt P J pT q, t P r0, 1s, of almost complex struc-
tures on the completed p2k ` 4q-dimensional manifold M . There are two possibilities
for loss of compactness.
The first is convergence to a multiply covered curve in M . This can be excluded
using the fact that p and d are coprime by hypothesis. The other possibility is that
there is a limiting building C8. Any such limiting building has a top component in M
and lower levels in the symplectization BEp1, x, S, . . . , Sq ˆ R. To deal with this case
we argue much as in [CGHi], the crucial point being that the limiting building must
have index zero. It is convenient to think of C8 as a union of matched components (see
Definition 3.3.2) as follows. We first match all possible curves in symplectization levels.
This defines a single component21 C˚ with a negative end on βp1 , and other matched
components in the symplectization with no negative ends. We then group the curves
in C8rC˚ into matched components; in other words, we match each symplectization
component with any compatible curves impuiq in M forming larger components. We
define the index of a matched component to be the sum of the deformation indices
of the constituent curves minus the dimension of the orbit spaces where matching
occurs (for ends asymptotic to covers β1 or β2 this dimension is just 0, otherwise
it is 2pk ´ 1q, the dimension of the Morse-Bott family). By the index formulas for
curves in symplectizations, the Fredholm index of any component formed by joining
curves in symplectizations can be calculated as if the component was a curve in a
single level, since the contributions to the Fredholm index of pairs of matching ends in
symplectizations cancel. Similarly, if the component contains curves in the top level,
then we can calculate its index as though all its components were in the top level.
We begin with the following.
Lemma 3.6.2. If k ě 1, S ě Spd, xq is sufficiently large and the path Jt is generic,
then any curve in the limiting building C8 that lies in M has the following properties.
‚ Any ends on BEp1, x, S, . . . , Sq must be asymptotic to covers of β1 or β2;
‚ Every end must have multiplicity less than S{x.
Proof. In addition to β1 and β2, we have a Morse-Bott orbit γ. To prove the first bullet
point, it suffices to consider irreducible somewhere injective curves. Since Jt is generic,
any irreducible somewhere injective curve C in C8 asymptotic to γ has index ě ´1,
and hence (because all indices are even) index ě 0. If C has degree d1, ends on βri1
for 1 ď i ď n1, on βsj2 for 1 ď j ď n2, and on γt` for 1 ď ` ď n3, we find using the
discussion following (2.2.35) that
21 This is called S0 in [CGHi].
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indpCq “ pk ´ 1qp2´ n1 ´ n2 ´ n3q ` 6d1 ´
n1ÿ
i“1
´
2ri ` p2tri{xu` 1q ` kp2tri{Su` 1q
¯(3.6.2)
´
n2ÿ
j“1
´
2sj ` p2tsjxu` 1q ` kp2tpsjxq{Su` 1q
¯
´
n3ÿ
`“1
´
2t` ` p2tt`Su` 1q ` p2tt`S{xu` 1q ` pk ´ 1qp2t` ´ 1q
¯
.
We must have d1 ď d, and, if there are any ends on γ, the term tt`Su ě tSu is large
while the very first term combined with the final term in the sum over ` together give
a nonpositive contribution.
Therefore if S ě 3d the right hand side of (3.6.2) must be negative if C has any ends
on γ. This gives a contradiction.
Similarly, from (3.6.2) no irreducible somewhere injective curve of degree d1 in C8 can
have ends of multiplicity more than 3d1. Since an arbitrary degree d1 curve is a sum of
mi-fold covers of irreducible somewhere injective degree di curves, where
ř
midi “ d1,
the maximum multiplicity of an end of such a curve is
ř
imi3di “ 3d1 ď 3d which is ă Sx
if S ě Spd, xq :“ maxp3xd2, 3dq “ 3xd2. Therefore we may take Spd, xq “ 3xd2. 
The first point in the next lemma is a slight generalization of [CGHi, Lemma 18].
Note that the proof uses the fact that we consider curves with bottom multiplicity p
rather than a more general m.
Lemma 3.6.3. As above, let C˚ be the unique matched component of C8 in the sym-
plectization with a negative end on βp1 , and suppose that S ě Spx, dq Then indexpC˚q ě
0 with equality if and only if C˚ is an unbranched cover of a trivial cylinder over β1,
and hence has one positive end of multiplicity p.
Proof. Every positive end of C˚ is matched by the negative end of some curve in C8
that lies in M . Hence, because S ě Spd, xq Lemma 3.6.2 shows that C˚ has no ends
on the Morse–Bott orbit γ.
Suppose that the positive ends of C˚ are asymptotic to βri1 , 1 ď i ď n1, and βsj2 , 1 ď
j ď n2. Then by [CGHi, Prop. 17] and [CGHi, Lemma 18] (see also the discussion after
(2.2.35)), we have
1
2 indexpC˚q “ ´1` n1 ` n2 `
n1ÿ
i“1
pri ` tri
x
uq `
n2ÿ
j“1
psj ` tsjpxquq ´ p´ tp
x
u(3.6.3)
“
ÿ
pri ` rri
x
sq `
ÿ
psj ` rsjxsq ´ p´ rp
x
s.
As C˚ has nonnegative area, we have
ř
ri `řxsj ě p. Henceÿ
ri `
ÿ
rxsjs ě p,(3.6.4)
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and ÿ
r
ri
x
s`
ÿ
sj ě r
ÿ ri
x
s`
ÿ
sj ě rp
x
s.(3.6.5)
These estimates establish the inequality.
Since x is irrational,
ř
rxsjs ą xsj whenever sj ‰ 0. Therefore, because ř ri `ř
xsj ě p, there is equality in (3.6.4) only if sj “ 0 for all j and ři ri “ p. As for the
second estimate, first observe that because x “ pq ` ε, we have r px s “ q, so that r px s is
just larger that px . On the other hand if r ă p, then rb R Z so that r rx s is significantly
larger than rx . Hence there is equality in (3.6.5) only if n1 “ 1 and r1 “ p. 
We now complete the compactness argument by dividing into cases.
Case 1: C˚ has positive index. In this case, Lemma 3.6.3 implies that at least one
matched component of the building C8rC˚ has negative index. But this is ruled out
by the next lemma.
Lemma 3.6.4. Let C be a matched component of the limiting building C8rC˚. Then
indpCq ě 0, with equality only if C consists of a single curve (hence with a single
negative end matched with C˚).
Proof. We first recall some index formulas. It follows from [CGHi, Prop. 17] that if
S ě Spd, xq and v is a connected curve in the symplectization BEp1, b`ε, S, . . . , SqˆR
with n1 ` n2 positive ends on βri1 , 1 ď i ď n1, and on βsj2 , 1 ď j ď n2, and no negative
ends, then
(3.6.6) 12 indpvq “ k ´ 1` n1 ` n2 `
n1ÿ
i“1
`
ri ` tri
x
u
˘` n2ÿ
j“1
`
sj ` tsjxu
˘
,
where k ě 0 is the stabilization dimension22. In particular, this index is always positive.
(This index formula can be obtained using the observations after (2.2.35); notice that
t rjS u “ t sjxS u “ 0 by the second claim in Lemma 3.6.2.)
Further, if impuq is a curve in M with degree d1 and negative ends on βri1 for 1 ď
i ď n3 and negative ends on βsj2 for 1 ď j ď n4, then similarly by23 [CGHi, Prop. 13],
(3.6.7) 12 indpuq “ k ´ 1` 3d1 ´ kpn3 ` n4q ´
n3ÿ
i“1
pri ` tri
x
uq ´
n4ÿ
j“1
psj ` tsjxuq.
If u is an m-fold multiple cover of a curve ru with degree rd and negative ends on βri1
for 1 ď i ď rn3 and negative ends on βrsj2 for 1 ď j ď rn4, then we have d1 “ mrd,
22 Note that k “ N ´ 2 in the notation of [CGHi].
23 Note that this index is the same as the index of a curve with ` positive ends, each of multiplicity
one, on the larger orbit of BB4pµ˚, µ˚ ` ε1q ˆ CP kp2T q.
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ri “ mřri and ř sj “ mřrsj . Therefore using equation (3.6.7) we obtain
1
2 indpuq ´ m2 indpruq “ pk ´ 1qp1´mq ´ kpn3 ` n4 ´mrn3 ´mrn4q(3.6.8)
´
n3ÿ
i“1
t
ri
x
u´
n4ÿ
j“1
tsjxu`m
rn3ÿ
i“1
t
ri
x
u`m
rn4ÿ
j“1
trsjxu.
We now divide C into the unique curve u with a negative end matching C˚ and a
collection of connected planar components. Such planar components necessarily have
strictly positive index. (Indeed, the matched index is given by (3.6.6) in the case where
there is just one positive end, perhaps with an additional positive contribution if the
matched component intersects M and hence has positive degree.)
Suppose that u is a multiple covermru for somem ą 1. Assume first that u is attached
to C˚ along βr11 . Since all the other ends of u are matched by planar components in the
symplectization, we may combine the indices of planar components calculated using
(3.6.6) with the formula (3.6.8) for the multiply covered curve and use the fact that
indpruq ě 0 to obtain
1
2 indpCq ě pk ´ 1qp1´mq ´ kpn3 ` n4 ´mrn3 ´mrn4q(3.6.9)
´
n3ÿ
i“1
t
ri
x
u´
n4ÿ
j“1
tsjxu`m
rn3ÿ
i“1
t
ri
x
u`m
rn4ÿ
j“1
trsjxu
` pn3 ´ 1qk `
n3ÿ
i“2
pri ` tri
x
uq ` kn4 `
n4ÿ
j“1
psj ` tsjxuq
“ pk ´ 1qp1´mq ´ k ` kmprn3 ` rn4q
`
n3ÿ
i“2
ri ´ tr1
x
u`
n4ÿ
j“1
sj `m
rn3ÿ
i“1
t
ri
x
u`m
rn4ÿ
j“1
trsjpxqu.
Since rn3 ` rn4 ě 1, we see that
1
2 indexpCq ě pm´ 1q `
n3ÿ
i“2
ri `m
rn3ÿ
i“1
t
ri
x
u´ tr1
x
u ě
n3ÿ
i“2
ri `m
rn3ÿ
i“1
r
ri
x
s´ rr1
x
s.
Now the end, say βr11 , of ru that is covered by the end of u asymptotic to βr11 satisfies
mr1 ě r1. Therefore
m
rn3ÿ
i“1
r
ri
x
s ě rm
rn3ÿ
i“1
ri
x
s ě rr1
x
s
which implies that indexpCq ě 0. Moreover, indpCq ą 0 unless rn3 “ n3 “ 1, rn4 “ 0
and r1 “ mr1, i.e. unless u has just one negative end of multiplicity r1, in which case
it is the unique curve in C.
If u is attached to C˚ along β2, then the same argument shows that indpCq ě 0,
with equality only if C has one negative end. 
48 DAN CRISTOFARO-GARDINER, RICHARD HIND, AND DUSA MCDUFF
This completes the proof of compactness in Case 1.
Case 2: C˚ has index 0. In this case, Lemma 3.6.3 shows that C˚ is a multiple
cover of β1 with just one positive end. Then, if the limit C8 is nontrivial, there
must be other nontrivial curves in the symplectization, which implies that the top of
end of C˚ must attach to a curve impuq with more than one negative end. But by
Lemma 3.6.4 a component C containing such impuq must have positive index. Since
again no component has negative index, this scenario is impossible.
This completes the proof of the compactness argument.
The counting argument. This is proved much as in [CGHi, §3]. There are two
steps here. We identify M with the completion of the complement of imprΦ0q so that
it supports a Tk action, and consider the space J Tkreg of all Tk-invariant and admissible
almost complex structures on M for which all somewhere finite action curves in both
X and M are regular. One shows first that
‚ J Tkreg is nonempty; and second that
‚ when J P J Tkreg the count of J-holomorphic curves in MJpM,dL, βp1q is nonzero.
The second step (Proposition 10 in [CGHi]) is proved as in [CGHi, §3.1]. The idea is
this: since J is Tk-invariant and the elements of MJpM,dL, βp1q have index zero, the
elements of this moduli space must lie in the 4-dimensional manifold X, so that one
can appeal to Wendl’s automatic transversality results. In our case this argument is
slightly easier than in [CGHi] since our curves have no positive ends.
To establish the first step (Proposition 11 in [CGHi]), one first notes that it is
immediate provided that there is J P J Tkreg such all elements in MJpM,dL, βp1q that do
not lie entirely in X are orbitally simple (i.e. intersect at least one Tk orbit exactly
once transversally), since then standard methods allow one to find an Tk-invariant and
regular perturbation of J . To show that there is a suitable J one considers a second
neck stretching as in [CGHi, §3.2], this time along a product surface
Σ “ Φ`Bp1` δqEp1, xq˘ˆ CP kp2T q
in M . (Thus, one extends the initial embedding Φ : Ep1, xq Ñ CP 2pµ˚q to a slightly
larger ellipsoid, extends it trivially to the product, and then stretches by an amount
K along the corresponding product boundary Σ.) We consider Tk-invariant almost
complex structures JK on M that are products both near and outside the region
bounded by Σ, so that when one stretches the neck the top level is a product that we
denote X 1 ˆ CP kp2T q while the rest is a (possibly multi-level) cobordism from Σ to
the ellipsoid BE 1 :“ rΦpBEp1, x, S, . . . , Sqq.
If for some K all JK-holomorphic curves CK in MJK pM,dL, βp1q are orbitally simple,
then we are done. Hence we only need to consider the case when there is a sequence
of non-orbitally simple curves CK for K Ñ8. In this case there is a limiting building
C8, whose top level Ctop lies in X 1 ˆ CP kp2T q. Consider the projection C 1 of Ctop
to the 4-dimensional space X 1. By construction, C 1 is the limit of the projection to
X 1 of (pieces of) non-orbitally simple curves, and so has at least one multiply covered
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component. We must show that this is impossible. The argument used to prove this
in [CGHi, Prop. 12] does not generalize since it exploits the fact that in their case C 1
has essentially zero action. However, it is possible to prove this in our more general
situation by using Lemma 3.6.4.
The projected curve C 1 cannot consist of a single component with end on the orbit
set tpβ1, pqu which is an m-fold cover for m ą 1, because then it would have to have
degree d and we are assuming that gcdpp, dq “ 1.
Therefore the limiting building C8 is nontrivial, i.e. it cannot consist just of an
index zero cylindrical cover of β1 (in the cobordism from Σ to the negative end of M)
together with a single component in X 1 ˆ CP kp2T q. We now argue much as in the
compactness argument.
Note first that the index arguments used above can be adapted essentially with-
out change. Indeed, although Σ – B`p1 ` δqEp1, xq˘ ˆ CP kp2T q is different from
BEp1, x, S, . . . , Sq, the index formulas for curves positively asymptotic to the orbits
β1, β2 on Σ are the same as they are for BEp1, x, S, . . . , Sq, as one sees by comparing
the formulas in Propositions 13 and 17 in [CGHi]. Similarly, the contribution to the
index of negative ends on Σ is just as in (3.6.7), except that the index has an addi-
tional positive contribution of 2kpn3 ` n4q (see Proposition 15 in [CGHi]) which takes
into account the fact that the negative ends lie on the product Σ so that each end
lies in a 2k-dimensional family. However, this additional contribution is cancelled out
by the fact that when we match ends in this Morse-Bott situation we must subtract
2k. Therefore we may calculate the indices of matched components just as before. In
particular, if we define C˚ to be the component of C lower with bottom end on βp1 , then
Lemma 3.6.3 and Lemma 3.6.4 both hold. Therefore all the components of C8rC˚
have nonnegative index, and have positive index if they have more than one negative
end. In particular, if the building is nontrivial, either C˚ or some component of C8rC˚
has positive index. But this is impossible.
Together, these two steps complete the proof of Proposition 3.6.1. 
Remark 3.6.5. (i) One might try to generalize Proposition 3.6.1 by considering curves
of genus zero C with one negative end on βm1 where m is chosen so that the index is
zero. Thus, if C has degree d we assume gcdpd,mq “ 1 and 3d “ m ` rmxs; see
(1.3.3). However, in this case Lemma 3.6.3 might fail, so that compactness does not
hold. For example, if one can decompose d “ d1 ` d2 and m “ m1 `m2 in such a way
that mi ` rmixs “ 3di for i “ 1, 2, then a curve in M of degree d and one negative
end on βm1 might split into a nontrivial building whose top has two components of
degrees d1, d2 and bottom (in the symplectization) has two positive ends of multiplicities
m1,m2. In such a case, we would have rm1x s ` rm2x s “ rm1`m2x s so that the curve in
the symplectization as well as the two components in M all have index zero. As an
example, take x “ 558 , m1 “ 5,m2 “ 18 and d1 “ 2 and d2 “ 7.
(ii) We claim that the statement of Proposition 3.6.1 also holds if there is a curve in
the moduli space MpXµ˚,x, dL, β3p1 q where x “ b ` ε “ pq ` ε, provided we assume
that each of the pairs pp, qq, pd, 3pq and p3, p ` qq is mutually prime. By (1.3.3), the
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index condition then implies that d “ p ` q so that we again get the sharp bound
ckpbq ě 3dp “ 3bb`1 .
To prove the claim we must first establish compactness. First of all, any curve in this
moduli space cannot be multiply covered, since d and 3p are coprime, and similarly
convergence to a multiply covered curve in M can be excluded. For the rest of the
argument, the key ingredients Lemmas 3.6.2 and 3.6.4 hold as before, but in the case
of equality in Lemma 3.6.3 we can only conclude that C˚ is a branched cover of the
trivial cylinder over β1, with a single negative end of multiplicity p and positive ends
which have multiplicities r1p, . . . , rn1p where
řn1
i“1 ri “ 3. But in the case when C˚ is
branched, that is when n1 ą 1, the remainder of the limiting building consists of n1 ą 1
matched planar components of degrees d1, . . . dn1 , each attached to one of the top ends
of C˚. By Lemma 3.6.4, each such component has nonnegative index, and hence all
must have index 0. But if n1 ą 1 then at least one ri “ 1, and the corresponding degree
di must then satisfy 3di “ p` q, contradicting our assumption that gcdp3, p` qq “ 1.
The compactness then follows as before. A similar argument applies to the building in
the counting argument and this proves the claim.
More generally, this argument proves the following.
Proposition 3.6.6. Suppose that for some triple pd, x,mq there is a genus zero curve
in Xµ˚,x of degree d, index zero, and with one negative end on β
m
1 . Suppose further
that there are no decompositions d “ řni“1 di,m “ řn1“1mi, with n ą 1 and di ą 0 for
all i, and such that
3di “ mi ` rmi
x
s @i.
Then ckpxq ě dm .
To prove compactness here, we first observe that the hypothesis excludes the possi-
bility that the moduli space MpXµ˚,x, dL, βm1 q contains an n-cover of an index 0 curve
for some n, because such a cover would give rise to a decomposition with mi “ mn and
di “ dn for all i. Further, in this general situation, equality in Lemma 3.6.3 only implies
that C˚ is a branched cover of the trivial cylinder, with no restrictions on the positive
ends except that their multiplicities mi must satisfy the condition 3d “ řipmi` rmix sq.
However Lemma 3.6.4 again implies that the remaining planar components have index
0, and our hypotheses precisely exclude this if C˚ has multiple positive ends.
Notice that in such a situation the inequality ckpxq ě dm is in general no longer sharp.
(iii) Proposition 3.6.1 implies that we can prove that ckpmq “ 3mm`1 for an integer of
the form 3d´ 1 by finding a curve of degree d and single end on β3d´11 on the ellipsoidBEp1, 3d´ 1q. However, to find suitable obstructions at the other integers we need to
use the generalizations in (ii) above. For example, to show that ckp7q “ 218 it would
suffice to find a degree 8 curve in the completion of CP 2pµqrΦpEp1, 7 ` εqq with one
end on β211 . Constructing such curves is the subject of ongoing work.
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4. The case when CL has connectors.
We now assume that the limiting building C8 has connectors (see Definition 3.3.2),
and denote by D12 the union of all the matched components of CL that contain a
connector. This section is devoted to showing that there is at most one representative
of B that is close to breaking into a building with D12 nonempty. This result is stated
in §4.5 as Proposition 4.5.1; its proof is at the end of §4.5.
We recall that if C8 has a connector then CU has negative end tpβ1, `nq, pβ2, `nqu,
and moreover, by Proposition 3.2.2, any curve in the upper level has negative end on
the orbit set tpβ1,mq, pβ2,mqu for some positive integer m. It is relatively easy to find
a model candidate CM for the connector (see Lemma 4.4.2), and to show that there
is at most one B-curve that could limit on a building with connector CM (see §4.5).
What is difficult is to show that there is no other possible breaking with a connector.
To this end, we begin by formulating in Proposition 4.1.4 a fundamental inequality
that translates the information on I, ind and writhe (which are all integers) that
is contained in the index inequality (2.2.14) into numerical terms that are easier to
calculate and manipulate. For example, the quantity ApCq in (2.2.14) that is a count
of lattice points is converted via Pick’s formula into a sum of terms Apθ, sq that are
areas. This formula uses the fact the constraints on CL as well as the symplectic form
come from related weight expansions and so have simple numerical descriptions. In
§4.2, we use the special arithmetic properties of the numbers bn to gain information on
the relevant areas Apθ, sq.
The next step is to use the fact that, because the total action of CL is (approximately)
1
Qn
, all but one of its constituent curves have low action and so are ‘light’; the connected
curve with nontrivial action is called heavy. The heavy curve cannot be multiply
covered, since all connected curves in CL have action that is (approximately equal
to) some multiple of 1Qn , so that its properties can be analyzed using the machinery
developed in §4.1 and §4.2. In §4.3 we prove basic facts about light and heavy curves,
including the fact that the heavy curve is in the lowest level and must go through all the
constraints on the last block. Proposition 4.4.1 then shows that the heavy curve must
be a connector with the same constraints and asymptotics as the model CM . The rather
elaborate proof compares the ECH and Fredholm indices, again using Proposition 4.1.4
and the arithmetic properties of the numbers bn. The argument is completed in §4.5.
4.1. The fundamental estimate. The basic estimate needed for the proof of Propo-
sition 4.5.1 is given by Proposition 4.1.4 below. To state it, we need to introduce some
notation.
Definition 4.1.1. Given a pair pθ, tq, where θ is an irrational number and t is a
positive integer, we define Apθ, tq to be the area of the region in the first quadrant
formed by the line y “ θx, the vertical line from pt, ttθuq to pt, tθq, and the maximal
concave lattice path starting at the origin, ending at pt, ttθuq, and staying below the line
y “ θx.
The significance of Apθ, tq to our problem is given by the following.
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Lemma 4.1.2. Let γ be an elliptic orbit with monodromy angle θ, and let r be the
length of p`θ ptq. Then
(4.1.1) 2Apθ, tq “ θt2 ´ grpγtq ` t` ttθu` r.
Proof. Let Mpθ, tq be the area underneath the maximal concave lattice path. Then
(4.1.2) Apθ, tq “ 12θt2 ´Mpθ, tq.
We can compute Mpθ, tq by using Pick’s theorem. It is the area of a region R with
grpγtq
2 ` 1 total lattice points and r` t` ttθu lattice points on the boundary. Hence by
Pick’s theorem (cf. (2.2.18)), we have
(4.1.3) 2Mpθ, tq “ grpγtq ´ t´ r ´ ttθu.
The lemma follows from this together with (4.1.2). 
Given a preglued holomorphic building C, we now define a vector diffC that will be
important in our estimates. To motivate its definition, recall that for any vectors z, w
the quantity z ¨ z is minimized subject to the constraint
(4.1.4) z ¨ w “ κ
if z “ λw, where
λ “ κ
w ¨ w.
Now let rCs be any homology class in H2ppEn, α,Hq corresponding to a preglued holo-
morphic building C. As explained in §3.4,24 we can identify the class rCs with a vector
z. Then if w “ wpbnq, the weight vector of bn, the symplectic area of the constraints
is given by z ¨ w, modulo an arbitrarily small error caused by the fact that we cannot
completely fill the ellipsoid by balls. Now consider the vector
(4.1.5) diffC :“ λw ´ z, where λ :“ κ
w ¨ w, κ :“ z ¨ w.
Then w ¨ diffC “ 0, so that
(4.1.6) z ¨ z “ pλw ´ diffCq ¨ pλw ´ diffCq “ λ2w ¨ w ` diffC ¨diffC .
Since some of the quantities in our estimates are exact, while others are only ap-
proximate it will be convenient to introduce the following notation.
Definition 4.1.3. If A1pεq, A2pεq are quantities that depend on a finite number of
arbitrarily small constants εi ą 0, then we write
A1pεq ďδ A2pεq
if for all δ ą 0 we have A1pεq ´ A2pεq ă δ for all sufficiently small ε, ε1. Further, we
write
A1pεq ąδ A2pεq
24Our notation is such that this vector does not include the asymptotics of rCs; it just records the
coefficients along the exceptional classes.
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if there is δ0 ą 0 so that A1pεq ´ A2pεq ą δ0 for all sufficiently small εi. Further we
write A1pεq “ε A2pεq if A1, A2 are continuous functions of the small parameters εi that
are equal when all εi “ 0.
Note that the properties ďδ and ą δ are mutually exclusive; that is, it is impossible
that A1pεq ďδ A2pεq and also A1pεq ąδ A2pεq.
We can now state the crucial estimates. To simplify the notation for what will follow,
define
θn :“ bn ` εn, rθn :“ 1{θn,(4.1.7)
where εn is small and irrational. We will apply this result when s, t ď `n, so that the
quantity sPn ` tQn on the RHS of (4.1.9) is at most `np 1Pn ` 1Qn q, which by (2.1.9) is a
decreasing sequence that converges to 1. Thus this RHS is approximately 3.
Proposition 4.1.4. Let C be a connected somewhere injective curve in pEn, asymptotic
to tpβ1, sq, pβ2, tqu. Then:
‚ If C has low action, we have
(4.1.8) 2Aprθn, sq ` 2Apθn, tq ` diffC ¨ diffC ďδ 1.
‚ Otherwise,
(4.1.9) 2Aprθn, sq ` 2Apθn, tq ` diffC ¨ diffC ďδ 1` 2p s
Pn
` t
Qn
q.
Proof. Let z “ rCs. We prove Proposition 4.1.4 in several steps.
Step 1: Applying the (improved) index inequality
By Proposition 2.2.2, we have
(4.1.10) IpCq ´ 12 indpCq ě IpCq ´ indpCq ě 2ApCq
where ApCq is a certain count of lattice points. We also have
(4.1.11) 12 indpCq “ ´1` n1 ` n2 `
n1ÿ
i“1
tsirθnu` n2ÿ
j“1
ttjθnu` s` t´ z ¨ 1,
where ps1, . . . , sn1q is the partition of s given by the ends of C, and pt1, . . . , tn2q is the
partition of t. In addition, by (2.2.25) and (2.2.32) we have
(4.1.12) IpCq “ 2st` grpβs1q ` grpβt2q ´ z ¨ z ´ z ¨ 1.
We can substitute for grpβs1q and grpβt2q in (4.1.12) using (4.1.1) to get
(4.1.13)
IpCq “ ´2Aprθn, sq´2Apθn, tq`s`r1`tsrθnu`t`r2`ttθnu`pθnt2`rθns2`2st´z¨zq´z¨1,
where r1, r2 are the number of ends in the ECH partitions.
Step 2: Estimates
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Let us first suppose that C has symplectic area (approximately) 1Qn . Then because
the orbit β1 has action 1, while β2 has action θn “ε PnQn , we have
ωpCq “ε s` tθn ´ z ¨ w “ε 1
Qn
.
so that by (4.1.5) we have
κ “ z ¨ w “ε s` tθn ´ 1
Qn
.
Since w ¨ w “ PnQn “ε θn we obtain from (4.1.6) that
λ “ κ
w ¨ w “ε s
Qn
Pn
` t´ 1
Pn
,
z ¨ z ěδ θnt2 ` rθns2 ` 2st´ 2
Qn
psrθn ` tq ` diffC ¨diffC .
Moreover, we can improve this to
z ¨ z ěδ θnt2 ` rθns2 ` 2st` diffC ¨ diffC
in the case where C has low action.
Substitute this into (4.1.13) to get
(4.1.14)
IpCq ěδ 2Aprθn, sq`2Apθn, tq`s`r1`tsrθnu`t`r2`ttθnu´z¨1` 2
Qn
psrθn`tq´diffC ¨ diffC .
with the improvement to
IpCq ěδ 2Aprθn, sq ` 2Apθn, tq ` s` r1 ` tsrθnu` t` r2 ` ttθnu´ z ¨ 1´ diffC ¨ diffC .
in the low action case. Now substitute (4.1.14) and (4.1.11) into (4.1.10). This gives
1´ 2Aprθn, sq ´ 2Apθn, tq ´ diffC ¨ diffC ` 2
Qn
psrθn ` tq ` pr1 ´ n1q ` pr2 ´ n2q
` ptsrθnu´ n1ÿ
i“1
tsirθnuq ` pttθnu´ n2ÿ
i“1
ttjθnuq ěδ 2ApCq,
(4.1.15)
with the improvement to
1´ 2Aprθn, sq ´ 2Apθn, tq ´ diffC ¨ diffC `pr1 ´ n1q ` pr2 ´ n2q
` ptsrθnu´ n1ÿ
i“1
tsirθnuq ` pttθnu´ n2ÿ
i“1
ttjθnuq ěδ 2ApCq,(4.1.16)
in the low action case.
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Step 3: We prove
2ApCq ě maxpr1 ´ n1, 0q `maxpr2 ´ n2, 0q`(4.1.17)
ptsrθnu´ n1ÿ
i“1
tsirθnuq ` pttθnu´ n2ÿ
j“1
ttjθnuq.
Proof. Recall from (2.2.13) that
ApCq “ ACpβ1, sq `ACpβ2, tq “ 2LpΛCq ` bpΛCq
is a certain count of lattice points. Consider ACpβ1, sq. Denote the concave path
determined by the ends of C at β1 by ΛC , and let Λ be the path determined by the
partition conditions. Counting in the vertical line x “ s gives ptsrθnu ´ řn1i“1tsirθnuq
lattice points that contribute to LpΛCq.
Further, if any part of the paths Λ and ΛC are geometrically the same (though
perhaps with different subdivisions), then the maximality of the ECH path implies
that it has at least as many vertices as ΛC , so that any extra vertices on this part of Λ
are interior lattice points that contribute to the term 12bpΛCq in (2.2.12). On the other
hand any vertex in Λ that does not lie on ΛC contributes to the term LpΛCq. Therefore
the vertices of Λ that do not lie on the line x “ s and are not vertices of ΛC contribute
at least maxpr1 ´ n1, 0q to 2ApCq. Combining this with the analogous analysis for β2
gives (4.1.17). 
Step 4: Completing the proof
Combine (4.1.17) with (4.1.15) to get
1´ 2Aprθn, sq ´ 2Apθn, tq ` 2
Qn
psrθn ` tq ´ diffC ¨diffC ěδ 0.
In the low action case, combine (4.1.17) with (4.1.16). This gives
1´ 2Aprθn, sq ´ 2Apθn, tq ´ diffC ¨ diffC ěδ 0.
Since 1Qn psrθn ` tq “ε sPn ` tQn , this proves Proposition 4.1.4. 
Remark 4.1.5. Although we will not use this in the current paper, we note here that
the bounds in Proposition 4.1.4 can be improved if any segment of the concave paths
ΛC at the ends of C does not lie on a maximal concave path. Specifically, we can
define quantities ACpθ˜n, sq, ACpθn, tq analogously to Apθ˜n, sq, Apθn, sq, but using the
concave path ΛC formed from the ends of C instead. By maximality of the partition
path, we always have ACpθ˜n, sq ě Apθ˜n, sq, ACpθn, tq ě Apθn, tq; moreover, the proof of
Proposition 4.1.4 shows that as in (4.1.8)
2ACpθ˜n, sq ` 2ACpθn, tq ` diffC ¨ diffC ďδ 1
for low action curves, and similarly for (4.1.9). To see this, assume first that at the end
β2 the paths Λ and ΛC have no common segments, and let i be the number of lattice
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points lying strictly between them. Then
2ACpβ2, tq “ 2r2 ´ 2` 2
`
ttθu´
ÿ
j
ttjθu
˘` 2i` bΛ,
while Pick’s Theorem gives
2ACpθn, tq ´ 2Apθn, tq “ r2 ` n2 ` b`
`
ttθu´
ÿ
j
ttjθu
˘` 2i´ 2
“ 2ACpβ2, tq ´ r2 ` n2 ´
`
ttθu´
ÿ
j
ttjθu
˘
.
This equality still holds if the paths Λ and ΛC do have common segments. Indeed,
in this case the convexity condition implies that these occur at the beginning of the
paths. By additivity, it therefore suffices to consider the case when the two paths are
geometrically the same. But in this case the left hand side is clearly zero, while the
right hand side also vanishes because 2ACpβ2, tq “ bΛ “ r2 ´ n2 by the maximality
condition on ECH partitions. Now substitute this, together with the analogous identity
for θ˜n, in the inequalities (4.1.16) and (4.1.15) to obtain the strengthened versions of
(4.1.8) and (4.1.9).
4.2. Area estimates. In order to understand the asymptotics of the connector, we
now establish the following estimates for the area Apθ, tq defined in (4.1.2). The con-
nector has top on the orbit set tpβ1, squ, tpβ2, tqu where 0 ă s, t ă `n. Proposition 4.1.4
shows that the areas Apθ, ¨q at these ends must be rather small. As we explain in more
detail in Lemma 4.2.2 below, these areas are closely related to the partition conditions
and hence to best lower approximations to θ. We saw in Example 2.1.9 that the lower
convergents to θn have denominators tk, 0 ď k ď n ´ 1. Further the best approxi-
mations for θn from below whose denominator t satisfies `n´1 ă t ă `n are given by
the semiconvergents c2n´2 ‘ rc2n´1 “ r6, p1, 5qn´1, 1, rs for 1 ď r ă 6. These have
denominators tn´1 ` r`n´1. In particular tn “ tn´1 ` 5`n´1, while `n “ tn´1 ` 6`n´1.
The following proposition summarizes the results we shall need when n ą 1. (For
the case n “ 1, see Example 4.2.5.) Recall the notation ďδ,ăδ from Definition 4.1.3.
Proposition 4.2.1. Let n ą 1.
(i) We have 2Apθn, tq ąδ 5τ4 ą 0.729 for all t ă `n.
(ii) If 2Apθn, tq ă 2.67 and `n ą t ą tn, then t “ tn ` tk for some k ă n. In this
case, 2Apθn, tq ěδ 1.39` 5τ4 ą 2.11.
(iii) 2Apθn, tnq ě 1.39.
(iv) 2Apθn, tn ` tn´1q ěδ 2.52
(v) If tn ´ 2`n´1 ă t ă tn and t ‰ tn ´ `n´1, then 2Apθn, tq ěδ 1.39` 5τ4 ą 2.11.
(vi) 2Apθn, tn ´ `n´1q ěδ 1.39.
(vii) 2Aprθn, sq ąδ 748 for all 1 ď s ă `n.
(viii) 2Aprθn, `n´1q “ 8`n´1Pn ăδ 8στ4 .
(xi) If 2Aprθn, sq ă 724 for some 1 ď s ă `n then s “ `k for some 1 ď k ă n.
THE GHOST STAIRS STABILIZE TO SHARP SYMPLECTIC EMBEDDING OBSTRUCTIONS 57
We prove the proposition in several steps. As a first step, we investigate the rela-
tionship of the area Apθ, tq with the partition conditions.
Lemma 4.2.2. Let θ P p0, 1q be any irrational number, let m ě 1 be an integer, and let
Λ be the path corresponding to the partition conditions for p`θ pmq; see Remark 2.2.1.
‚ If m is the denominator of a best approximation m1{m to θ from below, then
p`θ pmq “ m and Λ is a straight line from the origin to pm,m1q.‚ Otherwise, let k ă m be the largest possible denominator of a best approximation
k1{k from below. Then Λ is given by concatenating the straight line from the
origin to pk, k1q with the maximal concave path for pm´ kq, and
p`θ pmq “ p`θ pm´ kq \ pkq.
Proof. The first bullet point follows from the fact that this straight line is a lattice
path, and it is maximal by the definition of a best approximation from below.
To prove the second bullet point, we have to show that the claimed path Λ is concave
and maximal. This path is the concatenation of a line with a concave path, so to see
that it is concave, we just have to check that the second segment of Λ does not have
strictly greater slope than the first. Assume that it does, and translate this second
segment to be at the origin. This translated segment is part of the concave path
giving p`θ pm ´ kq, so in particular it must be below the line y “ θx. It cannot have
x-coordinate less than or equal to k, since k is assumed the denominator of a best
approximation. And it cannot have x-coordinate more than k, since k was assumed
the largest denominator of a best approximation. This is a contradiction.
To see that Λ is maximal, assume otherwise, and consider the actual maximal concave
path. As in the previous paragraph, the first segment of this path must agree with the
first segment of Λ. Now let pk ` δ, tpk ` δqθuq be the lattice point that is the endpoint
of the first segment of this path that does not agree with Λ. Then pδ, tpk` δqθu´ tkθuq
is above the maximal concave path for pm ´ kq, and by (2.2.8), it is below the line
y “ θx. This is a contradiction. 
Example 4.2.3. Recall from Examples 2.1.9 and 2.1.10 that the even convergents of θn
have denominators tk, k ă n, while those of rθn have denominators `k, k ď n. Further,
the best approximation to θn with denominator ă Qn is `n. Therefore p`θ pmq “ pmq
when m “ `n, tk, k ă n, while p`Ăθnpmq “ pmq when m “ `k, k ď n. 3
This has the following consequences for estimating Apθ, sq. To simplify the notation,
given θ and a positive integer s, define
κpθ, sq “ s ¨ psθ ´ tsθuq.(4.2.1)
Then the discussion above implies:
Lemma 4.2.4. ‚ If p`θ pmq “ pmq, then 2Apθ,mq “ κpθ,mq.
‚ If p`θ pmq “ pa1, . . . , anq, then
(4.2.2) 2Apθ,mq ě
nÿ
i“1
κpθ, aiq
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with strict inequality unless n “ 1.
‚ If p`θ pmq “ pa, bq with a ě b then
(4.2.3) 2Apθ,mq “ κpθ, aq ` κpθ, bq ` 2 baκpθ, aq.
Proof. The first two bullet points follow from Lemma 4.2.2 and the definition 4.2.1.
The third follows by observing that 2Apθ,mq ´ κpθ, aq ´ κpθ, bq is given by twice the
area of the parallelogram determined by the vectors p0, aθ´ taθuq and pb, tmθu´ taθuq,
and computing this area with the two-dimensional cross product. 
Example 4.2.5. When n “ 1, we have b1 “ 558 , `1 “ 7 and t1 “ 6, t0 “ 1. The integers
m P t2, . . . , 5u are all lower semiconvergents to θ1, and p`pθ1qpmq “ pmq for 1 ď m ď 7,
while p`prθ1qpmq “ p1ˆmq for 1 ď m ď 6. Hence because b1 “ 7´ 18 we find that
2Apθ1,mq “ κpθ1,mq “ mp8´mq
8
, 1 ď m ď 7,(4.2.4)
2Aprθ1,mq “ κprθ1,mq “ 8m2
55
, 1 ď m ď 6.
We use these calculations instead of Proposition 4.2.1 in the case n “ 1. 3
The next lemma estimates κ for n ą 1 by using some basic facts about continued
fractions.
Lemma 4.2.6. Let n ą 1.
(a) If m ă `n is the denominator of an even convergent of θn :“ bn ` ε, then
(4.2.5) 2Apθn,mq “ κpθn,mq ą 5{τ4 ą 0.729.
(b) If tn´1 ă m ă `n is the denominator of a lower semiconvergent of θn, then
(4.2.6) 2Apθn,mq “ κpθn,mq ą 1.39.
(c) If m ă `n is the denominator of any lower semiconvergent of θn, then
(4.2.7) 2Apθn,mq “ κpθn,mq ą 1.28.
(d) If m ă `n is the denominator of an even convergent of rθn then
(4.2.8) 2Aprθn,mq “ κprθn,mq ą 7
48
ą 0.1458 if n ą 1.
(e) κprθn, `n´1q “ 8`n´1
Pn
ă 48
5τ8
.
Proof. To prove (a), first let c2k “ tktk´1 “ p2kq2k be an even convergent with 0 ă k ă n´1.
(Here we use the notation for c2k in (2.1.18).) We want to estimate q2kpq2kθn ´ p2kq.
It suffices to estimate q2kpq2kbn ´ p2kq “ q22kpbn ´ c2kq. By (2.1.19) we have
c2k ‘ 5c2k`1 “ c2k`2 ă bn.
Thus,
bn ´ c2k ą c2k ‘ 5c2k`1 ´ c2k “ p2k ` 5p2k`1
q2k ` 5q2k`1 ´
p2k
q2k
“ 5
q2kpq2k ` 5q2k`1q ,
THE GHOST STAIRS STABILIZE TO SHARP SYMPLECTIC EMBEDDING OBSTRUCTIONS 59
where in the last equation we have used (2.1.20). However, by (2.1.19), we have
q2k ` 5q2k`1 “ q2k`2.
Hence, we have
bn ´ c2k ą 5
q2kpq2k`2q
so
q22kpbn ´ c2kq ą 5 q2kq2k`2 “ 5
tk
tk`1
.
The fractions tktk`1 “ 1c2k`2 are decreasing with k by Lemma 2.1.1 (ii) and limit to 1τ4 .
This proves the first bullet point in the case where 0 ă k ă n ´ 1. The quantity that
we want to estimate for c0 “ 6 is θn ´ 6 ą τ4 ´ 6; this is also bigger than 5τ4 .
The case k “ n´ 1 is similar. As above, it suffices to estimate
q2n´2pq2n´2bn ´ p2n´2q “ q22n´2pbn ´ c2n´2q.
By (2.1.19), we have
bn “ c2n´2 ‘ 7c2n´1,
which implies
bn ´ c2n´2 “ c2n´2 ‘ 7c2n´1 ´ c2n´2 “ p2n´2 ` 7p2n´1
q2n´2 ` 7q2n´1 ´
p2n´2
q2n´2
“ 7
q2n´2pq2n´2 ` 7q2n´1q “
7
q2n´2 q2n
,
where the third equality uses (2.1.20). We know that tn´1Qn is decreasing by part (ii) of
Lemma 2.1.1, and (2.1.9) implies that
tn´1
Qn
“ `n´1
Pn´1
´ `n´2
Pn´1
converges to σ ´ σ
τ4
. Since 7pσ ´ σ
τ4
q ą 5
τ4
, this proves (a).
Proof of (b) and (c). Let p1{q1 “ c2k ‘ rc2k`1 be a lower semiconvergent. As above, it
suffices to estimate q12pbn ´ p1{q1q.
Assume first that k “ n´ 1; this is the case for m ą tn´1. To simplify the notation,
let
p :“ Pn “ p2n´2 ` 7p2n´1, q “ Qn “ q2n´2 ` 7q2n´1.
Since bn “ c2n´2 ‘ 7c2n´1, we have
bn ´ pc2n´2 ‘ rc2n´1q “ pc2n´2 ‘ 7c2n´1q ´ pc2n´2 ‘ rc2n´1q “ 7´ r
qq1 .
We are interested in the case q1 ă `n. Since `n “ tn´1 ` 6`n´1, it follows that r ă 6.
By (2.1.19), we have
q2k´1 “ q2k´2 ` q2k´3, q2k´2 “ q2k´4 ` 5q2k´3 ă 6q2k´3, 2 ď k ď n.
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It follows that
(4.2.9) q2k´1 ě 7
6
q2k´2, 1 ď k ď n.
Since we also have q2n´2 ` 7q2n´1 ă 8q2n´1, we have
q1
q
“ q2n´2 ` rq2n´1
q2n´2 ` 7q2n´1 ě
6` 7r
56
.
Hence p7´ rqq1
q
ě 1
56
p7´ rqp6` 7rq.
This is minimized over integers 1 ď r ď 5 for r “ 1, in which case its value is larger
than 1.39. This proves (b).
If 0 ă k ă n´ 1 we are in case (c), and the proof is similar. By (2.1.19), we have
bn ´ pc2k ‘ rc2k`1q “ pbn ´ c2k`2q ` pc2k ‘ 5c2k`1 ´ c2k ‘ rc2k`1q.
As above, let p “ p2k ` 5p2k`1 and q “ q2k ` 5q2k`1. As in the proof of (a) we can
bound
q2pbn ´ c2k`2q ą 5
τ4
,
so
(4.2.10) q12pbn ´ c2k`2q ą 5
τ4
q12
q2
.
Similarily to above, we also have
(4.2.11) pc2k ‘ 5c2k`1 ´ c2k ‘ rc2k`1q “ 5´ r
qq1 .
Since we also have q2k ` 5q2k`1 ă 6q2k`1, and since (4.2.9) still applies, we have
q1
q
“ q2k ` rq2k`1
q2k ` 5q2k`1 ą
r
6
` 1
7
.
Putting this all together, we therefore have
q12pbn ´ c2k ‘ rc2k`1q ą 5
τ4
pq
1
q
q2 ` p5´ rqq
1
q
ą 5
τ4
pr
6
` 1
7
q2 ` p5´ rqpr
6
` 1
7
q.
The quantity 5
τ4
p r6 ` 17q2 ` p5 ´ rqp r6 ` 17q is minimized for r P t1, 2, 3, 4u when r “ 4,
in which case it is larger than 1.28. This completes the proof of (c) in all cases except
k “ 0.
We have to treat the case where k “ 0 slightly differently, because the estimate
(4.2.9) no longer applies. The estimates (4.2.10) and (4.2.11) still hold, so we have
q12pbn ´ c2k ‘ rc2k`1q ą 5
τ4
pq
1
q
q2 ` p5´ rqq
1
q
.
Since q0 “ q1 “ 1, we have q1q “ 1`r6 . Thus, we have
5
τ4
pq
1
q
q2 ` p5´ rqq
1
q
“ 5
τ4
`r ` 1
6
˘2 ` p5´ rqr ` 1
6
.
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This is minimized over r P t1, 2, 3, 4u when r “ 4, in which case it is greater than 1.33.
This completes the proof of (b) and (c).
Proof of (d): Now consider convergents to rθn :“ 1bn`ε , that we also denote by ci “ piqi .
We want to estimate q22kpbn´ c2kq. Because m ă `n, we know that k ă n. Assume first
that 0 ă k. Then
c2k ‘ c2k`1 “ c2k`2 ă 1
bn
.
Thus,
1{bn ´ c2k ą c2k ‘ c2k`1 ´ c2k “ p2k ` p2k`1
q2k ` q2k`1 ´
p2k
q2k
“ 1
q2kpq2k ` q2k`1q ,
where in the last equation we have used (2.1.20). However, by (2.1.19), we have
q2k ` q2k`1 “ q2k`2,
so
q22kpbn ´ c2kq ą q2kq2k`2 “
`k
`k`1
.
The fractions `k`k`1 increase with k by Lemma 2.1.1 and so are ě 748 ě 0.1458 for
k ě 1. When k “ 0, because n ě 2 we have
κprθn, kq “ prθn ´ trθnuq ěε 55
377
ą 7
48
.
Proof of (e): We want to compute
`n´1
``n´1
bn
´ t`n´1
bn
u
˘
, n ě 1.
But `n´1Pn´1 ´ `n´2Pn “ 8 by Lemma 2.1.1 (i) which implies that
t
`n´1
bn
u “ t`n´1Pn´1
Pn
u “ `n´2(4.2.12)
and also gives the equality in (e). The estimate on 8`n´1Pn follows by observing that this
is an increasing function of n by Lemma 2.1.1 (i) with limit 8σ
τ4
ă 6
5τ4
. This completes
the proof of Lemma 4.2.6. 
Proof. Proof of Proposition 4.2.1. Part (i) follows from additivity (see (4.2.2)), together
with the fact that by Lemma 4.2.6 (a), each of the convergents and semiconvergents of
θn contribute at least 5{τ4 to the function κ.
To prove (ii), note first that by Lemma 4.2.2, since t ą tn, the partition for t must
start with tn. Since tn is the denominator of a lower semiconvergent to θn we have
κpθn, tnq ą 1.39 by Lemma 4.2.6 (b). Assume first that t ´ tn is not a convergent.
If it is a semiconvergent, then p`θnptq “ ptn, t ´ tnq, and, by part (c) of Lemma 4.2.6,
κpθn, t ´ tnq is more than 1.28, so that by additivity, 2Apθn, tq ą 2.67. If t ´ tn is the
sum of at least two convergents or semiconvergents, then we still have 2Apθn, tq ą 2.67,
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by Lemma 4.2.6 (b,c) and additivity. Thus, if 2Apθn, tq ă 2.67, then t ´ tn must be
a convergent, hence t “ tn ` tk for some k ă n. In this case, we have 2Apθn, tq ą
1.39 ` 5{τ4, since κpθn, tnq ą 1.39, by Lemma 4.2.6. This proves (ii). The bound (iii)
also follows from this, again by Lemma 4.2.6 (b).
To prove (iii), note that p`θnptq “ ptn, tn´1q by Lemma 4.2.2. Now by (4.2.3) and the
discussions above, we have
2Apθn, tn ` tn´1q ą 1.39` 5{τ4 ` 2 tn´1
tn
1.39.
But the fraction tn´1tn is decreasing by Lemma 2.1.1, and limits to 1{τ4. Since
p2qp1.39q ` 5
τ4
` 1.39 ą 2.52,
this proves (iii).
Parts (iv) and (v) follows from the fact that if tn ´ 2`n´1 ă t ă tn, then t is a
semiconvergent larger than tn´1; one now applies Lemma 4.2.6 and (4.2.2) as above.
Parts (vi), (vii), and (viii) follow from Lemma 4.2.6 (d), (e), together with (4.2.2). 
4.3. Facts about the curves in the lowest level. Assume throughout this section
that D12 is nonempty, i.e. there is at least one connector component. The main result
we prove here is that the heavy curve must lie in CLL and have exactly one end on β2,
of multiplicity t “ tn.
We start by showing that all curves in any neck level are covers of trivial cylinders.
For this, it is helpful to keep in mind that, as reviewed in §3.1, for any curve C in
a symplectization level, the symplectic form dλ is pointwise nonnegative on C, with
equality at a point y P C if and only if the tangent space to C at y is the span of the
Reeb vector field and Bs. Therefore, any curve with zero action is trivial, i.e. a union
of covers of R-invariant cylinders. Further any low action curve in the neck must have
top and bottom with almost the same action, and hence, if its top is tpβ1, sq, pβ2, tqu
with s, t ă `n, must in fact have zero action by Lemma 3.1.5, and so be trivial.
Lemma 4.3.1. Any symplectization level of CL must be a union of covers of trivial
cylinders; in particular CLL has top tpβ1, `nq, pβ2, `nqu.
Proof. By equations (3.1.6), (2.2.32), and (2.1.10), a curve C in pE with top asymptotic
to tpβ1, Pnqu passing through the constraints W p PnQn q has IpCq “ 0. On the other hand,
we know that IpCLq “ 4, and because J is generic, we know from [H2, Prop. 3.7] that
the ECH index I of every curve in the neck is nonnegative. Hence, because
grptpβ1, `nq, pβ2, `nquq “ grtpβ2, Qnqu ` 2 “ grtpβ1, Pnqu ` 4
by (3.1.6), the top of CLL must be asymptotic to one of the orbit sets tpβ1, `nq, pβ2, `nqu,
tpβ2, Qnqu or tpβ1, Pnqu. If the top level of CLL is tpβ1, `nq, pβ2, `nqu then by the action
considerations explained above we are done. (Recall that, since we have a connector,
CU necessarily has negative ends tpβ1, `nq, pβ2, `nqu.) So, we can assume that the top
level of CLL is either tpβ2, Qnqu or tpβ1, Pnqu. In fact, our arguments for both of these
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cases will only use the fact that the asymptotics for this top level are supported by
only one of the βi. Assume this, and without loss of generality assume that i “ 2.
Since there is a connector by assumption, CU must consist of at least 2 irreducible
curves. Because we are stretching curves of genus 0, it then follows that any irreducible
curve in the neck has upper asymptotics at an orbit set tpβ1, sq, pβ2, tqu with at least
one of s, t ă `n. Hence, by Lemma 3.1.5, its action Aptpβ1, sq, pβ2, tquq is strictly less
than Pn “ A
`tpβ1, Pnqu˘ “δ A`tpβ2, Qnqu˘q. Therefore, if its top and bottom have
different asymptotics, part (iii) of Lemma 3.1.5 implies that it cannot have low action.
In other words, any nontrivial irreducible curve in the neck is heavy, which implies that
there can be only one nontrivial matched component in the neck.
Call this component Cneck. The curve Cneck must have positive ends on β1 of the
maximum multiplicity `n, since otherwise there would have to be another component
in the neck with ends on both β1 and β2, which is therefore nontrivial. Given this,
Cneck cannot have any positive ends on β2 at all since our building must have genus 0.
These positive asymptotics for Cneck are not possible, however. This is because
the lowest level of any connector would have to meet Cneck, and by definition the
neck components for the connector would also have positive ends on β2. But this also
contradicts the fact that our building has genus 0. 
Corollary 4.3.2. If an irreducible curve C in CLL has top on tpβ1, sq, pβ2, tqu then
s, t ă `n and s` t ď `n.
Proof. If C has s, t ą 0 so that it is part of a connector then the components of CU
that are attached via trivial cylinders to C along covers of β1 must be different from
the components of CU that are attached to C via β2. Hence s ` t ď `n. Thus if C is
part of a connector it must have s, t ă `n. But if C is not part of a connector, its top
has to be disjoint from the top of any part of a connector. Hence its top must have
multiplicity ă `n. 
We next analyze curves in the lowest level, i.e. those in the completion pE of the
blown up ellipsoid.
Lemma 4.3.3. If a curve C in pE has low action then it cannot go through any con-
straints on the last block.
Proof. By Corollary 4.3.2, we may suppose that C has top end on the orbit set
tpβ1, sq, pβ2, tqu, where s, t ă `n and s ` t ď `n. As above, we denote its constraint
vector by z.
Case 1: C has ends just on β1, i.e. t “ 0.
If C has ends on tpβ1, squ then (4.1.8) implies that
2Aprθn, sq ` diffC ¨ diffC ď 1,(4.3.1)
where diffC1 is as in (4.1.5). Since s ă `n, when n ą 1 we may apply Proposi-
tion 4.2.1 (vi) to obtain
diffC ¨ diffC ď 1´ 8{55.
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The same inequality holds when n “ 1 by Example 4.2.5. Since z ¨ w ď s ă `n, the
final block of λw has value at most
α :“ rθn s
Qn
ď `n
Pn
ă 0.128,
where we use the fact that `nPn is an increasing function of n by Lemma 2.1.1 that
converges to σ ă .128 by (2.1.9). If C passes through r of the constraints corresponding
to the last block, the contribution to diffC ¨ diffC from this block is p7´rqα2`rp1´αq2.
Since α ă 0.128 we have 2p1 ´ αq2 ą 1, so that C can pass through at most one of
these constraints. But the minimum of 6α2 ` p1 ´ αq2 is taken when α “ 17 and is 67 .
Since 67 ` 855 ą 1 this case cannot occur.
Case 2: C has ends just on β2.
The argument is essentially the same. As above we must have 2Apθn, tq ă 1. Suppose
first that n ą 1. Since t ă `n, it follows from Proposition 4.2.1 (ii) that t ď tn. Hence
the entries α of λw on the final block are at most tnQn “ tnPn´1 , which is a decreasing
function of n by Lemma 2.1.1. Hence
α ă tn
Qn
ď t1
Q1
“ 3
4
.
If α ě 12 then diffC ¨ diffC is minimized if x “ 1 on the last block. But then, using
Proposition 4.2.1 (i), we have
2Apθn, tq ` diffC ¨ diffC ě 5
τ4
` 7 ¨ p1´ .75q2 ą 1,
which is impossible. Hence we must have α ă 12 . But now the argument in Case 1
shows that the error is too large unless z “ 0 on the last block. When n “ 1 the
argument is similar, since we may use the estimates in Example 4.2.5.
Case 3: C has ends on both β1 and β2.
In this case (4.1.8) implies that
diffC ¨ diffC ď 1´ 2Aprθn, sq ´ 2Apθn, tq ď 1´ 8
55
´ 5
τ4
« 0.125.
As in Case 2, since t ă `n, we must in fact have t ď tn, since otherwise 2Apθn, tq ą 1.
Further the value of λw on the last block is α “ 1Qn psrθn ` tq, which is a maximum
when t “ tn and s “ `n ´ tn. Hence
α ďδ 1
Qn
`p`n ´ tnqrθn ` tn˘ “ `n´1
Pn
` tn
Qn
.
By Lemma 2.1.1, `n´1Pn increases with limit
σ
τ4
ă 0.02 while tnQn decreases and is ď
t1
Q1
“ 34 . Since the contribution of the new term `n´1Pn is so small, we can complete the
argument as in Case 2.
This completes the proof. 
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Corollary 4.3.4. The heavy curve lies in CLL and goes through all the constraints on
the last block. Moreover, it has some ends on β2.
Proof. The first claim holds because there is only one heavy curve. The second holds
by a slight generalization of Case 1 in the previous proof. Since the curve is heavy,
we need to use (4.1.9) rather than (4.1.8), which means that we need to add the term
2 `nQn
rθn “ 2 `nPn to the RHS of (4.3.1). As `nPn is an increasing sequence with limit less
than .13, this term is also less than .13. On the other hand, if the curve passed through
all 7 of the smallest constraints, then by the computations in Case 1, we would have
the contribution from diffC ¨ diffC at least 7p1´ .13q2, which is far too large. 
We next establish the asymptotics of the heavy curve along β2. Notice that we make
no claims about s, which could be zero.
Proposition 4.3.5. The heavy curve has just one end on β2 of multiplicity tn “
`n ´ `n´1.
Proof. We suppose as before that the heavy curve C is asymptotic to tpβ1, sq, pβ2, tqu.
By Corollary 4.3.2 we know that s ` t ď `n, with s, t ă tn and t ą 0. By Proposi-
tion 4.1.4 (ii) and the bounds from Proposition 4.2.1, we have for n ą 1 that
2Apθn, tq ď 1` 2
Qn
psrθn ` tq ´ diffC ¨diffC if s “ 0(4.3.2)
2Apθn, tq ď 1` 2
Qn
psrθn ` tq ´ diffC ¨diffC ´ 7
48
if s ą 0.(4.3.3)
We now consider various cases. We will first show that t “ tn and then will discuss
why it has just one end on β2.
Case 1: t ą tn: First observe that when n “ 1 we have t1 “ 6 and `1 “ 7. Therefore
we cannot have t1 ă t ă `1. Hence we may assume n ě 2.
Next, notice that because t ă `n, the maximum possible value of 1Qn psrθn` tq occurs
when t “ `n ´ 1 and s “ 1, so that
α :“ 1
Qn
psrθn ` tq ă `n
Qn
.
The right hand side of this inequality is a decreasing function of n by Lemma 2.1.1, so
it is no more than `1Q1 “ 78 . Since C goes through all the constraints on the last block
we find that diffC ¨diffC is at least 764 ą 0.1. Thus, the RHS of (4.3.2) is at most 2.65
so that by Proposition 4.2.1 (ii), we must have t “ tn ` tk for some k ă n. Moreover,
if s ą 0 then RHS of (4.3.3) is at most 2.51 so that Proposition 4.2.1 (iii) implies that
t “ tn` tk for some 0 ă k ă n´1. In other words, if s ą 0 we must have t ď tn` tn´2.
Case 1(A): t ą tn and s ą 0. We saw above that we must have t ď tn ` tn´2. The
maximum value of α then occurs when t “ tn` tn´2 and s “ `n´ tn´ tn´2 ă `n´ tn “
`n´1. By Lemma 2.1.1 and (2.1.9), `n´1Pn increases with limit
σ
τ4
ď 0.02. On the other
66 DAN CRISTOFARO-GARDINER, RICHARD HIND, AND DUSA MCDUFF
hand, both tn´2Qn and
tn
Qn
, decrease with n by Lemma 2.1.1. Hence because n ě 2 we
have
α ď tn ` tn´2
Qn
` `n´1
Pn
ă 42
55
` 0.02 ă 0.784,
so that the contribution to diffC ¨ diffC from the last block is at least 7p1´αq2 ą 0.326.
Therefore (4.3.3) implies that
2Apθn, tq ď 1` 2α´ 0.326´ 0.146 ă 2.1,
which is impossible for t ą tn by Proposition 4.2.1 (ii).
Case 1(B): tn ` tn´1 ď t ă `n and s “ 0.
We saw above that we must have t “ tn ` tn´1, so that α “ tn`tn´1Qn . Now tn`tn´1Qn
decreases by Lemma 2.1.1. Moreover we saw in (2.1.9) that lim tnQn “ 1 ´ 2σ, so that
limnÑ8 tn`tn´1Qn “ p1´ σq ´ στ4 . Therefore
0.84 ă 1´ 0.13`1` 1
6
˘ ă tn ` tn´1
Qn
“ α ď t2 ` t1
Q2
“ 47
55
ă 0.86.
The values of λw on the third to last block are 8α and so lie in the interval r6.72, 6.84s,
while those on the penultimate block are 7α « 5.88. Therefore the contribution to
diffC ¨diffC from the last three blocks is at least
7p1´ αq2 ` p6´ 7αq2 ` 5p7´ 8αq2 “ 288´ 658α` 376α2.
Therefore the RHS of (4.3.2) is
1` 2α´ diffC ¨diffC ď ´287` 660α´ 376α2 ď 2.43
for α in the given interval, where the last inequality was obtained by evaluating the
quadratic expression at 4755 since it increases over this interval. Hence this is impossible
by Proposition 4.2.1 (iv).
Case 1(C): tn ă t ă tn ` tn´1 and s “ 0.
We saw above that in this case t “ tn ` tk ď tn ` tn´2. As above, Lemma 2.1.1
implies that α “ tn`tn´2Qn decreases with n and so is ď 4255 « 0.7636. Moreover, since
lim tnQn “ 1 ´ 2σ ą 0.745, by (2.1.9) the quantity α lies in the range 0.745 ă α ă 4255 ,
Hence 4.5 ă 7α ă 5.5, so that by looking at the last two blocks we find that
1` 2α´ diffC ¨ diffC ď 1` 2α´ 7p1´ αq2 ´ p5´ 7αq2(4.3.4)
“ ´31` 86α´ 56α2 ă 2.02 if α P r 914 , 1114 s.
Hence again this scenario is impossible by Proposition 4.2.1 (ii).
Case 2: 0 ă t ă tn.
We begin with some general remarks.
We may use the estimate in (4.3.4) for 1 ` 2α ´ diffC ¨ diffC if α P r 914 , 1114 s. On the
other hand, if α ă 914 we get even better estimates. Indeed, if 3.5 ď 7α ď 4.5 we can
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use the estimate
1` 2α´ diffC ¨diffC ď 1` 2α´ 7p1´ αq2 ´ p4´ 7αq2(4.3.5)
“ ´22` 72α´ 56α2 ď 1.143, if α P r12 , 914 s.
where the maximum is taken precisely at α “ 914 . Further if α ď 0.5 we have
1` 2α´ diffC ¨ diffC ď 1` 2α´ 7p1´ αq2 ď 14 if α ď 12 .(4.3.6)
Since 2Apθn, tq ą 14 in all cases with t ą 0, the case α ă 12 never occurs.
The following information will also be useful.
For 1 ď r ď 3 the sequence tn´r`n´1Qn “ tnQn ´ r `n´1Qn decreases,(4.3.7)
since, by Lemma 2.1.1, tnQn decreases and
`n´1
Qn
“ `n´1Pn´1 increases.
With these preliminaries in place, we can now analyze various cases. We begin with
the case n “ 1.
Case 2(A): n “ 1 and t ă t1 “ 6.
As we saw in Example 4.2.5, in this case we have exact formulas for the terms
2Apθ1,mq and 2Aprθ1,mq. The maximum value for α “ 18psrθ1 ` tq occurs when t “ 5
and s “ 1, in which case it is approximately 155 ` 58 « 0.644 ą 914 . We may estimate
the value of α at 155 ` 58 by calculating its value at 0.65, which is 1.24. Therefore,
because 2Apθ1, 5q “ 158 , this case does not occur. Similarly, the case t1 “ 5 and s “ 0 is
impossible, because now α ă 914 so that (4.3.5) implies we must have 2Apθ1, 5q ă 1.12.
But if t ă 5 then α ă 914 for all s, while 2Apθ1, tq ě 2Apθ1, 5q except if t “ 1, 2. But in
this case α ă 12 for all s, which is also impossible as we explained above.
As we now see, the argument for n ą 1 is similar, but more elaborate.
Case 2(B): n ą 1, tn ´ 2`n´1 ă t ă tn and any s.
The maximum value of 1Qn psrθn ` tq occurs when t “ tn ´ 1 and s “ `n ´ tn ` 1.
Because `n´1Pn increases with n, and
tn
Qn
decreases by Lemma 2.1.1, we have
α ď 1
Qn
´
p`n ´ tn ` 1qrθn ` tn ´ 1¯ ă `n´1
Pn
` tn
Qn
ă σ
τ4
` t1
Q1
ă 0.77 ă 11
14
.(4.3.8)
Therefore, by equations (4.3.4), (4.3.5) and (4.3.6), we must have
2Aprθn, sq ` 2Apθn, tq ď 2.02.
Hence, by Proposition 4.2.1 (v) we must have t “ tn ´ `n´1. However, if t “ tn ´ `n´1
then s ď `n ´ tn ` `n´1 “ 2`n´1, and (4.3.7), (4.3.8) imply
tn ´ `n´1
Qn
ď α ď tn ´ `n´1
Qn
` 2`n´1
Pn
ď t2 ´ `1
Q2
` 2 σ
τ4
“ 34
55
` 12
377
ă 0.651.
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Since α ă 4356 ă 1114 , we may estimate 1` 2α´ diffC ¨ diffC by evaluating the quadratic
expression in (4.3.4) (which increases with α for α ă 4356) at α “ 0.656. This gives the
upper bound 1.37, which is smaller than the allowed bound from Proposition 4.2.1 (vi).
Hence this case does not occur.
Case 2(C): n ą 1, t ď tn ´ 2`n´1 and any s.
As in Case 2(B), it follows from (4.3.7) that
α ď 3`n´1
Pn
` tn ´ 2`n´1
Qn
ă 3σ
τ4
` t2 ´ 2`1
Q2
ă 0.55 ă 9
14
.
Therefore, by evaluating (4.3.5) at α “ .55 we have
1` 2α´ diffC ¨ diffC ď 0.67 ă 5
τ4
.
Hence this case cannot occur by Proposition 4.2.1 (i).
This completes the proof that t “ tn. It remains to show that this component C
has just one end on β2. To see this, first note that, because bn is a semiconvergent
to θn, Lemma 4.2.4 implies that p
`
θn
ptnq “ ptnq, namely the length of the partition
conditions for this t is 1. If C has two or more ends, then the pr2 ´ n2q term on the
left hand side of (4.1.15) is strictly negative, and hence is less than the corresponding
term maxpr2 ´ n2, 0q in (4.1.17). Therefore, we can improve (4.1.9) by subtracting 1
from the right hand side, and so can improve all of the estimates in Case 2 above by
at least 1 as well.
However, there are no values of s for which ps, tnq satisfies these new estimates. This
is because by (4.3.8), regardless of the value of s, we have that a strengthened version
of either (4.3.4), or a strengthened version of one of the stronger estimates (4.3.5),
(4.3.6) holds, and this is impossible by Proposition 4.2.1 (iii). This completes the proof
of Proposition 4.3.5. 
4.4. The asymptotics of the heavy curve. By Proposition 4.3.5, the heavy curve
must pass through all the smallest constraints, and have a single end on β2 of multi-
plicity tn. In this subsection we improve this result as follows.
Proposition 4.4.1. The heavy curve is a connector with exactly two ends asymptotic
to tpβ1, `n´1q, pβ2, `n ´ `n´1qu. It has homology class zM :“ zM pnq given by taking
6 ¨W
´
`n
`n´1
¯
, and appending the last block of 1s to the end.
We begin the argument by showing that there is an ECH index zero candidate CM
for C with the above properties, that we call the model curve. Thus the curve CM has
s “ `n´1, t “ `n ´ `n´1, and homology class (i.e. constraint vector)
zM :“
`
6W p `n
`n´1
q, 1ˆ7˘.(4.4.1)
It follows from Lemma 2.1.5 that CM has action precisely
1
Qn
, so that it is a candidate
for the heavy curve.
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The calculations in Lemma 4.4.2 show that it is consistent to require that CM have
genus zero and ECH partitions at its ends. In the second step, we show that the
connector C must have the same numerics as CM , i.e. the same homology class, genus,
and multiplicities of ends.
Lemma 4.4.2. IpCM q “ indpCM q “ 0.
Proof. By (2.2.25), we have
grpβ`n´11 , β`n´`n´12 q “ grpβ`n´11 q ` grpβ`n´`n´12 q ` 2`n´1p`n ´ `n´1q.
Since `n´1 is a lower semiconvergent of rθn, and `n ´ `n´1 is a lower semiconvergent
of θn, Lemma 4.2.2 shows that both ends have ECH partitions of length 1. Thus, by
(4.1.3), in both cases Mpθ, tq is the area of a triangle, and we have
grpβ`n´11 q “ p`n´1 ` 1qt`n´1{bnu` `n´1 ` 1,
and
grpβtn2 q “ ptn ` 1qtbnptnqu` tn ` 1.
We saw in (4.2.12) that t`n´1{bnu “ `n´2, and we have tbntnu “ tn`1, because of the
identity
Pntn ´ Pn´1tn`1 “ P1t1 ´ P0t2 “ 2,(4.4.2)
see Lemma 2.1.1. Thus, we have
grpβ`n´11 , β`n´`n´12 q “ `n´2p`n´1 ` 1q ` `n´1 ` 1` tn`1ptn ` 1q ` tn ` 1` 2`n´1tn
“ p7`n´1 ´ `nqp`n´1 ` 1q ` `n´1 ` 1` p6`n ´ `n´1qp`n ´ `n´1 ` 1q(4.4.3)
` `n ´ `n´1 ` 1` 2`n´1p`n ´ `n´1q
“ 6`2n ´ 6`n`n´1 ` 6`2n´1 ` 6`n ` 6`n´1 ` 2,
where in the second line we substituted for `n´2, tn`1, tn in terms of `n, `n´1 using
(2.1.7). Finally, the identities (2.1.10) satisfied by weight expansions imply that
(4.4.4) zM ¨ zM ` zM ¨ 1 “ 36`n`n´1 ` 6p`n ´ 1` `n´1q ` 14.
We now claim that the right hand sides of (4.4.4) and (4.4.3) are equal. To see this,
subtract the right hand side of (4.4.4) from (4.4.3) to obtain
6p`2n ´ 7`n`n´1 ` `2n´1 ´ 1q “ 6p`2n ´ `n`1`n´1 ´ 1q “ 0
where the last step uses (2.1.8). Thus IpCM q “ 0 by (2.2.32).
Since CM has ECH partitions by assumption, it has two ends. By (2.1.10), CM goes
through cH ¨ 1 “ 6p`n` `n´1q ` 1 constraints. We then use (2.2.4), (2.2.5) and (2.2.31)
to obtain
1
2 indpCM q “ ´1` 2` `n´1 ` p`n ´ `n´1q ` trθn`n´1u` tθntnu´ 6p`n ` `n´1q ´ 1
“ `n ` t`n´1Qn
Pn
u` ttn Pn
Qn
u´ 6p`n ` `n´1q.(4.4.5)
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By (4.2.12) and (4.4.2) we have
`n´1
Qn
Qn`1
“ `n´2 ` 8
Qn`1
, tn
Pn
Qn
“ tn`1 ` 2
Qn
.
Hence, the final line in (4.4.5) simplifies to
`n ` `n´2 ` tn`1 ´ 6p`n ` `n´1q “ `n`1 ´ 6`n ´ 6`n´1 ` `n´2 “ 0
by (2.1.7). 
Remark 4.4.3. (i) Notice that if CM were represented by a J-holomorphic curve, then
it could not be multiply covered since it goes through some constraints with multiplicity
one, and hence as proved by Hutchings the condition IpCM q “ 0 would force the curve
to have ECH partitions and indpCM q “ 0, see the index inequality Proposition 2.2.2.
Since we have not shown that CM must exist, however, we must verify some of this by
direct computation.
(ii) If one wanted to show that CM has a J-holomorphic representative, then one could
probably prove this as follows. Suppose for simplicity that n “ 1. Then the connector
has top ends on β1, β
6
2 and has constraint vector x “ p6ˆ6, 6, 1ˆ7q; see Example 3.3.3.
It can be built by starting with a curve C1 with top β1 through E7 and a curve C2 with
top β62 through 6pE1 ` ¨ ¨ ¨ ` E6q ` 5E7 ` E8 ` ¨ ¨ ¨ ` E13. These curves must intersect
once (since a plane in E asymptotic to β1 intersects a plane asymptotic to β2 exactly
once). One can check that these curves have IpCq “ indpCq “ 0; and can probably
construct them by stretching suitable classes as outlined in Remark 3.5.4. Resolving
the point of intersection C1 ¨C2 gives a 2-parameter family of curves with two positive
ends, so that we can recover an index 0 curve by imposing the constraint that it go
through one more constraint, namely E14. 3
We next investigate the homology class of C, that we write as zM ´∆, where zM is
the “model” set of constraints as in (4.4.1). We know from Proposition 4.3.5 that ∆
must be zero on the last block. Let
k “ w ¨∆,(4.4.6)
so that C is asymptotic to tpβ1, `n´1´kq, pβ2, `n´`n´1qu.We interpret the case k “ `n´1
as corresponding to C having no ends on β1 at all.
Our main tool is the following dot product calculation, whose (rather technical)
proof is deferred to the end of this subsection.
Lemma 4.4.4. ∆ ¨ zM “ 6k`n´1.
Granted this, we can now prove our main result.
Proof of Proposition 4.4.1. We first show that C has the same numerics as CM , i.e.
that
(4.4.7) k “ ∆ “ 0.
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To begin, we estimate the ECH index of C as follows. Since IpCM q “ 0, we have:
IpCq “ IpCM q ´ pIpCM q ´ IpCqq
“ 0´
´
grpβ`n´11 q ´ grpβ`n´1´k1 q ` 2tnk ` ppzM ´∆q ¨ pzM ´∆q ´ zM ¨ zM q ´∆ ¨ 1
¯
“ ∆ ¨ 1´
´
grpβ`n´11 q ´ grpβ`n´1´k1 q ` 2tnk ´ 2zM ¨∆`∆ ¨∆
¯
,
where the term 2tnk comes from the term 2m1m2 in (2.2.25). We compute the difference
pgrpβ`n´11 q ´ grpβ`n´1´k1 qq by applying (4.1.1), obtaining
grpβ`n´11 q ´ grpβ`n´1´k1 q “ rθn``2n´1 ´ p`n´1 ´ kq2˘` k ` t`n´1rθnu´ tp`n´1 ´ kqrθnu`
p1´ rq ` 2Aprθn, `n´1 ´ kq ´ 2Aprθn, `n´1q,
where r is the length of the ECH partition p`rθnp`n´1 ´ kq. Since indpCM q “ 0, we can
also write
´12 indpCq “ 12
`
indpCM q ´ indpCq
˘
“ p1´ rCq ` k ` t`n´1rθnu´ rCÿ
i“1
tsirθn, u´∆ ¨ 1
where rC is the number of ends of C on β1; we interpret rC “ 0 if C has no ends on
β1, and any sum with indices from 1 to rC as equal to 0 as well. Furthermore, because
k “ ∆ ¨ w ď ?∆ ¨∆?w ¨ w “ ?∆ ¨∆abn,
we have
(4.4.8) ∆ ¨∆ ě rθnk2.
By (4.4.8), we know that ∆ ‰ 0 if k ě 1, thus if k ě 1 the inequality (4.4.8) is strict,
since ∆ and w cannot be parallel because the last block of ∆ is identically 0. If k “ 0,
then the inequality (4.4.8) is also strict as long as ∆ ‰ 0. Thus, if (4.4.7) does not
hold, and we set zM ¨∆ “ 6k`n by Lemma 4.4.4, we obtain
IpCq ´ 12 indpCq ă ´
”
2kptn ´ 6`n´1 ` rθn`n´1q ` 2Aprθn, `n´1 ´ kq ´ 2Aprθn, `n´1qı
´
”
rC ´ r `
rCÿ
i“1
tpsirθnqu´ tp`n´1 ´ kqrθnuı.(4.4.9)
Claim. The first term in square brackets above is nonnegative.
Proof of Claim. This is immediate if k “ 0. So assume that k ą 0. Notice first that
tn ´ 6`n´1 ` rθn`n´1 “ε 8
Pn
ą 0,(4.4.10)
since tn “ `n ´ `n´1, rθn “ε QnPn and Lemma 2.1.1 implies that
Pnp`n ´ 7`n´1q `Qn`n´1 “ Qn`n´1 ´ Pn`n´2 “ Q1`0 ´ P1`´1 “ 8.
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If 0 ă k ă `n´1 ´ `n´2, then `n´1 ´ k ą `n´2 so that 2Aprθn, `n´1 ´ kq ě 1655 by
Proposition 4.2.1 (viii).
Since 1655 ą 8στ4 because σ ă 0.2, part (vii) of the same proposition shows that
2Aprθn, `n´1 ´ kq ´ 2Aprθn, `n´1q ą 0, hence the claim. If `n´1 ą k ě `n´1 ´ `n´2, then
(4.4.10) implies that
kptn ´ 6`n´1 ` rθn`n´1q ěδ 8tn´1
Pn
,
so that
2kptn ´ 6`n´1 ` rθn`n´1q ` 2Aprθn, `n´1 ´ kq ´ 2Aprθn, `n´1q
ą 2kptn ´ 6`n´1 ` rθn`n´1q ` 8
55
´ 2Aprθn, `n´1q
ěδ
ˆ
8`n´1
Pn
´ 2Aprθn, `n´1q˙` p 8
55
´ 8`n´2
Pn
q ą 0,
where the last step uses Proposition 4.2.1 (vii), and the fact that `n´2Pn is an increasing
sequence with limit σ
τ8
. If k “ `n´1, then the first term in square brackets is 0. Thus
in all cases, the claim holds. 
Thus in all cases, if (4.4.7) does not hold, we have
IpCq ´ 12 indpCq ă pr ´ rCq ` tp`n´1 ´ kqrθnu´ rCÿ
i“1
tsirθnuq.
However, by (4.1.10) and (4.1.17) in Proposition 4.1.4, we have
IpCq ´ 12 indpCq ě r ´ rC ` tp`n´1 ´ kqrθnu´ rCÿ
i“1
tsirθnu.
This is a contradiction. Hence we must have (4.4.7).
It remains to show that the connector has just one end on β1. This holds because of
our initial assumption that there is a breaking with a connector, i.e. by assumption the
connector C does exist as a holomorphic curve. Since it has the same asymptotics as
CM , it has IpCq “ 0, and because is simple (because it goes through some constraints
with multiplicity one) it must therefore have ECH partitions; see Remark 2.2.3 (iii).
The result now holds because p`β1p`n´1q “ p`n´1q. 
It remains to prove :
Proof of Lemma 4.4.4. We must show ∆ ¨ zM “ 6k`n´1. We do this in several steps.
Step 1: Applying the recursion for zM and w.
Let rzM denote the homology class of zM , with the last block removed, and define rw
analogously. Because ∆ is supported away from the last block, we have
(4.4.11) ∆ ¨ zM “ ∆ ¨ rzM .
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Here and below, to simplify the notation we truncate the vector ∆ without further
comment by removing the last block of zeroes, so that expressions like ∆ ¨ z˜M are
defined. This is justified in view of (4.4.11).
To simplify the discussion, we suppose for the moment that the entries of ∆ are
constant on the blocks of W pbnq. Thus,
(4.4.12) ∆ “ `xˆ60 , x1, xˆ52 , . . . , xˆ52 , . . . , xˆ52n´2, x2n´1˘.
This assumption does require a slight loss of generality, but below we will see that this
is justified. By the discussion after (4.4.1) the vector rzM “ 6W p `n`n´1 q has the same
block decomposition, and in the notation of Lemma 2.1.7 we may writerzM “ 6p`ˆ6n´1, tn´1, . . . q “ 6`n´1 ¨Rp1, 0q ` 6tn´1 ¨Rp0, 1q
by Lemma 2.1.7(i). Hence
∆ ¨ rzM “ 6`n´1∆ ¨Rp1, 0q ` 6tn´1∆ ¨Rp0, 1q.
Similarly, because the weight vector w “ wpbnq “ p1ˆ6, bn ´ 6, . . . q satisfies the same
recursion on all but the last block (on which ∆ “ 0), we may invoke Lemma 2.1.7 to
write
k “ ∆ ¨ w “ ∆ ¨Rp1, 0q ` pbn ´ 6q∆ ¨Rp0, 1q.
Therefore,
∆ ¨ rzM “ 6`n´1k ` 6`tn´1 ´ `n´1pbn ´ 6q˘∆ ¨Rp0, 1q.(4.4.13)
It remains to show that ∆ ¨Rp0, 1q “ 0.
Step 2: We prove |∆ ¨Rp0, 1q| ă Qn when ∆ satisfies (4.4.12).
Assume now that the entries x0, . . . , x2n´1 of ∆ satisfy the recursion in (2.1.17).
Then Lemma 2.1.7 implies that
∆ ¨Rp0, 1q “ `n´1x2n´1.(4.4.14)
It is possible that the xi do not satisfy (2.1.17). However, they differ from a sequencerxi that does by a small amount. Namely, recall that we may write
rzM ´∆ “ λ rw ´ĄdiffC , λ :“ przM ´∆q ¨ w
w ¨ w .
So,
∆ “ przM ´ λ rwq `ĄdiffC .
Let the rxi be the entries of rzM´λ rw. Then the rxi for i ě 2 satisfy the recursion (2.1.17).
Further, we claim that the entries zi of ĄdiffC satisfy
|zi| ă 1, @i.(4.4.15)
To see this, note that the sum of the two area terms 2Ap¨, ¨q on the left hand side of
(4.1.9) must be at least 1.39 by Proposition 4.2.1 (iii); the right hand side of (4.1.9) is
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no more than 2.54 by (4.3.8); and the contribution to diffC ¨ diffC from the last block
must be at least 7p1´ 0.77q2, again by (4.3.8). Thus we haveÿ
i
z2i ď diffC ¨diffC ´7p1´ 0.77q2 ď 2.54´ 1.39´ 7p1´ 0.77q2 ă 1,
which proves (4.4.15). Hence if I denotes the vector all of whose entries are ˘1 with
signs the same as those of the entries of Rp0, 1q, we find by replacing ∆ in (4.4.14) withrzM ´ λ rw and using |zi| ă 1, that
∆ ¨Rp0, 1q ă `n´1rx2n´1 ` I ¨Rp0, 1q
“ `n´1rx2n´1 ` `t0 ` t1 ` . . .` tn´1 ` 5p`0 ` `1 ` . . .` `n´2q˘
“ `n´1rx2n´1 ` `n´1 ` tn´1 ´ 1,
where the first equality uses Lemma 2.1.7 (ii) and the second the identities tk “ `k´`k´1
and 5`k “ tk`1 ´ tk from (2.1.7).
We next claim that |rx2n´1| ď 1. To see this, note that
rx2n´1 “ 6´ λ 7
Qn
, where tn ď λ ď `n´1rθn ` tn.
Further,
7
tn
Qn
ą 5,
since the fractions tnQn are decreasing by Lemma 2.1.1, with limit σpτ4 ´ 1q by (2.1.9).
We also claim that
7
ˆ
`n´1
Pn
` tn
Qn
˙
ă 6,
because `n´1Pn are increasing with limit
σ
τ4
, while tnQn decreases and
7
ˆ
σ
τ4
` 6
8
˙
ă 6.
Thus, 0 ď rx2n´1 ď 1, so that
(4.4.16) |∆ ¨Rp0, 1q| ă `n´1rx2n´1 ` `n´1 ` tn´1 ´ 1 ă 2`n´1 ` tn´1 ´ 1 ă Qn,
as claimed.
Step 3: Divisibility considerations: We now claim that ∆ ¨ Rp0, 1q is divisible by Qn.
To see this, note that ∆ ¨ rw “ ∆ ¨ w “ k is an integer, which implies that ∆ ¨ ĂW is
divisible by Qn. Therefore by Lemma 2.1.7 (iii)
0 ” ∆ ¨ĂW ” ´Qn´1 ∆ ¨Rp0, 1q pmod Qnq.
Since Qn, Qn´1 are relatively prime, this implies that ∆ ¨ Rp0, 1q is a multiple of Qn.
By (4.4.16), this implies ∆ ¨Rp0, 1q “ 0. Thus ∆ ¨ rzM “ 6`n´1k by (4.4.13).
Step 4: Justifying the special form for ∆: We have therefore proved Lemma 4.4.4,
except for the assumption that ∆ can be written in the form (4.4.12), i.e. that its entries
are constant on each block. However, the above arguments only used information
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about the two dot products, ∆ ¨ rw, ∆ ¨ rzM , and the fact that if V “ RpA,Bq “
pV ˆ60 , V1, V ˆ52 , . . . q for some integers A,B then
∆ ¨ V “
ÿ
i
kiVi for some ki P Z.(4.4.17)
If ∆ does not have the form in (4.4.12), rewrite it, taking the average value on each
block of size m, where m “ 5, 6. This does not change either of these dot products.
Moreover, because the new values of xi have the form
ni
m (i.e. their denominator equals
the length of the relevant block) the dot product ∆ ¨ V still satisfies (4.4.17). Hence
the argument goes through even if ∆ does not have this special form.
This completes the proof of Lemma 4.4.4 and hence of Proposition 4.4.1. 
4.5. The rest of the proof. The next result completes the proof of Proposition 3.1.6,
and hence the proof of Theorem 1.2.1.
Proposition 4.5.1. There is at most one breaking with a connector.
To prove this, we locate the unique double point in the limiting building and then use
the fact that B ¨B “ 1 to argue, as in the proof of Proposition 3.4.1 at the end of §3.4,
that there can be only one breaking of this kind; see Corollary 4.5.7. What is important
is to show that this double point is a point of intersection of two different connected
components of the building: if it were internal to one component, then there would be
no obvious way to control the number of nearly J-holomorphic representatives.
Consider a limiting building C8 that has a connector. We saw in Lemma 4.3.1 that
the curves in the neck are all multiple covers of trivial cylinders. Hence we can divide
C8 in a slightly different way than before (cf. Definition 3.1.3), taking the top level to
consist of the curves in CU together with those in the neck (which are covers of trivial
cylinders by Lemma 4.3.1), and then dividing the curves in CLL into three groups
according to the asymptotics at their top end. Thus, we now consider the top level to
be a union of matched components as follows.
Definition 4.5.2. In this section, Dj, for j “ 1, 2, denotes the union of the curves inpE with top end on βj, while the connector D12 is also a curve (rather than a matched
component). Further, we define U1 to be the matched component in the upper levels
whose negative end connects to the positive end of D12 at β1; similarly, U2 connects to
the positive end of D12 at β2.
Then U1 is at least an `n´1-fold cover of the low action curve C0, and U2 is at least
an p`n ´ `n´1q-fold cover of C0. Hence, because U1, U2 contain different curves since
the building has genus zero, it follows that
‚ the upper level is U1 Y U2,
‚ U1 is precisely an `n´1-fold cover of C0 (extended by trivial components in the
neck), and
‚ U2 is precisely a p`n ´ `n´1q-fold cover of C0.
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In particular, U1 is in class 3`n´1 L and U2 is in class 3tn L.
We now argue much as in the proof of Proposition 3.4.1 at the end of §3.4, except
that we chop below rather than above the neck. Consider a curve close to breaking
along a building C8 with a connector as above, and chop the nearly broken curve
building close to the top of the lowest level, i.e. at the bottom of the neck region.
This gives compact curves with boundary U1,i, U2,i, D1,i, D12,i and D2,i defined from
U1, U2, D1, D12 and D2 and holomorphic with respect to a sequence of almost-complex
structures JRi with Ri Ñ8. Note that because every B-curve has exactly one double
point, there can be at most one intersection point between these compact curves. We
now prove Proposition 3.1.6 in several steps.
We begin with the following intersection alternative:
Lemma 4.5.3. Either U1,i intersects U2,i, or pD1,i YD2,iq intersects D12,i.
Proof. Because B-curves are simple, the curves U1,i Y U2,i, D1,i Y D2,i, and D12,i are
somewhere injective compact curves whose boundaries form links around the orbits
β1, β2, so that their intersection number can be calculated using the intersection formula
(2.2.1).25 Thus
(4.5.1) U1,i ¨ U2,i “ Qτ prU1,is, rU2,isq ` Lτ pU1,i, U2,iq,
and similarly
(4.5.2) pD1,i YD2,iq ¨D12,i “ Qτ prD1,i YD2,is, rD12,isq ` Lτ pD1,i YD2,i, D12,iq,
where Lτ denotes the asymptotic linking number defined in (2.2.3), and Qτ is the
relative intersection pairing whose formula is given in (2.2.28) and (2.2.31). Because
the negative ends of U1,i YU2,i are the same as the positive ends of D1,i YD2,i YD12,i
we have
(4.5.3) Lτ pU1,i, U2,iq “ ´Lτ pD1,i YD2,i, D12,iq.
Now, by (2.2.28), we have
(4.5.4) Qτ prU1,is, rU2,isq “ 9`n´1tn ´ 2`n´1tn “ 7`n`n´1 ´ 7`2n´1.
To compute Qτ prD1,iYD1,is, rD12,isq, note that by Proposition 4.4.1, rD12,is “ zM , and
so rD1,i YD2,is “W ´ zM . Thus by (2.2.31) and (2.1.15) we have:
Qτ prD1,i YD2,is, rD12,isq “ `2n´1 ` t2n ´W ¨ zM ` zM ¨ zM
(4.5.5)
“ `2n´1 ` p`n ´ `n´1q2 ´ p`2n ` 41`n`n´1 ´ 5`2n´1 ` 6q`(4.5.6)
p36`n´1`n ` 7q
“ ´p7`n`n´1 ´ `2n´1q ` 1.
25In §2, we stated this formula for punctured curves. However, it is equally valid for curves with
boundary obtained by truncating a completed cobordism by removing any Y ˆpR,8q or Y ˆp´8,´Rq
region for large R. For a similar situation, see [HN1, Lem 3.5].
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By combining (4.5.4) and (4.5.5), it follows that
(4.5.7) Qτ prU1,is, rU2,isq “ ´Qτ prD1,i YD2,is, rD12,isq ` 1.
Now combine (4.5.7) with (4.5.1), (4.5.2). This gives
U1,i ¨ U2,i “ 1´ pD1,i YD2,iq ¨D12,i.
Since 0 ď pD1,i YD2,iq ¨D12,i ď 1, the claim now follows. 
Corollary 4.5.4. D1,i and D2,i do not intersect.
Proof. Assume that they do intersect. Then neither can intersect D12,i, or else we
would have too many intersection points. Thus, by the previous step, U1,i and U2,i
would have to intersect. This also gives too many intersection points. 
The next step is the following uniqueness claim.
Lemma 4.5.5. The constraint z that is carried by the curve D1,i is independent of the
breaking.
Note that this implies the same statement for D2,i, since the homology class of D12,i
is fixed in view of Proposition 4.4.1.
Proof. Suppose given one breaking D1,i, D2,i with constraints z, y and another D
1
1,i, D
1
2,i
with constraints z1, y1. Since z`y “ z1`y1, we have pz´z1q¨py1´yq “ pz´z1q¨pz´z1q ě 0
(where we think of z, y as vectors as in the previous section). But because D1,i, D
1
1,i are
asymptotic to β1 while D2,i, D
1
2,i are asymptotic to β2, the contribution of the top ends
to intersection numbers such as D1,i ¨D12,i is fixed and equal to T :“ `n´1 ¨ p`n ´ `n´1q.
Hence
0 ď pz ´ z1q ¨ py1 ´ yq “ z ¨ y1 ` z1 ¨ y ´ z1 ¨ y1 ´ z ¨ y
“ ´
´
pT ´ z ¨ y1q ` pT ´ z1 ¨ yq ´ pT ´ z ¨ yq ´ pT ´ z1 ¨ t1q
¯
“ ´
´
pT ´ z ¨ y1q ` pT ´ z1 ¨ yq
¯
where the final equality above follows from Corollary 4.5.4. But pT ´ z ¨ y1q and pT ´
z1 ¨ yq both compute the number of intersections of J-holomorphic curves, and so are
nonnegative. Thus pz ´ z1q ¨ py1 ´ yq “ 0, so that z “ z1, y “ y1 as claimed. 
Now assume as above that Ci and C
1
i are two different B-curves that are close to
breaking into a building with a connector. The final step is the following variant of
Lemma 4.5.3.
Lemma 4.5.6. ‚ If U1,i does not intersect U 12,i, then either D12,i intersects D11,i
or D2,i intersects D
1
12,i.
‚ If U2,i does not intersect U 11,i, then either D1,i intersects D112,i, or D12,i inter-
sects D12,i.
Corollary 4.5.7. Proposition 4.5.1 holds.
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Proof. Since Ci and C
1
i are B-curves, we have Ci ¨C 1i “ 1. On the other hand, the inter-
section alternative in Lemma 4.5.6 guarantees that there are at least two intersection
points between Ci and C
1
i. Hence this scenario cannot occur. 
The proof of Lemma 4.5.6 mimics that Lemma 4.5.3. One has to be precise to get
the relevant linking terms to cancel, however; hence the quite specific alternatives.
Proof of Lemma 4.5.6. We begin by proving the first bullet point.
By (2.2.1), we have:
(4.5.8) U1,i ¨ U 12,i “ Qτ prU1,is, rU 12,isq ` Lτ pU1,i, U 12,iq,
where Lτ denotes the asymptotic linking number defined in (2.2.3). Further,
Lτ pU1,i, U 12,iq “ ´Lτ pD12,i, D11,iq ´ Lτ pD2,i, D112,iq,(4.5.9)
because, by Definition 4.5.2, the negative ends of U1,i and U
1
2,i on β1 are the same as
the positive ends on β1 of D12,i and D
1
1,i respectively, while the negative ends of U1,i
and U 12,i on β2 are the same as the positive ends on β2 of D2,i and D112,i. Note also
that there is no linking between the end of D12,i at β2 and the ends of D
1
1,i, nor any
between the end of D112,i at β1 and the ends of D2,i. Hence
(4.5.10) D12,i¨D11,i`D2,i¨D112,i “ Qτ prD12,is, rD11,isq`Qτ prD2,is, rD112,isq´Lτ pU1,i, U 12,iq.
By Lemma 4.5.5, the constraints z, z1 on D1,i, D11,i are the same. Hence
Qτ prD12,is, rD11,isq “ t2n ´ z ¨ zM , Qτ prD2,is, rD112,isq “ `2n´1 ´ y ¨ zM ,
so that
Qτ prD12,is, rD11,isq `Qτ prD2,is, rD112,isq “ `2n´1 ` t2n ´ pz ` yq ¨ zM
“ `2n´1 ` t2n ´ pW ´ zM q ¨ zM ,(4.5.11)
“ Qτ prD1,i YD1,is, rD12,isq,
where the last equality holds by the first line of (4.5.5). Equation (4.5.7) now implies
that
Qτ prU1,is, rU 12,isq “ ´pQτ prD12,is, rD11,isq `Qτ prD2,is, rD112,isqq ` 1,
since Qτ prU1,is, rU 12,isq “ Qτ prU1,is, rU2,isq. Combine this with (4.5.8) and (4.5.10) as in
the proof of Lemma 4.5.3, we obtain
U1,i ¨ U 12,i “ 1´ pD12,i ¨D11,i `D2,i ¨D112,iq.
Since all intersection numbers are nonnegative, this completes the proof of the first
bullet point.
The proof of the second is identical, modulo switching the roles of Ci, C
1
i. 
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