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La tecnología fotovoltaica de concentración (CPV, del inglés concentrating 
photovoltaics) surge con el objetivo de generar electricidad a un menor coste 
mediante la reducción de la cantidad de material semiconductor empleado en la 
fabricación de los módulos CPV. Atendiendo a esta premisa, se utilizan 
dispositivos ópticos para concentrar la radiación solar sobre la célula, aumentando 
su eficiencia, y reduciendo el área de célula necesaria para entregar un 
determinado valor de potencia eléctrica a su salida. Dichos dispositivos ópticos 
están habitualmente fabricados a partir de plástico o cristal, materiales 
significativamente más baratos que los que forman las células solares, con la 
consiguiente disminución en los costes de fabricación del módulo CPV. Los 
módulos CPV están construidos, en la mayoría de los casos, por células solares 
multiunión (MJ, del inglés multijunction) de alta eficiencia, que a su vez están 
formadas por un apilamiento en serie de materiales semiconductores, para cubrir 
el mayor rango posible del espectro solar.  
A lo largo de los últimos años las células solares MJ han experimentado una 
rápida evolución, con un incremento constante en el valor record de su eficiencia 
máxima. Según las últimas previsiones, las células solares MJ tienen un excelente 
potencial de incremento de su eficiencia máxima, con un valor esperado por 
encima del 50% para el año 2015. Sin embargo dichos avances han sido 
implementados a nivel de laboratorio, y deben ir inexcusablemente unidos a una 
validación a partir de datos de funcionamiento en exterior. 
En este sentido, y a pesar de su desarrollo en los últimos años y de sus 
expectativas de futuro, para conseguir la expansión comercial de la tecnología 
CPV es necesario conocer perfectamente el comportamiento eléctrico en 
condiciones reales de trabajo que presentan estos sistemas CPV. Así, sería 
indispensable disponer de amplias bases de datos experimentales que permitiesen 
 
 
conocer su funcionamiento en exterior, bajo sol real, y su relación con las 
condiciones atmosféricas. La disponibilidad limitada de datos que muestren su 
comportamiento bajo condiciones reales de funcionamiento, así como la 
inexistencia de una metodología estándar que permita evaluar su funcionamiento 
eléctrico en exterior está dificultando su vaticinado desarrollo. 
Atendiendo a la problemática observada, en la presente Tesis Doctoral se ha 
profundizado en el estudio y análisis del comportamiento eléctrico en exterior de 
módulos CPV, así como en la dependencia de dicho comportamiento con las 
condiciones ambientales registradas. Entre ellas, a la hora de evaluar el 
comportamiento eléctrico de los módulos CPV, se han considerado: la irradiancia 
normal directa (DNI, del inglés direct normal irradiance), la distribución 
espectral de la irradiancia incidente -a través de dos índices alternativos: average 
photon energy (APE) y spectral matching ratio (SMR)-, la temperatura ambiente 
(Tamb) y la velocidad del viento (WS). 
A lo largo de esta Tesis Doctoral se han utilizado diferentes técnicas y 
herramientas que permiten modelar dicho comportamiento. Se han propuesto dos 
modelos de predicción de la potencia máxima (Pmax) entregada por módulos 
CPV apoyándose en polinomios de regresión y técnicas de regresión lineal 
múltiple. Asimismo, se han implementado modelos basados en la utilización de 
redes neuronales artificiales (ANN, del inglés artificial neural networks) que han 
permitido simular la curva V-I completa de módulos CPV, a partir de ciertas 
variables ambientales, ya referidas en el párrafo anterior, como entradas a dichos 
modelos. 
La aplicación de estos modelos propuestos para la estimación de la producción 
energética y el estudio de la rentabilidad de grandes plantas CPV, podría suponer 
un desarrollo inminente de este sector emergente. La capacidad para transmitir 
confianza a los futuros inversores sería la clave para situar la tecnología CPV en 




Concentrating photovoltaic (CPV) technology arises with the objective of 
generating electricity with a lower cost, by reducing the amount of semiconductor 
material used in the manufacturing process of the CPV modules. Regarding this 
purpose, the sunlight is concentrated in the solar cell by means of optical devices, 
increasing its efficiency and reducing the required cell area to deliver a 
determined value of electrical output power. These optical devices are commonly 
made of plastic or glass material, which are significantly cheaper than the 
materials of a solar cell, thus reducing manufacturing costs of the CPV module. 
CPV modules are, in most of the cases, made of high efficiency Multijunction 
(MJ) solar cells, which moreover tend to be composed of a serial layout of 
semiconductor materials, in order to be sensitive to the larger possible range of 
solar spectrum. 
Over the last years, the MJ solar cells have experienced a fast evolution, 
constantly increasing their record maximum efficiency value. There are high 
expectations regarding these MJ solar cells as they have an excellent potential for 
increasing their efficiency in the following years, up to 50% by 2015. However, 
these advances have been implemented at laboratory level, and they must be 
inexcusably linked to a validation from outdoor operating experimental data. 
In this sense, and despite its development in last years and its future expectations, 
the commercial expansion of this technology is only possible after perfectly 
knowing the CPV systems’ electrical performance under real operating 
conditions. In this way, it would be imperative to have wide experimental 
databases which allow knowing the outdoor behavior of these systems, and their 
relation with atmospheric conditions. The limited disposal of real outdoor 
performance data, together with the lack of a standard methodology which allows 
 
 
evaluating their electrical behavior, is making the prognosticated development 
difficult. 
Regarding the analyzed predicament, the present PhD goes in depth in the study 
and analysis of the outdoor electrical performance presented by CPV modules, as 
well as in the dependence of this performance on the registered environmental 
conditions. Among them, when evaluating the electric performance of CPV 
modules, the following variables were considered: direct normal irradiance (DNI), 
spectral distribution of the incident irradiance- through two alternative indexes: 
average photon energy (APE) and spectral matching ratio (SMR)-, ambient 
temperature (Tamb) and wind speed (WS). 
Along this PhD Thesis, different techniques and tools which allow modeling this 
performance have been analyzed. To predict the maximum power (Pmax) 
delivered by CPV modules two different models based on polynomic regression 
and multiple linear regression techniques, have been proposed. Furthermore, 
models based on the use of artificial neural networks (ANN) have been 
implemented. These models permit simulating the entire I-V curve of CPV 
modules, using some environmental conditions previously exposed above, as 
inputs to the models. 
The application of these models to the estimation of the energetic production and 
viability study of big CPV power plants, would suppose an imminent 
development of this emergent sector. The ability of exuding confidence to 
prospective investors would be the key to make the CPV technology achieve a 
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1.1. DESCRIPCIÓN GENERAL DE LA TECNOLOGÍA DE 
CONCENTRACIÓN FOTOVOLTAICA. ÚLTIMOS AVANCES Y 
DESARROLLOS TECNOLÓGICOS 
La tecnología fotovoltaica (FV) convencional se encuentra actualmente en un 
estado de madurez tecnológica fruto de un largo periodo de investigación, 
desarrollo y comercialización, habiéndose convertido hoy día en una alternativa 
real y rentable para la producción masiva de electricidad. Como consecuencia de 
esta situación de desarrollo, dicha tecnología FV convencional se encuentra en 
una posición muy avanzada de su curva de aprendizaje, lo que hace que su 
evolución tecnológica sea más lenta. Este hecho se agrava debido a que la 
eficiencia de las células solares convencionales de Silicio está limitada  por un 
valor de eficiencia teórica máxima [1] del 30% según Shockley y Queiser [2]. Por 
ello, se estima urgente y necesario buscar otras tecnologías FV que permitan 
perpetuar en el tiempo el carácter expansionista de los sistemas FV y afianzar 
dicha tecnología como alternativa real a las fuentes de energía no renovables [3].  




En este sentido, la tecnología fotovoltaica de concentración (CPV, del inglés 
concentrating photovoltaic), se presenta como una alternativa a la tecnología FV 
convencional. La tecnología CPV surge con el objetivo de generar electricidad a 
un menor coste, mediante la utilización de dispositivos ópticos (lentes o espejos), 
que focalizan la radiación solar incidente sobre la célula solar. De esta manera, se 
disminuye el área de célula solar necesaria y se obtiene una intensidad de luz 
concentrada sobre la misma [1]. Por tanto, la intensidad de la radiación que incide 
sobre la célula dependerá del factor de concentración que imponga el dispositivo 
óptico utilizado. Se define la concentración óptica o el factor de concentración, 
como el cociente entre la irradiancia (potencia incidente por unidad de área), 
sobre la superficie del receptor, y la irradiancia incidente sobre la apertura de 
entrada del dispositivo óptico de concentración. Dicho cociente suele ser 
expresado en soles. Atendiendo a dicho factor de concentración, los sistemas de 
CPV pueden ser divididos en 3 grandes grupos [4]:  
o Sistemas de baja concentración (LCPV, del inglés low concentrating 
photovoltaics), concentran la radiación solar entre 1 y 40 veces, por lo 
que presentan un factor de concentración entre 1 y 40 soles (1-40x). 
o Sistemas de media concentración (MCPV, del inglés medium 
concentrating photovoltaics), concentran la radiación solar entre 40 y 
300 veces, por lo que presentan un factor de concentración entre 40 y 
300 soles (40-300x). 
o Sistemas de alta concentración (HCPV, del inglés high concentrating 
photovoltaics). Estos sistemas presentan un amplio rango de 
concentración, entre 300 y 2000 soles (300-2000x). 
Adicionalmente, existen diferentes clasificaciones disponibles en función del 
criterio utilizado: 





o Según la forma de focalizar la radiación solar de los componentes 
ópticos:  
 Células individuales: módulo CPV como foco puntual. 
 Una agrupación de células en forma circular o cuadrada: módulo 
CPV como foco puntual. 
 Un conjunto (array) lineal de células: módulo CPV como foco 
lineal. 
o Según el dispositivo óptico utilizado: 
 Elemento óptico de reflexión: uso de espejos. 
 Elemento óptico de refracción: uso de lentes o lentes Fresnel. 
 Combinado: uso combinado de espejos y lentes. 
 Otros: colectores fluorescentes u otro tipo de sistemas de 
concentración que no están basados en lentes o espejos. 
o Según su sistema de seguimiento:  
 Estático: sistema fijo sin seguimiento solar. 
 Seguimiento a un eje: los dispositivos siguen al sol mediante el 
movimiento alrededor de un solo eje. 
 Seguimiento a dos ejes: el seguimiento solar se realiza mediante 
el movimiento combinado alrededor de dos ejes. 
Otra clasificación diferente es la descrita en la norma IEC62108 [5], que distingue 
entre cinco tipos de sistemas de concentración (figura 1.1 – figura 1.5): 
o Concentrador FV de disco con foco puntual: uso de espejos. 
o Concentrador FV cilindro-parabólico de foco lineal: uso de espejos. 
o Concentrador FV de lente Fresnel con foco puntual. 
o Concentrador FV de lente Fresnel con foco lineal. 
o Heliostato CPV. 





Figura 1.1: Esquema de concentrador FV de disco con foco puntual. Fuente: IEC62108. 
 
Figura 1.2: Esquema de concentrador FV cilindro-parabólico de foco lineal. Fuente: 
IEC62108. 






Figura 1.3: Esquema de concentrador FV de lente Fresnel con foco puntual. Fuente: 
IEC62108. 
 
Figura 1.4: Esquema de concentrador FV lente Fresnel con foco lineal. Fuente: IEC62108. 






Figura 1.5: Esquema de un heliostato CPV. Fuente: IEC62108. 
A pesar de que la tecnología CPV se presenta como una alternativa relativamente 
nueva, el primer prototipo de sistema CPV fue diseñado a mediados de 1970, en 
los Laboratorios Sandia [6]. Se trataba de un sistema de 1 kW de potencia, que 
usaba lentes Fresnel de foco puntual con un factor de concentración de 40 soles, 
células solares de Silicio, y estaba dispuesto sobre una estructura de seguimiento 
a dos ejes. Desde entonces, y durante casi 40 años, se ha venido desarrollando la 
investigación en distintos campos concernientes a la tecnología CPV. 
La principal ventaja que presenta la tecnología CPV si se compara con la 
tecnología FV convencional, se basa en su gran potencial de reducción de costes, 
asociado al constante aumento de eficiencia que están sufriendo las células que 
componen los módulos CPV, así como los importantes avances tecnológicos, 
fruto de la investigación que se ha venido desarrollando en este campo durante los 
últimos años. Por su parte, la tecnología FV convencional de panel plano se 
encuentra actualmente en una posición mucho más avanzada de su curva de 





aprendizaje, habiendo alcanzado una experiencia consolidada y disponiendo de 
dispositivos que ofrecen altos valores de eficiencia.  
A pesar de ello, y debido precisamente a la novedad que presenta la tecnología 
CPV, los avances tecnológicos y su desarrollo comercial deben ir 
inexcusablemente asociados a un conocimiento previo exacto del comportamiento 
eléctrico presentado por los sistemas CPV trabajando bajo condiciones de 
operación real. Para ello, resulta necesario disponer de medidas experimentales 
que permitan analizar,  modelar y predecir el funcionamiento de estos sistemas a 
medio-largo plazo.  
Como debilidad, la tecnología HCPV es solo capaz de aprovechar la irradiancia 
solar directa (DNI, [W/m
2
], del inglés direct normal irradiance) incidente, lo que 
conlleva la necesidad de utilización de sistemas precisos de seguimiento solar, y 
lo que hace desaconsejable su implementación en localizaciones con climas de 
baja irradiación normal directa (DNIR, [Wh/m
2
], del inglés direct normal 
irradiation) a lo largo del año –inferior a 1.800 kWh/m
2
·año-, o con predominio 
de cielos nublados [4]. En base a ello, es igualmente importante promover el 
desarrollo de nuevos equipos asociados a la evolución de esta tecnología, como 
seguidores solares e inversores adaptados al modo de trabajo de los sistemas 
HCPV. 
A lo largo de la presente Tesis Doctoral se va a estudiar y analizar el 
comportamiento de módulos HCPV, que utilizan lentes Fresnel como foco 
puntual para concentrar la radiación solar sobre células solares multiunión (MJ, 
del inglés multijunction) de alta eficiencia, y que a su vez, necesitan de complejos 
sistemas de seguimiento a dos ejes.  
Inicialmente, y antes de detallar los principales elementos componentes de un 
sistema CPV, es necesario aclarar la diferencia entre 4 conceptos básicos: célula 
solar, receptor solar, módulo y sistema. La célula solar es el elemento principal, 




ya que produce el efecto FV y genera la electricidad. La célula solar junto con su 
correspondiente diodo de paso y disipador de calor componen el receptor solar. 
Dicho receptor solar cumple la doble funcionalidad de extraer la corriente 
generada por la célula solar y de disipar el calor. La conexión de varios receptores 
solares, con sus respectivos elementos de concentración, constituyen un módulo 
CPV. De este modo, se puede definir el módulo de concentración como: “La 
unión de células y dispositivos ópticos más pequeña, completa y 
medioambientalmente protegida, que es capaz de transformar radiación de 
entrada no concentrada en electricidad a su salida” [4]. Por su parte, el sistema 
CPV completo estará formado por la conexión eléctrica de todos los módulos 
componentes, junto con el resto de elementos complementarios e indispensables 
para el funcionamiento del citado sistema: seguidores solares, estructuras, 
cableado, cajas de conexión, inversores de conexión a red, sistemas de 
monitorización, etc. 
A continuación se van a describir en profundidad los principales elementos 
componentes de un sistema CPV, así como los avances tecnológicos más 
importantes en los mismos [7]: célula solar, dispositivo óptico, módulo CPV y 
sistema de seguimiento. 
a) Célula solar: para sistemas HCPV, las células MJ resultan más 
adecuadas que las de Silicio, debido a la mayor eficiencia de las primeras (lo que 
permite la utilización de un menor área de célula para extraer la misma potencia 
de salida), y al también mayor incremento que dicha eficiencia experimenta a 
medida que aumenta la concentración a la cual se encuentran sometidas.  
Las células solares MJ se constituyen como una disposición en serie (apilamiento) 
de varias subcélulas de diferente material semiconductor, lo que permite que sean 
sensibles a un amplio rango de espectro solar, aumentando en su eficiencia.  
Cuando se utiliza una célula solar monounión (atendiendo a la teoría del efecto 
fotovoltaico), solo aquellos fotones solares incidentes de energía superior al 





ancho de banda prohibido (del inglés, “band gap”) de la célula en cuestión serán 
capaces de liberar un electrón de la capa de valencia y promocionarlo hasta la 
capa de conducción, desde donde será capaz de generar electricidad. De este 
modo, los fotones incidentes cuya energía sea inferior a la del gap del 
semiconductor con el que está fabricada la célula no pueden ser aprovechados 
para generar electricidad. Las células MJ pueden eliminar estas pérdidas debido a 
la disposición en serie (apilamiento) de subcélulas de diferente material 
semiconductor, y por tanto, diferente gap. Se dispondrán una encima de otra en 
orden de gap creciente (BOTTOM, MIDDLE y TOP), como se muestra en la 
figura 1.6, de forma que la subcélula colocada debajo podrá absorber la energía 
del fotón que no pudo ser transformada en la subcélula inmediatamente superior.  
 
Figura 1.6: Estructura de una célula MJ formada por 3 subcélulas: top, middle y bottom. 
Intervalo espectral al que es sensible cada una de las subcélulas. 
Cada una de estas subcélulas componentes es sensible a una porción del espectro 
comprendida entre unos determinados valores de longitud de onda, de manera que 
la célula en su conjunto, es sensible a un rango del espectro solar mucho más 
amplio [8,9]. Las células solares MJ son también conocidas como células III-V, 
ya que utilizan elementos que forman parte de los grupos 3 y 5 de la tabla 
periódica.  




En una primera clasificación general de las células solares MJ, y según su proceso 
de fabricación, éstas se pueden dividir en dos grandes grupos: células MJ por 
apilamiento mecánico ó células MJ por crecimiento monolítico. En el apilamiento 
mecánico, las subcélulas solares componentes se fabrican individualmente en sus 
propios substratos, y a continuación se unen de forma mecánica, de manera que 
cada unión tiene sus propios contactos positivos y negativos, y por tanto, puede 
ser conectada de manera independiente. Por el contrario, en el caso del 
crecimiento monolítico, los diferentes materiales componentes son crecidos en un 
único substrato y se interconectan entre ellos en serie. Este último proceso de 
fabricación permite el apilamiento en serie de múltiples capas de diferentes 
materiales semiconductores, compartiendo un único contacto positivo y un  único 
contacto negativo, como si de una célula convencional de una sola unión se 
tratara. Por este motivo, la corriente generada por las células MJ fabricadas 
aplicando técnicas de crecimiento monolítico, está limitada por la menor 
fotocorriente generada por cada una de las subcélulas componentes [10]. 
El límite máximo de eficiencia que puede alcanzarse por una célula solar MJ 
aumenta a medida que se incrementa el número de uniones componentes. Sin 
embargo, el incremento relativo de eficiencia decrece en cada nuevo aumento de 
dicho número de uniones debido a la complejidad añadida al sistema. Por ello, en 
la práctica, no se suelen utilizar células MJ con más de 5 ó 6 uniones [11]. Como 
consecuencia de lo anterior, los desarrollos más recientes y tecnológicamente más 
avanzados están basados en células solares de triple unión con crecimiento 
monolítico. Del mismo modo, la eficiencia de la célula solar MJ también aumenta 
a medida que se incrementa el factor de concentración impuesto por los 
dispositivos ópticos, hasta que, en un determinado momento, se alcanza un factor 
de concentración tal, que la eficiencia de la célula comienza a decaer [12,13]. 
Este hecho está principalmente motivado por la resistencia en serie de la célula,  
que limita su funcionamiento [14]. 





Según los últimos datos publicados en el prestigioso informe “Solar cell 
efficiency tables”, el valor máximo de eficiencia alcanzada a nivel de laboratorio 
ha sido obtenido por una célula InGaP/GaAs/InGaAs, fabricada a partir de la 
técnica de crecimiento monolítico por la compañía Sharp, con un valor de 44,4% 
trabajando bajo una concentración de 302 soles. Sin embargo, recientemente se ha 
hecho público un nuevo record de eficiencia del 44,7% alcanzado por una célula 
MJ formada por 4 uniones GaInP/GaAs//GaInAsP/GaInAs, trabajando bajo una 
concentración de 297 soles [26].  
La evolución temporal de los records de eficiencia de laboratorio alcanzados 
durante los últimos años, quedan resumidos en la tabla 1.1. La eficiencia de las 
células solares MJ resulta considerablemente superior a las conseguidas por el 
resto de tecnologías FV existentes hasta la actualidad, como puede apreciarse en 
la figura 1.7. El aumento progresivo que sufre la eficiencia máxima alcanzada por 
las células solares MJ, hace prever que dichas células alcanzarán el valor de 50% 
de eficiencia en los próximos años [27,28].  
b) Dispositivo óptico: permite la concentración de la luz solar sobre la 
célula MJ de gran eficiencia utilizada. Los dispositivos ópticos pueden incluir el 
elemento óptico primario, que es el encargado de colectar y concentrar la DNI 
incidente, y el elemento óptico secundario, cuya función consiste en distribuir 
uniformemente la radiación desde la óptica primaria a lo largo de la superficie 
completa de la célula solar, modificando sus propiedades por medio de un 
filtrado, una homogeneización en la distribución de la radiación, o cambios en su 
dirección. La óptica secundaria permite reducir la falta de uniformidad de la DNI 
concentrada procedente de la óptica primaria, mejorando el comportamiento final 
del sistema completo [29,30]. Actualmente destacan los trabajos de investigación 
encaminados al diseño y desarrollo de novedosos sistemas ópticos, que permitan 
reducir al máximo los efectos de no-uniformidad en la distribución de irradiancia 
sobre cada una de las uniones componentes que forman la célula solar MJ [31]. 




La mayoría de los sistemas HCPV utilizan sistemas ópticos de refracción basados 
en lentes Fresnel [32], a través de refracción simple o con óptica secundaria.   






































Q4 2011 [23] 
GaInP/GaAs/GaInNAs 
(2 terminales)-Solar Junct. 
418x 43,5 




Q4 2013 [25] 
InGaP/GaAs/InGaAs 
(crec. monolítico)- Sharp 
302x 44,4 
Q4 2013 [26] 
GaInP/GaAs/GaInAsP/GaInAs 
(2 terminales)-Fraunhofer ISE 
297x 44,7 
 






Figura 1.7: Evolución eficiencias obtenidas a nivel de laboratorio para las diferentes 
tecnologías fotovoltaicas existentes en la actualidad. Fuente: NREL (National Renewable 
Energy Laboratory).  




c) Módulo CPV: como ya se ha expuesto anteriormente, el módulo CPV se 
constituye a partir de la interconexión de varios receptores solares, cada uno de 
ellos con sus respectivos dispositivos de concentración. La eficiencia registrada 
por un módulo CPV puede ser calculada a partir de la eficiencia de la célula que 
compone dicho módulo, pero deben sumarse las pérdidas de los dispositivos 
ópticos, y otras pérdidas adicionales relacionadas con la asociación de células con 
pequeñas diferencias constructivas entre ellas, pérdidas en cableado, etc. 
Conviene recordar que la eficiencia de los dispositivos ópticos se define como la 
relación entre la DNI incidente sobre la superficie del módulo y la que alcanza la 
célula solar, estimándose en un valor aproximado del 80% [33]. 
La obtención de datos acerca de las eficiencias alcanzadas por módulos CPV 
disponibles a nivel comercial, no es una tarea sencilla, debido principalmente a 
criterios de confidencialidad de fabricantes. Según los últimos datos publicados, 
la compañía Amonix ha conseguido fabricar módulos HCPV que presentan una 
eficiencia record a nivel de mercado, alcanzado el valor de 35,9% [25]. Dichos 
módulos de última generación están compuestos de células solares Boeing 
Spectrolab de triple unión con un 40% de eficiencia [34]. 
d) Sistema de seguimiento: a pesar de que algunos  sistemas LCPV utilizan 
estructuras estáticas como soporte, o sistemas de seguimiento a un solo eje, los 
sistemas de seguimiento a dos ejes son los más utilizados actualmente. Estos 
sistemas de seguimiento se presentan como un elemento imprescindible como 
soporte del módulo HCPV, y orientación de éste hacia el Sol. Puesto que los 
sistemas HCPV con foco puntual están basados en la técnica de concentración 
solar en una pequeña área de célula, sólo la componente directa de la radiación 
que llegue al dispositivo, podrá ser utilizada para la generación de electricidad. 
Los seguidores solares cumplen con el objetivo de que las células que componen 
el módulo CPV se encuentren dispuestas en todo momento perpendicularmente a 
la trayectoria del rayo solar, maximizando así la DNI colectada por dichas células. 





Los sistemas de seguimiento deben, por tanto, disponer de precisos algoritmos de 
control [35], que permitan garantizar en todo momento la disposición óptima de 
los módulos CPV, manteniendo el foco de la luz en dirección normal a las células  
solares mientras el Sol se mueve a lo largo del día. 
Durante los últimos años se ha incrementando la investigación y desarrollo de 
seguidores solares, así como los algoritmos de control y modelos de calibración 
que han permitido la reducción de pérdidas por desalineamiento [36], lo que ha 
posibilitado la mejora continua en la precisión de estos seguidores, así como la 
reducción en sus costes de fabricación [37]. Atendiendo a la demanda de algunas 
empresas del sector para la estandarización de los sistemas de seguimiento, el 
grupo de trabajo IEC TC82 WG7 elaboró el estándar IEC/TS 62727 [38]: 
Sistemas fotovoltaicos, especificaciones para seguidores solares, que define las 
características de comportamiento de los seguidores solares y describe los 
métodos para calcular y/o medir parámetros críticos a través de recomendaciones 
sobre las técnicas de medida.  
Además, existen recientes investigaciones basadas en la utilización de pequeños 
micro-inversores orientados al módulo, con la finalidad de reducción de las 
pérdidas finales del sistema CPV completo [39]. 
En la figura 1.8 se muestran los valores de eficiencia reales alcanzados durante el 
periodo 2007-2011,  para la célula MJ tanto a nivel de laboratorio como a nivel 
comercial, en comparación con las eficiencias alcanzadas por los módulos CPV y 
con la eficiencia del sistema final completo. Del mismo modo, se representa el 
pronóstico realizado para el periodo 2011-2020 [40], y las eficiencias máximas 
previstas al final del citado periodo. Como puede apreciarse, y hasta la fecha, se 
están cumpliendo con las expectativas predichas en 2011.  





Figura 1.8: Evolución de la eficiencia para células MJ (record mundiales y disponibles a 
nivel comercial), módulos CPV y sistemas completos. Fuente: Roadmap for CPV 
Technology: A study conducted by GTM Research, Octubre 2011. 
 
1.2.  ESTADO ACTUAL DE LA TECNOLOGÍA DE 
CONCENTRACIÓN FOTOVOLTAICA 
En los últimos años, se vienen incrementando los esfuerzos en investigación y 
desarrollo, para conseguir que la tecnología CPV de el salto desde una etapa 
inicial de desarrollo, hacia una etapa de comercialización y mercado. El objetivo 
final consiste en conseguir la competitividad económica de esta tecnología, de 
manera que se convierta en una alternativa rentable para la generación eléctrica 
en localizaciones con altos valores de DNIR. Los principales esfuerzos están 
encaminados al incremento en la eficiencia de las células solares MJ, lo que 
conlleva una disminución de la cantidad de material a utilizar, y la consecuente 
disminución en sus costes de fabricación. Destacan del mismo modo los esfuerzos 
encaminados a obtener experiencia en sistemas CPV trabajando bajo condiciones 
reales, de manera que se pueda garantizar su predictibilidad y fiabilidad futura.  





En este último objetivo se enmarca la propuesta realizada en la presente Tesis 
Doctoral, en la que se analiza, estudia y modela el comportamiento real en 
exterior de módulos CPV bajo unas condiciones atmosféricas determinadas.  
A pesar de todos los esfuerzos realizados hasta la actualidad, la tecnología CPV 
sigue aún teniendo una participación testimonial a nivel de mercado. Según la 
Asociación Europea de la Industria Fotovoltaica (EPIA, del inglés European 
Photovoltaic Industry Association) [41], la potencia FV global instalada a nivel 
mundial a finales del 2012 ascendía a un total de 102 GW, de los cuales 
únicamente 100 MW correspondían a instalaciones CPV, lo que supone una 
participación inferior al 0,1%. Posibles razonamientos que expliquen la anterior 
situación de desventaja están basados en la alta competencia que supone la 
tecnología FV convencional, como consecuencia de la pronunciada disminución 
progresiva de sus precios desde 2009 –debido a las economías de escala-, la falta 
de confianza de inversores privados ante una tecnología relativamente nueva, así 
como la falta de estandarización en el campo de la tecnología CPV [42,43]. Una 
de las mayores oportunidades de la tecnología CPV consiste en el desarrollo de 
una metodología que permita evaluar el comportamiento real, y por tanto la 
viabilidad financiera de un proyecto CPV, de manera que éste consiga ser 
atractivo para posibles futuros inversores, disminuyendo en este sentido el riesgo 
y aumentando la participación de la tecnología CPV a nivel de mercado [44,45]. 
Para ello, es necesario disponer de una amplia base de datos experimental de 
funcionamiento real en exterior de sistemas o módulos CPV, de manera que se 
pueda conocer y predecir su comportamiento eléctrico bajo condiciones 
ambientales cambiantes.  
En la actualidad existen un gran número de proyectos de investigación, que tienen 
como objetivo y fin último propiciar el desarrollo y evolución del sector CPV. 
Entre los proyectos financiados bajo el séptimo programa marco (FP7) por la 




Unión Europea [46], en el ámbito CPV destacan los siguientes, recientemente 
finalizados o que se encuentran actualmente bajo ejecución:  
Proyecto NACIR (New applications for CPV: A fast way to improve reliability 
and technology progress): el principal objetivo de la propuesta se basaba en 
reunir a las compañías y centros de investigación europeos  más importantes del 
ámbito CPV, de manera que se consiguiese realizar una investigación en 
profundidad, desde una posición de liderazgo, sobre nuevas aplicaciones de los 
sistemas CPV. A parte de la apertura de nuevos mercados, el proyecto tenía como 
objetivo descubrir posibles fuentes de fallo en nuevos entornos fuera de Europa, 
de manera que se pueda asegurar la fiabilidad de los componentes. El propósito 
de la investigación consistía igualmente en mejorar la tecnología existente hasta 
el momento, para acelerar la curva de aprendizaje, permitiendo al sector CPV 
alcanzar una posición competitiva a nivel de mercado. Dicho proyecto fue 
coordinado por el Instituto de Energía Solar (IES) de la Universidad Politécnica 
de Madrid (UPM), y financiado con fondos europeos durante el periodo 
comprendido entre 2009 y 2012. Tras la finalización del proyecto se comienzan a 
publicar los primeros resultados del mismo [47]. 
Proyecto APOLLON (Multi-APprOach for high efficiency integrated and 
inteLLigent cONcentrating PV modules) [48]: el principal objetivo del proyecto 
consistía en desarrollar sistemas HCPV de foco puntual y basados en espejos, 
formados por células solares de triple unión con un coste final de 2 €/Wp. Se 
pretendían seguir las diferentes etapas de desarrollo de la tecnología, 
focalizándose en el reconocimiento de los aspectos críticos que conciernen a cada 
uno de los elementos componentes del sistema, de manera que se consiguiese un 
incremento global de la eficiencia, y que se asegurase la fiabilidad, reducción de 
costes y bajo impacto ambiental de dichos sistemas CPV.  El proyecto ha sido 
desarrollado durante el periodo comprendido entre 2008 y 2013. Los primeros 
resultados de dicho proyecto fueron publicados en “IEEE Photovoltaic Specialists 





Conference” en 2009 [49], y las conclusiones obtenidas a la finalización del 
mismo, desde el desarrollo de la tecnología, hasta la caracterización de los 
sistemas, pasando por el impacto ambiental, fueron presentadas en el “28
th
 
European Photovoltaic Solar Energy Conference and Exhibition”, el pasado 
Octubre de 2013. 
Proyecto NGCPV (A new generation of concentrator photovoltaic cells, modules 
and systems) [50]: dicho proyecto comenzó en 2011, y culminará a finales del año 
2014. Este proyecto supone una investigación colaborativa entre 7 centros de 
investigación europeos y 9 centros de investigación japoneses, todos ellos 
pioneros en el ámbito CPV, que persiguen la mejora en la eficiencia de la célula, 
módulo y sistema final. El principal esfuerzo estará encaminado al desarrollo de 
células solares MJ con el objetivo de aproximarse al 50% de eficiencia a nivel de 
célula y 35% de eficiencia a nivel de módulo. Para llevar a cabo el estudio 
presentado desde una perspectiva global, y particularmente para asegurar una 
estimación precisa de la energía generada a nivel de sistema, el proyecto pretende 
construir una planta CPV real de 50 kW. 
Proyecto CPV4ALL (Novel CPV system fit for mass production, for electricity 
costs beyond grid parity and for applications in B2B, industrial and residential 
areas): dicho proyecto comenzó en 2012, y se está realizando hasta 2015. 
Propone una solución novedosa para la generación eléctrica a través de sistemas 
CPV, y está orientado a la obtención de resultados a corto plazo. El proyecto 
pretende ser replicado a gran escala en 2015 (a su finalización), de manera que las 
tecnologías analizadas puedan ser rápidamente incorporadas al mercado 
energético y contribuir de esta forma a la generación eléctrica de la Unión 
Europea y a su política de cambio climático (enunciada bajo el objetivo 20-20-20 
para el 2020). Los sistemas CPV desarrollados a lo largo del proyecto se 
someterán a exhaustivos programas de testeo y validación, realizados por el 
Instituto Nacional Francés en Energía Solar (CEA-INES). 




Proyecto SUN ON CLEAN (Study of soiling effect and glass surface 
modification of CPV modules: Climate influence and comparative testing). Al 
igual que el proyecto anterior, esta iniciativa se encuentra actualmente, y hasta 
2015, bajo desarrollo. Se presenta con el objetivo de fortalecer las relaciones de 
investigación en el campo de la tecnología CPV, entre Europa (Italia y España), 
Brasil y Rusia. Se pretende por tanto promover la transferencia de conocimiento 
entre los países participantes. De igual modo, se estudiará el efecto de la suciedad 
en los módulos CPV, y se propondrán soluciones alternativas para la 
modificación de la superficie de cristal que cubre estos módulos CPV, con el 
objetivo de reducir la suciedad que se acumula sobre ellos. 
Fruto de la investigación desarrollada durante los últimos años, y los avances 
tecnológicos que se incorporan a nivel de mercado, a pesar de la todavía 
testimonial participación de la tecnología CPV a nivel de mercado, es necesario 
destacar el despegue que está sufriendo el sector CPV a nivel mundial, con 
incrementos de potencia instalada en los últimos años superiores al 50% anual 
(según datos de instituto Fraunhofer ISE [51]).  La figura 1.9 muestra los valores 
totales acumulados [MW] de potencia CPV instalada desde 2007 hasta 2012, 
según datos recogidos y publicados recientemente por Sunlab [52]. 
El informe realizado por PV Insider para el congreso “4
th
 Concentrated 
Photovoltaic Summit” celebrado en EEUU el pasado Octubre de 2012 [53], 
permite analizar en profundidad el mercado de la tecnología CPV. En la figura 
1.10 se muestra un gráfico representativo de la potencia instalada [MW] en 
plantas HCPV en todo el mundo hasta 2012. 
Como se extrae de la gráfica representada en la figura 1.10, EEUU domina 
actualmente el mercado HCPV a nivel mundial (con un 49% del total de potencia 
instalada), seguido por España, que presenta la segunda posición en el ranking 
mundial (con un 26% de total).  






Figura 1.9: Potencia CPV acumulada durante el periodo 2007-2012. Elaboración propia a 
partir de datos publicados por Sunlab “Concentrated Photovoltaics system costs and 
learning curve analysis”, 2013. 
 
 
Figura 1.10 : Potencia plantas HCPV en funcionamiento (MW). Elaboración propia a 
partir de datos ofrecidos en informe “CPV World Map 2012”. 
El gran predominio de EEUU se debe principalmente a la reciente puesta en 
marcha, en Mayo de 2012, de la planta HCPV más grande a nivel mundial hasta 
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la fecha. Se trata de una instalación de 30 MW de potencia, situada en Alamosa, 
Colorado, diseñada y construida por compañía Amonix (figura 1.11). La planta 
está formada por un total de 504 arrays de seguimiento solar a doble eje, y 60 kW 
de potencia cada uno de ellos. 
 
Figura 1.11: Planta CPV de 30 MW en Alamosa. Amonix. 
El segundo y tercer puesto en EEUU están igualmente ocupados por plantas de 
Amonix, de 5 MW y 2 MW, situadas en Hatch (Nuevo Méjico), y Tucson 
(Arizona), respectivamente. A nivel español destaca la planta HCPV de 
Villafranca (Navarra), desarrollada por Guascor fotón y Amonix, y que consta de 
313 arrays, con un total de 7,8 MW de potencia. 
Como se puede apreciar en la figura 1.10, países como Italia (gracias en parte a su 
programa Feed-In-Tariff (FIT)), China (con bajos costes de producción y altos 
valores de DNIR en su región Este), y Australia, están atrayendo a inversores y 
convirtiéndose en importantes mercados emergentes en la industria HCPV.  
La tabla 1.2 muestra todas las compañías HCPV existentes a fecha de 2012, con 
información detallada de potencia total instalada [MW], número de plantas, así 
como la localización de dichas plantas. La tabla está clasificada según orden 
decreciente de potencia total instalada, y se destacan las 10 compañías más 





importantes a nivel mundial, que ocupan los primeros puestos en la anterior 
clasificación. Como puede extraerse de la tabla 1.2, y ya se había adelantado 
previamente, Amonix es la compañía líder en el mercado HCPV, con casi 40 MW 
de potencia instalada, repartida en 12 plantas localizadas en EEUU. A una 
distancia considerable le siguen Guascor Fotón y Solfocus, está última con 
instalaciones repartidas por todo el mundo.  
A pesar de la testimonial participación que supone la tecnología CPV en el 
mercado FV actual, existen hasta la fecha múltiples informes técnicos que 
predicen un rápido aumento de dicha participación en el mercado para los 
próximos años.  
Según el informe de análisis de la industria CPV, realizado por GTM 
Research a principios del año 2011 [54], se pronosticaba un aumento de 
potencia CPV instalada a nivel mundial, desde los 28 MW existentes en ese 
momento, a más de 1000 MW en 2015 (un crecimiento superior al 200% 
anual). Estas previsiones se realizaron bajo la suposición de que las 
compañías CPV consiguiesen una inminente reducción en los costes de 
fabricación, situando dichos costes en una cifra un 30% menor para los 
próximos 4 años (con respecto a precios del año 2011). 
Por su parte, y según el informe realizado por ISM Research en 2012 [55], se 
estima que la potencia CPV total acumulada alcanzará los 1,2 GW en 2016. 
Todo ello a pesar de la gran competencia que los sistemas de tecnología FV 
convencional suponen en el mercado global. Este hecho impone un continuo 
decremento en los precios de sistemas CPV que le permita llegar a ser un 
mercado suficientemente atractivo dentro de su área de operación 
óptima (sistemas montados en suelo, en localizaciones con una DNIR media 
diaria superior a 6 kWh/m
2
, según el anterior informe).  




Tabla 1.2: Información detallada de plantas HCPV existentes a nivel mundial. 






LOCALIZACIÓN   DE 
LAS PLANTAS 
AMONIX 12 38,901 EEUU. 
GUASCOR FOTON 5 12,300 España. 
SOLFOCUS 27 10,980 
EEUU, España, Italia, 
Grecia, Malta, Australia, 
Sudáfrica, Méjico, 
Chile, Malasia, Arabia.  
AMONIX/GUASCOR  4 10,275 España. 
SOITEC 10 4,964 
EEUU, España, Italia, 
Francia, Sudáfrica, Abu 
Dhabi, Egipto. 
SUNCORE 2 4,500 China. 
ARIMA ECOENERGY 4 3,320 España, Taiwan. 
SOLAR /SYLER 
SYSTEMS 
8 2,765 Australia. 
SUNTRIX 11 2,241 Italia, China. 
MAGPOWER 3 1,504 Portugal 
GREENVOLTS 1 1,000 EEUU. 
SUNPOWER 1 1,000 EEUU. 
INTER 1 1 Taiwan. 
EMCORE 4 0,839 EEUU, España, China. 
SOL3G 1 0,800 España. 
DELTA ELECTR. 1 0,547 Taiwan. 
ZENITH SOLAR 4 0,506 
Australia, Abu Dhabi, 
Israel, Japón. 




EEUU, Italia, Taiwan, 
Korea. 
BRAWAVE 1 0,240 Taiwan. 
EVERPHOTON 1 0,218 Taiwan 
ABENGOA SOLAR 3 0,204 España, Dinamarca. 
OPEL SOLAR 2 0,141 EEUU. 
ISOFOTÓN 1 0,100 China. 
MST 1 0,050 Israel. 
DAIDO STEEL 2 0,031 España, Japón. 
SICHUAN ZHONGH. 2 0,028 China. 
HELIOTROP 3 0,020 
Francia, Portugal, 
Marruecos. 
ARIMAECO EUROPE 2 0,013 Italia. 
GREEN AND COLD 
ENERGY 
1 0,003 Australia. 





El informe realizado por GlobalData, y publicado a principios de 2013 [56], 
ofrece información histórica de potencia total instalada desde 2006 y datos de 
previsión hasta 2020, como se muestra en la figura 1.12. Según estos datos, se 
pronostica un crecimiento enorme en el mercado de la tecnología CPV durante 
los próximos años, con una potencia total estimada de 4,7 GW para el año 2020. 
De acuerdo con el anterior informe, las grandes empresas del sector, tras haber 
desarrollado y probado con éxito prototipos de sistemas CPV en localizaciones 
piloto, se encuentran en proceso de realización y puesta en marcha de plantas 
reales de varios MW de potencia. El avance pronosticado será posible gracias al 
continuo incremento en el conocimiento del comportamiento tecnológico de este 
tipo de sistemas.  
Recientemente se ha publicado el nuevo informe redactado por IHS Inc. 
“Concentrated PV (CPV) Report-2013” [57]. Las predicciones ofrecidas en el 
anterior informe resultan menos optimistas, aunque pronostican un incremento en 
el número de instalaciones CPV, con el consiguiente aumento de potencia 
instalada a nivel mundial, que pasará de los 160 MW existentes en 2013 a los 
1362 MW en 2020. Estos pronósticos vienen propiciados por la caída en los 
precios de la tecnología CPV sufrida durante los últimos años, como 
consecuencia directa del aumento en el volumen de fabricación y la mejora en la 
eficiencia de los diferentes elementos que componen un sistema CPV. Según IHS 
Inc, se estima que el precio medio para instalaciones HCPV ha descendido desde 
los 3,54 $/Wp instalado en 2012 hasta 2,62 $/Wp en 2013, lo que supone una 
bajada porcentual del 25,9%. Esta disminución de precios seguirá siendo patente 
durante los próximos años, alcanzando un valor de 1,59 $/Wp en 2017, lo que 
supone un ratio de descenso de precios aproximado del 15% anual desde 2012 
hasta 2017. 





Figura 1.12: Potencia CPV (MW) total instalada a nivel mundial. Fuente: GlobalData, 
2013. 
En el análisis económico de una determinada tecnología, resulta de vital 
importancia definir y estudiar el concepto de coste nivelado de la electricidad 
(LEC, del inglés levelized electricity cost), o coste ponderado de la energía 
(LCOE, del inglés levelized cost of energy), que se define como el coste medio, 
en unidades monetarias actuales, de una unidad de electricidad (kWh) generada 
por un sistema concreto a lo largo de su vida útil [58]. El pasado mes de 
Noviembre de 2013, el instituto Fraunhofer publicó un informe en el que se 
detalla y analiza el LCOE de diferentes tecnologías renovables [59]. En el caso 
particular de la tecnología CPV, se estudia la viabilidad económica de 
instalaciones en localizaciones con una alta DNIR a lo largo del año: 2.000 
kWh/m
2
·año y 2.500 kWh/m
2
·año. Se considera que los precios de los sistemas 
CPV actuales con una potencia nominal aproximada de 10 MW oscilan entre 
1.400 y 2.000 €/kW. Este gran abanico de precios viene motivado por la gran 





variedad de tecnologías diferentes actualmente desarrolladas, así como por 
tratarse de un mercado en desarrollo y muy variable a nivel regional.  
A partir de estas premisas iniciales, se calculan unas valores de LCOE que oscilan 
entre 0,102 y 0,148 €/kWh para localizaciones con DNIR=2.000 kWh/m
2
·año. Sin 
embargo, y basándose en las previsiones de reducción de aproximadamente un 
51% en el precio del sistema CPV entre 2012 y 2020, el informe estima un LCOE 
entre 0,040 y 0,076 €/kWh para el año 2030 (figura 1.13). Estos índices 
dependerán a su vez de los valores de PR (del inglés performance ratio) 
alcanzados, así como de los escenarios de mercado considerados. 
 
Figura 1.13: Evolución estimada (2013-2030) de LCOE para instalaciones FV, de 
concentración solar térmica (CSP, del inglés concentrating solar power) y CPV, en 
localizaciones con alta DNIR (kWh/m2año). Fuente: Fraunhofer ISE, 2013. 
 




1.3.  ESTRUCTURA DE LA TESIS DOCTORAL 
La Tesis Doctoral se ha estructurado en 7 capítulos y 3 anexos, que se describen a 
continuación. En este primer capítulo se ha realizado una introducción en la que 
se han enunciado de manera general los principios de funcionamiento y el estado 
actual de la tecnología CPV, así como los últimos avances y desarrollos 
tecnológicos en este sector emergente.  
En el capítulo 2 se lleva a cabo un exhaustivo procedimiento de revisión del 
estado del arte en la caracterización eléctrica de módulos CPV, así como las 
condiciones ambientales influyentes en su comportamiento.  
En el capítulo 3 se describe la justificación, los objetivos que se pretenden 
alcanzar, así como la metodología seguida en la realización de la presente Tesis 
Doctoral. 
En el capítulo 4 se detalla el sistema de medida diseñado y desarrollado para 
llevar a cabo las medidas experimentales que permitan modelar el 
comportamiento en exterior de módulos CPV, a través de la medida de sus 
parámetros eléctricos registrados bajos unas condiciones atmosféricas específicas. 
En el capítulo 5 se proponen modelos de caracterización eléctrica para estimar la 
potencia máxima entregada por módulos CPV. Para ello se realizará un análisis 
experimental previo de la influencia de las condiciones atmosféricas en su 
comportamiento eléctrico.  
En el capítulo 6 se proponen e implementan modelos basados en redes neuronales 
artificiales que permiten obtener la curva V-I completa de módulos CPV 
trabajando bajo unas determinadas condiciones ambientales que serán 
introducidas como entradas a los modelos. 
Finalmente, en el capítulo 7 se destacan las principales conclusiones y las 
aportaciones extraídas tras la realización de la presente Tesis Doctoral. De igual 





modo se exponen las principales líneas de investigación futuras que permitirán 
continuar con el trabajo desarrollado. 
Las ecuaciones, tablas y figuras se enumeran para cada capítulo. Las referencias 
bibliográficas están dispuestas al final de la Tesis Doctoral según orden de 
aparición. Adicionalmente, se presentan 3 anexos. El anexo 1 aporta información 
adicional del diseño y control del sistema de medida descrito en el capítulo 4. En 
el anexo 2 se ofrecen las hojas de especificaciones técnicas de los principales 
equipos de medida utilizados. Finalmente, en el anexo 3 se detalla el código de 
programación más relevante para la creación e implementación de los modelos de 








































                     
 
                             CAPÍTULO 2                          
 Antecedentes 
 
2.1.  INTRODUCCIÓN 
Durante los últimos 25 años la tecnología FV de Silicio cristalino ha 
experimentado un crecimiento muy considerable, presentando actualmente un alto 
grado de madurez y una experiencia reconocida [60]. Por su parte, la tecnología 
FV de capa delgada (TF, del inglés thin film) surge hace poco tiempo, con el 
objetivo de generar electricidad a un menor coste, mediante la utilización de 
materiales semiconductores más baratos y métodos de fabricación alternativos 
[61]. En este sentido, es importante señalar el progreso en la producción anual de 
módulos de tecnología TF en los últimos años, que ha evolucionado desde los 100 
MWp en 2005 hasta los 4,3 GWp en 2012 [60]. Sin embargo, y a pesar de los 
esfuerzos realizados a lo largo de los últimos años, esta tecnología requiere de un 
mayor conocimiento sobre su comportamiento en exterior, así como la evolución 
de su funcionamiento a lo largo de una operación prolongada, y el análisis de su 
posible degradación. 





Al igual que ocurre con la tecnología FV de TF, la clave para hacer que la 
tecnología CPV se convierta en una alternativa real a la generación de 
electricidad convencional consiste en conocer perfectamente su comportamiento 
eléctrico bajo diferentes condiciones ambientales. La predictibilidad de la energía 
generada por un sistema CPV conducirá, sin lugar a dudas, a un inminente 
crecimiento del sector. 
Como ya se ha enunciado anteriormente, la evolución de la tecnología FV en 
general necesita disponer de herramientas que le permitan predecir el 
comportamiento eléctrico de los sistemas trabajando bajo diferentes condiciones 
externas. En el caso de la tecnología FV de módulo plano, está ampliamente 
aceptado que su comportamiento eléctrico está marcado fundamentalmente por la 
irradiancia global incidente (G, [W/m
2
]), y por su propia temperatura (TC, [ºC]). 
Los fabricantes disponen de información acerca de los parámetros eléctricos 
devueltos por un módulo trabajando bajo unas determinadas condiciones 
estándares de medida (STC, del inglés standard test conditions): G de 1000 
W/m
2
, TC de 25 ºC, y distribución espectral AM1.5 definida de acuerdo al 
estándar IEC 60904–3 [62]. Para determinar el comportamiento eléctrico de un 
módulo bajo unas condiciones atmosféricas distintas a las STC, es necesario 
aplicar una ecuación de transformación, teniendo en cuenta la información dada 
por los fabricantes en las hojas de características del módulo en cuestión. Sin 
embargo, en el caso de los sistemas CPV, esta tarea resulta más complicada 
debido a la inexistencia de un procedimiento estándar que permita determinar el 
comportamiento de los módulos CPV bajo unas condiciones externas previamente 
conocidas. En general, los estándares comparten un objetivo común bien definido 
que consiste en ofrecer un marco regulatorio práctico y teórico necesario para el 
desarrollo de una tecnología creciente, como es el caso de la CPV. 
Hasta hace poco tiempo el IEC-62108 [63] era el único estándar existente a nivel 
internacional en el ámbito de la tecnología CPV. Este estándar deriva de dos 






anteriores, como muestra E. Muñoz et al. [43], concretamente el IEEE-1513-2001 
[64] que describe las pruebas e inspecciones mínimas requeridas para evaluar 
módulos CPV, y el estándar IEC-61215 [65], que sin estar relacionado con la 
tecnología CPV, describe la cualificación en el diseño y homologación de 
módulos de Silicio cristalino para uso terrestre. Por su parte, el estándar IEC-
62108 determina las características eléctricas, mecánicas y térmicas de los 
sistemas CPV trabajando bajo condiciones externas durante un largo periodo de 
operación.  
Tan solo unos meses atrás, el pasado Septiembre de 2013, la Comisión 
Electrotécnica Internacional (IEC, del inglés International Electrotechnical 
Commission) publicó la primera parte del estándar IEC-62670 [66] que define las 
condiciones STC para evaluar la potencia generada por sistemas CPV y por sus 
subcomponentes. El objetivo de esta primera parte de la normativa consiste en 
definir una serie de condiciones STC que servirán como base común en este 
campo, y bajo las cuales los fabricantes deberán ofrecer las características 
eléctricas de los módulos. Esta normativa incluye dos conjuntos de condiciones 
para llevar a cabo la caracterización de sistemas CPV: 
a) Condiciones de operación. 
b) Condiciones de medida. 
La segunda y tercera parte del estándar, IEC-62670-2 e IEC-62670-3, definirán 
respectivamente un método basado en medidas tomadas a sol real, para 
determinar la energía generada y el PR de plantas CPV, así como métodos 
(medida indoor  y outdoor) para la evaluación de la potencia máxima (Pmax, [W]) 
generada por un sistema CPV bajo STC. Sin embargo, estas dos últimas partes del 
estándar están aún en proceso [42]. La inexistencia de un método estándar o 
procedimiento de normalización que permita determinar el comportamiento 
eléctrico de un módulo o sistema CPV bajo la variación de las variables 
ambientales influyentes, se presenta como una de las principales barreras para el 





desarrollo de esta tecnología. La publicación completa de este estándar supondrá 
un empuje imprescindible para su evolución. 
Además de la necesidad innegable de métodos estándar o procedimientos de 
normalización, y debido al alto grado de innovación que supone el uso de esta 
tecnología, su posicionamiento como una alternativa viable a nivel de mercado, 
requiere disponer de una amplia base experimental, que permita: 
 Conocer y asegurar el comportamiento de sistemas CPV a medio-largo 
plazo.  
 Desarrollar herramientas precisas y a la vez sencillas para la estimación 
de los parámetros eléctricos entregados por módulos CPV bajo 
condiciones ambientales a sol real previamente conocidas. 
Los trabajos desarrollados en la presente Tesis Doctoral, y las aportaciones 
extraídas de la misma se focalizan precisamente en estos puntos, habida cuenta de 
la importancia de la existencia de métodos de modelado que definan y estimen el 
comportamiento eléctrico de módulos CPV a través de la obtención de su Pmax o 
de su curva V-I completa bajo condiciones de operación reales. 
El uso apropiado de estas herramientas permitirá calcular la producción de una 
planta CPV para un determinado intervalo temporal, lo que hará posible analizar 
la rentabilidad de su funcionamiento. La predicción adecuada disminuye el riesgo 
y aumenta la confianza de posibles inversores hacia un mercado de reciente 
creación, propiciando la evolución comercial de esta tecnología. 
2.2.  INFLUENCIA DE LAS CONDICIONES ATMOSFÉRICAS 
A continuación se van a detallar y argumentar los principales factores ambientales 
que afectan al comportamiento eléctrico en exterior de módulos CPV, los cuales 
serán considerados en la presente Tesis Doctoral como base para la 
implementación y análisis de los modelos de estimación propuestos. 






2.2.1. Irradiancia normal directa DNI 
Contrariamente a lo que ocurre en la tecnología FV de panel plano convencional, 
se considera la componente directa (DNI) de la G que incide en el módulo en 
cuestión como su fuente de energía solar. Debido al estrecho ángulo de aceptancia 
de los dispositivos ópticos usados en los módulos CPV para concentrar la 
radiación en la célula solar MJ, tan solo aquella irradiancia que incida en el 
módulo de manera prácticamente perpendicular, puede ser aprovechada por éste 
para la conversión eléctrica.  
La DNI es considerada como la principal variable atmosférica que influye en el 
comportamiento eléctrico externo presentado por los módulos CPV, siendo su 
efecto predominante con respecto al ejercido por el resto de condiciones 
ambientales influyentes. Existe una dependencia muy marcada de la Pmax y la 
corriente de cortocircuito (ISC, [A]) entregadas por un módulo CPV con respecto a 
esta variable atmosférica.  
2.2.2. Distribución espectral de la irradiancia 
La distribución espectral de la irradiancia incidente es uno de los parámetros 
ambientales cuyo estudio resulta más importante a la hora de analizar el 
comportamiento eléctrico de módulos CPV compuestos por células solares MJ.  
Debido al apilamiento de varias subcélulas con diferente respuesta espectral para 
formar las células solares MJ, y puesto que cada una de estas subcélulas es 
sensible a una porción del espectro comprendido entre unos determinados límites 
de longitud de onda, se permite el mejor aprovechamiento de gran parte del 
espectro solar.  
Debido precisamente a la partición del espectro a través de las 3 subcélulas, se 
observa una alta sensibilidad en el comportamiento eléctrico de la célula solar MJ 
ante cambios espectrales. Las células solares MJ están diseñadas de tal forma que 





funcionan de manera óptima trabajando bajo un espectro que coincide con el 
estándar AM1.5D [67] para el cual fueron fabricadas (current-matched). Sin 
embargo, durante gran parte de la operación en exterior de los módulos CPV, el 
espectro incidente es diferente del estándar, dando lugar a modificaciones en el 
comportamiento eléctrico de la célula solar MJ [68-70], que entregará un menor 
valor de ISC y por tanto un valor de Pmax menor al esperado [8,9,71]. Este efecto 
es igualmente observado a nivel de módulo [72-76].   
La explicación justificada de la influencia del espectro sobre las células solares 
MJ debe buscarse en su propia estructura: las subcélulas o uniones que componen 
una célula solar MJ están ordenadas formando una estructura en serie, de manera 
que la tensión total generada por dicha célula MJ coincide con la suma de las 
tensiones individuales generadas por cada una de las uniones componentes. De 
igual modo, la corriente total generada por la célula MJ coincidirá con la menor 
de las corrientes individuales generadas por cada una de las uniones, función de 
su respuesta espectral (figura 2.1) y de las condiciones espectrales externas en 
cada momento [77].   
 








































En este sentido, si el espectro solar incidente tiene un mayor contenido espectral 
en longitudes de onda corta, es decir contenido espectral en azul, que la 
distribución espectral estándar, la fotocorriente generada por la unión top será 
mayor que aquella generada por la unión middle, siendo esta última considerada 
la subcélula limitante. De otro modo, si la distribución espectral incidente tiene 
un mayor contenido espectral en longitudes de onda largas, es decir contenido 
espectral en rojo, que la distribución estándar, la fotocorriente generada por la 
unión top será menor, siendo ésta la que limite la corriente total extraída de la 
célula MJ [72,78]. Como ya se ha introducido anteriormente, estas variaciones 
espectrales afectan a la ISC generada por la célula MJ y a su Pmax de una manera 
menos acusada, pero siguiendo la misma tendencia [79]. Debido al estrecho 
ancho de banda de la unión bottom (substrato de Ge), la corriente generada por 
esta unión es siempre superior, incluso trabajando bajo distribución espectral 
estándar, de manera que nunca será la subcélula limitante.  
La distribución espectral de la irradiancia, medida habitualmente por medio de un 
espectro-radiómetro, se expresa a través de un conjunto de puntos, en función de 
los valores de la longitud de onda bajo la cual son recogidos. Este hecho hace 
imposible el uso de la distribución espectral completa como una única entrada en 
los modelos de predicción del comportamiento eléctrico de módulos CPV. 
Atendiendo al anterior razonamiento, existe una tendencia generalizada de 
búsqueda de un parámetro único que pueda dar una información cuantitativa de la 
influencia de la distribución espectral de la irradiancia en el comportamiento 
eléctrico de los módulos FV. 
En este sentido, se define el índice de energía media del fotón (APE, [eV] del 
inglés average photon energy), como un único valor capaz de caracterizar la 
forma del espectro solar. Este índice resulta ser un buen indicador del contenido 
espectral en la radiación solar incidente [80,81]. A medida que aumenta el valor 





de APE, la radiación correspondiente tiene una distribución espectral con mayor 
contenido en azul.  
Este índice se calcula como el cociente entre la irradiancia incidente y la densidad 
del flujo de electrones total, a partir de la ecuación 2.1: 
                                                  
∫              
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donde: 




]: irradiancia espectral global o directa. 
   [m-2·nm-1·s-1]: densidad espectral del flujo de fotones. Definida como 
la ratio entre la irradiancia espectral y la energía del fotón a una 
determinada longitud de onda λ. 
         límites inferior y superior, respectivamente, determinados por el 
rango espectral de medida del espectro-radiómetro usado.  
Actualmente destacan los trabajos realizados por algunos autores en los que se 
analiza la influencia del índice APE en el comportamiento eléctrico de módulos 
de diferentes tecnologías FV [82-92], evidenciando una importante dependencia 
en el comportamiento de dichos módulos con la variación del índice APE. 
Hasta la fecha de redacción de la presente Tesis Doctoral, solo existía un único 
trabajo en el cual se usaba el índice APE para describir la influencia de la 
distribución espectral en el comportamiento de módulos CPV [93]. 
Otra manera de obtener un parámetro único que defina la influencia del espectro 
solar en los módulos de tecnología CPV es por medio del Spectral Matching 
Ratio (SMR, [adimensional]). Para entender el índice SMR, y cómo se lleva a 






cabo su cálculo, es necesario resaltar previamente el concepto de mismatch 
espectral. 
Se define el mismatch espectral como la diferencia entre las fotocorrientes 
generadas por ambas uniones componentes de la célula solar MJ susceptibles de 
ser limitantes: top y middle. El estudio del mismatch espectral comprende el 
análisis de la discrepancia existente entre las intensidades generadas por cada una 
de estas uniones, y cómo esta discrepancia está relacionada con la diferente 
distribución espectral de la irradiancia incidente, afectando al comportamiento 
eléctrico del módulo CPV. Por tanto, el mismatch espectral representa las 
pérdidas de corriente que se originan en módulos CPV compuestos por células 
MJ, como consecuencia de que la corriente producida en cada una de las células 
MJ, se encuentra en cada momento limitada por la unión que genera la 
fotocorriente más baja.  
Gracias al uso del espectro-heliómetro tribanda se podrá medir de manera 
independiente la corriente generada por cada una de las uniones, observado de 
esta forma la influencia del espectro solar cuando estas dos fotocorrientes no 
presentan el mismo valor. Esta medida se detallará más adelante en el capítulo 4 
de la presente Tesis Doctoral. El espectro-heliómetro tribanda o células 
componentes calibradas es un dispositivo de medida capaz de reproducir la 
respuesta espectral de cada una de las subcélulas que componen la célula solar 
MJ. De este modo, se usa para medir la DNI efectiva (DNIsubcélula-i, [W/m
2
]) que 
es recibida por cada una de dichas subcélulas, según la ecuación 2.2 [94]: 
                                 
         
                        
                             
Donde ISC,medida [A] e ISC STC [A] son las corrientes de cortocircuito medidas y 
calibradas en condiciones STC, respectivamente, para cada una de las subcélulas. 





De este modo, se define el índice SMR (referente a la distribución espectral 
AM1.5D) como el cociente entre las DNI efectivas recogidas por cada una de las 
dos uniones que limitan (top y middle) la corriente final generada por la célula 
solar MJ  [95-98], y se calcula a partir de las ecuaciones 2.3 y 2.4: 
                                          
                          
                      
                                       
Donde ISC TOP, medida [A] e ISC MID, medida [A] son las corrientes de cortocircuito 
medidas, siendo ISC TOP STC e  ISC MID STC [A] las corrientes de cortocircuito en 
condiciones STC, para las uniones top y middle,  respectivamente. 
Por tanto: 
                                               
            
                
                   
                               
Donde DNITOP-subcélula  [W/m
2
] y DNIMIDDLE-subcélula [W/m
2
]  corresponden a la DNI 
efectiva recibida por las uniones top y middle, respectivamente. Atendiendo a la 
anterior ecuación, existen 3 posibilidades de funcionamiento diferentes: 
o Si SMR<1, el espectro solar incidente tiene una distribución con un 
mayor contenido espectral en longitudes de onda largas, es decir un 
mayor contenido espectral en rojo, que la distribución estándar (de aquí 
en adelante distribución espectral rica en contenido rojo), y por tanto la 
DNI efectiva en la unión middle es mayor que la registrada por la unión 
top, siendo esta última la subcélula limitante. 
o Si SMR>1, el espectro solar incidente tiene una distribución con un 
mayor contenido espectral en longitudes de onda cortas, es decir, un 
mayor contenido espectral en azul que la distribución estándar (de aquí 
en adelante distribución espectral rica en contenido azul), y por tanto la 






DNI efectiva en la unión top es mayor que la registrada por la unión 
middle, siendo esta última la subcélula limitante. 
o Si SMR=1, el espectro solar incidente tiene una distribución que coincide 
con la estándar AM1.5D, y por tanto los valores de DNI efectiva 
colectados individualmente por ambas uniones, top y middle, son iguales. 
2.2.3. Temperatura ambiente Tamb 
El comportamiento eléctrico de las células solares MJ que componen un módulo 
CPV viene influenciado por su propia temperatura, como se pone de manifiesto 
en los estudios encaminados a la obtención de los coeficientes de temperatura de 
los diferentes parámetros eléctricos de la célula en función del factor de 
concentración [99-102]. Es destacable la dependencia de los coeficientes de 
temperatura de la célula con otros parámetros adicionales, como son la 
distribución espectral y el ancho de banda prohibido [103,104]. A partir de dichos 
estudios se concluye que la temperatura de la célula MJ tiene un efecto negativo 
sobre su comportamiento eléctrico, principalmente propiciado por la disminución 
de la tensión de circuito abierto (VOC, [V]) con el aumento de dicha temperatura. 
Esta dependencia es menos acusada a medida que se incrementa el factor de 
concentración y el ancho de banda prohibido de la célula en cuestión, y 
prácticamente constante e independiente del espectro incidente a una 
concentración de 1 sol. Este hecho beneficia a los sistemas futuros con altos 
factores de concentración. Del mismo modo, se concluye que la temperatura de la 
célula MJ tiene una influencia positiva leve en la ISC generada por ésta. Algunos 
autores aseguran que esta dependencia es más acusada a medida que se 
incrementa el factor de concentración [105], y sin embargo en otros casos se 
enuncia que la influencia de la temperatura sobre la ISC de la célula solar MJ 
disminuye a medida que aumenta la ratio de concentración [106]. No obstante, 
cuando se analiza el comportamiento del módulo (en lugar de la célula MJ), las 
conclusiones obtenidas pueden ser diferentes. Cuando se evalúa la influencia de 





la temperatura de la célula MJ sobre la ISC generada por el módulo CPV, el 
problema puede variar. Así, el aumento en la temperatura de la lente puede 
suponer un decremento en el comportamiento óptico de la misma, principalmente 
debido a dos efectos: primero, el índice de refracción de la lente varía con su 
temperatura; segundo, el aumento de temperatura puede dar lugar a una 
expansión térmica de la lente, haciendo que su superficie se deforme. De igual 
modo, se puede producir una expansión térmica lateral de los diferentes 
elementos componentes del módulo CPV, lo que ocasionará que las células 
solares MJ se desvíen de su posición óptima perpendicular al rayo solar, y por 
tanto, la ISC generada sea menor [107]. 
El estudio de la influencia de la temperatura de las células componentes de un 
módulo CPV sobre el comportamiento eléctrico de dicho módulo no es una tarea 
sencilla, debido a la dificultad de acceso a dicha célula que impone la propia 
constitución del módulo en cuestión (célula solar MJ bajo el sistema óptico de 
concentración en el interior del módulo). Atendiendo a lo anterior, existen en la 
literatura diversos modelos que permiten estimar la temperatura del módulo CPV 
a través de la medida de diferentes parámetros eléctricos de su curva V-I 
característica [108-110]. Sin embargo, para aplicar estos modelos es necesaria la 
previa obtención de varios parámetros que deben ser calculados mediante un 
simulador solar, coeficientes de regresión específicos para una localización 
concreta, o coeficientes de temperatura no siempre suministrados por el 
fabricante, lo que hace más complejo el problema de la estimación de la 
temperatura del módulo. Cuando se utiliza un simulador solar es posible estudiar 
la influencia de la temperatura del módulo CPV sobre su comportamiento 
eléctrico [107] bajo un nivel constante de irradiancia y distribución espectral 
incidente, evitando de este modo la influencia de estos parámetros sobre la 
temperatura del módulo. 






Dada la naturaleza exterior de las medidas llevadas a cabo en la presente Tesis 
Doctoral, y teniendo en cuenta los razonamientos hasta ahora expuestos, se 
considera la influencia de la temperatura ambiente (Tamb, [ºC]) -en lugar de 
temperatura de módulo- sobre el comportamiento eléctrico de módulos CPV 
trabajando bajo condiciones de sol real. Todo ello suponiendo que dicha Tamb 
tendrá una dependencia lineal sobre la temperatura del módulo [111]. Bajo este 
mismo razonamiento, el uso de la Tamb como parámetro de entrada en los modelos 
propuestos por otros autores para análisis outdoor [73-75,112], es una práctica 
extendida. 
2.2.4. Velocidad del viento WS 
Desde la inclusión de la velocidad del viento (WS, [m/s]) como una de las 
condiciones atmosféricas de partida que deben ser utilizadas para caracterizar la 
Pmax entregada por un módulo CPV atendiendo al estándar ASTM E2527-09 
[113], algunas investigaciones [74,75] han sido llevadas a cabo tomando en 
consideración la influencia de este parámetro ambiental sobre el comportamiento 
eléctrico de módulos CPV. 
Los valores de WS registrados pueden ejercer un doble efecto sobre el 
comportamiento del módulo CPV: por una parte, un efecto positivo de 
refrigeración [114] que viene propiciado por la disminución en su temperatura 
como consecuencia de un aumento en los valores de WS, beneficiando el 
comportamiento eléctrico del módulo. Esta dependencia positiva será apreciable a 
partir del estudio de la VOC entregada por el módulo CPV. Por otra parte, altos 
valores de WS pueden provocar una desestabilización del sistema de seguimiento 
que sustenta al módulo y lo orienta en la posición del Sol [115], haciendo que éste 
se separe de su posición óptima perpendicular al rayo solar. Este hecho generaría 
pérdidas en la producción FV. Dicha dependencia negativa se hace visible a partir 
del estudio de la ISC generada por el módulo y su dependencia con los valores de 
WS registrados. 





2.3.  ESTADO DEL ARTE EN LA CARACTERIZACIÓN DEL 
COMPORTAMIENTO ELÉCTRICO DE SISTEMAS CPV 
La caracterización del comportamiento eléctrico de un módulo o sistema CPV 
consiste en obtener su curva V-I completa o la potencia entregada por ésta en su 
punto de máxima potencia (PMP), bajo unas condiciones meteorológicas 
concretas previamente determinadas. 
Los trabajos existentes hasta la actualidad encaminados a obtener conocimiento 
acerca del funcionamiento de módulos CPV, o por ende, de las células MJ que 
forman dichos módulos, se pueden dividir en dos grandes grupos: por una parte, 
los trabajos basados en medidas “in oor” realizadas en un simulador solar, y por 
otra parte, los trabajos que consideran medidas “out oor” a sol real, realizadas 
bajo condiciones externas.  
La caracterización indoor es habitualmente usada en procesos de calibración de 
módulos, y consiste en medir su curva V-I característica bajo unas determinadas 
condiciones que están controladas en todo momento [116]. Sin embargo, las 
medidas indoor no son capaces de reproducir fidedignamente las condiciones 
reales observadas en el comportamiento externo, como son la velocidad del 
viento, los problemas de desalineamiento, las posibles sombras, etc.  
Es por ello que resulta de suma importancia disponer de un amplio conjunto de 
medidas reales de funcionamiento eléctrico y condiciones ambientales, de manera 
que se pueda estudiar y analizar las dependencias existentes entre ambas. 
Únicamente mediante el análisis de su comportamiento a sol real, se podrá 
predecir la operación de un sistema CPV a medio-largo plazo.   
En esta sección se realizará una clasificación adicional que separará los métodos 
cuyo objetivo está basado en la caracterización de módulos o sistemas CPV a 
través de la obtención de su Pmax, de otros métodos que son capaces de predecir la 
curva V-I completa de dichos módulos o sistemas CPV.  






2.3.1. Obtención de potencia máxima 
Los métodos que proponen la obtención de la Pmax de un módulo o sistema CPV 
se dividen en 2 subgrupos: métodos de simulación, en los que se hace uso de 
simulaciones previas realizadas a través de software; y métodos experimentales, 
que proponen la obtención de unos coeficientes de operación extraídos a partir del 
análisis del funcionamiento real de los sistemas CPV estudiados. 
2.3.1.1.  Métodos implementados a través de simulación software 
Inicialmente, destaca la implementación de un método de predicción de la energía 
anual generada por un sistema CPV basado en un modelo de simulación por 
ordenador, que utiliza como entradas tanto datos reales de funcionamiento como 
datos previamente estimados por el propio programa. Este modelo, desarrollado 
por Chan et al. [117], propone la estimación del comportamiento eléctrico de un 
modulo CPV a través de la medida de condiciones ambientales (Tamb, TC, 
humedad relativa y aerosoles), la simulación del espectro solar a través del 
programa SMARTS
®
, y la inclusión de las características físicas de las células 
solares MJ que componen el módulo CPV (eficiencia cuántica, resistencia 
parásita y parámetros de recombinación), como información de entrada al 
modelo.  
En segundo lugar, YieldOPt [118] es el nombre usado para definir otro modelo de 
simulación por ordenador que ha sido recientemente propuesto para predecir la 
Pmax instantánea y la producción eléctrica de diferentes módulos CPV trabajando 
bajo condiciones ambientales cualesquiera. Dicho modelo considera que el 
comportamiento real de un módulo CPV está influenciado por los siguientes 
factores: 





o Distribución espectral de la irradiancia incidente sobre la superficie del 




o Modificaciones de la distribución espectral de la irradiancia causadas por 
la lente fresnel del módulo. La consideración de dichas modificaciones se 
lleva a cabo mediante el cálculo de la eficiencia óptica de la lente, 
teniendo en cuenta su temperatura. 
o Corrientes de cortocircuito de cada una de las subcélulas a partir de su 
eficiencia cuántica externa. 
o Curva característica V-I de las células solares MJ que componen el 




o Interconexión eléctrica de las células para formar el módulo. La curva V-
I característica del módulo completo se obtiene sumando las tensiones y 
considerando la corriente de cada una de las células solares conectadas 
en serie. Si el módulo CPV está formado por la interconexión de células 
MJ en paralelo, se considerará la suma de las corrientes, y como tensión 
final se tendrá la tensión individual de cada una de las células. 
o Alineamiento del módulo y sistema de seguimiento de manera 
perfectamente perpendicular al rayo solar. Dicho alineamiento queda 
definido a través del producto de la corriente de cortocircuito de las 
subcélulas y un factor derivado de una función del ángulo de aceptancia. 
Dicha función describe la corriente generada por el módulo en función 
del alineamiento del sistema de seguimiento. 
o Consideraciones adicionales como la no-homogeneidad de la luz o la 
consideración de que las curvas V-I de cada una de las células 
componentes no sean idénticas, se enmarcan introduciendo un parámetro 
de ajuste, p, que actuará como factor multiplicador del valor de Pmax 
calculado para el módulo CPV.  






Dicho modelo YieldOPt se validó con 5 modelos de módulos CPV diferentes, 
obteniendo un valor de raíz cuadrada del error cuadrático medio (RMSE, del 
inglés root mean square error) normalizado (en función de los valores de Pmax 
máximos y mínimos medidos durante el periodo de tiempo considerado) por 
debajo del 4% para los valores de producción eléctrica calculados a lo largo de un 
año completo. 
2.3.1.2.  Métodos implementados a partir de medidas experimentales outdoor 
En este apartado se van a describir ampliamente diferentes métodos analíticos 
(ecuaciones lineales múltiples, regresiones cuadráticas, ecuaciones de traslación) 
realizados a partir de medidas reales outdoor. Todos estos métodos han sido 
desarrollados con el objetivo común de estimar la Pmax de un módulo o sistema 
CPV, en función de unas condiciones meteorológicas dadas. La clave que implica 
la importancia de estos métodos reside en que no están basados en simulaciones, 
sino que están creados a partir del análisis del funcionamiento a sol real de 
módulos CPV. Este mismo razonamiento puede conllevar variaciones de los 
métodos cuando son implementados en localizaciones diferentes a aquellas en las 
que se realizó el estudio. A continuación se pasa a detallar en profundidad cada 
uno de estos métodos. 
La mayoría de los trabajos de modelado outdoor de la Pmax entregada por un 
módulo CPV surgen a partir de la publicación del estándar americano por la 
Sociedad Americana para medida y materiales (ASTM, del inglés American 
Society for Testing and Materials), E-2527-06, para determinar el 
comportamiento eléctrico de un módulo o sistema CPV trabajando en condiciones 
reales externas. Este estándar propone una metodología que permite el cálculo de 
diferentes coeficientes de regresión que definen la dependencia de la Pmax de un 
módulo CPV con respecto a tres variables ambientales: DNI, Tamb y WS. Sin 
embargo, hay que resaltar que esta metodología no tiene en cuenta la influencia 





de la distribución espectral de la DNI como factor influyente en el 
comportamiento de estos sistemas.  
Desde ISFOC (Instituto de sistemas fotovoltaicos de concentración), se aplicó la 
metodología definida por el estándar ASTM calculando los coeficientes de 
regresión que componen la expresión lineal múltiple mostrada en la ecuación 2.5 
[119]: 
                                                                             
Una vez que se calculan dichos coeficientes de regresión, es posible obtener la 
Pmax entregada por el módulo CPV bajo unas determinadas condiciones de 
medida. ISFOC definió estas condiciones como: Standard concentrator 




o Tamb,o=20 ºC. 
o WS,o=4 m/s. 
Los coeficientes de regresión fueron obtenidos a través de una función en 
Matlab
®
, a partir de datos reales de operación del módulo durante 5 días, 
obteniendo un error de -2,93%. Se entiende dicho error como la diferencia en 
términos porcentuales entre la Pmax entregada por el módulo CPV bajo 
condiciones STC según ISFOC (DNI de 850 W/m
2
, TC de 60 ºC y WS inferior a 
3,3 m/s), y la potencia nominal de dicho módulo bajo estas condiciones STC 
según su hoja de características. Los datos experimentales usados para 
implementar el anterior análisis son filtrados de manera que DNI sea mayor que 
700 W/m
2
. Los autores de este trabajo no ofrecen información acerca del 
intervalo temporal en el que se lleva a cabo la experimentación y posterior 
comprobación de la fiabilidad del modelo. Únicamente se destaca que los 
resultados obtenidos son claramente dependientes de la cantidad de datos usados 






para realizar la experimentación, y que los resultados óptimos se obtienen usando 
datos experimentales de 5 días. Se desconoce si estos 5 días están repartidos a lo 
largo del año, o si por el contrario, están concentrados en una misma estación. 
El estándar ASTM es aplicado en un estudio realizado por el laboratorio nacional 
de energía renovable (NREL, del inglés National Renewable Energy Laboratory) 
[75] para contrastar su funcionamiento y viabilidad en su uso. Tras este análisis 
se concluye que existe una alta variabilidad en la estimación de la Pmax de un 
modulo CPV a través de dicho estándar, precisamente porque no considera los 
efectos espectrales. Una de las causas de la no aceptación de este estándar a nivel 
internacional debe buscarse precisamente en este razonamiento. 
En este contexto, y con el objetivo de búsqueda de otra variación alternativa a la 
regresión lineal múltiple propuesta por el ASTM, Peharz [108] introduce un 
modelo para obtener la Pmax entregada por 4 modelos diferentes de módulos 
CPV. En este caso se aplica la expresión definida en la ecuación 2.6, calculando 
los coeficientes de regresión que definen la influencia de DNI, distribución 
espectral y temperatura del módulo: 
                                                                                           
Siendo Z [adimensional] el factor espectral, que expresa la influencia del 
espectro solar en función de la diferencia entre las fotocorrientes generadas por 2 
uniones componentes de la célula solar MJ, y TC [ºC] la temperatura del módulo 
previamente calculada por un modelo propuesto por los propios autores del 
trabajo. K representa una constante. Este modelo, y a diferencia de lo que 
propone el ASTM,  no considera la influencia de WS. 
La ecuación lineal inicial propuesta por el modelo de Peharz fue modificada para 
uno de los módulos CPV analizados en el trabajo, tras observar un punto de 
inflexión en su eficiencia para un valor de Z=0,015. La expresión modificada 
quedó expresada según la ecuación 2.7. 





                                           
                                    
Como puntos débiles de la anterior metodología es necesario destacar: 
 A diferencia de lo que propone el ASTM, no tiene en cuenta la 
influencia de WS. 
 Se expresa de manera diferente en función del modelo de módulo CPV 
al que se aplique, debido a la necesidad de añadir un término cuadrático 
para expresar el punto de inflexión observado en el comportamiento de 
uno de los módulos testeados en función de Z, como se ha expuesto en 
la ecuación 2.7.  
Esta metodología calcula valores absolutos para RMSE de 1,3 W, 1,2 W, 1,6 W 
y 0,6 W para los módulos 1, 2, 3 y 4, respectivamente. 
Tomando esta vez como partida la expresión propuesta por Osterwald, 
recientemente se ha publicado un trabajo en el cual los autores proponen un 
modelo para estimar la Pmax entregada por módulos HCPV trabajando bajo 
diferentes condiciones atmosféricas [120]. En este modelo, la Pmax es expresada 
como función de los siguientes parámetros ambientales: 
                                                                                                         (2.8) 
La masa del aire (AM, del inglés air mass) se considera en este estudio como una 
aproximación al espectro solar, y usado por tanto para definir su influencia. Por 
otra parte, y al igual que ocurría en la metodología descrita anteriormente, no se 
considera la influencia de WS para el cálculo de la Pmax entregada por los 
módulos HCPV. Este modelo propone dos ecuaciones diferentes para predecir el 
comportamiento eléctrico de los módulos, en función del valor de AM 
registrado: 






 Cuando AM<=2, se demuestra que no existe influencia de AM sobre la 
Pmax registrada por los módulos HCPV analizados, por lo tanto la expresión que 
define el modelo se expresa según la ecuación 2.9: 
                                      
  
    
     (             
  )                           
Siendo:    el valor de la Pmax calibrada por los autores para DNI=900 W/m
2
, 





amb como la DNI y Tamb en las condiciones de referencia, siendo   [%/ºC]  el 
coeficiente que define el impacto de la Tamb en la Pmax.  
 De otro modo, cuando AM>2, se incluye una corrección lineal en la 
ecuación, para considerar el efecto del espectro solar, según se muestra en la 
ecuación 2.10:  
         
  
    
     (             
  )                            
Siendo   [%] el coeficiente que define la influencia de AM en la Pmax y AM2 el 
valor de la masa de aire a partir del cual dicho parámetro comienza a influir en la 
Pmax entregada por los módulos. 
A partir del análisis de las expresiones de regresión lineal propuestas, se obtienen 
experimentalmente los valores de   y   para los dos modelos de módulos HCPV 
estudiados. Tras la comparación entre los valores reales de Pmax y los predichos 
por el modelo propuesto, se obtienen valores de RMSE de 3,38% y 3,48% para 
los módulos A y B, respectivamente.  
Como puntos débiles a este modelo cabría señalar la caracterización aproximada 
del efecto de la distribución espectral a través de la medida de la variable AM, 
así como la no inclusión de WS como condición atmosférica influyente. 





En el trabajo [121] se presenta un modelo para corregir la Pmax entregada por un 
sistema CPV a unas condiciones atmosféricas consideradas como STC. Para 
desarrollar este modelo, se propone una expresión lineal en la que se calcula la 
Pmax del sistema CPV como el producto de su Pmax en condiciones STC y una 
serie de factores de corrección que expresan la influencia de los siguientes 
parámetros: DNI, TC, AM, turbidez, agua precipitable (PW, del inglés 
precipitable water), y espesor óptico del ozono. A pesar de la fiabilidad sugerida 
por el modelo debido a la utilización de múltiples variables atmosféricas como 
entradas al mismo, según los propios autores de este método, se requiere trabajo 
futuro en la estimación del coeficiente de corrección relativo a la medida de la 
DNI. Hasta el momento, el método únicamente puede ser usado cuando la ratio 
DNI/GNI (considerando GNI [W/m
2
] como irradiancia normal global, del inglés 
global normal irradiance) sea mayor que 0,8. 
Hasta la fecha de redacción de la presente Tesis Doctoral, el último modelo 
presentado para la estimación de la Pmax en corriente alterna (AC) generada por 
un sistema CPV conectado a red [122], considera la influencia de 4 factores 
principales: DNI, Tamb, WS, y masa de aire corregida en presión (PCAM, del 
inglés pressure-corrected air mass). Los valores de Tamb y WS  registrados son 
usados para la obtención de la temperatura del módulo CPV a través de la 
ecuación 2.11: 
                                                   
   
          
                                             




] son coeficientes de pérdida de calor determinados 
experimentalmente en función de los valores de WS registrados. Para el cálculo 
de dichos coeficientes solo se utilizaron datos registrados en días claros. 
Como ya se ha introducido, este trabajo caracteriza la influencia del espectro a 
partir de PCAM. De este modo, se calcula la dependencia de la eficiencia relativa 






de la célula solar MJ con respecto a PCAM a partir de la expresión definida en la 
ecuación 2.12: 
                                          
 
               
                                      
Donde µ1 [adimensional] se corresponde con el valor de PCAM para el cual la 
célula solar alcanza su eficiencia relativa máxima, y µo [adimensional] es un 
factor de escala global que expresa la dependencia con el AM. Ambos 
coeficientes son determinados experimentalmente, sin embargo, este parámetro 
PCAM es útil únicamente para caracterizar el espectro solar para condiciones de 
cielo despejado. 
Finalmente se propone una expresión (ecuación 2.13) que permite calcular la 
Pmax media horaria en AC de sistemas CPV conectados a red: 
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)                                                
Donde Pmax,AC,SIT [W] es la potencia máxima del sistema en condiciones STC de 
DNI y TC, y   [K
-1
] es el coeficiente de temperatura del sistema completo. 
Ambos son experimentalmente calculados a partir de datos reales de 
funcionamiento del sistema. Es necesario considerar que dicha fórmula asume 
que la dependencia del comportamiento eléctrico del sistema CPV completo con 
la temperatura va a ser igual que aquella presentada por una célula solar 
individualmente. Bajo condiciones de Tamb más extremas que las registradas en el 
análisis expuesto, la influencia de dicha Tamb en la lente fresnel invalidaría el 
modelo propuesto. 
Las predicciones realizadas con este modelo fueron comparadas con los datos 
reales medidos con una periodicidad de una hora entre medidas sucesivas, para 





un sistema CPV real situado en una localización desértica, observando un valor 
de RMSE medio de aproximadamente 5%. Sería necesario comparar dichos 
resultados con los obtenidos para otras localizaciones con valores de DNI más 
bajos. 
Como puntos débiles al anterior modelo destacan la complejidad en el cálculo y 
dificultad de obtención de los coeficientes experimentales utilizados. Del mismo 
modo, el efecto de WS es incluido para el cálculo de la TC, pero no se considera 
como parámetro influyente en el cálculo de la Pmax media horaria.  
Adicionalmente, es importante destacar el uso de técnicas basadas en redes 
neuronales artificiales (ANN), para obtener la Pmax entregada por módulos CPV 
bajo unas condiciones atmosféricas determinadas. En este sentido, solo existen 
hasta la fecha dos trabajos recientemente publicados. En [123] se usa un modelo 
basado en redes neuronales artificiales (ANN, del inglés artificial neural 
networks) compuesto por 5 neuronas en la capa de entrada, referentes a las 
siguientes condiciones atmosféricas: DNI, AM, PW, Tamb y WS, obteniendo la 
Pmax de un módulo HCPV con un valor de RMSE de 3,29% para el subconjunto 
de datos de validación. Bajo esta misma filosofía, en [124] se propone el uso de 
un algoritmo basado en ANN para la obtención de la Pmax de un módulo CPV, 
introduciendo DNI, APE, Tamb  y WS como entradas al modelo, y obteniendo un 
valor de RMSE de 3,93%.  
2.3.2. Obtención de la curva V-I completa 
El análisis de la curva V-I de un módulo FV es la manera más generalizada y 
aceptada de obtener información acerca del comportamiento eléctrico presentado 
por el citado módulo, bajo unas condiciones de medida determinadas. En el caso 
de la tecnología FV de módulo plano existen modelos que permiten transformar 
la curva V-I de un módulo FV, dada por los fabricantes bajo unas condiciones 
STC de medida, a otras condiciones de G y TC diferentes. Algunos de estos 






procedimientos han sido ampliamente usados durante mucho tiempo, y fueron 
publicados en el estándar IEC 60891 [125]. El método de interpolación bilinear 
[126] propone modificaciones que mejoran los anteriores métodos, y ha sido 
aplicado a varias tecnologías de módulos FV convencionales, presentando un 
comportamiento muy preciso. 
En una publicación de ISFOC se propone la aplicación de una metodología [127] 
para trasladar la curva V-I completa de un sistema CPV a unas condiciones 
determinadas de DNI y TC, a partir del uso de diferentes ecuaciones basadas en el 
modelo de  Shockley.  
Sin embargo, y a pesar de que la curva V-I de un módulo CPV se ve afectada por 
la distribución espectral de la irradiancia incidente (debido al uso de células 
solares MJ en la mayoría de los casos),  ninguno de los métodos previamente 
mencionados tienen en cuenta la influencia de esta variable espectral.  
Atendiendo a lo anterior, algunos autores proponen el uso de métodos más 
complejos basados en el circuito equivalente que define la célula solar MJ. En 
este sentido, recientemente se han desarrollado modelos [79,128] que permiten 
trasladar las curvas V-I entregadas por las células solares MJ a partir de la medida 
de la DNI, distribución espectral y TC.  
Es necesario resaltar que no existen hasta la fecha trabajos basados en medidas 
experimentales a sol real que propongan un modelo de estimación de la curva V-I 
real entregada por un módulo (completo) CPV en el que se considere la influencia 
de la distribución espectral como un parámetro influyente de entrada a dicho 
modelo. 
2.4.  CONCLUSIONES 
A lo largo de este capítulo se han descrito y analizado detalladamente diferentes 
métodos existentes en la literatura para caracterizar el comportamiento eléctrico 





de módulos y sistemas CPV a través de la obtención de su Pmax o su curva V-I 
característica, mediante diversas técnicas.   
Adicionalmente, y tras la realización de un estudio bibliográfico exhaustivo, se 
concluye que las principales condiciones ambientales influyentes en el 




o Distribución espectral de la irradiancia incidente. 
DNI, Tamb y WS, son variables ambientales cuyo registro y análisis puede 
realizarse con relativa sencillez a través del equipamiento de medida 
correspondiente. No obstante, la medida de la distribución espectral de la 
irradiancia se expresa como un conjunto de puntos, correspondientes al valor de 
irradiancia por cada valor de longitud de onda considerado. Debido a la 
dificultad asociada al análisis de dicho conjunto de datos, resulta interesante 
disponer de un parámetro único, que pueda caracterizar la forma del espectro 
incidente en cada momento. En este sentido, se analiza y caracteriza la influencia 
de la distribución espectral a través de dos índices principales: SMR y APE. 
De acuerdo a los métodos de estimación de Pmax analizados, es necesario señalar 
que ninguno de ellos tiene en cuenta el total de variables ambientales 
consideradas como influyentes a lo largo de la presente Tesis Doctoral, y que han 
sido descritas en detalle en el apartado 2.2 de este capítulo. Por otra parte, no 
existe hasta la fecha ningún método que permita estimar la curva V-I 
característica completa de un módulo CPV trabajando en condiciones reales 
externas.             






                     
                      
                             CAPÍTULO 3                          
Justificación, objetivos y 
metodología 
 
3.1.  JUSTIFICACIÓN 
La tecnología CPV, como se ha argumentado a lo largo del capítulo 1, es una 
tecnología relativamente nueva que se encuentra aún en una etapa inicial de 
desarrollo y comercialización. En este sentido, y a lo largo de los últimos años, 
destacan los esfuerzos realizados a nivel de investigación encaminados a la 
consecución de un objetivo definido: que la tecnología CPV se posicione como 
una alternativa viable a nivel de mercado, propiciando su desarrollo comercial.  
Para alcanzar ese objetivo, y como condición indispensable para la evolución de 
la tecnología CPV, es imprescindible adquirir un conocimiento previo sobre el 
comportamiento eléctrico real que presentan los sistemas CPV trabajando bajo 
unas condiciones ambientales determinadas. Para ello, se debe disponer de una 
extensa base de datos con medidas experimentales para analizar los parámetros 





eléctricos registrados por los módulos CPV bajo unas condiciones ambientales 
reales, y así establecer relaciones de dependencia entre ellos. 
A partir de las conclusiones expuestas en el capítulo 2, se justifica el análisis de la 
influencia de DNI, Tamb, WS y distribución espectral de la irradiancia, como 
principales condiciones ambientales influyentes en el comportamiento eléctrico 
de los módulos CPV. Del mismo modo, y como se ha argumentado en dicho 
capítulo, la distribución espectral de la irradiancia incidente puede caracterizarse 
a través del cálculo de dos índices, SMR y APE.  
En el capítulo 2 se han mostrado y descrito diferentes métodos para estimar la 
Pmax de módulos o sistemas CPV a través de simulaciones o mediante el cálculo 
de diferentes coeficientes experimentales. Sin embargo, no existe ninguna 
metodología obtenida a través de análisis experimental que tenga en cuenta todos 
los parámetros ambientales previamente definidos como influyentes. Por ello, se 
ha considerado necesario proponer e implementar modelos que estimen la Pmax 
entregada por módulos CPV como función de dichas variables ambientales. 
A pesar de que la principal manera que tenemos de conocer el comportamiento 
eléctrico presentado por un módulo CPV es a través de la potencia entregada por 
éste en su PMP, en algunas ocasiones o en análisis más exhaustivos, resulta 
imprescindible conocer su curva V-I completa registrada bajo unas condiciones 
ambientales específicas. En esta dirección, destaca la importancia estratégica de la 
obtención de la curva V-I  de un módulo o sistema CPV como medida de alerta 
frente a anomalías en el funcionamiento de la propia instalación, como son los 
problemas de sombreamiento, mistmach entre células componentes de un módulo, 
fallos en el sistema de seguimiento solar, etc. 
Resulta necesario destacar que hasta la fecha de redacción de la presente Tesis 
Doctoral, no se ha encontrado ninguna metodología específicamente desarrollada 
para obtener la curva V-I característica de un módulo CPV trabajando en 






condiciones externas. Atendiendo a lo anterior, basándonos en la experiencia 
previa del grupo de investigación IDEA en los últimos años y en los 
conocimientos adquiridos tras la colaboración con el Centre for Computational 
Intelligence (CCI) de la Universidad de De Montfort (Leicester, Reino Unido), se 
ha creído conveniente trabajar en modelos basados en ANN para la predicción de 
la curva V-I de módulos CPV.  
Como conclusión, y a la vista de la situación actual en la que se encuentra la 
tecnología CPV, el desarrollo de herramientas de predicción resultaría de 
primordial importancia para propiciar la evolución de este sector emergente. Una 
correcta predictibilidad del comportamiento de una tecnología relativamente 
nueva sería el camino para convertir dicha tecnología en una alternativa viable a 
nivel de mercado. 
3.2.  OBJETIVOS 
Para responder a la carencia de metodologías enunciada en el epígrafe anterior, el 
objetivo fundamental de la Tesis Doctoral consiste en profundizar en el estudio y 
análisis del comportamiento eléctrico de diferentes modelos comerciales de 
módulos CPV, caracterizando y modelando su funcionamiento en exterior y su 
dependencia con  las principales condiciones atmosféricas. 
En esta Tesis Doctoral se proponen modelos de predicción de la Pmax y la curva 
V-I característica entregada por módulos CPV. Dichos modelos están 
desarrollados a partir del análisis de módulos CPV trabajando en exterior, así 
como la influencia ejercida por las condiciones atmosféricas sobre su 
funcionamiento real. Los modelos presentan la suficiente precisión y a la vez 
sencillez para poder ser aplicados en la caracterización eléctrica de sistemas CPV, 
extrapolando sus resultados a estimaciones energéticas de grandes plantas CPV. 
 





3.3.  METODOLOGÍA 
Para alcanzar los objetivos enunciados en el epígrafe anterior, se ha creído 
conveniente realizar la siguiente metodología: 
Inicialmente, se ha desarrollado un proceso de documentación y estudio 
bibliográfico que permite conocer los principales parámetros atmosféricos que 
van a influir sobre el comportamiento eléctrico en exterior de módulos CPV 
compuestos por células solares MJ. Tras este exhaustivo análisis, se impondrá la 
necesidad de medida de las siguientes variables ambientales: 
o DNI. 
o Distribución espectral de la irradiancia incidente, través de dos índices: 
SMR y APE. 
o Tamb. 
o WS. 
Una vez conocidas las variables atmosféricas cuya influencia debe ser analizada, 
se va a diseñar, desarrollar y poner en funcionamiento un sistema automatizado 
de medida y control, que permitirá la obtención de la curva V-I completa de 
módulos CPV y las correspondientes condiciones meteorológicas bajo las cuales 
se recogen dichas curvas V-I. La importancia en el diseño de dicho sistema de 
medida radica en la necesidad de obtención de los parámetros eléctricos 
registrados por los módulos CPV a la vez que se miden las condiciones 
ambientales, caracterizando la influencia ejercida y obteniendo así modelos de 
predicción ajustados. 
Para el estudio de la influencia de las variables medioambientales descritas sobre 
los módulos CPV en estudio y posterior modelado de su comportamiento 
eléctrico, se ha realizado una campaña experimental de más de 2 años de 
duración, desde Julio de 2011 hasta Enero de 2014. En dicha campaña 
experimental se han testeado secuencialmente diferentes modelos comerciales de 






módulos CPV. Las medidas experimentales han sido tomadas en la terraza de la 
Escuela Politécnica Superior, con un intervalo temporal de 5 minutos entre 
medidas consecutivas. Esto va a permitir que se disponga de una base de datos 
representativa para la obtención de diferentes modelos que evaluarán el 
comportamiento eléctrico en exterior de módulos CPV bajo un amplio rango de 
variables atmosféricas, que serán consideradas como parámetros de entrada a los 
modelos implementados. 
Conforme se vayan registrando y procesando los datos a lo largo de la campaña 
experimental, se propondrán varios métodos de modelado desarrollados a través 
de diferentes técnicas. Los métodos de modelado se van a dividir en dos grandes 
grupos atendiendo al resultado de simulación obtenido: 
a) Desarrollo e implementación de modelos para obtención de la Pmax de 
módulos CPV: 
 
i. Modelo para la estimación de la Pmax de módulos CPV a partir del 
análisis experimental previo de la influencia de DNI, SMR, Tamb y 
WS sobre la ISC, VOC y Pmax de un módulo CPV, cuyas 
características constructivas coincidan con aquellas de los 
modelos comerciales de módulos CPV más extendidos a nivel de 
mercado. 
 
ii. Modelo de regresión lineal múltiple implementado en 
colaboración con el Grupo de Investigación de Sistemas 
Inteligentes y Minería de datos (SIMiDat) del departamento de 
Informática de la Universidad de Jaén. Tomando como base el 
estándar ASTM E2527-06, y modificándolo para incluir la 
influencia de la distribución espectral, se va a proponer un modelo 
basado en el uso de ecuaciones de regresión lineal múltiple, en el 





que a partir de la adición de diferentes sumandos que representan 
la influencia de cada una de las variables ambientales 
consideradas (DNI, Tamb, WS y SMR/APE), se obtenga el valor de 
la Pmax de módulos CPV.  
 
El modelo propuesto estará basado en ecuaciones de regresión 
lineal múltiple en las que cada una de las variables ambientales irá 
multiplicada por un coeficiente de regresión previamente obtenido 
experimentalmente para tres modelos de módulos CPV a través de 
un algoritmo basado en evolución diferencial (DE, del inglés 
differential evolution).  
 
b) Desarrollo e implementación de modelos basados en ANN para 
obtención de la curva V-I característica de módulos CPV. Dichos 
modelos de predicción obtendrán todos sus puntos, a través del uso de 
ANN, concretamente, mediante la implementación de modelos basados 
en perceptrón multicapa (MLP, del inglés multilayer perceptron). La red 
neuronal tomará las variables atmosféricas (DNI, APE, Tamb y WS) como 
entradas, y devolverá la representación gráfica de los valores tensión-














                     
                     
                             CAPÍTULO 4                          
Diseño del sistema de medida 
y campaña experimental 
 
 
4.1.  INTRODUCCIÓN 
El presente capítulo está dividido en dos grandes partes. Inicialmente se ofrece 
una descripción detallada del sistema de medida diseñado e implementado para 
llevar a cabo la campaña experimental que permitirá posteriormente analizar el 
comportamiento eléctrico a sol real de los módulos CPV considerados. En 
segundo lugar, se describe en profundidad dicha campaña experimental de 
medida, exponiendo mediante representaciones gráficas, las condiciones 
ambientales características de la localización donde se llevan a cabo las medidas. 
Finalmente, se exponen los parámetros técnicos y eléctricos de los módulos CPV 
que serán estudiados a lo largo de la presente Tesis Doctoral, así como el sistema 
de seguimiento necesario para la sujeción y orientación de dichos módulos. 





4.2.  DESCRIPCIÓN DEL SISTEMA AUTOMATIZADO DE 
MEDIDA 
4.2.1. Introducción general al sistema de medida 
Para llevar a cabo la campaña experimental, se ha diseñado, desarrollado e 
implementado un sistema automatizado de medida. Dicho sistema permite la 
medida periódica (cada intervalo de tiempo definido previamente por el usuario) 
de los parámetros eléctricos entregados por hasta 4 módulos FV, registrándose a 
su vez las condiciones atmosféricas que van a influir en el comportamiento 
eléctrico de dichos módulos FV sometidos a estudio. Anteriormente al diseño del 
nuevo sistema automatizado, el registro de los parámetros eléctricos de los 
módulos FV analizados se realizaba de manera puntual mediante trazadores de 
curvas que no permitían la medida secuencial de las características eléctricas de 
varios módulos a la vez, ni la medida continuada a lo largo de un periodo de 
tiempo prefijado. Además, con el sistema propuesto resulta más fácil la 
incorporación de nuevos equipos de medida o sensores, dependiendo de las 
necesidades de cada momento o de la campaña experimental en cuestión: medida 
de la irradiancia, distribución espectral, viento, humedad, presión relativa, etc. El 
sistema automatizado de medida que se va a describir en este capítulo se ha 
convertido en una herramienta muy útil para la realización de diferentes trabajos 
de investigación que requieren del registro de numerosas medidas de 
funcionamiento de módulos FV (productividad, influencia de condiciones 
atmosféricas, degradación, problemas de sombreamiento, etc.), a lo largo de un 
periodo de tiempo relativamente extenso. 
Por tanto, el sistema automatizado de medida se compone de 3 grandes bloques 
(figura 4.1): medida de los parámetros eléctricos, medida de las condiciones 
atmosféricas, control y almacenamiento de datos. 







Figura 4.1: Diagrama de bloques resumido del sistema automatizado de medida. 
Las variables registradas por el sistema (parámetros eléctricos y condiciones 
atmosféricas), junto con la información temporal en la cual se registran dichas 
condiciones se muestran en la tabla 4.1. En dicha tabla se especifican todas las 
condiciones atmosféricas susceptibles de ser recogidas por el sistema. Sin 
embargo, es necesario considerar que no todas ellas serán utilizadas en los 
trabajos de modelización del comportamiento eléctrico de módulos CPV 
recogidos en la presente Tesis Doctoral. 
Se debe considerar que los parámetros eléctricos registrados por el sistema 
automatizado de medida están basados en la adquisición de todos los pares de 
valores tensión-intensidad de la curva característica de cada uno de los módulos 
FV testeados. A partir de estos datos se obtienen los valores extremos, VOC e ISC, 




















Tabla 4.1: Listado de variables registradas por el sistema automatizado de medida. 
TIEMPO 


















Dirección viento º 
Humedad relativa % 
Tamb ºC 








4.2.2. Control del sistema de medida  
El sistema automatizado de medida está controlado en su totalidad por una 
aplicación programada en LabVIEW
®
, que gestiona la comunicación con el 
equipamiento encargado de la medida de la curva V-I de cada uno de los módulos 
FV, así como con los equipos de medida de los parámetros atmosféricos, y el 
resto de dispositivos que forman parte del citado sistema. El procedimiento 
implementado en cada medida está basado en una serie de acciones secuenciales, 
que se representan en el diagrama esquematizado mostrado en la figura 4.2. El 
diagrama de flujo completo con información complementaria más detallada se 
muestra en la sección A1.1.1 del anexo 1. 
Inicialmente, y antes de comenzar la medida, el usuario tiene la posibilidad de 
controlar y configurar diferentes opciones de usuario. De aquí en adelante se 






nombrará este paso del proceso como: configuración de condiciones iniciales. La 
información de este paso está explicada en detalle en la sección A1.1.1 del anexo 
1. 
 
Figura 4.2: Diagrama esquematizado del procedimiento de adquisición de datos y control 
que realiza el sistema automatizado de medida. 
Si se satisfacen las condiciones iniciales, se procede al registro de la distribución 
espectral de la irradiancia incidente a través del espectro-radiómetro. Dicho 
espectro-radiómetro se comunica con el PC a través de adaptador RS485-RS232.  
Una vez medida la distribución espectral incidente, comienza un proceso iterativo 
que se repetirá un número determinado de veces en función de la cantidad de 
módulos FV a medir. Esta opción ha sido previamente seleccionada por el usuario 
en la configuración de condiciones iniciales del programa. Por defecto se supone 
la medida de 4 módulos FV. 





El primer paso en el proceso iterativo implementado para cada uno de los 
módulos FV analizados, consiste en el registro de las condiciones atmosféricas. 
Estas medidas se realizan a través de un piranómetro, un pirheliómetro, un 
espectro-heliómetro y una estación meteorológica, todos ellos conectados al 
datalogger AGILENT
®
 34970A a través de dos tarjetas de adquisición 
AGILENT
®
  34901A (figura 4.3) (hoja de especificaciones técnicas en anexo 2), 
y éste a su vez al PC a través de GPIB. El equipamiento de medida de las 
condiciones atmosféricas será descrito en profundidad más adelante en la sección 
4.2.3. 
 
Figura 4.3: Tarjeta de adquisición AGILENT®  34901A para registro de condiciones 
meteorológicas. 
Tras la medida de las condiciones atmosféricas se introduce un nuevo 
condicionante, de aquí en adelante condición de temporización, en el proceso de 
medida, en el cual se compara la GNI medida en el proceso iterativo repetido para 
cada uno de los módulos FV, con la irradiancia de filtro (Gf, [W/m
2
]), registrada 
al inicio del proceso. La información detallada acerca de dicha condición de 
temporización está descrita en la sección A1.1.1 del anexo 1. 
Una vez cumplida la condición de temporización, el paso siguiente consistirá en 
la selección automatizada de los módulos FV a medir, de manera que se registren 
los parámetros eléctricos de cada uno de ellos siguiendo un orden secuencial, a 






partir de la multiplexación de los mismos. Gracias a la función de multiplexación, 
cada uno de los módulos FV puede ser seleccionado automáticamente o medido 
secuencialmente. La medida individual e independiente de cada uno de los 
módulos FV permite reducir los requerimientos de cableado del sistema, de 
manera que estos son divididos entre el número de módulos utilizados. De esta 
forma, la logística del sistema completo resulta mucho más sencilla. La figura 4.4 
resume gráficamente el comportamiento global del sistema automatizado de 
medida descrito. 
 
Figura 4.4: Esquema eléctrico general del sistema automatizado de medida. 
En la parte superior de la figura 4.4 se muestra la tarjeta multiplexora, que recibe 
la alimentación a través de una fuente de tensión AGILENT
®
 E3631A a 12V, así 
como las entradas de control del datalogger para la selección secuencial de los 
módulos FV a medir. Dicha tarjeta multiplexora será la encargada de cerrar el 
circuito del módulo FV correspondiente de manera que pueda ser medido. El 
proceso de multiplexación comienza activando el contactor del módulo en 





cuestión y desactivando los del resto de módulos a través de la selección del bit 
de control correspondiente en la tarjeta digital AGILENT
®
 34907A (hoja de 
especificaciones técnicas en anexo 2). La aplicación desarrollada en LabVIEW
®
 
mandará una orden al datalogger para que éste genere una señal de control de 5V. 
Dicha señal será recibida por la tarjeta multiplexora, que se encargará de 
seleccionar el módulo FV correspondiente, comenzando a partir de este momento 
la medida de sus parámetros eléctricos y de su temperatura. La tarjeta 
multiplexora fue diseñada ex profeso por el grupo de investigación IDEA, 
quedando alojada en la caja de control colocada a su vez en la parte trasera de la 
estructura del seguidor solar que soporta los módulos CPV. 
A medida que se van cerrando los circuitos de cada uno de los módulos FV, a 
través de tarjetas individuales de control y medida (mostradas en la parte inferior 
del esquema representado en la figura 4.4), la señal se devuelve al sistema de 
medida a través de 6 cables de señal (medida a 4 hilos de TC a través de PT100, y 
terminales positivo y negativo del módulo FV en cuestión) junto a 2 cables de 
potencia, a través de los cuales se medirá la corriente del módulo FV en los 
terminales de una resistencia Shunt 10A-150mV KAINOS
®
 de clase 0,5 dispuesta 
a este propósito. A partir de la configuración implementada mostrada en la figura 
4.4, varios módulos FV pueden ser seleccionados y medidos de manera 
secuencial en un corto espacio de tiempo. Los esquemas eléctricos y fotografías 
reales de la tarjeta multiplexora así como las tarjetas individuales de control y 
medida se muestran en las secciones A1.1.2 y en la sección A1.1.3 del anexo 1, 
respectivamente. 
Una vez cerrado el circuito correspondiente al módulo FV que se desea medir, se 
configuran los multímetros en modo de disparo externo. Se dispone de dos 
multímetros digitales AGILENT
®
 34411A, uno de ellos para la medida de la 
tensión (en la terraza, en los terminales del módulo FV), y otro para la medida de 
la corriente (medida de caída de tensión en los extremos de una shunt dispuesta 






en el laboratorio a este propósito). A continuación, se manda una orden al 
datalogger para la generación de un trigger externo a 5V. Este trigger hará que los 
multímetros comiencen a medir en el mismo instante de tiempo (en sincronismo), 
permitiendo que los pares de valores tensión-intensidad sean obtenidos 
simultáneamente. Los datos son almacenados en la memoria interna de ambos 
multímetros, y son posteriormente descargados mediante la comunicación con el 
PC a través de puerto GPIB. 
A partir del momento en el cual los multímetros comienzan a medir tensión e 
intensidad en sincronismo, se manda una orden al trazador de curvas PVE
®
 
1000C40 para que proceda a trazar la curva V-I del módulo FV. El programa es 
capaz de adaptar la velocidad de medida de los multímetros teniendo en cuenta 
las características eléctricas de los módulos FV en estudio, y las variables 
meteorológicas medidas. El trazador de curvas estará directamente conectado al 
PC a través de conexión RS232.  
Tras recoger los pares de valores V-I que definen la curva característica del 
módulo FV, se descargan los datos medidos, y se limpia la memoria interna de 
almacenamiento de ambos multímetros. A continuación se desactiva el contactor 
del módulo actual, y se activa el del módulo siguiente hasta repetir el proceso 
completo para el total de módulos FV que se deseen medir. Una vez finalizado 
dicho bucle se representarán las curvas V-I de los módulos FV por pantalla. 
En la figura 4.5, se presenta la pantalla principal de la interfaz gráfica del sistema 
automatizado de medida. En ella se aprecian dos partes bien diferenciadas: la 
primera de ellas, en la parte izquierda de la figura 4.5, muestra la curva V-I de 
cada uno de los módulos FV en estudio. La segunda, en la parte derecha de la 
figura 4.5, muestra algunas condiciones atmosféricas medidas así como la 
configuración de condiciones iniciales implementadas. El resto de condiciones 
atmosféricas se muestran en pantallas auxiliares. 






Figura 4.5: Interfaz gráfica del sistema automatizado de medida. 
Al finalizar el proceso de medida, se generan los ficheros en formato .csv (uno 
por módulo FV), en los que se almacenan los parámetros eléctricos (pares de 
valores V-I) registrados por los módulos FV, así como las condiciones 
atmosféricas medidas. Por defecto, y puesto que previamente se ha definido un 
intervalo de tiempo de 5 minutos entre una medida y la siguiente, obtendremos 
ficheros con esa periodicidad temporal. 
4.2.3. Medida de las condiciones atmosféricas 
A continuación se detalla el equipamiento dispuesto en la terraza para la medida 
de las condiciones atmosféricas: 
o Espectro-radiómetro EKO
®
 MS700 (hoja de especificaciones técnicas en 
anexo 2) colocado coplanarmente a los módulos FV para la medida de la 
distribución espectral de la irradiancia (figura 4.6 (a)). 
En la primera parte de la campaña experimental de medida (de Julio 2011 a 
Marzo 2013) se recogen datos del espectro global incidente en la superficie de los 






módulos FV en estudio. A partir de Marzo de 2013 se diseña y fabrica un tubo 
colimador, de manera que el espectro-radiómetro comienza a medir la 
distribución espectral de la DNI. La descripción del proceso de fabricación del 
tubo colimador, así como las premisas consideradas a lo largo de dicho proceso 
de fabricación se detallan en la sección A1.2 del anexo 1. 
Los datos registrados por medio del espectro-radiómetro, consisten en una unión 
de puntos, más o menos densa, en función del rango espectral de medida y de la 
resolución del equipo usado. En este caso, el espectro-radiómetro EKO
®
 MS700 
ofrece un rango espectral comprendido entre 350 nm y 1150 nm. A partir de la 
medida devuelta por este equipo es posible calcular el índice APE, que como ya 
se ha argumentado en el Capítulo 2, se define como un único valor que 
caracteriza la forma de la distribución espectral incidente [80,81], y se expresa a 
través de la ecuación 2.1. 
o Piranómetro Kipp & Zonnen
®
 CMP 11, colocado sobre el seguidor solar 
coplanarmente a los módulos FV, para la medida de la GNI incidente 
sobre su superficie (figura 4.6 (b)). 
o Pirheliómetro Kipp & Zonnen
®
 CHP 1 (hoja de especificaciones técnicas 
en anexo 2), situado sobre la estructura de seguimiento solar, de manera 
que se encuentra continuamente orientado hacia la posición del sol para 
la medida de la DNI incidente (figura 4.6 (c)). 
 
 
Figura 4.6: (a) Espectro-radiómetro (izquierda), (b) piranómetro (centro) y (c) 
pirheliómetro (derecha), antes de ser colocados en el seguidor. 





o Espectro-heliómetro tribanda fabricado por IES-UPM (hoja de 
especificaciones técnicas en anexo 2), para la medida de la DNI efectiva 
comprendida entre los límites de longitud de onda a los que son sensibles 
cada una de las subcélulas o uniones que forman las células MJ, y que a 
su vez componen los módulos CPV analizados (figura 4.7 (a)). Este 
equipo fue incluido a posteriori en el sistema de medida, registrándose 
datos a partir de Abril de 2012. El espectro-heliómetro tribanda, también 
conocido como “Isotypes”, está formado por 3 células componentes, 
cada una de ellas con la misma composición que las células MJ que 
conforman los módulos CPV analizados. Dichas células  componentes 
son previamente tratadas, de manera que cada una de ellas tenga activa 
tan solo una de sus uniones [98]. A partir de las medidas realizadas a 
través del espectro-heliómetro tribanda se puede calcular el índice SMR, 
mediante la ecuación 2.4 [95-97], como ya se enunció en el Capítulo 2. 
o Estación meteorológica (figura 4.7 (b)), formada por los siguientes 
equipos: un anemómetro Young
®
 05305VM para la medida de la 
velocidad y dirección del viento (hoja de especificaciones técnicas en 
anexo 2), un barómetro Vaisala BAROCAP
® 
PTB110 para la medida de 
la presión y un sensor de humedad relativa y temperatura ambiente 
Young
®
 41382VC (hoja de especificaciones técnicas en anexo 2). 
 
 
Figura 4.7: (a) Espectro-heliómetro tribanda (izquierda) y (b) estación 
meteorológica (derecha). 






En la figura 4.8 se muestra una fotografía de los equipos de medida situados sobre 
el seguidor solar en la terraza del edificio A3 de la Universidad de Jaén. 
 
 
Figura 4.8: Equipos de medida de condiciones atmosféricas colocados en seguidor. 
 
4.3.  CAMPAÑA EXPERIMENTAL DE MEDIDA 
La campaña experimental de medida comenzó en Julio de 2011 y finalizó en 
Enero de 2014. A lo largo de estos 28 meses de medida, se han testeado 
diferentes módulos CPV, y se ha modificado el sistema automatizado de medida 
anteriormente descrito, añadiendo paulatinamente mejoras en equipos y sensores 
de medida, en función del análisis y procesado de los datos recogidos. Las 
medidas se realizan en la terraza del edificio A3 del Campus de las Lagunillas en 
la Universidad de Jaén (figura 4.9).  
Jaén (Latitud 37º 46’ N y longitud 3º 47’ W) está situada al noreste de Andalucía, 





en el Sur de España. Tiene un clima Mediterráneo-Continental, con un gran 
número de horas de sol al año, con una irradiación horizontal global (GHIR, 
[Wh/m
2
], del inglés global horizontal irradiation) diaria media anual de 4,9 
kWh/m
2
 y una DNIR diaria media anual de 6,3 kWh/m
2
. Como consecuencia de 
estos altos valores de irradiación registrados, Jaén es considerada como un 
emplazamiento muy adecuado para la disposición de módulos FV con el objetivo 
de generación de energía, así como para su medida y testeo. 
 
Figura 4.9: Terraza de la Escuela Politécnica Superior. 
4.3.1. Características ambientales de la localización donde se realiza la 
campaña experimental  
A continuación se representan una serie de gráficas que permitirán mostrar las 
principales características ambientales de la localización donde se llevan a cabo 
las medidas experimentales registradas a lo largo de la presente Tesis Doctoral. 
Para realizar dicho estudio se utilizan datos ambientales (DNI, SMR, Tamb y WS) 
de un año meteorológico completo, de Enero de 2013 a Enero de 2014.  
Inicialmente resulta conveniente implementar un análisis en el cual, a partir de 






representaciones de histogramas, se obtenga el porcentaje de medidas registradas 
para distintos intervalos en función de las diferentes condiciones ambientales en 
estudio. De esta manera, se podrá obtener un conocimiento más detallado de las 
condiciones climatológicas representativas de la localización analizada, Jaén. En 
este sentido, la figura 4.10 muestra la distribución porcentual de los datos 
ambientales recogidos y divididos en intervalos en función de DNI, SMR, Tamb y 
WS.  
Como puede apreciarse, y para la localización considerada, la mayoría de los 
datos se registran bajo condiciones de alta DNI, entre 800 W/m
2
 y 900 W/m
2
, con 
un predominio considerable de datos registrados por encima de 800 W/m
2
. Del 
mismo modo, destacan las medidas registradas bajo valores de SMR entre 0,95 y 
1, es decir, bajo distribuciones espectrales muy cercanas a la distribución 
espectral estándar AM1.5D [67] (correspondiente aproximadamente a SMR=1) en 
la cual los módulos CPV trabajan de manera óptima. Este hecho pone de 
manifiesto las condiciones favorables que ofrece el clima de Jaén para la 
generación eléctrica mediante módulos CPV. Por otra parte, existe un alto 
porcentaje de medidas registradas bajo valores de Tamb relativamente altos 
(superiores a 28 ºC), y bajos valores de WS (por debajo de 4 m/s). 
Adicionalmente, y una vez que se ha analizado la distribución porcentual de 
medidas ambientales en distintos intervalos, resulta interesante estudiar cuáles de 
estos intervalos recogen una mayor cantidad de DNIR, a lo largo del año 
completo. Para ello se van a representar los isocontornos mostrados en las figuras 
4.11 (a) y 4.11 (b), en las cuales se aprecian los valores de DNIR colectada en 
Jaén para el periodo de tiempo considerado anteriormente, en función de los 
valores de DNI y SMR (Figura 4.11 (a)) o DNI y Tamb (figura 4.11 (b)). A la vista 
de estas gráficas, se puede concluir que la mayor cantidad de DNIR es colectada 
para valores de DNI alrededor de 800 W/m
2
, valores de SMR muy cercanos a la 
unidad, y valores de Tamb alrededor de 32 ºC. 






Figura 4.10: Distribución porcentual de datos ambientales recogidos en Jaén, divididos en 
intervalos de a) DNI, b) SMR, c) Tamb y d) WS. 
 
Figura 4.11: (a) Isocontorno de DNIR colectada en función de DNI y SMR, (b) 
Isocontorno de DNIR colectada en función de DNI y Tamb. 






En la figura 4.11 (a) es necesario destacar que los espacios en blanco 
corresponden a condiciones ambientales bajo las cuales no se registra medida. Se 
observa como para bajos valores de DNI, es posible registrar el abanico completo 
de valores de SMR. En este caso, los valores de SMR altos corresponden con 
condiciones de cielo nublado, con distribuciones espectrales ricas en contenido 
azul. Por el contrario, los valores de SMR bajos corresponden con las horas 
iniciales y finales del día, amanecer y anochecer, durante las cuales la 
distribución espectral presenta un mayor contenido en rojo. A medida que 
aumenta el valor de DNI, se va estrechando el intervalo de valores de SMR 
registrados, de manera que bajo valores de muy alta DNI, la distribución espectral 
resulta muy similar a la registrada bajo condiciones estándares AM1.5D 
(aproximadamente SMR=1). 
Las figuras 4.11 (a) y 4.11 (b) muestran como disminuye la DNIR colectada a 
medida que nos distanciamos de las condiciones climatológicas más frecuentes en 
la localización considerada. Así, los valores de DNIR colectados aumentan a 
medida que se incrementa  DNI, hasta alcanzar un valor máximo alrededor de 800 
W/m
2
. Esta situación se repite para SMR, donde el máximo se alcanza en valores 
algo menores a la unidad. En el caso de la Tamb se observa un comportamiento 
menos lineal, con una influencia menos pronunciada. Se aprecia un máximo de 
DNIR colectada para un valor de Tamb de 32 ºC claramente diferenciado para la 
época estival, así como un máximo de DNIR en la época invernal para una Tamb 
con un valor alrededor de 10 ºC. 
En la figura 4.12 se ha representado la distribución espectral de la DNI registrada 
a través del espectro-radiómetro con tubo colimador entre los límites de longitud 
de onda comprendidos en el intervalo [350-1050] nm, para tres medidas puntuales 
diferentes, mostrando los valores de APE y SMR calculados bajo dichas 
distribuciones. Como se aprecia, ambos índices están relacionados, pudiendo ser 





considerados como maneras alternativas de expresar la forma del espectro solar 
con un único número.  
 
Figura 4.12: Representación de diferentes distribuciones espectrales de DNI, con su 
correspondiente valor de APE y SMR. 
4.3.2. Estructura de seguimiento y módulos CPV testeados 
Para llevar a cabo las medidas descritas, es necesario disponer de un seguidor 
solar a dos ejes. El uso de este dispositivo de seguimiento resulta sumamente 
importante para la tecnología CPV, debido a que ésta únicamente utiliza la 
componente directa de la irradiancia solar incidente para la conversión eléctrica. 
Por ello, y de manera previa al comienzo de la campaña experimental descrita, 
fue necesario seleccionar un seguidor solar adecuado a los propósitos que se 
querían conseguir. En este sentido, se eligió un seguidor solar de alta precisión, 
BSQ
® 
D150/6 (hoja de especificaciones técnicas en anexo 2), que realiza las 
funciones de seguimiento a dos ejes gracias a un potente algoritmo de control que 






garantiza su disposición perpendicular óptima con respecto al rayo solar en todo 
momento (figura 4.13).  
No obstante, es necesario señalar que el seguidor solar se calibra en función de 
los parámetros eléctricos entregados por uno de los módulos CPV testeados a lo 
largo de un día completo. De este modo, el seguidor solar estará orientado de 
manera óptima para este módulo CPV patrón. Es posible que debido a la 
distribución no uniforme del peso sobre el seguidor, éste sufra un pequeño pandeo 
leve, haciendo que el resto de módulos CPV situados sobre él no se encuentren 
perfectamente orientados. Aunque esta circunstancia, si sucediera, tendría 
pequeña importancia, es necesario tenerla en cuenta en estudios en los que se 
analice simultáneamente la influencia de condiciones ambientales sobre distintos 
módulos CPV. 
Las características técnicas de los módulos CPV medidos a lo largo de la 
campaña experimental se muestran en la tabla 4.2. Como queda patente a la vista 
de dicha tabla, los módulos CPV elegidos tienen unas características constructivas 
y un tipo de célula MJ que coinciden con las de los modelos comerciales de 
módulos CPV más extendidos a nivel de mercado, lo que hará posible extrapolar 
los resultados de modelización obtenidos, y conseguir una gran aplicabilidad para 
los modelos propuestos en los siguientes capítulos de la presente Tesis Doctoral. 
Por criterios de confidencialidad del fabricante no se pueden ofrecer datos 
eléctricos del módulo A. Los correspondientes datos para los módulos B y C se 
resumen en la tabla 4.3. 
En la figura 4.14 se muestra una vista lateral del sistema de seguimiento, junto 
con los módulos CPV analizados y los equipos de medida dispuestos en la 
terraza. Como se aprecia en dicha fotografía, existe un cuarto módulo de 
tecnología FV convencional de panel plano situado sobre la estructura de 
seguimiento. Este módulo, aunque no ha sido utilizado en los trabajos de 
modelización propuestos a lo largo de esta Tesis Doctoral, y debido a que se trata 





de una tecnología FV más experimentada, ha servido como módulo de referencia. 
Así, ha permitido comprobar la fiabilidad de las medidas adquiridas con el 
sistema automatizado descrito en el presente capítulo. 
 
  Figura 4.13: Seguidor solar de dos ejes, en la terraza. 
 
Tabla 4.2: Datos técnicos de los módulos CPV analizados. 
Ref. 
Factor 




















































B 5,50 16,4 5,70 18,5 DNI=1000W/m
2
;Tc=25ºC;AM1.5D 





Figura 4.14: Fotografía de los equipos de medida y módulos CPV en terraza.  
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                             CAPÍTULO 5                          
Desarrollo e implementación 
de modelos para obtención de 
la potencia máxima de 
módulos CPV 
 
5.1.  INTRODUCCIÓN 
En este capítulo de la Tesis Doctoral se van a proponer dos modelos de predicción 
de la Pmax entregada por módulos CPV bajo diferentes condiciones ambientales 
que serán introducidas como entradas a dichos modelos. Se proponen dos 
modelos alternativos con el objetivo de mostrar la viabilidad y precisión de 
diferentes técnicas de modelización. No obstante, conviene resaltar que ambos 
modelos han mostrado errores de similar magnitud tras realizar su validación. 





En el apartado 5.2 se presenta un modelo que estima la Pmax gracias a 2 
ecuaciones (lineal y cuadrática), y mediante la consideración de 3 subconjuntos 
de datos en función del valor de Tamb bajo el cual se registren las medidas. Para 
enunciar el modelo propuesto, fue necesario realizar un estudio previo acerca de 
la influencia de las condiciones ambientales implicadas en los principales 
parámetros eléctricos (ISC, VOC y Pmax) extraídos de un módulo CPV, cuyas 
características constructivas coinciden con aquellas de los modelos de módulos 
más extendidos a nivel comercial. 
En el apartado 5.3 se expone un modelo de regresión lineal múltiple que, 
basándose en el estándar ASTM E2527-06 [113] y modificándolo para incluir la 
influencia de la distribución espectral de la irradiancia incidente, permite estimar 
la Pmax entregada por módulos CPV. Los coeficientes de regresión que componen 
las ecuaciones de regresión lineal múltiple que forman dicho modelo son 
obtenidos experimentalmente para 3 módulos CPV, a través de un algoritmo 
basado en evolución diferencial (DE, del inglés differential evolution). 
5.2.  MODELO PARA LA ESTIMACIÓN DE LA POTENCIA 
MÁXIMA DE MÓDULOS CPV A PARTIR DE ANÁLISIS 
EXPERIMENTAL 
5.2.1. Introducción al modelo propuesto 
El primer paso necesario para conocer y predecir el comportamiento eléctrico real 
que presentan los módulos de tecnología CPV consiste en disponer de una amplia 
base de datos experimentales que permita analizar la operación de dichos 
módulos y su dependencia con las condiciones atmosféricas registradas.  
En esta sección de la Tesis Doctoral, se analiza la influencia de 4 condiciones 
atmosféricas principales –DNI, distribución espectral de la DNI a través del índice 
SMR, Tamb y WS- en el comportamiento eléctrico del módulo CPV definido con la 
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referencia A en el capítulo 4 de la presente Tesis Doctoral. Como ya se introdujo 
en dicho capítulo, el seguidor solar dispuesto en la terraza debe calibrarse de 
manera que se ajuste a la máxima ISC extraída para uno solo de los módulos CPV 
situados sobre él. En este caso, el seguidor solar está calibrado para que el módulo 
A trabaje de manera óptima. De ahí que se utilice dicho módulo para realizar el 
análisis experimental de la influencia que tienen las distintas condiciones 
ambientales consideradas sobre su comportamiento eléctrico.  
Para poder analizar el comportamiento eléctrico bajo sol real de este módulo 
CPV, afectado por la variación de las condiciones atmosféricas, se llevó a cabo 
una campaña experimental de un año completo, desde Mayo de 2012 hasta Abril 
de 2013, compuesta por un total de 8.561 muestras. Cada una de estas muestras se 
compone de los parámetros eléctricos registrados por el módulo CPV (ISC, VOC y 
Pmax), así como las condiciones meteorológicas de referencia (DNI, SMR, Tamb y 
WS) bajo las cuales fueron recogidos dichos parámetros eléctricos. 
En el presente análisis de la influencia de las condiciones atmosféricas en el 
comportamiento eléctrico del módulo CPV y posterior modelado, solo se estudian 
los datos registrados bajo unas condiciones de DNI por encima de 600 W/m
2
. Para 
valores de DNI por debajo de dicho límite, las condiciones de alta nubosidad 
impiden el correcto funcionamiento del módulo CPV, haciendo que su 
caracterización resulte complicada. 
Una vez que se ha analizado la influencia de las diferentes condiciones 
ambientales, y en base a los resultados obtenidos en la campaña experimental, se 
propone un modelo de predicción de la Pmax entregada por módulos CPV 
trabajando bajo condiciones atmosféricas previamente seleccionadas.  
 





5.2.2. Influencia de las condiciones atmosféricas en los parámetros 
eléctricos registrados por el módulo CPV 
En este apartado se detalla y muestra gráficamente la influencia de las distintas 
condiciones ambientales (DNI, SMR, Tamb y WS) sobre el comportamiento 
eléctrico (ISC, VOC y Pmax) de un módulo CPV cuyas características constructivas 
son las más extendidas a nivel comercial. En base a los resultados obtenidos y a 
las conclusiones extraídas tras la realización del presente análisis, se formula y 
justifica el modelo propuesto. 
5.2.2.1.  Influencia de la distribución espectral de la DNI a través de SMR 
La DNI es considerada como el principal efecto influyente en el comportamiento 
eléctrico de cualquier módulo CPV. Esta influencia está principalmente marcada 
por el efecto de la DNI sobre la ISC generada por el módulo en cuestión, y por 
ende, sobre su Pmax. Dicho efecto queda patente en la figura 5.1, donde se muestra 
la influencia de la DNI sobre la ratio ISC/ISC STC (valor de ISC normalizado en 
función de la ISC estándar dada por el fabricante bajo condiciones de DNI de 1000 
W/m
2
, TC de 25 ºC, y distribución espectral AM1.5D [67]). 
Como se puede apreciar, existe una relación prácticamente lineal entre ambas 
variables representadas. Sin embargo, y a pesar de lo anterior, la ISC generada por 
el módulo CPV no es completamente proporcional a la DNI incidente. La 
explicación a la anterior afirmación está basada en los efectos espectrales que 
modifican la corriente  generada por cada una de las células MJ que componen el 
módulo. De acuerdo a la figura 5.1, dichos efectos espectrales son visibles para 
valores bajos de DNI (distribución espectral rica en contenido rojo al amanecer y 
al anochecer o distribución espectral rica en contenido azul bajo condiciones de 
cielo nublado), y altos valores de DNI (distribución espectral rica en contenido 
azul), con el consiguiente decremento de la ISC generada con respecto a su línea 
de tendencia representada. 
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Figura 5.1: Influencia de DNI sobre la ISC/ISC STC entregada por el módulo. 
Según lo argumentado, en el estudio del comportamiento eléctrico de módulos 
CPV a sol real, resulta de vital importancia analizar el “mismatch espectral” en 
función de la fotocorriente generada por cada una de las uniones componentes de 
las células solares MJ que componen el módulo CPV. En este sentido, la 
influencia de la distribución espectral de la DNI puede ser estudiada a través del 
uso del índice SMR, el cual, como ya se ha introducido previamente en capítulos 
anteriores, define la relación entre la DNI efectiva colectada por las uniones top y 
middle de la célula solar MJ. La distribución espectral de la DNI, definida a través 
del índice SMR tiene una influencia muy acusada en el comportamiento eléctrico 
de un módulo CPV, de manera que la ISC generada por dicho módulo tiende a 
decrecer a medida que el índice SMR se aleja de la unidad, por encima o por 
debajo.  
En la figura 5.2 se muestra la evolución de los valores de SMR en comparación 
con la ratio ISC/DNI (ISC normalizada en función de DNI para evitar su influencia) 





registrados a lo largo de un día completo (en este caso se trata del día 6 de Julio 
de 2012). Las medidas fueron tomadas desde las 11 de la mañana hasta las 20:30 
de la tarde. Las medidas registradas antes de las 11 de la mañana fueron filtradas 
debido a problemas de sombreamiento en la terraza. Es por ello que se obtienen 
valores de SMR superiores a la unidad incluso para las primeras medidas del día.  
 
Figura 5.2: Evolución diaria (6 de Julio de 2012) de ISC/DNI en comparación con el índice 
SMR. 
Atendiendo a la figura 5.2, se observa una distribución espectral registrada a las 
11 de la mañana que tenía ya un mayor contenido espectral en azul que la 
distribución estándar AM1.5D (SMR>1). A medida que va avanzando el día se 
observa como dicho índice SMR va aumentando, con el consiguiente decremento 
en la ratio de ISC/DNI generada. Cuando el índice SMR alcanza su valor máximo 
(alrededor de las 3 de la tarde) y decae, se aprecia como la ISC/DNI comienza a 
aumentar, alcanzando su valor máximo cuando SMR=1. Este hecho demuestra el 
comportamiento óptimo del módulo CPV analizado cuando la distribución 
espectral coincide con la estándar para la que fue fabricado. A partir de este 
momento, que puede ser considerado como el inicio del anochecer, todas las 
medidas registradas corresponden a condiciones espectrales con un mayor 
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contenido espectral en rojo que la distribución espectral estándar (SMR<1), 
disminuyendo paulatinamente  el valor de SMR hasta el final del día, con el 
consiguiente decremento en la ratio ISC/DNI.  
Una vez descrita la importancia de la distribución espectral de la DNI, a través del 
índice SMR, sobre el comportamiento eléctrico del módulo CPV a lo largo de un 
día concreto, la figura 5.3 muestra la influencia de dicho índice sobre los valores 
de ISC/DNI registrados a lo largo del año completo (desde Mayo de 2012 hasta 
Abril de 2013). 
 
Figura 5.3: Influencia de SMR sobre ISC/DNI para el conjunto completo de datos 
registrados. 
La distribución espectral de la DNI es dependiente tanto de la hora del día en la 
que nos encontremos, como de la época del año, con distribuciones espectrales 
con mayor contenido en azul a medida que nos acercamos al solsticio de verano y 
mayor contenido en rojo a medida que nos acercamos al solsticio de invierno. 





Atendiendo a lo anterior y para comprender mejor el efecto de la desviación de la 
distribución espectral en un momento determinado con respecto a la estándar, se 
va a representar un mes característico de las estaciones de primavera-otoño, 
verano e invierno. Así, en las figuras 5.4 (1), 5.4 (2) y 5.4 (3) se muestra la 
influencia de la distribución espectral de la DNI (a través del índice SMR), sobre 
las relaciones ISC/DNI y Pmax/DNI para el mes de Mayo 2012, Agosto de 2012 y 
Enero 2013, respectivamente. La representación gráfica está dividida por meses 
característicos de manera que su análisis sea más directo y permita adquirir un 
mayor conocimiento acerca del efecto causado por la desviación de la 
distribución espectral con respecto a la estándar AM1.5D. Los datos 
representados han sido a la vez divididos en 4 grandes grupos:  
 HIGH DNI. Altos valores de DNI>800 W/m2. 
 LOW DNI. DNI<800 W/m2 en horas cercanas al medio día solar. Se 
corresponden con condiciones nubladas. 
 LOW DNI MORNING. DNI<800 W/m2 en las primeras horas del día. 
Como se ha comentado anteriormente, y debido a los problemas de 
sombreamiento, la monitorización comienza a las 11 de la mañana, por 
tanto los datos registrados en este grupo no se corresponden con el 
amanecer, sino con horas previas al medio día. 
 LOW DNI EVENING. DNI<800 W/m2 en las horas finales del día. Este 
grupo de datos registra los valores más bajos de SMR, puesto que 
corresponden con distribuciones espectrales ricas en contenido rojo 
propias del anochecer. 
 
CAPÍTULO 5: DESARROLLO E IMPLEMENTACIÓN DE MODELOS PARA LA 







Figura 5.4 (1): Influencia de SMR en (a) ISC / DNI (b) Pmax / DNI para medidas registradas 
a lo largo del mes de Mayo de 2012. 
 
Figura 5.4 (2): Influencia de SMR en (a) ISC / DNI (b) Pmax / DNI para medidas registradas 
a lo largo del mes de Agosto de 2012. 
 
Figura 5.4 (3): Influencia de SMR en (a) ISC / DNI (b) Pmax / DNI para medidas registradas 
a lo largo del mes de Enero de 2013. 





A partir del análisis de las figuras 5.4 (1), 5.4 (2) y 5.4 (3) se observa una 
importante influencia del índice SMR sobre ambos parámetros eléctricos 
representados. Para valores de SMR inferiores a la unidad, este índice ejerce una 
influencia positiva sobre el comportamiento eléctrico del módulo CPV. Cuando 
los valores de SMR se encuentran próximos a la unidad, el módulo CPV trabaja 
de manera óptima, entregando los parámetros eléctricos más elevados. Este hecho 
indica la correspondencia de SMR=1 con distribuciones espectrales muy similares 
a la estándar AM1.5D. Para valores de SMR superiores a la unidad, se observa 
como dicho índice ejerce una influencia negativa sobre el comportamiento 
eléctrico del módulo CPV. Este comportamiento negativo no llega a observarse 
en el mes de Enero, ya que para este mes no existen distribuciones ricas en 
contenido espectral azul (SMR>1). La influencia del índice SMR presenta un 
efecto más remarcable sobre la ratio ISC/DNI que sobre la relación Pmax/DNI, pero 
siguiendo una tendencia común, como puede extraerse del análisis de las 
anteriores gráficas. Se puede concluir que la distribución espectral de la DNI, 
caracterizada a través del índice SMR, afecta de forma importante al 
comportamiento eléctrico del módulo CPV. 
5.2.2.2.  Influencia de la temperatura ambiente 
La influencia que ejerce la Tamb sobre la relación ISC/DNI generada por el módulo 
CPV se representa en la figura 5.5. Al mismo tiempo los datos representados en 
dicha figura son divididos en función del valor de SMR bajo el cual fueron 
registrados, diferenciando entre aquellos datos medidos bajo distribuciones 
espectrales ricas en contenido rojo (SMR<1), y aquellos otros registrados bajo 
condiciones espectrales ricas en contenido azul (SMR>1).  
Como puede extraerse de la figura 5.5, por una parte, no se aprecia el esperado 
incremento de ISC con valores crecientes de Tamb (coeficiente de temperatura para 
ISC de células MJ positivo [105]), suponiendo una relación lineal entre Tamb y la 
temperatura de dichas células, para el intervalo comprendido entre 20 ºC y 45 ºC 
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de Tamb. Esto puede ser debido a la expansión térmica que sufren los dispositivos 
sobre los que se sitúan las células MJ con el aumento de Tamb, pudiendo ocasionar 
que las células se desvíen de su alineamiento óptimo en el foco de la lente, y que 
por tanto disminuyan su fotocorriente generada. Adicionalmente, el aumento de 
los valores de Tamb registrados, puede variar la temperatura de la lente fresnel, 
disminuyendo por tanto su eficiencia óptica [107,129]. 
 
Figura 5.5: Influencia de Tamb sobre ISC/DNI para el conjunto completo de datos 
registrados. 
Para valores de Tamb superiores a 40 ºC, se aprecia una marcada caída en los 
valores de ISC/DNI generados. Este descenso puede venir propiciado debido a que 
dichos datos fueron recogidos bajo unas condiciones espectrales con un alto 
contenido en azul. En este caso, el espectro rico en contenido azul, junto con el 
efecto negativo de expansión térmica a altos valores de Tamb y la disminución de 
la eficiencia óptica de la lente contrarresta el coeficiente de incremento de ISC con 
el aumento de su temperatura que presentan habitualmente las células solares MJ. 





Sin embargo, es necesario considerar que estas medidas suponen un porcentaje 
inferior al 2% con respecto al total del conjunto de datos registrados para el año 
completo, siendo su influencia despreciable en el comportamiento global que 
presenta el módulo CPV. 
Por otro lado, se aprecia un leve descenso de la ratio ISC/DNI para valores de Tamb 
bajos (Tamb<20 ºC). Sin embargo, y como se muestra en la figura 5.5, existe una 
relación intrínseca entre los valores de Tamb y las condiciones espectrales bajo las 
cuales se registraron los datos mostrados. De este modo, se observa como la gran 
mayoría de datos registrados para bajos valores de Tamb, fueron igualmente 
recogidos bajo condiciones espectrales ricas en contenido rojo, contribuyendo de 
este modo al descenso de la ISC generada. 
En general, para aquellas medidas registradas en el intervalo de Tamb entre 20 ºC y 
40 ºC, que suponen más del 75% del total de medidas obtenidas a lo largo del año 
completo, la ratio ISC/DNI presenta un comportamiento prácticamente constante 
con el aumento de Tamb. 
La influencia de Tamb sobre VOC/VOC STC (valor de VOC normalizado en función de 
la VOC estándar dada por el fabricante bajo condiciones de DNI de 1000 W/m
2
, TC 
de 25 ºC, y distribución espectral AM1.5D) se analiza a través de la figura 5.6. 
Como se puede extraer de dicha figura 5.6, la Tamb ejerce un efecto negativo sobre 
el comportamiento eléctrico del módulo CPV, de manera que a medida que 
aumenta el valor de Tamb, tiende a aumentar el valor de la temperatura de las 
células MJ en el interior del módulo, haciendo que éste trabaje a un valor de VOC 
inferior. De acuerdo con los datos registrados en la figura 5.6, y la línea de 
tendencia que los define, para el valor de Tamb más bajo registrado (5 ºC), se 
calcula un valor de VOC que corresponde al 93,5% de la VOC STC. Del mismo 
modo, para el valor de Tamb más alto registrado a lo largo del año completo (45 
ºC), se estima un valor de VOC que corresponde al 91% de la VOC STC. Por ello, se 
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puede afirmar que la Tamb tiene una influencia negativa mínima en el valor de VOC 
registrado por el módulo. 
 
Figura 5.6: Influencia de Tamb sobre VOC/VOC STC para el conjunto completo de datos 
registrados. 
A partir del estudio de la influencia de la Tamb sobre los parámetros eléctricos del 
módulo CPV estudiado, se concluye que esta condición ambiental representa una 
influencia leve sobre la ISC y la VOC entregadas por dicho módulo.   
5.2.2.3.  Influencia de la velocidad del viento 
Los valores de WS registrados pueden ejercer un doble impacto en el 
comportamiento eléctrico de un módulo CPV. En primer lugar, altos valores de 
WS pueden ocasionar un impacto negativo causado por oscilaciones en la 
estructura de seguimiento, que ocasionarían que las células MJ se separaran de su 
disposición óptima. Esto conllevaría la aparición de pérdidas por mismatch entre 
las diferentes células componentes del módulo, dando lugar a una disminución en 





la ISC generada por éste. Para analizar la posible desestabilización de la estructura 
de seguimiento bajo valores crecientes de WS, en la figura 5.7 se representa la 
influencia de WS sobre la ratio ISC/DNI para el total de datos recogidos a lo largo 
del año completo.  
 
Figura 5.7: Influencia de WS  sobre ISC/DNI para el conjunto completo de datos 
registrados. 
De acuerdo con la figura 5.7, se aprecia como la ISC generada por el módulo CPV 
no está negativamente influenciada por un aumento en los valores de WS. Esto 
lleva a la conclusión de que los valores de WS registrados en la localización donde 
se realiza el presente estudio, no son lo suficientemente elevados como para 
desestabilizar la estructura de seguimiento considerada. 
En segundo lugar, el incremento en los valores de WS puede ocasionar un efecto 
positivo de refrigeración del módulo, que implicaría un descenso en la 
temperatura de las células componentes, y que por tanto supondría un incremento 
en los valores de VOC registrados por el módulo CPV. La figura 5.8 muestra la 
influencia de WS sobre los valores de VOC/VOC STC registrados por el módulo. 
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A partir de la figura 5.8 se aprecia una pequeña influencia positiva de WS sobre la 
VOC entregada por el módulo trabajando bajo valores de velocidad del viento 
bajos (WS<10 m/s). Esta capacidad de refrigeración es prácticamente despreciable 
para altos valores de velocidad de viento (WS>10 m/s). 
 
Figura 5.8: Influencia de WS  sobre VOC/VOC STC para el conjunto completo de datos 
registrados. 
A partir del estudio de la influencia de WS sobre los parámetros eléctricos del 
módulo CPV estudiado, se concluye que ésta representa una influencia mínima 
sobre el comportamiento eléctrico de dicho módulo. La baja influencia de la VOC 
sobre la Pmax generada hace que el efecto de WS sea casi inapreciable sobre la 
Pmax  registrada por un módulo CPV. 
5.2.2.4.  Conclusiones al estudio de la influencia de las condiciones 
atmosféricas 
Tras el estudio llevado a cabo en los epígrafes anteriores para definir la influencia 
de las condiciones atmosféricas sobre el comportamiento eléctrico del módulo 





CPV analizado, se deducen las siguientes conclusiones, que serán posteriormente 
usadas como punto de partida en el modelo implementado: 
o Se considera que la ISC entregada por un módulo CPV está afectada 
por la DNI como factor principal, bajo una proporción prácticamente 
lineal. 
o Existe una remarcable influencia ejercida por la distribución espectral 
de la DNI (definida a través del índice SMR), sobre la ratio ISC/DNI. 
Por ello se considera que la influencia ejercida por el índice SMR 
implica la no-linealidad entre la ISC entregada por un módulo CPV y 
la DNI incidente. 
o Se supone que la ratio de ISC/DNI entregada por un módulo CPV se ve 
levemente afectada por los cambios acaecidos en la Tamb registrada. 
Este efecto está influenciado por la relación intrínseca existente entre 
Tamb y el índice SMR: la mayoría de las medidas experimentales 
obtenidas con valores de Tamb bajos son registradas bajo 
distribuciones espectrales ricas en contenido rojo, y de otro modo, 
valores de Tamb altos son en su mayoría recogidos bajo condiciones 
espectrales ricas en contenido azul. Sin embargo, pueden existir 
excepciones a las anteriores afirmaciones, como días de invierno muy 
fríos y claros a horas centrales del día, así como días calurosos de 
verano al anochecer.  
o Por otra parte, se considera igualmente que el aumento en los valores 
de Tamb ejerce una mínima influencia negativa en la VOC entregada por 
el módulo CPV. 
o Se supone despreciable la influencia de WS sobre la ISC del módulo 
CPV. Este hecho se debe a la estabilidad que presenta la estructura de 
seguimiento sobre la cual se sitúa el módulo CPV estudiado, incluso 
trabajando con valores altos de WS. 
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o Finalmente, WS ejerce una leve influencia positiva sobre la VOC 
entregada por el módulo debido al efecto de refrigeración derivado del 
descenso en el valor de la temperatura de las células componentes. 
5.2.3. Modelado de la potencia máxima entregada por un módulo CPV 
bajo unas condiciones atmosféricas determinadas 
Para realizar el análisis expuesto en el apartado 5.2.2 se ha utilizado un conjunto 
total de datos compuesto por 8.561 muestras. Si todos estos datos hubieran sido 
usados para llevar a cabo el modelado del comportamiento eléctrico del módulo 
CPV bajo condiciones reales de funcionamiento, no quedarían muestras para 
comprobar la precisión del modelo propuesto. Atendiendo a la anterior razón, se 
realizó una selección aleatoria del 50% de muestras del conjunto inicial de datos 
para implementar el modelo (subconjunto de entrenamiento), de manera que el 
resto de muestras se utilizan para su posterior validación (subconjunto de prueba). 
Dicho subconjunto de datos de entrenamiento será utilizado para calcular los 
polinomios de regresión mostrados en las figuras 5.9-5.12, y permiten modelar el 
comportamiento eléctrico de un módulo CPV. Posteriormente, el subconjunto de 
datos de prueba será usado para comprobar la precisión del modelo propuesto 
como se describe en el apartado 5.2.4. Es necesario resaltar que se han llevado a 
cabo distintos análisis basados en la selección aleatoria de diferentes conjuntos de 
datos para ser utilizados como muestras de entrenamiento, encontrando resultados 
muy similares para todos ellos. 
Inicialmente es importante definir ISC,norm [adimensional] y Pmax,norm 
[adimensional] como parámetros que respectivamente definen la ISC y Pmax 
normalizada en función del valor de DNI medida y DNI estándar dada por el 
fabricante, bajo la cual se ofrecen los parámetros eléctricos del módulo (en este 
caso es de 1000 W/m
2
). La forma de cálculo de ambos parámetros está expresada 
en las ecuaciones 5.1 y 5.2, respectivamente. El modelo propuesto e 





implementado propone esta normalización habida cuenta de la alta influencia que 
ejerce la DNI tanto en la ISC como en la Pmax entregadas por el módulo CPV, 
representando valores relativos en función de sus valores de referencia medidos 
bajo STC y ofrecidos por el fabricante.  
                                                 
                
                 
                                               
                                                
                 
               
                                          
donde: 
 ISC,medida [A] y Pmax,medida [W] representan respectivamente los valores de 
ISC y Pmax medidos experimentalmente. 
  ISC STC y PSTC son los valores ofrecidos por el fabricante bajo 
condiciones de medida estándar. 
 DNImedida [W/m
2
] y DNISTC [W/m
2
] son los valores de DNI medida y 
estándar, respectivamente. 
Tras la normalización de parámetros eléctricos propuesta, se ha obtenido una 
expresión (polinomio de regresión de segundo grado) que estima la ISC,norm del 
módulo CPV para un valor de SMR determinado. Se ha considerado la necesidad 
de obtener un polinomio de segundo grado para caracterizar el efecto de SMR 
sobre ISC,norm, habida cuenta de la influencia ejercida por este parámetro 
ambiental, marcada por un punto de inflexión para SMR aproximadamente igual a 
la unidad, como se ha mostrado en las figuras 5.3 y 5.4. Para considerar la 
pequeña influencia que ejerce la Tamb sobre la ISC generada por el módulo, el 
conjunto de datos de modelado (subconjunto de entrenamiento) ha sido a su vez 
dividido en tres subconjuntos diferentes, en función del valor de Tamb bajo el cual 
fueron recogidos: (5-20) ºC, (20-30) ºC, (30-45) ºC (figuras 5.9-5.11), a partir del 
comportamiento eléctrico analizado en la figura 5.5, e intentado hacer una 
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separación entre valores de Tamb bajos, medios y altos, para la localización donde 
se han registrado las medidas experimentales. De este modo, es posible calcular el 
valor de ISC,norm entregada por el módulo CPV, bajo un valor determinado de SMR 
y Tamb. Los polinomios de segundo grado mostrados en las figuras 5.9-5.11 se 
obtienen a partir de la herramienta de Matlab
®
 curve fitting toolbox, que permite 
realizar un análisis de regresión y ajustar los datos experimentales a una expresión 
con una forma determinada previamente introducida por el usuario. Los datos 
experimentales serán ajustados a un polinomio de segundo grado para considerar 
el efecto positivo y negativo que ejerce el índice SMR sobre ISC,norm para valores 
de SMR menores o mayores que la unidad, respectivamente.  
 
Figura 5.9: ISC,norm en función del índice SMR para un total de 916 medidas recogidas bajo 
valores de Tamb entre 5 ºC y 20 ºC. 
La figura 5.9 muestra el polinomio de regresión de segundo grado que mejor 
ajusta los datos registrados para valores de Tamb entre 5 ºC y 20 ºC, devolviendo 





un valor RMSE de 0,02252 (calculado por la herramienta Matlab
®
 curve fitting 
toolbox a partir de la ecuación 5.3): 
                               √
∑                              
 
                               
Siendo N el número de muestras. 
 
Figura 5.10: ISC,norm en función del índice SMR para un total de 1.172 medidas recogidas 
bajo valores de Tamb entre 20 ºC y 30 ºC. 
Del mismo modo, la figura 5.10 muestra el polinomio de segundo grado que 
mejor ajusta los datos experimentales obtenidos bajo un valor de Tamb entre 20 ºC 
y 30 ºC, ofreciendo un valor RMSE de 0,03502 dado por el software que realiza 
dicho ajuste. La regresión polinómica de grado 2, que define el comportamiento 
de los datos recogidos para una Tamb entre 30 ºC y 45 ºC con un valor de RMSE 
de 0,03291, se muestra en la figura 5.11. 
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Figura 5.11: ISC,norm en función del índice SMR para un total de 2.193 medidas recogidas 
bajo valores de Tamb entre 30 ºC y 45 ºC. 
A partir de los polinomios de regresión obtenidos en las figuras 5.9, 5.10 y 5.11, 
es posible calcular el valor de ISC,norm entregada por un módulo CPV a partir del 
conocimiento previo de la Tamb y valor de SMR bajo los cuales se encuentra 
trabajando dicho módulo. Conociendo la relación existente entre la ISC,norm y la 
Pmax,norm para el subconjunto de datos de entrenamiento del módulo CPV 
analizado, obtenida a través de la regresión lineal representada en la figura 5.12, 
es posible calcular la Pmax,norm de dicho módulo. En esta relación ya quedaría 
implícita la influencia de WS sobre la Pmax entregada como factor que ejerce una 
influencia leve. Al igual que en los casos anteriores, la regresión lineal que define 
la dependencia entre ISC,norm y Pmax,norm, representada en la figura 5.12, se obtiene 
a partir de la herramienta de Matlab
®
 curve fitting toolbox, y en este caso ofrece 
un valor de RMSE de 0,02427. 






Figura 5.12: Regresión lineal que define la dependencia entre ISC,norm y  Pmax,norm para un 
total de 4.281 medidas. 
En resumen, el modelo descrito permite calcular la Pmax,norm entregada por un 
módulo CPV trabajando bajo unas determinadas condiciones ambientales de Tamb 
y SMR. Dicho modelo ha sido definido en base a la obtención de regresiones 
polinómicas de segundo grado que modelan la influencia de SMR sobre la ISC,norm 
entregada por el módulo para tres intervalos de Tamb, así como una regresión 
lineal que define la dependencia entre la ISC,norm y la Pmax,norm. El valor de potencia 
máxima simulada (Pmax,simul, [W]) puede ser obtenido a través de la ecuación 5.2, 
introduciendo el valor de DNI bajo el cual se realiza la medida, así como la Pmax 
entregada por el módulo CPV en cuestión, bajo condiciones STC y DNISTC, según 
hoja de características facilitada por el fabricante.  
5.2.4. Validación del modelo propuesto 
El modelo propuesto será validado para los datos del subconjunto de prueba, 
calculando el error cometido en la estimación de la Pmax del módulo CPV con 
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respecto a los valores reales medidos. El proceso seguido en la validación se 
resume en la figura 5.13. 
 
Figura 5.13: Diagrama del proceso seguido en la validación del modelo. 
Tras la aplicación del proceso de validación descrito en el diagrama de la figura 
5.13, se obtienen los valores de la potencia máxima normalizada simulada 
(Pmax,norm,simul, [adimensional]) entregada por el módulo CPV bajo condiciones 
atmosféricas específicas. La Pmax,simul se calculará tomando como referencia la 
ecuación 5.2, y despejando el término de Pmax,medida, que en este caso 
corresponderá con la Pmax,simul, como se muestra en la figura 5.13. Tras ello, estos 
datos serán comparados con los valores de potencia máxima real (Pmax,real, [W]) 
registrados por el sistema de medida para el subconjunto de datos de prueba. La 
figura 5.14 muestra la relación entre los datos reales y los simulados por el 
modelo (ambos normalizados en función de PSTC) para los intervalos de Tamb 
considerados. Como se puede extraer de la figura 5.14, existe una buena relación 
entre los valores de Pmax calculados a partir del modelo, Pmax,simul, y los 





correspondientes valores reales, Pmax,real. En la tabla 5.1 se muestran los valores de 
RMSE y error porcentual medio en valor absoluto (MAPE, del inglés mean 
absolute percentage error), calculados a partir de las ecuaciones 5.4 y 5.5 
respectivamente, para cada intervalo de Tamb considerado. El error RMSE se mide 
en Watios y muestra el valor del error medio cometido en términos absolutos. 
Debido a criterios de confidencialidad del fabricante no es posible ofrecer datos 
de potencia nominal del módulo CPV en estudio. Este hecho impulsó el cálculo 
del valor de MAPE, como un error en términos porcentuales, relativo a la Pmax 
entregada por el módulo. Como puede extraerse a la vista de los resultados 
obtenidos, los valores de error resultan lo suficientemente bajos para considerar el 
modelo preciso.  
                                √
∑ (                    )
  
   
 
                                     
                              
   
 
 ∑|
                    
         
|
 
   
                                   
Como ya se ha indicado anteriormente, Pmax,simul representa la Pmax simulada por 
el modelo propuesto y Pmax,real corresponde con la Pmax real del subconjunto de 
prueba. Por otra parte, N es el número de muestras que componen este 
subconjunto de datos de prueba para cada uno de los intervalos de Tamb 
considerados. 
Tabla 5.1: Valores de RMSE y MAPE para cada intervalo de Tamb considerado. 
Intervalo de Tamb RMSE (W) MAPE (%) 
[5-20] ºC 4,26 3,20 
[20-30] ºC 5,68 4,53 
[30-45] ºC 4,56 3,49 
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Figura 5.14: Relación entre Pmax,simul y Pmax,real para un total de (a) 919 medidas de prueba 
registradas bajo valores de Tamb comprendidos en el rango  [5-20] ºC. (b) 1.159 medidas 
de prueba registradas bajo valores de Tamb en el rango  [20-30] ºC. (c) 2.202 medidas de 
prueba registradas bajo valores de Tamb en el rango  [30-45] ºC. 






En este apartado de la Tesis Doctoral se propone e implementa un modelo que 
permite calcular la Pmax entregada por módulos CPV trabajando bajo unas 
condiciones atmosféricas determinadas. Para validar el modelo propuesto se 
comparan los datos de Pmax simulados por el citado modelo bajo condiciones 
atmosféricas específicas, con los datos de Pmax reales medidos para un módulo 
CPV bajo dichas condiciones ambientales de operación. Como resultado de la 
comparación se calculan valores de RMSE de 4,26 W, 5,68 W y 4,56 W que 
corresponden con valores de MAPE de 3,20%, 4,53% y 3,49% para los intervalos 
de Tamb de [5-20] ºC, [20-30] ºC y [30-45] ºC, respectivamente. 
Este modelo ha sido aplicado y validado con un módulo CPV cuyas 
características constructivas, tipo de óptica y células componentes coinciden con 
aquellas usadas por los modelos de módulos CPV más extendidos a nivel de 
mercado. Consecuentemente, se podrían extrapolar los resultados obtenidos en la 
caracterización inicial, y aplicar este modelo propuesto a otros módulos CPV. En 
este estudio no ha sido posible aplicar el modelo propuesto y validar su fiabilidad 
con los otros modelos de módulos CPV, debido a que, como ya se ha introducido 
previamente, el seguidor solar estaba calibrado para ajustarse de manera óptima y 
conseguir la máxima productividad del módulo A. Esto provoca que el resto de 
los módulos CPV testeados presenten ligeras diferencias en su funcionamiento 
eléctrico y en su dependencia con las condiciones atmosféricas, principalmente en 
la influencia de SMR sobre ISC,norm, lo que imposibilita la validación del modelo 
con estos módulos. Sin embargo, este modelo podría aplicarse a cualquier otro 
módulo CPV con características constructivas similares a las del módulo A, 
siempre que su comportamiento eléctrico estuviera optimizado a partir de una 
calibración del seguidor solar a este propósito. De este modo, se obtendrían los 
valores normalizados de Pmax (Pmax,norm,simul) entregados por el módulo CPV en 
cuestión trabajando bajo unas determinadas condiciones atmosféricas (SMR y 
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Tamb). Los valores de Pmax,simul (sin normalizar) pueden ser posteriormente 
calculados conociendo el valor de los parámetros eléctricos dados por el 
fabricante en condiciones STC, así como el valor de DNI medido. 
5.3.  CÁLCULO DE LA POTENCIA MÁXIMA DE MÓDULOS CPV 
A TRAVÉS DE APLICACIÓN DE TÉCNICAS DE REGRESIÓN 
LINEAL MÚLTIPLE.  
5.3.1. Introducción y descripción del modelo propuesto 
En esta sección de la Tesis Doctoral, y en colaboración con el con el Grupo de 
Investigación de Sistemas Inteligentes y Minería de datos (SIMiDat) de la 
Universidad de Jaén, se ha desarrollado un modelo basado en ecuaciones de 
regresión lineal múltiple para estimar la Pmax entregada por módulos CPV bajo 
condiciones de operación real. 
Como ya se introdujo en el Capítulo 2 de la presente Tesis Doctoral, hasta la 
actualidad, el único estándar establecido para el cálculo de la Pmax de módulos o 
sistemas CPV bajo condiciones de operación exterior, fue definido por ASTM en 
2006 [113]. Sin embargo, dicho estándar ASTM E-2527-06 no está reconocido a 
nivel internacional. El estándar propone el uso de una ecuación lineal múltiple 
(ecuación 5.6) para calcular la Pmax entregada por módulos o sistemas CPV como 
función de las siguientes variables de entrada: DNI, Tamb y WS. Para obtener la 
Pmax será necesario calcular los coeficientes de regresión (a1, a2, a3 y a4) que 
componen dicha ecuación lineal a partir de análisis experimental previo. 
                                                                             
Sin embargo, y como ya ha sido ampliamente demostrado por estudios de 
investigación previos y por la propia experimentación llevada a cabo a lo largo de 
esta Tesis Doctoral, la distribución del espectro solar tiene una importancia muy 





remarcable en el comportamiento eléctrico de las células MJ que componen los 
módulos CPV. A pesar de la anterior afirmación, el ASTM E-2527-06 no tiene en 
cuenta la influencia de la distribución espectral de la DNI en la estimación de la 
Pmax de módulos CPV, lo que constituye el principal inconveniente de la 
metodología propuesta por dicho estándar.  
A partir del estándar ASTM E2527-06, y con el objetivo de incrementar su 
precisión, se propone incluir la influencia de la distribución espectral como 
sumando adicional a la regresión lineal múltiple mostrada en la ecuación 5.6, 
caracterizando dicha distribución espectral por medio de dos índices: SMR y APE.  
Como ha sido demostrado en la sección anterior de la presente Tesis Doctoral, la 
distribución espectral de la DNI afecta negativamente a la Pmax extraída de los 
módulos CPV, a medida que dicha distribución se separa de la estándar AM1.5D. 
Como consecuencia de dicho razonamiento, en el modelo propuesto se estima 
necesario usar dos ecuaciones de regresión lineal múltiple para cada índice 
implementado (SMR o APE), en función del intervalo espectral en el que nos 
encontremos. De este modo, la primera ecuación será usada cuando la 
distribución espectral de la DNI tenga un contenido espectral en rojo mayor que la 
distribución estándar. Por otra parte, la segunda ecuación será aplicada cuando la 
distribución espectral de la DNI tenga un contenido espectral en azul mayor que 
la distribución estándar. Se considerará que la distribución solar incidente 
coincide con la estándar AM1.5D cuando SMR=1. Por tanto, éste será el punto de 
inflexión considerado para dividir la metodología implementada en dos intervalos 
de operación diferentes. El punto de inflexión para el índice APE se determina 
mediante un proceso descrito e implementado en la sección 5.3.2. 
Para proceder al análisis experimental y calcular los coeficientes de regresión de 
las ecuaciones lineales que componen el modelo propuesto, se realizó una 
campaña experimental en Jaén, desde Marzo de 2013 (a partir de este momento se 
comienza a medir la distribución espectral a través de espectro-radiómetro con 
CAPÍTULO 5: DESARROLLO E IMPLEMENTACIÓN DE MODELOS PARA LA 






tubo colimador) hasta Noviembre de 2013. Aunque dicha campaña experimental 
no pudo completarse durante un año completo, comprende suficientes medidas 
representativas acerca de la influencia de las condiciones atmosféricas sobre la 
Pmax entregada por los módulos CPV analizados, para conseguir el objetivo de 
ajuste de los coeficientes de regresión que forman las ecuaciones propuestas. La 
experimentación se implementa a tres módulos CPV diferentes, definidos en el 
capítulo 4 con las referencias A, B y C. El conjunto completo de datos está 
formado por 8.780 muestras para el módulo A, 4.710 muestras para el módulo B 
y 8.410 muestras para el módulo C. Se obtiene un menor número de muestras 
para el módulo B ya que éstas fueron filtradas debido a problemas de 
sombreamiento y fallos puntuales en su funcionamiento. Cada una de estas 
muestras está formada por los valores de Pmax registrada por cada uno de los 
módulos CPV a los que se aplica la experimentación propuesta, así como las 
condiciones meteorológicas (DNI, APE, SMR, Tamb, y WS) bajo las cuales dichos 
módulos fueron medidos.  
5.3.2. Justificación del modelo propuesto 
El modelo de estimación de la Pmax de módulos CPV propuesto en esta sección de 
la Tesis Doctoral está particularizado para dos intervalos espectrales considerando 
la distribución espectral estándar AM1.5D, correspondiente al índice SMR=1, 
como punto de separación entre ambos intervalos espectrales.  
La figura 5.15 muestra la relación existente entre los valores de SMR y DNI para 
la campaña experimental realizada. Como puede apreciarse, con valores de DNI 
bajos, se registran distribuciones espectrales ricas en contenido rojo (bajos valores 
de SMR) para las primeras y últimas horas del día. Por el contrario, bajo 
condiciones de cielo nublado se registran distribuciones espectrales muy ricas en 
contenido azul (altos valores de SMR). Adicionalmente, para condiciones de cielo 
despejado, a medida que se incrementa el valor de DNI, va creciendo 





paulatinamente el valor de SMR registrado. Se observa como para altos valores de 
DNI, el valor de SMR está muy próximo a la unidad, y por tanto la distribución 
espectral será muy similar a la estándar AM1.5D.  
 
Figura 5.15: Relación entre DNI y SMR. 
Como ya quedó patente en la sección 5.2.2.1 del presente capítulo dedicada al 
estudio de la influencia de la distribución espectral de la DNI sobre los 
parámetros eléctricos registrados por un módulo CPV, el índice SMR ejerce un 
efecto remarcable en los valores de ISC y Pmax entregados por un módulo CPV. La 
influencia del índice SMR sobre los valores de ISC/DNI para el módulo definido 
con la referencia A, se mostró en la figura 5.3. A partir del análisis de dicha figura 
se concluyó que la influencia de SMR sobre ISC/DNI estaba marcada por un punto 
de inflexión que se correspondía con valores de SMR cercanos a la unidad, y que 
definía el comportamiento eléctrico óptimo del módulo. Para valores de SMR 
inferiores o superiores a la unidad el valor de ISC/DNI decrecía, entregando el 
módulo consecuentemente un menor valor de Pmax/DNI a su salida. Este hecho 
permite afirmar que los datos experimentales registrados con valores de SMR=1 
fueron recogidos bajo distribuciones espectrales muy similares a la estándar.  
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Como se ha indicado anteriormente, el modelo propuesto plantea el uso de dos 
índices alternativos (SMR y APE) para incluir el efecto de la distribución espectral 
de la DNI en la metodología propuesta por el estándar ASTM. La figura 5.16 
muestra la relación intrínseca existente entre ambos índices, para la campaña 
experimental considerada en este estudio. 
 
Figura 5.16: Relación entre SMR y APE. 
Como queda patente en la figura 5.16, la relación entre SMR y APE es 
prácticamente lineal, a excepción de distribuciones espectrales muy ricas en 
contenido rojo, durante las cuales los valores registrados de APE son inferiores a 
los esperados según la tendencia lineal. De este modo, es posible obtener una 
expresión polinómica de primer grado (ecuación 5.7) para definir la definir la 
relación entre ambos índices, a través de la herramienta de Matlab
®
 curve fitting 
toolbox: 
                                                                                                                            





Coeficientes (con intervalo de confianza del 95%): 
o p1= 0,340 
o p2=1,487  
 Bondad del ajuste según Matlab
®





A partir de la expresión obtenida, es posible calcular el valor de APE que 
corresponde a la distribución espectral estándar AM1.5D, o en otras palabras, el 
valor de APE que corresponde al punto de inflexión SMR=1, considerado en el 
estudio. De acuerdo con la expresión extraída de los datos representados en la 
figura 5.16, se obtiene un valor de APE=1,83 (correspondiente a SMR=1) como 
punto de separación que dividirá las ecuaciones de regresión lineal múltiple en 
dos intervalos espectrales. 
En resumen, tomando como base la metodología propuesta en el estándar ASTM 
E2527-06, se presenta un modelo basado en ecuaciones de regresión lineal 
múltiple, para modificar el anterior estándar mediante la inclusión de la influencia 
del espectro solar. A partir de análisis experimental se obtendrán los coeficientes 
de regresión que mejor ajusten las siguientes ecuaciones lineales múltiples 
(ecuación 5.8 – ecuación 5.11) aplicadas a tres módulos CPV diferentes: 
Si SMR< 1 
               
    
        
         
       
                     
Si SMR>= 1 
             (  
    
        
         
       
     )                 
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Las ecuaciones 5.8 y 5.9 (en función del intervalo espectral considerado) serán 
aplicadas cuando se utilice el espectro-heliómetro tribanda para caracterizar la 
influencia de la distribución espectral de la DNI, a través de la inclusión del 
índice SMR como sumando adicional a la ecuación dada por estándar ASTM E-
2527-06. 
Si APE< 1,83 
               
    
        
         
       
                    
Si APE>= 1,83 
            (  
    
        
         
       
     )              
Por su parte, las ecuaciones 5.10 y 5.11 serán aplicadas cuando se utilice el 
espectro-radiómetro con tubo colimador para considerar la influencia de la 
distribución espectral de la DNI. En este caso, dicha influencia quedará 
caracterizada a través de la inclusión del índice APE como sumando adicional a la 
ecuación dada por estándar ASTM E-2527-06.  
5.3.3. Metodología de DE para el cálculo de coeficientes de regresión 
Para llevar a cabo la experimentación expuesta en este trabajo se hizo una 
separación entre el subconjunto de datos de entrenamiento (80% del total, para el 
cálculo de los coeficientes de regresión) y el subconjunto de datos de prueba 
(20% del total, para comprobar la capacidad de predicción del modelo 
implementado). La separación entre el subconjunto de entrenamiento y el 
subconjunto de prueba se realiza atendiendo a una selección aleatoria en función 
del valor de DNI de cada una de las muestras, de manera que el subconjunto de 
prueba sea representativo del conjunto total de datos. Para obtener los coeficientes 
de regresión lineal que componen las ecuaciones 5.8-5.11 para los 3 módulos 





CPV en estudio, se propone el uso de un algoritmo de minería de datos basado en 
DE.  
Los algoritmos evolutivos son algoritmos estocásticos enfocados a la búsqueda y 
optimización, basados en el proceso de evolución natural. Estos algoritmos 
evolutivos fueron introducidos por Holland [130] en el año 1975. Dentro de las 
estrategias de computación evolutivas, se puede destacar la DE, definida por 
primera vez por Storn [131] en 1997 como un optimizador de funciones versátil, 
enfocado a la optimización con parámetros reales, donde se enfatiza la mutación. 
El algoritmo basado en DE usa un operador de cruce o recombinación, 
posteriormente a la mutación, para promocionar la diversidad en la población. 
Esta estrategia de DE ha mostrado un buen comportamiento en problemas de 
optimización real como el que representa el aprendizaje de coeficientes de 
regresión reales mostrados en las ecuaciones 5.8-5.11.  
Conviene recordar que cada una de las ecuaciones de regresión lineal que 
componen el modelo propuesto (ecuaciones 5.8-5.11) presenta un problema de 
optimización individual e independiente y, por tanto, el proceso iterativo seguido 
en el algoritmo basado en DE se ejecutará una vez para cada una de estas 
ecuaciones. Antes de comenzar a describir dicho proceso es necesario definir 
ciertos conceptos básicos previos.  
o La población inicial consiste en un conjunto de individuos generados de 
forma aleatoria, a partir de los cuales comienza el proceso evolutivo. 
o Cada individuo representa una solución al problema planteado. En el 
caso que se presenta en este estudio, cada individuo consiste en un vector 
formado por 5 valores correspondientes a cada uno de los coeficientes de 
regresión que componen las ecuaciones 5.8-5.11.  
El algoritmo evolutivo de DE se basa en la idea de realizar diferencias escaladas 
entre los distintos individuos que componen la población, de manera que se 
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perturbe dicha población inicial y evolucione hacia la solución buscada. La 
búsqueda de la solución óptima se basa en la aplicación de un operador de 
mutación de dos o más individuos y un operador de recombinación. Un aspecto 
importante a tener en cuenta en DE es la sustitución final: cada nuevo individuo 
generado solo se incluye si éste presenta una solución mejor que la original. La 
bondad de cada solución se mide en base a una función de evaluación o función 
fitness. Para este problema la función de evaluación consiste en el cálculo del 
error MAPE (según la ecuación 5.5) entre los valores de Pmax predichos por la 
ecuación de regresión lineal a partir de los coeficientes del individuo analizado, y 
los correspondientes valores de Pmax real para el subconjunto de datos de 
entrenamiento. El mejor individuo obtenido tras la realización de un número 
determinado de generaciones, será el individuo seleccionado como solución 
óptima al problema propuesto. De acuerdo a la definición original de algoritmo de 
DE, sus principales etapas se definen a continuación: 
1. Inicialización: se genera una población inicial (P0), formada por Np 
individuos. Cada individuo está formado por 5 coeficientes de regresión, 
por tanto 5 valores reales. La generación de la población inicial se hace 
de manera aleatoria, dentro de unos límites máximo y mínimo 
previamente definidos. En este caso en particular, se ha considerado el 
dominio [-1,1] para la generación de una P0 formada por 100 individuos. 
2. Para cada nueva generación en el proceso evolutivo, la siguiente 
población se completa a través del proceso descrito a continuación: 
a. Para cada individuo original, Ind, se extraen aleatoriamente tres 
individuos (IndA, IndB, e IndC) de la población. 
b. Aplicando la expresión definida en la ecuación 5.12 para cada 
uno de los coeficientes de regresión que forman un individuo, y 
a partir de los tres individuos previos seleccionados de forma 
aleatoria, se obtiene un nuevo individuo mutado (Ind’). 





c. A continuación se lleva a cabo una recombinación entre Ind e 
Ind’, como se muestra en la ecuación 5.13. 
d. Finalmente, el individuo que presente el mejor valor de la 
función de evaluación entre Ind e Ind’, se introducirá en la 
población para la siguiente generación.  
3. El criterio de finalización del proceso evolutivo consiste en alcanzar un 
número determinado de generaciones, previamente fijado. En este caso 
se han realizado 10.000 generaciones. 
4. Finalmente, se extrae de la población final aquel individuo que presente 
mejor función de evaluación, o dicho con otras palabras, aquel conjunto 
de coeficientes de regresión lineal que genere un menor error en la 
estimación de  la Pmax. 
El individuo mutado se genera a partir de la ecuación 5.12 para un j = 1,…nc, 
siendo nc el número de coeficientes de regresión que compone cada individuo. 
                                      [ ]      [ ]        [ ]      [ ]                                  
Donde F es el factor de escalado para el operador de mutación. En este caso se 
utiliza un número aleatorio en el intervalo [0,1] como factor de escalado. 
El individuo recombinado se obtiene de manera probabilística a partir de la 
expresión 5.13. 
                                [ ]  {
   [ ]              [   ]    
    [ ]                                
                               
Siendo Cr un ratio de cruce predefinido. En este caso se utiliza un Cr=0,5. 
5.3.4. Análisis experimental 
A continuación en la tabla 5.2 se muestran los coeficientes de regresión ajustados 
por el algoritmo basado en DE para los 3 módulos CPV en estudio. 
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Tabla 5.2: Coeficientes de regresión obtenidos por el algoritmo basado en DE para los 3 
módulos CPV. 
Ref. Intervalo espectral a1 a2 a3 a4 a5 
A 



























































































Como se ha indicado anteriormente, el seguidor solar está optimizado para el 
módulo CPV con referencia A. Es por ello, que los datos eléctricos entregados 
por dicho módulo A han sido considerados como base de estudio de la influencia 
de las condiciones ambientales sobre el comportamiento eléctrico de módulos 
CPV. De este modo, a la vista de los coeficientes de regresión obtenidos para el 
módulo A se concluye: 
o Influencia prácticamente lineal entre DNI y Pmax entregada por un 
módulo CPV. Esto queda patente a la vista de los bajos valores que 
presentan los coeficientes a2, cuando se comparan con los coeficientes a1. 
o Influencia negativa muy leve de Tamb sobre la Pmax del módulo CPV. Esta 
influencia está caracterizada por los coeficientes de regresión a3.  
o Influencia positiva muy leve de WS sobre la Pmax del módulo CPV. Esta 
influencia está caracterizada por los coeficientes de regresión a4. 





o Influencia positiva de la distribución espectral de la DNI para valores de 
SMR<1 o APE<1,83. A medida que aumenta el valor de SMR o APE 
aumenta el valor de Pmax entregada por un módulo CPV. Esta influencia 
queda caracterizada a través de los coeficientes de regresión a5 para el 
primer intervalo espectral. 
o Influencia negativa de la distribución espectral de la DNI para valores de 
SMR>=1 o APE>=1,83. A medida que aumenta el valor de SMR o APE 
disminuye la Pmax entregada por un módulo CPV. Este efecto es visible a 
partir del análisis de los coeficientes de regresión a5 para el segundo 
intervalo espectral. 
Se observa como a través del estudio de los coeficientes de regresión calculados a 
partir del algoritmo basado en DE para el módulo A, se llega a las mismas 
conclusiones que se enunciaban en el apartado 5.2.2.4 del presente capítulo tras la 
realización del análisis experimental previo a ese mismo módulo CPV. No 
obstante, se observa que existen algunas diferencias en el comportamiento 
eléctrico de los tres módulos CPV estudiados y su dependencia con las 
condiciones ambientales. Esto puede deberse a las variaciones constructivas 
existentes entre ellos, y al hecho de que el seguidor solar está calibrado para que 
quede orientado de forma que el módulo A trabaje de manera óptima. En 
campañas experimentales futuras se propone orientar el seguidor para que los 
módulos B y C trabajen de manera óptima, lo que permitirá comparar dichos 
resultados con los obtenidos en la presente experimentación, y enunciar 
conclusiones más generalistas. 
Una vez calculados los coeficientes de regresión que mejor ajustan las ecuaciones 
de regresión lineal múltiple que componen el modelo propuesto, se predicen los 
valores de Pmax entregada por los módulos CPV bajo diferentes condiciones 
ambientales de operación, para el subconjunto de datos de prueba. Los resultados 
de error RMSE y MAPE entre los valores de Pmax,real y los valores de Pmax,simul 
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obtenidos por el modelo para los 3 módulos CPV en estudio, se muestran en la 
tabla 5.3.  
Tabla 5.3: Resultados de errores RMSE y MAPE obtenidos mediante el algoritmo DE 
para 3 módulos CPV. 
Ref. Intervalo espectral RMSE (W) MAPE (%) 
A 
SMR< 1 2,89 3,07 
SMR>= 1 2,73 2,17 
APE< 1,83 2,90 2,94 
APE>= 1,83 2,61 2,05 
B 
SMR< 1 1,45 2,45 
SMR>= 1 1,77 3,08 
APE< 1,83 1,52 2,48 
APE>= 1,83 1,53 2,59 
C 
SMR< 1 8,37 3,92 
SMR>= 1 12,73 4,75 
APE< 1,83 9,30 4,12 
APE>= 1,83 12,79 4,68 
 
En términos generales, los resultados obtenidos muestran la bondad del modelo 
de regresión lineal propuesto, con errores MAPE que en ninguno de los casos 
superan el 5%. Se consideran los errores MAPE como base para el estudio de la 
propuesta definida en este trabajo, ya que dicho error nos ofrece una medida 
global e independiente de la potencia nominal del módulo CPV sobre el que se 
aplique el modelo. A partir del análisis de los errores MAPE calculados para los 3 
módulos CPV estudiados, se remarca la posibilidad de uso tanto del índice APE 
como SMR para definir la influencia de la distribución espectral de la DNI en la 
Pmax entregada por módulos CPV. 
5.3.5. Conclusiones 
En este apartado de la Tesis Doctoral se implementa un modelo que propone el 
uso de ecuaciones de regresión lineal múltiple para obtener la Pmax entregada por 
módulos CPV bajo unas condiciones ambientales específicas. A partir de la 





metodología presentada por el estándar ASTM E2527-06, y con el objetivo de 
aumentar su precisión, en el modelo propuesto en este trabajo se presenta la 
posibilidad de uso de dos índices alternativos: SMR y APE, como sumandos 
adicionales a la ecuación de regresión lineal propuesta por el estándar ASTM. De 
esta forma, se incluye la influencia de la distribución espectral de la DNI para el 
cálculo de la Pmax de módulos CPV. Adicionalmente, cada una de las ecuaciones 
lineales propuestas se divide a su vez en dos intervalos espectrales, a partir del 
punto de inflexión dado por la distribución espectral estándar AM1.5D. 
Para calcular los coeficientes de regresión que mejor ajustan las ecuaciones de 
regresión lineal múltiple propuestas en el modelo, se presenta el uso de un 
algoritmo basado en DE. Dichos coeficientes de regresión son calculados a partir 
de los datos experimentales medidos para tres modelos de módulos CPV. 
Finalmente, en la validación del modelo se comparan los datos de Pmax calculados 
por dicho modelo bajo unas condiciones ambientales determinadas con los datos 
de Pmax reales medidos para el subconjunto de datos de prueba, para los tres 
módulos CPV en estudio. Como resultado se obtienen unos valores de error 
MAPE para los tres módulos CPV estudiados, que en ninguno de los casos 
superan el 5%. 
Se destaca la importancia del modelo basado en ecuaciones de regresión lineal 
múltiple presentado en este trabajo, debido a que ha mostrado su bondad en la 
predicción de la Pmax para tres módulos CPV diferentes. Por otra parte, es un 
modelo de predicción que puede ser implementado de manera sencilla y a la vez 
precisa por la gran mayoría de la comunidad a la que va dirigido, debido a la 
posibilidad alternativa de uso del índice SMR (medido a través de espectro-
heliómetro tribanda), o el índice APE (medido a través de espectro-radiómetro 
con tubo colimador), para cuantificar la influencia de la distribución espectral de 
la DNI en la Pmax entregada por los módulos CPV. 
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                             CAPÍTULO 6                          
Desarrollo e implementación 
de modelos basados en ANN 
para predecir la curva V-I de 
módulos CPV 
 
6.1.  INTRODUCCIÓN 
Las redes neuronales artificiales (ANN, del inglés artificial neural networks), 
ofrecen una forma de modelar alternativa a la usada por las técnicas 
convencionales, y resultan una solución óptima cuando no existe una ecuación 
matemática que defina el comportamiento físico de un determinado dispositivo. 
Con esta base en este capítulo de la Tesis Doctoral se propone el uso de modelos 
basados en perceptrón multicapa (MLP, del inglés multilayer perceptron), y se 





aplican dichos modelos para generar las curvas V-I características de uno de los 
módulos comerciales CPV más extendidos en el mercado, a partir de la 
introducción de determinadas condiciones atmosféricas previamente medidas. 
Estos modelos se aplican al módulo CPV definido con la referencia A en el 
Capítulo 4 de la presente Tesis Doctoral.  
Como ya se argumentó en el Capítulo 3, a pesar de que la forma más extendida y 
rápida de obtener información generalizada acerca del funcionamiento eléctrico 
de un determinado módulo o sistema, se basa en la obtención de su Pmax, en 
algunos análisis o estudios más exhaustivos resulta importante conocer su curva 
V-I completa. El análisis de dichas curvas V-I permitirá extraer una información 
más detallada acerca del comportamiento del módulo o sistema CPV testeado, 
permitiendo dilucidar posibles problemas de mismatch entre células de un módulo 
o módulos de un sistema, problemas de sombreamiento, inexactitudes en el 
sistema de seguimiento, problemas asociados a los dispositivos ópticos, etc. 
Para llevar a cabo el entrenamiento y posterior validación de los modelos MLP 
implementados en este estudio, se realizó una campaña experimental en Jaén, 
desde Julio de 2011 hasta Junio de 2012. Finalmente se obtuvieron un total de 
15.915 muestras registradas. Cada una de estas muestras se compone de la lista 
completa de pares de valores tensión-intensidad (aproximadamente 300 pares de 
valores V-I por curva) que definen cada una de las curvas medidas, así como las 
condiciones meteorológicas de referencia (DNI, APE,  Tamb, y WS) bajo las cuales 
fueron recogidas estas curvas.  
Las ANN implementadas, modelos basados en MLP, se diseñan y se usan para 
obtener la curva V-I completa del módulo CPV, introduciendo como entradas: 
DNI, distribución espectral de la irradiancia incidente a través del índice APE, 
Tamb, y WS. Es necesario considerar que en este estudio y para llevar a cabo el 
diseño y posterior implementación de los modelos basados en MLP propuestos, 
sólo se utilizan datos de DNI por encima de 600 W/m
2
, evitando así condiciones 
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de cielo nublado que impiden el correcto funcionamiento y dificultan la 
caracterización eléctrica de módulos CPV, como ya se argumentó en el capítulo 5. 
Por otra parte, en la implementación de los modelos propuestos se introduce 
como entrada el valor de APE dado por el espectro-radiómetro sin tubo 
colimador. Por tanto se trata del valor de APE para GNI. Es conocido que en el 
análisis de la influencia de la distribución espectral de la irradiancia incidente 
sobre el comportamiento eléctrico de un módulo CPV, el índice APE debe ser 
calculado teniendo en cuenta la componente directa de la irradiancia incidente 
(medidas de espectro-radiómetro con tubo colimador). Sin embargo, los espectro-
radiómetros convencionales más extendidos a nivel de mercado miden la 
distribución espectral de la GNI (los espectro-radiómetros para DNI han sido 
incorporados muy recientemente al mercado), y dicha información se encuentra 
disponible ya en ciertas bases de datos atmosféricas. Es por ello que para 
simplificar el uso de los modelos implementados y ofrecer una mayor 
aplicabilidad de los mismos en el análisis energético de grandes plantas de CPV, 
en este estudio se considera la distribución espectral de GNI en lugar de DNI para 
el cálculo del índice APE. Atendiendo a este mismo razonamiento, se considera el 
intervalo de longitud de onda entre 350 nm y 1050 nm como límites de 
integración en el cálculo de APE, intentando ajustar dichos límites de longitud de 
onda al rango que, según las especificaciones, ofrecen los espectro-radiómetros 
más extendidos a nivel comercial.  
6.2.  JUSTIFICACIÓN, DESCRIPCIÓN Y ESTRUCTURA DEL 
MODELO PROPUESTO 
Para predecir la curva V-I entregada por módulos CPV, se propone el uso de dos 
métodos alternativos: un MLP entrenado a partir de coordenadas Cartesianas 
(MLPVI), y un MLP entrenado con coordenadas polares (MLPρα). Adicionalmente 
a la implementación y uso de los modelos presentados, se usa un mapa auto-





organizado (SOM, del inglés self-organizing map) de Kohonen, como 
herramienta para la selección de las muestras más representativas del conjunto 
inicial de datos, de manera que sean usadas como conjunto de entrenamiento de 
los modelos MLP. Este proceso de selección permitirá que los modelos simulen 
las curvas V-I de un módulo CPV trabajando incluso bajo condiciones 
atmosféricas poco frecuentes, de manera que su comportamiento no dependa de 
las condiciones climáticas propias de la localización donde se lleve a cabo el 
estudio, buscando siempre la máxima aplicabilidad de los modelos presentados. 
El resto de muestras no seleccionadas para el entrenamiento se utilizarán para 
comprobar la capacidad de generalización de los modelos, es decir, la capacidad 
de predicción del comportamiento eléctrico del módulo CPV trabajando bajo 
condiciones atmosféricas distintas a aquellas para las cuales fue entrenado. 
En el primer modelo, MLPVI, (figura 6.1), se introducen las condiciones 
atmosféricas (DNI, APE, Tamb y WS), junto con los valores de tensión Vk  de cada 
punto de la curva, como entradas a la red, obteniendo como salida los valores de 
corriente Ik que corresponden a cada valor de tensión introducido como entrada. 
De esta manera, y a partir de los pares de valores tensión-intensidad, la curva V-I 
puede ser representada fácilmente. 
 
Figura 6.1: Esquema de funcionamiento del MLP entrenado con coordenadas 
Cartesianas. 
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Adicionalmente al modelo basado en curvas V-I definidas como una lista de 
puntos expresados en coordenadas Cartesianas, se presenta un modelo alternativo 
basado en curvas V-I definidas por puntos expresados en coordenadas polares, 
MLPρα. En este caso, cada uno de los puntos que forman la curva quedan 
definidos a partir de dos valores, la longitud ρ del radio-vector desde el origen de 
coordenadas (0, 0) hasta el punto en cuestión, y el valor de ángulo α formado 
entre dicho vector y el eje X positivo. La conversión de coordenadas Cartesianas 
a coordenadas polares se realiza atendiendo a las ecuaciones 6.1 y 6.2 (para cada 
par de valores V-I con índice k): 
                                                           √  
    
                                                           
                                                                (
  
  
)                                                          
Por tanto, para cada curva simulada se introducen las variables atmosféricas bajo 
las cuales dicha curva es recogida (DNI, APE, Tamb y WS), junto con los diferentes 
valores de ángulo αk, obteniendo en este caso como salida de la red, el valor de 
radio ρk correspondiente a cada valor de ángulo introducido. El esquema de 
funcionamiento del perceptrón multicapa entrenado con coordenadas polares se 
representa en la figura 6.2.  
Este segundo modelo puede usarse introduciendo las variables atmosféricas de 
entrada y únicamente variando el valor de ángulo desde 0º hasta 90º, obteniendo 
de este modo el valor del radio asociado a cada valor de ángulo introducido y por 
tanto la curva V-I completa en el primer cuadrante. En geometría básica existen 
algunas funciones o curvas que pueden ser directamente obtenidas a partir de 
coordenadas polares, como son el círculo o la espiral. El mismo razonamiento se 
puede seguir para la representación de la forma típica de la curva V-I de un 
módulo CPV. De aquí surge la idea de utilizar dichas coordenadas polares como 





entradas al MLP, de manera que se simplifique la tarea de aprendizaje, en busca 
de un modelo con una estimación de la forma real de la curva V-I lo más realista 
posible. 
  
Figura 6.2: Esquema de funcionamiento del MLP entrenado con coordenadas polares. 
 
6.3.  ESTRATEGIA DE SELECCIÓN DE PATRONES 
REPRESENTATIVOS PARA EL ENTRENAMIENTO DEL 
PERCEPTRON MULTICAPA: CLASIFICADOR DE KOHONEN 
6.3.1. Introducción a la estrategia de clasificación de Kohonen 
Como ya se ha indicado anteriormente, el conjunto de inicial de datos está 
formado por 15.915 muestras, cada una de ellas compuesta por la curva V-I, con 
sus respectivas condiciones atmosféricas asociadas: DNI, distribución espectral de 
la irradiancia a través del índice APE, Tamb y WS. Este conjunto inicial de datos es 
demasiado extenso para ser usado de manera completa en el proceso de 
entrenamiento de la red neuronal, lo que ocasionaría un coste computacional 
excesivo. Además, si se utiliza el conjunto completo de datos para el 
entrenamiento de la red, no se dispondrá de datos sobrantes para poder testear su 
comportamiento. En este sentido, resulta necesario realizar una selección previa 
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de un número reducido de muestras del conjunto inicial de medidas, para realizar 
el entrenamiento de los modelos MLP implementados. 
Habitualmente esta selección se plantea de forma aleatoria, sin embargo, 
mediante esta estrategia, y debido a la propia naturaleza de los datos introducidos 
como entradas, aquellas muestras que contengan las condiciones atmosféricas 
más frecuentes de la localidad de estudio tienen una alta probabilidad de ser 
elegidas. En el caso de la localización del presente estudio, las condiciones 
climáticas presentes en Jaén tienen un carácter fuertemente marcado y se repiten 
asiduamente. En este sentido, se puede asegurar que del total de muestras que 
componen el conjunto inicial de datos, ciertas de ellas ofrecen información 
redundante. La implementación de una selección aleatoria de datos implica que 
aquellas muestras registradas bajo las condiciones ambientales más frecuentes en 
la localización del estudio, tienen más probabilidad de ser aleatoriamente 
elegidas. Si esta selección aleatoria se utiliza como conjunto de entrenamiento del 
MLP, la simulación implementada se basará en esas muestras que más se repiten. 
Consecuentemente, cuando el objetivo sea usar el modelo MLP para la predicción 
del comportamiento del módulo CPV bajo condiciones meteorológicas poco 
frecuentes en la localización estudiada, los resultados pueden alejarse bastante de 
la realidad. 
Con el objetivo de mejorar los resultados obtenidos, se propone el uso de un 
clasificador SOM [132,133], para llevar a cabo la selección de las muestras de 
entrenamiento que utilizará el MLP. El SOM de Kohonen es un clasificador que 
habitualmente se usa para dividir las muestras de entrada en un determinado 
número de grupos o clases. Para llevar a cabo dicha clasificación se buscan 
patrones de comportamiento similares entre las muestras de entrada,  agrupando 
en una misma clase aquellas que comparten una estructura común. De esta 
manera, se introducen como entrada los vectores que van a ser clasificados, y la 
red será la encargada de encontrar patrones similares entre ellos, situando en una 





misma clase todos aquellos que presenten similares características. Así, la 
similitud entre dos vectores disminuye a medida que aumenta la distancia que 
separa a los grupos en los que se encuentran ubicados. Las estructuras de 
Kohonen están formadas por una capa de entrada y una capa de salida. La capa de 
entrada tendrá un número de neuronas igual al número de variables que 
componen cada uno de los vectores reales introducidos como entrada y que se van 
a clasificar. La capa de salida de la red neuronal de clasificación será una matriz 
de neuronas, que contiene tantas celdas como clases en las que queramos dividir 
el conjunto inicial de datos. Así, la red de clasificación tendrá tantas neuronas en 
su capa de salida como muestras se quieran seleccionar para ser usadas como 
patrones de entrenamiento para los modelos MLP propuestos. 
6.3.2. Configuración del clasificador de Kohonen 
La clasificación para la elección del conjunto destinado al entrenamiento del MLP 
se ha realizado en base a los parámetros atmosféricos que definen cada una de las 
curvas V-I que componen la muestra inicial, recordemos, DNI, APE, Tamb, y WS. 
Por tanto, la red de clasificación estará formada por un total de 4 neuronas en su 
capa de entrada. Por otro lado, se disponen de 3.600 neuronas en la capa de 
salida, correspondientes a 3.600 clases o grupos de muestras que comparten 
condiciones atmosféricas similares. Esta clasificación ha sido implementada a 
través del SOM de Kohonen para seleccionar las 3.600 muestras más 
representativas del conjunto inicial de datos, que serán los patrones de 
entrenamiento para los modelos MLP.  
Es importante señalar que cada neurona en la capa de salida no se encuentra 
dispuesta de manera aislada e independiente en el espacio físico. Por el contrario, 
cada una de ellas tiene una posición física determinada y conforma una estructura 
con el resto de neuronas que forman dicha capa. Se pueden adoptar diferentes 
configuraciones que definen las relaciones existentes entre las neuronas que 
componen la capa de salida del clasificador SOM de Kohonen. En este caso, se ha 
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elegido una estructura bidimensional en la cual las neuronas que componen la 
capa de salida se ordenan en un mismo plano. Adicionalmente, la topología define 
la localización específica que ocupa cada una de las neuronas componentes de la 
capa de salida en el plano, así como la relación de vecindad existente entre dos 
neuronas diferentes. Como ya se ha expuesto anteriormente, la idea de la red de 
clasificación define que si dos muestras son muy similares, serán clasificadas en 
una neurona común, y por tanto en la misma clase. Sin embargo, si dos muestras 
son parecidas, pero no lo suficiente para poder clasificarse en el mismo grupo, 
estarán dispuestas en neuronas vecinas, según la topología de red considerada. En 
este trabajo se ha implementado una topología hexagonal para definir la 
disposición de las neuronas en la capa de salida del clasificador SOM de 
Kohonen, ya que esta topología ofrece mejores resultados de clasificación [134]. 
En la topología hexagonal, como su propio nombre indica, las neuronas se 
organizan siguiendo un patrón hexagonal. Así, las neuronas que forman parte de 
la misma fila comparten la coordenada Y, sin embargo, aquellas neuronas que 
forman parte de la misma columna comparten la misma coordenada X de forma 
alternativa. La topología hexagonal se define de manera que cada neurona de la 
capa de salida está rodeada por otras 6 neuronas vecinas, todas ellas a una 
distancia euclídea igual a 1. En la figura 6.3, y a modo de ejemplo, se muestran 
las posiciones que ocupan las neuronas en el espacio en una red hexagonal de 
dimensiones 12x8. 
Además es necesario seleccionar el tipo de distancia a utilizar para medir la 
diferencia en posición entre cada neurona de la capa de salida y sus vecinas. En 
este estudio se ha considerado la distancia linkdist (recomendada por el software 
de programación) para medir la distancia entre dos neuronas componentes de la 
red creada. Dicha distancia se define como el número de saltos de longitud 
unitaria (o menor) que son necesarios acometer para pasar de una neurona a otra. 






Figura 6.3: Posiciones que ocupan las neuronas que componen una topología hexagonal 
de dimensiones 12x8. 
Como se ha descrito anteriormente, la red de clasificación dispone de 3.600 
neuronas en su capa de salida, dispuestas de manera que forman una red de dos 
dimensiones repartidas en 60 filas por 60 columnas. La figura 6.4 muestra una 
simplificación esquemática de la red de clasificación implementada. 
 
Figura 6.4: Estructura esquematizada de la red de clasificación SOM. 






















Posiciones de las neuronas
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Cada neurona de la capa de entrada estará conectada con todas aquellas neuronas 
de la capa de salida. Cada conexión existente entre una neurona de la capa de 
entrada y una neurona en la capa de salida se pondera con un valor determinado. 
Por tanto, cada neurona de la capa de salida tiene asociado un vector de pesos.  
La red de clasificación de Kohonen tendrá una duración determinada que 
dependerá del número de iteraciones a realizar que se imponga como criterio 
inicial. A continuación se describe una explicación más detallada del 
procedimiento llevado a cabo a lo largo del proceso de entrenamiento de la red 
SOM. 
Inicialmente las muestras de entrada se presentan a la red, de manera que una 
única neurona de la capa de salida se convierte en la clase ganadora. Sin embargo, 
en el proceso de aprendizaje no solo se modifican los pesos de dicha neurona 
ganadora, sino los de todas aquellas que pertenecen a su misma vecindad (en 
menor grado a medida que nos alejamos de la neurona ganadora dentro de la 
misma vecindad). Así, se introduce el vector de entrada, formado en este caso por 
las condiciones atmosféricas asociadas a cada curva V-I, y se determina la 
neurona ganadora (aquella cuyo potencial de activación sea mayor), 
actualizándose los pesos de esta neurona y los de todas sus vecinas. Existen dos 
versiones para llevar a cabo el algoritmo de entrenamiento en la red de 
clasificación SOM: modo online y modo batch [135,136]. 
El modo online es el procedimiento original propuesto por Kohonen, en el cual la 
actualización de los pesos de cada neurona tiene lugar inmediatamente después de 
que cada nueva muestra de entrada se presente a la red. Al inicio de cada nueva 
iteración el conjunto de muestras se ordenan siguiendo un criterio aleatorio. 
Después, dichas muestras se presentan a la red de una en una. Para cada una de 
las muestras presentadas, la neurona más cercana a dicha muestra, se convierte en 





la neurona ganadora. A continuación, se actualiza el vector de pesos de la recién 
obtenida neurona ganadora y de sus vecinas, mediante la ecuación 6.3: 
                                           [         ]                                              
donde: 
         : peso de la neurona i en el paso (t+1), tras su actualización. 
       : peso de la neurona i en el paso (t), antes de la actualización. 
     : ratio de aprendizaje (learning rate) en el paso (t), que controla la 
intensidad de la actualización de pesos, y que va disminuyendo su valor a 
medida que avanza el proceso de entrenamiento. 
   : posición de la muestra de entrada. 
        : función de transferencia de la vecindad, que cuantifica el nivel de 
vecindad existente entre la neurona ganadora j y la neurona i cuyo peso 
está siendo actualizado.  
Es común usar la forma Gaussiana como función de transferencia de la vecindad, 
según la ecuación 6.4: 
                                                       
                   
                                                 
donde: 
   : posición de la neurona actualizada en la red de salida. 
   : posición de la neurona ganadora en la red de salida. 
      : tamaño de la vecindad, que va disminuyendo a medida que avanza 
el proceso de entrenamiento. 
Sin embargo, en el presente estudio se ha optado por utilizar un punto de vista 
alternativo. La versión batch [137,138] del algoritmo de entrenamiento surge 
posteriormente, modificando la forma de operar del modo anterior y mejorando su 
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comportamiento. El modo batch utiliza toda la información que tiene disponible 
en un único paso, de manera que el conjunto total de datos de entrada se presenta 
a la red antes de que se produzca la actualización de los pesos de las neuronas. En 
lugar de actualizar el vector de pesos cada vez que una nueva muestra de entrada 
se presenta a la red, la información obtenida de todas las muestras de entrada se 
recopila y combina en una única fórmula actualizando el peso de cada neurona de 
salida. Así, se obtiene la neurona ganadora j(k) para cada muestra de entrada k. 
Después, se actualiza el vector de pesos de cada neurona i en la capa de salida, a 
partir de la ecuación 6.5: 
                                                  
∑               
∑            
                                              
Este último modo requiere un tiempo computacional mucho menor, por lo que es 
utilizado en la gran mayoría de las ocasiones.  
La función de transferencia de la vecindad va modificándose a lo largo del 
proceso de entrenamiento de la red, siendo capaz de modificar los pesos de todas 
las neuronas, incluso aquellas que se encuentren alejadas de la neurona ganadora 
al comienzo del algoritmo de entrenamiento. A medida que el proceso de 
entrenamiento va avanzando, y se van sucediendo las diferentes iteraciones que 
completan dicho aprendizaje, la función de transferencia de la vecindad se hace 
más picuda y más estrecha en su base, de manera que solo aquellas neuronas 
cercanas a la neurona ganadora en cada iteración modifican su peso. Del mismo 
modo, la vecindad de la neurona ganadora no es constante a lo largo del tiempo, 
sino que va modificándose a medida que avanza el proceso de entrenamiento, que 
a su vez se subdivide en dos fases: ordering y tuning [139]. En este estudio se 
implementaron 1.000 iteraciones para cada una de dichas fases.   
Fase ordering: es la primera etapa, donde realmente se realiza la clasificación y 
se calculan los pesos de cada neurona, ordenándose en el espacio y ocupando una 





posición determinada en la capa de salida de la red. El tamaño de la vecindad en 
esta fase del entrenamiento comenzará con un valor fijado e irá disminuyendo con 
el paso de las sucesivas iteraciones. Para obtener el tamaño de la función de 
vecindad de cada neurona al inicio de esta fase, se considerará que inicialmente 
todas las neuronas de la red forman parte de la vecindad de la neurona ganadora. 
Teniendo en cuenta esta premisa, el tamaño inicial de la vecindad queda definido 
como la distancia existente entre las dos neuronas más lejanas de la red. El 
tamaño de esta vecindad irá disminuyendo a lo largo de la fase ordering hasta 
alcanzar la distancia de la vecindad que se considera en la siguiente fase de 
tuning. A medida que la distancia de la vecindad va disminuyendo en esta fase del 
proceso, las neuronas se van ordenando en el espacio según la topología 
previamente definida. Del mismo modo, la tasa de aprendizaje tendrá un valor 
inicial de 0,9, e irá disminuyendo paulatinamente en cada nueva iteración hasta 
alcanzar el valor de la tasa de aprendizaje al inicio de la fase tuning. 
Fase Tuning: Constituye la fase final del proceso de entrenamiento y es solo un 
ajuste refinado, de manera que el prototipo de cada neurona se disponga lo más 
cercano posible al centro de masas de las muestras clasificadas en dicha neurona. 
Cuando comienza la fase tuning, la distancia de la vecindad alcanza su valor 
mínimo (solo neuronas muy próximas), que se mantendrá constante hasta el final 
del proceso. Esta distancia de vecindad con un valor bajo incluye como vecinas 
únicamente a las neuronas más cercanas. La tasa de aprendizaje comienza con un 
valor de 0,02 al inicio de esta fase y se mantiene prácticamente constante hasta 
llegar al final del proceso de clasificación.  
En este caso se han utilizado un número de iteraciones igual para ambas fases del 
proceso, ya que el objetivo final no es realizar un ajuste muy fino, sino dividir las 
muestras iniciales en grupos que compartan similares características. Además, se 
han dispuesto 1.000 iteraciones por fase intentando buscar un compromiso que 
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permita obtener suficientes muestras representativas del conjunto inicial (3.600 
patrones), sin incurrir para ello en un coste computacional demasiado alto. 
Una vez finalizado el proceso de entrenamiento del clasificador SOM, el vector 
de pesos obtenido para cada neurona de la capa de salida dará el prototipo 
asociado a esa clase, definiéndola. Este prototipo coincide con el centro de masas 
de todas aquellas muestras de entrada que fueron clasificadas en cada una de las 
retículas correspondientes a las neuronas de salida. De entre todas las muestras 
componentes del conjunto inicial de datos clasificadas en una misma neurona de 
salida, se elegirá la más cercana al prototipo de cada clase para utilizarlas como 
conjunto de entrenamiento para los modelos MLP. Las 3.600 muestras 
seleccionadas y obtenidas a través del procedimiento de clasificación (patrones) 
serán, de este modo, representativas del conjunto total de datos de entrada. El 
resto de muestras no seleccionadas se usaran para la evaluación del 
comportamiento de los modelos MLP implementados (conjunto de prueba). El 
código básico de creación y entrenamiento de la red SOM de Kohonen está 
definido y descrito en la sección A3.1 del anexo 3. 
6.3.3. Resultados obtenidos de la clasificación de Kohonen 
Una vez el clasificador SOM de Kohonen ha seleccionado las 3.600 muestras 
para ser utilizadas como patrones de entrenamiento de los modelos MLP, éstas se 
comparan con el conjunto completo de datos de condiciones atmosféricas 
registradas, asegurando que son realmente representativas de dicho conjunto 
inicial. En la figura 6.5 se representan los valores de APE en función de DNI para 
todas las curvas estudiadas y para aquellas seleccionadas para el entrenamiento de 
los modelos MLP. Se sigue el mismo procedimiento en las figuras 6.6 y 6.7, en 
las cuales se representan Tamb y WS, respectivamente, en función de los valores de 
DNI registrados, para el conjunto completo de datos y para aquellos patrones 
seleccionados por la red SOM de Kohonen.  






Figura 6.5: APE en función de DNI para: (a) todas las curvas estudiadas, (b) curvas 
seleccionadas por red SOM de Kohonen. 
 
Figura 6.6: Tamb en función de DNI para: (a) todas las curvas estudiadas, (b) curvas 
seleccionadas por red SOM de Kohonen. 
 
Figura 6.7: WS en función de DNI para: (a) todas las curvas estudiadas, (b) curvas 
seleccionadas por red SOM de Kohonen. 
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Estas gráficas ponen de manifiesto la capacidad de las muestras seleccionadas por 
la red SOM para cubrir todo el espacio de información dado por el conjunto 
inicial de datos. Como se puede extraer de estas tres figuras, las muestras 
seleccionadas como representativas, que constituyen los patrones para el posterior 
entrenamiento de los modelos MLP, abarcan y representan de manera muy 
precisa el amplio rango de posibles condiciones atmosféricas. Se otorga la misma 
importancia a las muestras que se repiten y a aquellas poco frecuentes, a través de 
la eliminación de la información redundante. 
6.4.  DESARROLLO E IMPLEMENTACIÓN DEL PERCEPTRÓN 
MULTICAPA PARA EL TRAZADO DE LA CURVA V-I DE 
MÓDULOS CPV 
6.4.1. Principios básicos del Perceptrón Multicapa 
De manera general una red MLP se compone de una capa de entrada, una capa de 
salida, y una o varias capas intermedias (llamadas capas ocultas). El número de 
capas ocultas, así como el número de neuronas que compone cada una de las 
capas ocultas dependen de la complejidad del problema que se esté resolviendo en 
cada caso, y deben ser definidas por el usuario de manera previa al inicio del 
proceso de entrenamiento [140]. Cada neurona de una determinada capa está 
conectada con todas las neuronas componentes de la siguiente capa. Cada 
conexión tendrá a su vez un peso asociado que define su intensidad, y que debe 
ser ajustado a lo largo del proceso de aprendizaje. Adicionalmente, cada neurona 
tiene asociado un valor de bias, b, que también debe ser ajustado. De esta manera, 
cada neurona de entrada (que define cada una de las variables introducidas al 
MLP), se conecta con cada una de las neuronas de la primera capa oculta. Del 
mismo modo, la salida de una capa intermedia constituye la entrada de la 
siguiente, y la salida de la última capa (capa de salida), corresponde con la salida 
del MLP. La estructura general de un MLP se muestra en la figura 6.8. 






Figura 6.8: Representación esquematizada de la estructura básica de un MLP. 
La figura 6.9, muestra el esquema de un proceso básico compuesto por n entradas 
y una única neurona en la capa oculta. Los pesos (intensidad de la conexión) y el 
valor bias, b, son parámetros que se usaran para calcular el valor de activación, a 
partir de las entradas de la red MLP. 
 
Figura 6.9: Esquema de proceso en cada unidad del MLP. 
CAPA DE ENTRADA CAPAS OCULTAS CAPA DE SALIDA
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Cada valor de entrada xj se multiplica por cada peso wj de manera que la suma de 
todos estos productos junto con el valor de b, dan lugar al valor de activación a, 
según la ecuación 6.6. 
           (∑     
 
   
)                                        
Finalmente, este valor de activación, a, se transformará en un valor de salida de la 
red MLP una vez que se le aplique la función de transferencia, f, correspondiente.  
Las ecuaciones 6.7-6.10 y la figura 6.10 muestran y describen diferentes 
posibilidades que definen la ecuación que sigue la función de transferencia. 
Función lineal                                                                                                                                                  
Función escalón                           {
         
         
                                                                            
Función logaritmo                                  
 
     
                                                                                             
Función tangente hiperbólica            
      
      
                                                                      
 
 
Figura 6.10: Representación gráfica de las diferentes funciones de transferencia. 
función lineal función escalón
función logaritmo función tangente hiperbólica





En este trabajo se ha usado la función tangente hiperbólica para las capas ocultas, 
y la función lineal para la capa de salida, tras comprobar que dicha configuración 
se ajustaba mejor a los datos y ofrecía mejores resultados. 
A continuación se presenta el proceso básico que se sigue en el entrenamiento del 
MLP. Cada muestra está formada por dos partes diferenciadas, la entrada y la 
salida objetivo (target), que es la salida real correspondiente a dicha entrada. Al 
inicio del proceso todos los pesos se inicializan de manera aleatoria. A lo largo de 
la fase de entrenamiento del MLP, cada una de las muestras de entrada se 
presenta a la red calculándose el valor de salida que corresponde a cada una de las 
anteriores muestras introducidas. En este punto, el valor de salida calculada se 
compara con el valor de salida real conocida (target). En función de la diferencia 
entre ambas, se actualizan los pesos siguiendo una regla de aprendizaje.  
El esquema básico de realización del proceso se muestra en la figura 6.11. Este 
proceso iterativo se mantiene hasta el momento en el que se alcance uno de los 
criterios de parada del entrenamiento. Uno de estos criterios se basa precisamente 
en el error cuadrático medio entre salidas reales y las estimadas por la red para el 
conjunto de datos de entrenamiento. En el caso particular que se presenta en este 
estudio y una vez que la red MLP ya está entrenada, ésta será capaz de predecir la 
salida para unos determinados valores de condiciones atmosféricas de entrada. 
 
Figura 6.11: Esquema básico del proceso que sigue el entrenamiento del MLP. 
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6.4.2. Preprocesado de los datos 
El procedimiento de pre-procesado de los datos de entrada usados para el 
entrenamiento de una red MLP es una de las tareas más importantes que deben 
realizarse previamente a la implementación de dicha red. Con el objetivo de 
conseguir un mejor comportamiento de los modelos MLP creados, en este estudio 
se hizo un procedimiento de pre-procesado de los datos que componían el 
conjunto inicial, facilitando de este modo la tarea de aprendizaje de la red y 
mejorando el nivel generalización de los modelos. En los siguientes subapartados 
se especifica el procedimiento de pre-procesado de datos implementado para los 
modelos MLP entrenados con coordenadas Cartesianas y polares. 
6.4.2.1.  MLP entrenado con coordenadas Cartesianas 
En el comienzo se requiere una normalización de todas las entradas y las salidas 
reales introducidas a lo largo del proceso de entrenamiento, con el propósito de 
mejorar la tarea de aprendizaje. De esta manera, la red es capaz de inicializar la 
importancia de cada una de las variables de entrada y salida presentadas [141]. 
Otro razonamiento que explica la importancia del proceso de normalización sobre 
cada curva V-I registrada, se basa en obtener una proporcionalidad entre el eje de 
abscisas y el eje de ordenadas. El proceso de normalización consiste en un 
escalado de los datos, para distribuirlos en un rango de valores comprendidos 
entre 0 y 1, aplicándolo a todos los parámetros de entrada y salida que intervienen 
en el entrenamiento del MLP (DNI, APE, Tamb, WS, V e I), a través de la ecuación 
6.11:  
                                                       ̃   
      
         
                                                        
 
Teniendo en cuenta los parámetros eléctricos típicos de los módulos FV, al 
dibujar una curva V-I en sus dimensiones reales se aprecia una falta de 





proporcionalidad entre el eje de abscisas (V) y el eje de ordenadas (I). En la figura 
6.12 se representa un esquema aproximado de cualquiera de dichas curvas V-I. 
Como se desprende de dicha figura, los puntos que forman parte de la curva están 
muy espaciados en la zona cercana al punto de cortocircuito, de manera que el 
valor de tensión que define a cada uno de estos puntos cambia muy bruscamente, 
y la red MLP no puede aprender la forma de la curva correctamente. Por el 
contrario, a medida que nos acercamos a la zona de circuito abierto los puntos se 
encuentran muy próximos, y por tanto la red aprenderá esta parte con gran 
precisión. Como se ha expuesto previamente, el proceso de normalización 
permitirá obtener curvas con una forma similar a un cuadrado con un área de 1m
2
, 
que presentarán mayor facilidad para ser aprendidas por la red MLP. 
 
Figura 6.12: Forma aproximada de una curva V-I y distribución de los puntos. 
En el modelo de MLP entrenado con coordenadas Cartesianas, cada muestra del 
conjunto de datos está formada por la curva V-I y las condiciones atmosféricas 
correspondientes (DNI, APE, Tamb, y WS), bajo las cuales fue obtenida dicha 
curva. Cada una de estas curvas consiste en una tabla formada por pares de 
valores tensión-intensidad, que deberán ser generados por el MLP cuando se 
introduzcan las condiciones atmosféricas de entrada. Sin embargo, una tabla de 
valores no puede ser generada por una red neuronal. Por ello, en el modelo MLPVI 
se introducen como entradas las variables ambientales, así como el valor de 
tensión correspondiente a cada punto de la curva, de manera que la red sea capaz 
de devolver como salida el valor de corriente  ̃  correspondiente a cada valor de 
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tensión  ̃  tomado como entrada. Manteniendo fijas las condiciones atmosféricas 
e introduciendo diferentes valores de tensión a la red, se obtendrá finalmente la 
curva V-I completa. En este modelo, se dispone el valor de la corriente como 
parámetro de salida del MLP, por lo tanto la red ajustará sus propios pesos para 
alcanzar un error en corriente lo más pequeño posible. En otras palabras, el MLP 
será entrenado para que reduzca el error de su salida, que es equivalente a 
disminuir el error cometido en el eje Y.  
Debido a la gran pendiente que presenta la curva V-I en su zona cercana al punto 
de circuito abierto (zona B), pequeñas diferencias en esta zona entre la curva real 
medida y la simulada por el MLP, afectarían de manera decisiva al error final 
entregado por dicha red MLP. En este sentido, al ser la corriente el valor de salida 
de la red, su error es el que realmente se usa para ajustar los pesos. Así, el modelo 
MLP creado se comportaría muy bien en la zona B de la curva en detrimento de la 
predicción correcta de dicha curva en la zona cercana al punto de cortocircuito 
(Zona A). Este problema se aprecia gráficamente en la figura 6.13. 
 










La diferencia entre 
las formas de ambas 
curvas, implica un 
mayor error en la 
zona B que el 










Este efecto de imprecisión en el cálculo de la zona A de la curva puede 
observarse en un trabajo previo [142] que se usa un modelo de ANN para obtener 
los valores de corriente de una curva V-I, tomando como entrada los valores de G, 
Tamb y V de cada punto a simular. En dicho trabajo se puede apreciar un error 
considerable en la zona A de la curva V-I, debido a un ajuste muy fino de la red 
en la zona B de la curva simulada. 
Además, el sistema de medida registra una gran acumulación de puntos en la 
parte de la curva cercana al circuito abierto (Zona B), como puede observarse en 
la figura 6.14, lo que propicia aún más el ajuste de la red en esta parte de la curva 
durante el proceso de entrenamiento del MLP, en detrimento de su 
comportamiento en la zona cercana al cortocircuito (Zona A).  
 
Figura 6.14: Histograma en el que se representan los valores de tensión de todas las 
curvas medidas, antes de realizar la interpolación. 
Es por ello que como parte del procedimiento de pre-procesado de los datos, se 
realiza una redistribución de los puntos que componen cada curva V-I medida, 
para facilitar que el MLP pueda aprender correctamente su forma en cualquiera de 
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sus zonas. El proceso se lleva a cabo siguiendo los pasos que se describen a 
continuación. 
o Se localiza el PMP para cada curva tomando aquel par de valores 
tensión-intensidad que maximice la potencia entregada, según la 
ecuación 6.12. 
 
Pmax= Tensión máxima (VPmax, [V])*Intensidad máxima (IPmax, [A]) (6.12) 
 
o Se divide cada curva V-I en dos zonas diferenciadas: 
  Primera zona comprendida entre ISC y Pmax  (            . 
Zona A. 
 Segunda zona comprendida entre Pmax y VOC (          . 
Zona B. 
o A partir de los puntos reales medidos en la Zona B de cada curva, se 
genera una nueva secuencia reducida de pares de valores V-I, distribuidos 
lo más equidistantemente posible. 
El procedimiento previo de pre-procesado de los datos permite a la red obtener 
una mejor estimación de la curva V-I completa, y no únicamente de su Zona B, 
reduciendo el número de puntos y ecualizando el histograma de los valores de 
tensión de todas las curvas medidas, como puede apreciarse en la figura 6.15. Se 
consigue que el MLP implementado aprenda mejor el resto de la curva V-I, 
especialmente la zona cercana al valor de ISC. 






Figura 6.15: Histograma en el que se representan los valores de tensión tras el 
procedimiento de interpolación de las curvas. 
6.4.2.2.  MLP entrenado con coordenadas polares 
En el modelo MLPρα se presentan las condiciones atmosféricas que definen cada 
una de las curvas (DNI, APE, Tamb y WS), junto con los diferentes valores de 
ángulo  ̃  como entradas a la red, obteniendo como salida los valores de radio  ̃  
asociados a cada valor de ángulo introducido. Para llevar a cabo la conversión de 
coordenadas Cartesianas en coordenadas polares, se aplican las ecuaciones 6.13 y 
6.14, para cada punto ( ̃   ̃ ) normalizado: 
                                                         ̃  √ ̃ 
 
  ̃ 
 
                                                        
                                                     ̃        (
 ̃ 
 ̃ 
)                                                     
En la ecuación 6.14 es necesario tener en cuenta que la función arctan devuelve 
un valor de ángulo expresado en radianes. 













CAPÍTULO 6: DESARROLLO E IMPLEMENTACIÓN DE MODELOS BASADOS EN ANN 






Al igual que se hizo en el MLP entrenado con coordenadas Cartesianas, es 
necesario realizar un proceso de normalización, de manera que se consiga 
inicializar la importancia de las variables introducidas, y por otro lado, obtener 
una proporcionalidad entre el eje de abscisas y el eje de ordenadas. En caso 
contrario, y como se muestra en la figura 6.16, los puntos cercanos a VOC se 
encuentran muy espaciados, y el paso de uno a otro supone un gran salto en 
valores de ángulo, que derivará en un mal comportamiento de la red 
implementada. 
 
Figura 6.16: Forma aproximada de una curva V-I y distribución de los puntos, 
destacando el cambio en el valor de ángulo para cada uno de ellos. 
La figura 6.17 muestra el histograma de los valores de ángulo  ̃ registrados para 
todas las curvas medidas. Como se puede observar, existe una gran acumulación 
de puntos alrededor de   ̃    (que se corresponde con el valor de VOC). Este 
hecho implicaría que una diferencia entre la curva real medida y la simulada por 
el MLP en esta parte de la curva tendría una gran influencia en el error devuelto 
por la red tras cada iteración a lo largo de su procedimiento de entrenamiento. Por 
tanto tendría una gran importancia en la determinación de los pesos finales de las 
neuronas componentes del MLP. Debido a esto, el modelo creado se comportaría 
muy bien en esta zona de la curva, en detrimento de su comportamiento en la 
zona cercana al cortocircuito. 














Como se hizo en el caso del MLP entrenado con coordenadas Cartesianas, 
adicionalmente al procedimiento de normalización previo, se implementa un 
proceso de redistribución de los puntos en todas las curvas medidas, que obtiene 
una distribución equidistante, en términos de ángulo, a lo largo de la curva V-I 
completa. De este modo, el error final obtenido por la red no depende de la 
distribución de los puntos a lo largo de la curva. Es decir, no obedece a la 
acumulación de pares de valores V-I (o radio-ángulo en este caso) en distintas 
zonas de la curva en función del sistema de medida usado para su adquisición, 
siendo únicamente una muestra de la precisión del modelo para representar dicha 
curva.   
 
Figura 6.17: Histograma en el que se representan los valores de ángulo ( ̃) de todas las 
curvas medidas, antes de realizar la interpolación. 
6.4.3. Entrenamiento del MLP 
Antes de usar poder usar los MLP para predecir la curva V-I entregada por un 
módulo CPV bajo unas condiciones atmosféricas determinadas, es necesario 
entrenarlo de manera que su comportamiento resulte lo más preciso posible.  
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En este trabajo se ha optado por usar el algoritmo de Levenberg–Marquardt 
[143,144] para llevar a cabo el proceso de entrenamiento del MLP. Este algoritmo 
de aprendizaje es una variación del algoritmo clásico de Backpropagation [145-
147], y es capaz de resolver problemas que implican una gran cantidad de 
recursos en un tiempo computacional relativamente bajo. 
Para llevar a cabo el entrenamiento de los modelos MLP, y a través del 
clasificador SOM de Kohonen, se han seleccionado las 3.600 muestras más 
representativas del conjunto inicial de datos, dejando muestras adicionales para 
probar el poder de generalización de los modelos MLP implementados. En otras 
palabras, para comprobar su comportamiento en la estimación de la curva V-I con 
condiciones atmosféricas que no formaban parte del conjunto de muestras usadas 
en el entrenamiento. En el citado proceso de entrenamiento, la salida predicha por 
la red (output) se compara con la salida real medida (target) para cada una de las 
muestras que forman parte del conjunto de entrenamiento. El error calculado entre 
ambas se usa para ajustar el valor de los pesos y los bias de las neuronas 
componentes, en un proceso iterativo que continúa ejecutándose hasta el 
momento en el que se alcance una convergencia entre ambas salidas, o que la 
diferencia entre ellas sea lo suficientemente baja (con un error aceptable), como 
para considerar la red MLP como entrenada. Para ejecutar dicho proceso de 
entrenamiento, es necesario dividir el conjunto original de datos en dos categorías 
diferentes. Un conjunto de entrenamiento (training set) y conjunto de prueba 
(testing set). La mayoría del conjunto de entrenamiento, como su propio nombre 
indica, se usa para entrenar la red MLP ajustando los valores de pesos y bias, en 
función del error calculado entre la salida entregada por la red (output) y la salida 
real medida (target), para cada una de las iteraciones, es decir, cada vez que se 
presenta una nueva muestra de entrada al MLP.  
Como ya se ha argumentado, el clasificador SOM de Kohonen selecciona las 
3.600 muestras más representativas del conjunto completo de datos. Sin embargo, 





todas estas muestras no serán usadas como conjunto de entrenamiento del MLP, 
sino que una pequeña parte de estas muestras serán seleccionadas aleatoriamente 
para ser dispuestas como conjunto de validación. Este conjunto de validación se 
usará a lo largo del proceso de entrenamiento, pero no precisamente para ajustar 
el valor de los pesos, como ocurría en el caso del conjunto de entrenamiento, sino 
para permitir a los modelos MLP adquirir un estado más generalista, y que su 
comportamiento no se particularice únicamente en las muestras de entrenamiento.  
A lo largo del proceso de entrenamiento se monitoriza el error cometido en cada 
nueva iteración realizada para el conjunto de entrenamiento y validación. A 
medida que avanza dicho proceso de entrenamiento, los pesos se van ajustando, y 
por este motivo, el error calculado para el conjunto de entrenamiento tiende a 
disminuir. Sin embargo, puede ocurrir que en un determinado momento de dicho 
proceso de aprendizaje, el error para el conjunto de entrenamiento siga su 
tendencia en descenso y el error calculado para el conjunto de validación 
comience a incrementarse. En este momento se considerará que la red MLP está 
sobre-entrenada, es decir, ha aprendido en exceso las muestras correspondientes 
al conjunto de entrenamiento perdiendo capacidad de generalización. Si esta 
situación no deseada continúa durante un número determinado de iteraciones, el 
algoritmo de entrenamiento debe finalizar. Por tanto, el error observado en el 
conjunto de validación está monitorizándose continuamente a lo largo de todo el 
proceso y se usa como un criterio de finalización del mismo.  
El conjunto de prueba no ejerce influencia alguna sobre el proceso de 
entrenamiento del MLP. Únicamente se usa para comprobar el comportamiento 
de la red una vez creada. Por otro lado, el error para el conjunto de prueba 
proporciona una medida de la capacidad que tiene el MLP implementado para 
predecir el valor de salida, para una muestra de entrada diferente a aquellas que 
ha usado previamente en el proceso de aprendizaje. Así, el conjunto de prueba se 
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usa únicamente para calcular el error de generalización de la red, sin influir en 
modo alguno en la evolución de los pesos o en el algoritmo de entrenamiento.  
Es importante remarcar la necesidad de seleccionar el conjunto de datos de 
entrenamiento de manera previa al inicio del proceso de aprendizaje. El conjunto 
de datos de entrenamiento (en realidad se incluyen en esta categoría el conjunto 
de entrenamiento y el conjunto de validación), que en este caso ha sido 
seleccionado a través del clasificador SOM de Kohonen, se mantendrá constante, 
siendo el mismo para los dos modelos MLP implementados basados en 
coordenadas Cartesianas o polares. De este modo, al usar ambos modelos el 
mismo conjunto de entrenamiento y prueba, se comparará su comportamiento y se 
decidirá su aplicabilidad en función del error final calculado para cada uno de 
ellos. Una vez que el conjunto de prueba (no seleccionado por Kohonen) se 
separa del resto de las muestras del conjunto inicial, las muestras restantes se 
dividirán a su vez en dos grupos: conjunto de entrenamiento y conjunto de 
validación. A partir de este momento, la red puede comenzar a entrenarse.  
En este estudio, la rutina desarrollada se ha configurado para usar un 70% de las 
muestras seleccionadas por la red SOM de Kohonen como conjunto de 
entrenamiento, y un 30% como conjunto de validación. La división del conjunto 
inicial de datos en los 3 subconjuntos especificados se describe gráficamente en la 
figura 6.18. 
Como puede extraerse de dicha figura 6.18, alrededor del 20% de las muestras del 
conjunto inicial de datos son seleccionadas por la red de clasificación SOM de 
Kohonen para ser utilizadas como patrones de entrenamiento de los modelos 
MLP. Así, se dejan aproximadamente el 80% de las muestras restantes para 
comprobar la precisión de dichos modelos, para disponiendo así de datos 
suficientes que permitan dar una visión general del funcionamiento de los 
modelos implementados. La mayoría de las muestras seleccionadas a través de la 





red SOM de Kohonen se usarán finalmente para ajustar los pesos de la red (70%), 
por ser éste el principal objetivo del algoritmo de entrenamiento, dejando un 30% 
de dichas muestras para evitar el sobre-entrenamiento de la red, como ya se 
argumentó en párrafos previos. 
 
Figura 6.18: Categorías en las que se divide el conjunto inicial de datos. 
Existen diferentes criterios que definen cuando debe finalizar el proceso de 
entrenamiento del MLP, que se describen a continuación. 
o Si el error global presentado por la red MLP es inferior a un valor 
previamente definido, se puede considerar que la red ha aprendido la 
función, y por tanto el proceso de entrenamiento debe finalizar. Se ha 
fijado este valor máximo de error en 10
-6
 (en términos de tanto por uno), 
manteniendo el valor indicado por el software utilizado. 
o Cuando el vector gradiente se encuentre por debajo de un umbral 
determinado, el proceso debe finalizar. En este caso el valor del umbral 
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es considerado en 10
-10
 (en términos de tanto por uno), según el valor 
recomendado  por el software. 
o Si el error calculado para el conjunto de validación ha aumentado durante 
un número determinado de iteraciones, a la vez que el error en el 
conjunto de entrenamiento ha ido paulatinamente disminuyendo, la red 
está comenzando a sobre-entrenarse y el proceso de aprendizaje debe 
detenerse. Se han fijado en 10 el número máximo de dichas iteraciones, 
como un valor conservador que permita dilucidar que realmente la red 
está sobre-entrenada. 
o Si el número de iteraciones del proceso alcanza un valor determinado 
previamente fijado por el usuario, el proceso debe detenerse a pesar de 
no haber alcanzado el error mínimo deseado. A medida que aumenta el 
número máximo de iteraciones, se incrementa el tiempo de 
entrenamiento de la red, pero de igual modo se permite obtener 
resultados más precisos. Por ello se ha fijado en 2.000 este número 
máximo de iteraciones, como un valor conservador, de manera que la red 
consiga alcanzar resultados ajustados. 
El código básico programado en Matlab
®
 para la creación y entrenamiento del 
MLP se describe en profundidad en la sección A3.2 del anexo 3.  
6.4.4. Cálculo del error  
A pesar de que los modelos MLP calculan un error interno durante el proceso de 
entrenamiento para ajustar los pesos de cada una de las neuronas, el error 
calculado para el conjunto de prueba es el criterio utilizado para medir el 
comportamiento que presentan los diferentes modelos MLP implementados. 
El error para cada una de las muestras del conjunto de prueba (testing dataset) se 
calcula como la diferencia existente entre la curva V-I estimada por el MLP y la 





curva real medida para unas determinadas condiciones atmosféricas de entrada. El 
error global de dicho modelo MLP será considerado como el valor medio de los 
errores individuales calculados para todo el conjunto de muestras de prueba. En 
este punto vuelve a destacarse la importancia de usar el mismo conjunto de 
muestras de prueba para comparar el comportamiento de los diferentes modelos 
MLP implementados en el presente estudio. 
A continuación se describe el procedimiento seguido para ensayar el 
comportamiento presentado por el MLP entrenado con coordenadas Cartesianas. 
Dicho procedimiento se representa gráficamente en la figura 6.19. Por cada una 
de las muestras que componen el conjunto de prueba, se dispone de una curva V-I 
medida (formada por s pares de valores V-I), y un vector con los datos 
correspondientes de condiciones atmosféricas bajo las cuales dicha curva fue 
registrada. A la hora de usar el modelo MLPVI ya entrenado, es necesario generar 
un vector de t valores de tensión equiespaciados, que junto con aquel que contiene 
las variables ambientales recogidas, se usarán por el modelo MLP para generar la 
curva V-I simulada.  
 
Figura 6.19: Generación de la curva V-I y cálculo de error para el modelo MLPVI. 
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Del mismo modo, el procedimiento que analiza el funcionamiento del MLP 
entrenado con coordenadas polares se representa en la figura 6.20 y se describe a 
continuación. Tomando como entrada el vector de ángulos equiespaciados 
(formado por t valores), así como el que contiene las condiciones atmosféricas 
medidas para cada una de las muestras que componen el conjunto de prueba, el 
MLPρα se usará para generar los valores de radio correspondientes a cada uno de 
los valores de ángulo introducidos en la red. Para obtener la curva V-I simulada 
por el modelo, cada uno de los pares de valores ángulo-radio deberá ser 
convertido en un par de valores tensión-intensidad (coordenadas Cartesianas). 
Finalmente, el error del área de la curva está basado en el cálculo de la diferencia 
existente entre la curva V-I real medida y la simulada por el modelo, siguiendo el 
criterio del error del área de la curva.  
 
Figura 6.20: Generación de la curva V-I y cálculo de error para el modelo MLPρα. 
Para comprobar la bondad de los modelos MLP se compara la curva V-I simulada 
por éstos y la curva V-I real, calculando el valor del error relativo del área de la 





curva.  El error absoluto de dicha curva se define como el área encerrada entre la 
curva V-I real medida y la simulada por el MLP, en el primer cuadrante, teniendo 
en cuenta los posibles puntos de corte existentes entre ambas. Si no existen puntos 
de corte entre ambas curvas, el error absoluto del área de la curva se obtendrá 
como la diferencia, en términos absolutos, entre el área de ambas curvas en el 
primer cuadrante. Cuando existe uno o más puntos de corte es imprescindible 
dividir la curva por partes, acumulando el área encerrada entra cada punto de 
corte y el siguiente. El cociente entre el error absoluto y el valor del área de la 
curva real medida darán como resultado el error relativo, que es el que realmente 
se utiliza para comprobar el ajuste de los modelos implementados. 
La relevancia que se extrae del uso del concepto de error del área de la curva 
radica en la posibilidad de obtención de un parámetro capaz de cuantificar el 
grado de similitud existente entre ambas curvas. En trabajos previos [148,149], 
las curvas de salida se comparaban teniendo en cuenta la distancia existente en el 
eje de abscisas entre un punto V-I real de la curva medida y el punto V-I simulado 
por la red para el mismo valor de tensión. En otras palabras, ambas curvas se 
comparaban teniendo en cuenta el error en corriente. De ese modo, el error 
estimado depende de la pendiente en cada parte de la curva, así como de la 
acumulación mayor o  menor de puntos en las diferentes zonas de dicha curva.  
En la figura 6.21 se muestra un ejemplo que permite entender el proceso de 
cálculo del error del área de la curva. En este ejemplo particular será necesario 
tener en cuenta la suma de las áreas encerradas entre 0 y V1, entre V1 y V2, y 
finalmente el área encerrada entre V2 y VOC
a
. Esta forma de cálculo de error, que 
ya fue propuesta en un trabajo previo [92] resulta mucho más apropiada y fiable, 
al no depender de la distribución de los pares de valores tensión-intensidad a lo 
largo de la curva.  
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Figura 6.21: Error de área entre dos curvas definido como el área encerrada entre ambas. 
6.4.5. Configuración de las capas ocultas 
El número de capas ocultas que componen los modelos MLP implementados, así 
como el número de neuronas que constituyen cada una de estas capas ocultas, son 
dos de los parámetros más importantes que deben ser configurados en el diseño 
de los citados modelos. Sin embargo, no existe ninguna especificación o regla 
generalizada que permita determinar estos parámetros [150], y por tanto, deben 
ser fijados mediante la prueba reiterada de diferentes opciones, o como resultado 
de la experiencia adquirida tras la realización de simulaciones previas.  
A medida que aumenta el número de neuronas que componen una capa oculta, la 
red tiende a ajustar mejor los resultados obtenidos para el conjunto de 
entrenamiento, y consecuentemente el tiempo de ejecución es mayor. Sin 
embargo, un número muy elevado de neuronas ocultas puede dar lugar a un 
sobre-entrenamiento de la red, de manera que el MLP aprende muy bien el 
comportamiento del conjunto de entrenamiento, presentando resultados muy 




























funcionamiento cuando simula la salida bajo condiciones diferentes a las del 
conjunto de entrenamiento. Debido a la inicialización aleatoria de los pesos del 
MLP, los resultados obtenidos para cada ejecución, con el mismo número de 
neuronas en cada capa oculta, pueden ser diferentes, incluso aunque los 
parámetros de entrenamiento se hayan fijado en valores idénticos. Con el objetivo 
de obtener resultados concluyentes y significativos, cada configuración 
implementada para los modelos MLP (variando el número de neuronas en su capa 
oculta), debe ser repetida un número determinado de veces hasta alcanzar la 
configuración que mejor se adapte al caso de estudio.  
El objetivo principal consistía en la determinación del número de capas ocultas 
para cada modelo, así como el número de neuronas componentes de cada capa 
oculta, de manera que se maximice el comportamiento de la red MLP. Con este 
propósito, y con el objetivo de obtener resultados relevantes, se ha ejecutado el 
proceso de entrenamiento repetidas ocasiones, modificando el número de 
neuronas ocultas y realizando 10 ejecuciones para cada configuración diferente. 
Para ambos modelos propuestos, el MLPVI y el MLPρα, se ensayaron diferentes 
experimentos, variando el número de neuronas ocultas desde 2 hasta 18, todas 
ellas formando parte de una única capa oculta. Adicionalmente, y solo en el caso 
del  MLPρα, se han realizado experimentos fijando dos capas ocultas, con el 
mismo número de neuronas en cada una de estas capas, que varían entre 2 y 12 
(realmente el número total de neuronas ocultas varía entre 4 y 24 repartidas en 
dos capas diferentes). Se determina la necesidad de realización de estos ensayos 
adicionales (con dos capas ocultas) en el caso del MLPρα puesto que la función 
que éste debe aprender resulta a priori más compleja, y los resultados obtenidos 
tras las ejecuciones realizadas con una única capa oculta no se ajustaban a la 
realidad, dando lugar a curvas con una forma que difería de la curva V-I típica. 
Así, se han analizado los modelos que se exponen seguidamente. 
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o Perceptrón multicapa entrenado con coordenadas Cartesianas y una capa 
oculta (MLPVI). 








Para cada uno de estos modelos se elige la configuración que presenta el mínimo 
error medio (error relativo del área de la curva), calculado para todas las muestras 
que forman parte del conjunto de prueba, entre las 10 repeticiones realizadas para 
cada una de las configuraciones probadas. Cada configuración presenta un 
número determinado de neuronas ocultas. La figura 6.22 (a) muestra el error 
medio relativo del área de la curva presentado por el modelo  MLPVI, para un 





ρα se representan en las figuras 6.22 (b) y 6.22 (c), 
respectivamente.  En esta última figura, el eje horizontal representa el número 
total de neuronas ocultas repartidas en ambas capas, cuyo rango oscila entre 4 y 
24 neuronas (entre 2 y 12 neuronas en cada capa oculta). 
Como era de esperar, y como regla general para todos los modelos MLP 
implementados, el mínimo error medio (error relativo del área de la curva) 
disminuye a medida que se incrementa el número de neuronas ocultas. Sin 
embargo, a partir de un determinado número de neuronas ocultas, dicho error 
permanece prácticamente constante, presentando una leve tendencia ascendente. 
A partir de dicho punto de inflexión, un aumento en el número de neuronas 
ocultas no deriva en la obtención de modelos más precisos, con un mejor 
comportamiento y por tanto, un error menor. Es precisamente el número de 
neuronas ocultas que corresponde a dicho punto de inflexión el que debe 
seleccionarse como configuración óptima para cada uno de los modelos 
propuestos. 






Figura 6.22: Evolución del mínimo error medio (error relativo del área de la curva) para 
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Tras analizar los resultados de las simulaciones realizadas, se ha seleccionado el 
modelo MLPVI entrenado con 12 neuronas en su capa oculta (figura 6.23 (a)), el 
modelo MLP
1
ρα entrenado con 14 neuronas en su capa oculta (figura 6.23 (b)), y 
el modelo MLP
2
ρα entrenado con 9 neuronas en cada una de sus capas ocultas 
(figura 6.23 (c)). Los valores de los errores medios relativos en área calculados 
para cada una de las configuraciones seleccionadas se muestran en la tabla 6.1. 
 
Figura 6.23: Configuraciones seleccionadas para cada uno de los modelos implementados: 




ρα. Dichas representaciones se obtienen de la toolbox Neural 
Networks de Matlab®. 
Tabla 6.1: Resumen de los resultados de error obtenidos para los diferentes modelos 
analizados. 
MODELO ANALIZADO 





MLPVI (1 capa oculta) 12 3,73 
MLP
1
ρα (1 capa oculta) 14 3,81 
MLP
2









6.5.  RESULTADOS Y DISCUSIÓN 
En esta sección se muestran algunas de las curvas V-I simuladas a través de los 
modelos MLPs implementados. Como ya se ha argumentado en la sección 
anterior, la configuración elegida para cada modelo propuesto es aquella que 
mejor se ajusta al conjunto de datos de prueba: 
o MLPVI: perceptrón multicapa entrenado con coordenadas Cartesianas, 
con una capa oculta compuesta por 12 neuronas. Error medio relativo en 
área de 3,73 %.  
o MLP
1
ρα: perceptrón multicapa entrenado con coordenadas polares, con 




ρα: perceptrón multicapa entrenado con coordenadas polares, con 
dos capas ocultas compuestas por 9 neuronas cada una de ellas. Error 
medio relativo en área de 3,72 %. 





aprecia como únicamente la red entrenada con dos capas ocultas, es capaz de 
reproducir con fidelidad la forma real de una curva V-I. Como ejemplo de la 
afirmación anterior, y para enfatizar la importancia y la necesidad de uso de dos 
capas ocultas en el entrenamiento del modelo de MLP con coordenadas polares, 
se representa la figura 6.24 (a). La curva V-I mostrada en esta figura fue 
registrada el 27 de Agosto de 2011 bajo un valor de DNI relativamente alto (827 
W/m
2
), y una distribución espectral muy cercana a la estándar AM1.5 (APE=1,88 
eV). Con estas condiciones atmosféricas de entrada se han obtenido las curvas 
representadas por el MLP
1
ρα y por el MLP
2
ρα. Como se puede extraer de la figura 
representada, cuando se usan coordenadas polares, la implementación del modelo 
con una única capa oculta no resulta suficiente para estimar la curva V-I con una 
forma realista. La figura 6.24 (b) es un zoom de la zona de la curva cercana al 
PMP teniendo en cuenta la curva completa representada en la figura 6.24 (a). Esta 
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representación ampliada permite mostrar con mayor facilidad las dificultades del 
MLP
1
ρα para emular la forma real de la curva V-I medida. Es evidente que la 
forma redondeada devuelta por el modelo MLP
1
ρα no ajusta con precisión, y por 
tanto no puede ser aceptada.  
 
Figura 6.24: (a) Curva V-I real y simulada por los modelos MLP entrenados con 
coordenadas polares con una y dos capas ocultas y (b) Zoom de la curva V-I real y 
simulada por los modelos MLP entrenados con coordenadas polares con una y dos capas 
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Por este razonamiento, en el estudio comparativo que se detalla a continuación, 
únicamente se mostraran los resultados obtenidos con el MLP
2
ρα. Seguidamente 
se representarán las curvas obtenidas por los modelos MLPVI y MLP
2
ρα en sus 
configuraciones óptimas, para unas determinadas condiciones atmosféricas 
definidas previamente, comparándolas con la curvas V-I reales registradas bajo 
dichas condiciones.  
El principal objetivo de los modelos propuestos consiste en simular curvas V-I de 
módulos CPV para un amplio rango de variables atmosféricas de entrada, de 
manera que puedan ser implementados para diferentes condiciones 
climatológicas. Teniendo en cuenta la anterior premisa, e intentando abarcar de 
manera representativa todo el abanico posible de variables atmosféricas de 
entrada (DNI, APE, Tamb y WS), se han seleccionado seis curvas V-I para ilustrar la 
capacidad de simulación de los modelos implementados. Hay que tener en cuenta, 
que las seis curvas V-I simuladas que se muestran a continuación deben ser 
consideradas únicamente como ejemplos que permiten comparar el 
comportamiento de ambos modelos MLP propuestos, siendo el conjunto completo 
de datos de prueba, formado por 12.315 muestras, el que realmente se ha utilizado 
para analizar la bondad de dichos modelos, a través del cálculo del error medio 
relativo en área. La tabla 6.2 muestra las condiciones atmosféricas bajo las cuales 
se registran estas seis curvas, así como el error relativo en área entre la curva 
simulada por cada modelo y la curva real medida bajo dichas condiciones de 
entrada. 
Las curvas V-I seleccionadas se muestran desde la figura 6.25 a la figura 6.30. En 
cada una de estas figuras, se representan conjuntamente la curva V-I real junto 
con la curva simulada por el MLPVI  en el lado superior de la figura. De igual 
modo, la representación conjunta de la curva V-I real junto con la curva V-I 
simulada por el MLP
2
ρα se muestra en el lado inferior de la figura. 
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Tabla 6.2: Resumen de las condiciones atmosféricas y los errores relativos en área 
















1 22/06/2011 18:27 685 1,864 36,3 5,7 2,71 3,18 
2 10/05/2012 17:44 696 1,871 17,5 12,0 2,76 0,69 
3 26/09/2011 15:48 766 1,874 32,9 3,0 0,63 0,53 
4 04/07/2011 15:08 840 1,895 29,3 1,9 0,75 0,64 
5 14/03/2012 13:13 958 1,869 24,8 5,1 1,44 0,66 
6 26/04/2012 13:01 953 1,870 20,6 5,9 3,54 3,42 
 
La figura 6.25 representa la curva V-I medida en un día de verano (22 de Junio de 
2011), a una hora central de la tarde (18:27 pm). Como se desprende de las 
condiciones atmosféricas registradas en ese momento, se trata de un día caluroso 
(36,3 ºC) con una valor de DNI bajo (685 W/m
2
), y una distribución espectral con 
un mayor contenido en rojo (valor de APE de 1,864 eV) que la distribución 
espectral estándar AM1.5 [62]. El valor de APE para dicha distribución estándar 
es de 1,88 eV. Finalmente dicha curva se registra bajo un valor de WS de 5,7 m/s. 
Si se analizan las curvas simuladas por ambos modelos propuestos, se aprecia un 
error a la hora de calcular el valor de la ISC (y todos los puntos cercanos a esa 
zona de la curva hasta llegar al PMP) que es subestimado por ambos modelos 
MLP. En este ejemplo, el error relativo en área es superior para el caso del 
MLP
2
ρα, debido a un peor ajuste del modelo en la parte de la curva con altos 
valores de tensión. 






Figura 6.25: Curva V-I real y simulada por los modelos (a) MLPVI y ( b) MLP
2
ρα para el 
22 de Junio de 2011.  
La figura 6.26 representa la curva V-I registrada el día 10 de Mayo de 2012 a las 
17:44 pm, bajo un valor de DNI relativamente bajo (696 W/m
2
), un valor de Tamb 
suave (17,5 ºC), y un valor alto de WS (12,0 m/s). Por su parte, se presenta un 
valor de APE de 1,871 eV, que implica una distribución espectral con un mayor 
contenido en rojo que la estándar. Como puede comprobarse, el MLP
2
ρα obtiene 
una forma de la curva muy precisa, con una muy buena estimación en el PMP. 
Por el contrario, el MLPVI subestima el valor de ISC, y todos los puntos de la curva 
cercanos a éste. 
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Figura 6.26: Curva V-I real y simulada por los modelos (a) MLPVI y (b) MLP
2
ρα para el 10 
de Mayo de 2012. 
La figura 6.27 representa la curva adquirida el 26 de Septiembre de 2011 a las 
15:48 pm, bajo unas condiciones de DNI de 766 W/m
2
, un valor de APE de 1,874 
eV, Tamb de 32,9 ºC, y WS de 3 m/s. Esta curva ha sido seleccionada para mostrar 
la precisión con la que se pueden obtener las curvas V-I por sendos modelos 
propuestos. Debido a su propia configuración, el MLP
2
ρα es capaz de minimizar el 
error en el valor de radio calculado para un ángulo dado, en cada uno de los 
puntos que componen la curva V-I. De esta manera se obtiene un buen 
comportamiento de la red implementada, tanto en la parte horizontal, como en la 





parte vertical de la curva. Es por ello que este modelo resulta muy conveniente y 
preciso a la hora de estimar los valores ISC y VOC de la curva, así como las zonas 
cercanas a estos valores. 
 
Figura 6.27: Curva V-I real y simulada por los modelos (a) MLPVI y (b) MLP
2
ρα para el 26 
de Septiembre de 2011. 
En la figura 6.28 se representan los resultados obtenidos para la curva medida el 4 
de Julio de 2011 a las 15:08 pm, bajo un valor de DNI relativamente alto (840 
W/m
2
), una distribución espectral con alto contenido en azul (valor de APE de 
1,895 eV), Tamb de 29,3 ºC y sin apenas viento (Ws= 1,9 m/s). En este caso, y 
como se puede apreciar en la figura, el modelo de MLPVI obtiene una mejor 
predicción del codo de la curva (estimación de la Pmax), sin embargo, se desvía de 
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su forma real en la zona próxima al punto de VOC, lo que propicia la obtención 
final de un valor mayor en el error relativo en área de la curva que el obtenido por 
el modelo MLP
2
ρα. Ambos modelos presentan un comportamiento muy similar en 
la zona horizontal de la curva V-I. 
 
Figura 6.28: Curva V-I real y simulada por los modelos (a) MLPVI y (b) MLP
2
ρα para el 4 
de Julio de 2011. 
El ejemplo que se muestra en la figura 6.29 representa una curva V-I medida el 14 
de Marzo de 2012 a las 13:13 pm, bajo un valor de DNI alto (958,1 W/m
2
), un 
valor de APE de 1,869 eV, y bajo valores medios de Tamb (24,8 ºC) y WS (5,1 
m/s). En este caso particular se observa una diferencia remarcable entre la curva 





V-I simulada por el modelo MLPVI y aquella otra estimada por el MLP
2
ρα, que es 
apreciable no únicamente a la vista de la diferencia entre el error relativo 
presentado por ambos modelos, sino por la diferencia en el trazado de la curva a 
través de ambos métodos propuestos. Cuando se analiza el comportamiento 
presentado por el MLPVI, se puede apreciar que se ha alcanzado una buena 
estimación en la forma general de la curva V-I, sin embargo, el funcionamiento de 
este modelo en las zonas cercanas a los puntos ISC y VOC no resulta muy preciso. 
Este problema no se observa cuando analizamos el MLP
2
ρα, que ofrece una 
estimación perfecta de la curva a lo largo de todas sus zonas. 
 
Figura 6.29: Curva V-I real y simulada por los modelos (a) MLPVI y (b) MLP
2
ρα para el 14 
de Marzo de 2012. 
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La curva V-I medida el 26 de Abril de 2012 a las 13:01 pm se representa en la 
figura 6.30. Se observa como en este caso ambos modelos MLP han 
sobreestimado el valor de la corriente a lo largo de todos los puntos que forman 
parte de la zona horizontal de la curva (desde ISC a Pmax). Por el contrario, los 
valores de corriente de los puntos situados en la parte vertical de la curva (desde 
Pmax a VOC) están subestimados. A pesar de estos problemas observados en ambos 
modelos implementados, el MLP
2
ρα estima una curva V-I cuya forma está más 
cercana a la curva real medida, presentando un comportamiento más realista en 
los puntos cercanos a VOC. 
 
Figura 6.30: Curva V-I real y simulada por los modelos (a) MLPVI y (b) MLP
2
ρα para el 26 
de Abril de 2012. 





Las curvas V-I que han sido representadas para ilustrar y comparar el 
comportamiento de ambos modelos MLP implementados, muestran datos de V e I 
normalizados debido a criterios de confidencialidad del fabricante del módulo 
CPV. Sin embargo dichas curvas pueden ser des-normalizadas a través de la 
ecuación 6.11 a partir de los valores extremos de V e I usados en el proceso de 
normalización.  
6.6.  CONCLUSIONES 
En este capítulo de la Tesis Doctoral se proponen e implementan dos modelos 
basados en ANN y formulados a través de MLP, que permiten calcular la curva 
V-I característica entregada por módulos CPV bajo condiciones ambientales 
consideradas como entradas a los citados modelos. Aunque ambos modelos son 
capaces de obtener la curva V-I de módulos CPV, su filosofía de trabajo es 
diferente: 




ρα: curvas V-I expresadas en coordenadas polares y dos capas 
ocultas. 
Para validar ambos modelos propuestos se comparan las curvas V-I estimadas por 
dichos modelos bajo condiciones atmosféricas determinadas, con las curvas V-I 
reales medidas para un módulo CPV bajo dichas condiciones. Tras examinar las 
curvas V-I estimadas por ambos modelos propuestos y teniendo en cuenta su error 
medio relativo en términos de área para el conjunto de datos de prueba (3,73% y 
3,72% para  MLPVI y MLP
2
ρα, respectivamente), se concluye que existe un 
comportamiento muy similar entre ambos. 
Más concretamente, para bajos valores de DNI se observa como ambos modelos 
MLP implementados ofrecen una buena caracterización de las curvas V-I 
entregadas por módulos CPV, con una estimación precisa tanto de los puntos de 
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la curva cercanos al PMP como de aquellos más próximos a los extremos (zonas 
cercanas a VOC e ISC). Sin embargo, a medida que aumentan los valores de DNI 
bajo los cuales se registran las curvas, se observa como la forma de la curva V-I 
simulada por el modelo MLPVI en los puntos cercanos a VOC no presenta un 
comportamiento realista. La predicción del valor de VOC es sobreestimada. Este 
problema no se observa en el modelo MLP
2
ρα, que por el contrario ofrece una 
predicción fidedigna de la curva V-I a lo largo de todos sus puntos, consiguiendo 
una mejor estimación en sus partes extremas (zonas cercanas a VOC e ISC). 
Adicionalmente, no se ha observado ninguna dependencia del comportamiento de 
los modelos implementados con los valores registrados por el resto de las 
condiciones atmosféricas consideradas en el estudio, APE, Tamb y WS. 
Es necesario tener en cuenta que los modelos implementados en este capítulo de 
la Tesis Doctoral han sido aplicados para la estimación de la curva V-I de uno de 
los modelos comerciales de módulos CPV más extendidos a nivel de mercado. 
Estos modelos MLP podrían ser aplicados para la estimación de la curva V-I (en 
términos normalizados) de otros módulos CPV con similares características 
constructivas y tipo de célula. Para obtener la curva V-I real (sin normalizar), 
sería necesario disponer de los valores máximos y mínimos de tensión e 
intensidad del módulo considerado, para unas condiciones climáticas similares a 
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7.1.  CONCLUSIONES Y RESUMEN DE APORTACIONES DE LA 
TESIS DOCTORAL 
A continuación se presenta una síntesis de las principales aportaciones de la 
presente Tesis Doctoral, así como las conclusiones generadas a partir de las 
mismas. 
 





7.1.1. Modelo para la estimación de la potencia máxima de módulos CPV 
a partir del análisis experimental 
Inicialmente y como punto de partida al modelo propuesto, se ha realizado un 
análisis de la influencia de las siguientes condiciones atmosféricas sobre el 
comportamiento eléctrico de un módulo CPV: DNI, distribución espectral de la 
DNI (a través del índice SMR), Tamb y WS. El estudio se ha basado en una 
campaña experimental de un año completo, realizada en Jaén entre Mayo de 2012 
y Abril de 2013, y que ha estado compuesta por un total de 8.561 muestras. Cada 
una de las muestras ha incluido los parámetros eléctricos entregados por el 
módulo CPV (VOC, ISC y Pmax), así como las condiciones atmosféricas bajo las 
cuales han sido registrados, para poder analizar las dependencias existentes entre 
ellos. 
Tras haber realizado el análisis de la influencia de las condiciones atmosféricas 
sobre los parámetros eléctricos registrados por el módulo CPV, se ha observado 
una relación prácticamente lineal entre la DNI y la ISC entregada por el módulo. 
Sin embargo, la falta de linealidad se ha debido a los efectos espectrales, 
afectando a la fotocorriente generada por las células solares MJ que componen el 
módulo CPV. En este sentido, se ha considerado la distribución espectral de la 
DNI como un factor de primer orden, que principalmente influye en la ISC 
entregada por el módulo y en su Pmax en menor medida, pero siguiendo la misma 
tendencia. La influencia del espectro solar se ha estimado gracias al cálculo del 
índice SMR, que expresa el ratio entre la DNI efectiva captada por las uniones 
componentes top y middle de las células MJ que forman el módulo CPV. Por otra 
parte, Tamb y WS se han supuesto como factores de segundo orden en el modelado. 
Un incremento en los valores de Tamb ejerce un leve efecto negativo, ya que 
provoca un aumento en la temperatura de las células MJ en el interior del módulo, 
disminuyendo su VOC. El aumento en los valores de WS, con su correspondiente 
efecto de refrigeración, ejerce una leve influencia positiva, reduciendo el valor de 
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la temperatura de las células MJ en el interior del módulo y originando valores 
ascendentes de VOC. Del mismo modo, resulta inapreciable la posible influencia 
negativa sobre la ISC debido a fluctuaciones en el sistema de seguimiento 
trabajando a altos valores de WS. 
Posteriormente al análisis de los datos registrados, y sobre la base de las 
relaciones experimentales extraídas entre los parámetros eléctricos del módulo y 
las condiciones atmosféricas bajo las cuales estos parámetros son obtenidos, se ha 
propuesto un modelo simple basado en ecuaciones cuadráticas que expresan la 
influencia del índice SMR sobre la ISC,norm en función del valor de Tamb bajo el 
cual se recojan las medidas, y en una ecuación lineal que define la relación entre 
ISC,norm y Pmax,norm. Este modelo ha permitido el cálculo de la Pmax entregada por 
un módulo CPV bajo unas condiciones ambientales específicas. Después de haber 
comparado los datos de Pmax simulada por el modelo y los correspondientes 
valores reales medidos en un subconjunto de datos seleccionado aleatoriamente 
para realizar su validación (50% del conjunto total de datos), se han obtenido 
valores de error suficientemente bajos para considerar el modelo propuesto como 
preciso, específicamente unos valores de MAPE de 3,20%, 4,53% y 3,49% para 
los intervalos de Tamb de [5-20] ºC, [20-30] ºC y [30-45] ºC, respectivamente.  
El desarrollo e implementación de este modelo ha dado lugar a una aportación 
científica titulada: Modelling the influence of atmospheric conditions on the 
outdoor real performance of a CPV module, de B. García-Domingo et al, que se 
encuentra en proceso de publicación en una revista internacional indexada titulada 
Energy [I]. 
Parte del trabajo realizado en aportaciones previas ha servido igualmente de base 
para la definición y propuesta del modelo expuesto en la presente Tesis. En este 
sentido, destacan las siguientes publicaciones: 





 A bankable method of assessing the performance of a CPV plant, de 
Jonathan Leloux et al. [II], Applied Energy. 
 Análisis y caracterización de módulos fotovoltaicos de concentración 
(CPV) a Sol real. Comparativa con otras tecnologías FV, de B. García-
Domingo et al. [III], XV
 
Congreso Ibérico y X Congreso Iberoamericano 
de energía solar. 
 Analysis and characterization of an outdoor CPV system. Comparative 
with other PV technologies, de B. García-Domingo et al. [IV], 8
th 
International Conference of Concentrating Photovoltaic Systems. 
 Analysis and characterization of an outdoor CPV system. Comparative 
with other PV technologies, de B. García-Domingo et al. [V], 26th 
European Photovoltaic Solar Energy Conference and Exhibition. 
 
7.1.2. Modelo para el cálculo de la potencia máxima de módulos CPV a 
través de aplicación de técnicas de regresión lineal múltiple 
El modelo propuesto en este trabajo se ha basado en el estándar ASTM E-2527-
06. Dicho estándar propone una metodología para obtener la Pmax entregada por 
módulos o sistemas CPV a través de la resolución de una ecuación lineal múltiple, 
como función de ciertas condiciones atmosféricas de entrada, específicamente 
DNI, Tamb y WS, mediante cálculo experimental de los coeficientes de regresión 
que forman parte de dicha ecuación lineal. 
No obstante, la metodología propuesta por el ASTM E-2527-06 tiene un gran 
inconveniente, que con gran probabilidad, ha sido la causa de que dicho estándar 
no sea aceptado a nivel internacional: no considera la influencia del espectro 
solar. En este estudio se ha expuesto una modificación de dicho estándar 
mediante la suma de un término adicional que cuantifique la influencia de la 
distribución espectral de la DNI sobre la Pmax de los módulos CPV. El modelo 
propuesto ha añadido dicho término adicional mediante el uso de dos índices 
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alternativos: SMR y APE. De este modo ha extendido el uso del modelo 
propuesto, ya que éste puede ser implementado a partir de las medidas 
procedentes de un espectro-heliómetro tribanda (SMR) o un espectro-radiómetro 
con tubo colimador (APE).  
Adicionalmente, y habida cuenta de la influencia de la distribución espectral de la 
DNI en la Pmax entregada por un módulo CPV, cuyo punto de inflexión se 
produce cuando dicha distribución coincide con la estándar AM1.5D, el modelo 
presentado se ha dividido a su vez en dos modelos pertenecientes a cada uno de 
los intervalos espectrales. El modelo ha propuesto el uso de dos ecuaciones 
lineales correspondientes a SMR<1 (o APE<1,83 cuando el modelo se implemente 
a través de este índice), y SMR>=1 (o APE>=1,83), respectivamente. Se considera 
que la distribución espectral estándar AM1.5D tiene un valor de SMR=1. 
Para calcular los coeficientes de regresión que mejor ajustan las ecuaciones 
lineales múltiples que forman el modelo propuesto, se ha implementado un 
algoritmo basado en DE. Se ha realizado una campaña de medida en Jaén desde 
Marzo de 2013 a Noviembre de 2013, compuesta por 8.780, 4.710 y 8.410 
muestras para los módulos A, B y C respectivamente. El algoritmo basado en DE 
implementado ha obtenido los correspondientes coeficientes de regresión a partir 
del subconjunto de datos de entrenamiento (80% del conjunto total de datos) de 
los tres modelos de módulos CPV analizados.  
Comparando los datos de Pmax obtenidos por el modelo propuesto a partir de los 
coeficientes de regresión calculados a través del algoritmo basado en DE, con los 
datos de Pmax real medidos para el subconjunto de datos de prueba (20% del 
conjunto total de datos), para los tres módulos CPV en estudio, se ha apreciado 
que los errores MAPE calculados no superan el 5% en ninguno de los casos. A la 
vista de dichos resultados se puede concluir que el modelo propuesto es un 
método simple y preciso para predecir la Pmax que va a ser entregada por módulos 





CPV que trabajen bajo unas ciertas condiciones ambientales de DNI, Tamb, WS y 
distribución espectral de la DNI. También es necesario recalcar la ventaja de 
evaluar la influencia de la distribución espectral de la DNI a través de dos índices 
alternativos como son el SMR y el APE, que amplía el uso del modelo propuesto, 
haciéndolo más universal.  
El desarrollo e implementación de este modelo ha dado lugar a una aportación 
científica titulada: A differential evolution proposal for estimating the maximum 
power delivered by CPV modules under real outdoor conditions, de B. García-
Domingo et al., que se encuentra actualmente bajo revisión en una revista 
internacional indexada, Expert Systems with Applications. Adicionalmente, y 
como base para la propuesta del modelo presentado en la presente Tesis Doctoral, 
destacan las siguientes publicaciones previas:  
 MEFES: An evolutionary proposal for the detection of exceptions in 
subgroup discovery. An application to Concentrating Photovoltaic 
Technology de C.J. Carmona et al. [VI], Knowledge-Based System. 
 Characterization of Concentrating Photovoltaic modules by cooperative 
competitive Radial Basis Function Networks, de Antonio J. Rivera et al. 
[VII], Expert Systems with Applications. 
 An evolutionary fuzzy system for the detection of exceptions in subgroup 
discovery, de C.J Carmona et al [VIII], Congreso mundial International 
Fuzzy Systems Association. 
 A performance study of concentrating photovoltaic modules using neural 
networks: an application with CO2RBFN, de Antonio J. Rivera et al. 
[IX], 7th International Conference on Soft Computing Models in 
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7.1.3. Conclusiones generales modelos de estimación de potencia máxima 
En esta Tesis Doctoral se han propuesto dos modelos diferentes para la 
estimación de la Pmax entregada por módulos CPV bajo condiciones de operación. 
Sin embargo, la filosofía seguida por ambos modelos es diferente. 
El primer modelo permite calcular la Pmax,norm entregada por un módulo CPV 
trabajando bajo unas determinadas condiciones ambientales (Tamb y WS). Aunque 
dicho modelo ha sido validado para un único módulo CPV, podría aplicarse para 
cualquier otro módulo que compartiera las mismas características constructivas y 
tipo de célula, obteniendo la Pmax (sin normalizar) a partir del valor de DNI 
medido y de los datos eléctricos y valor de DNI facilitados por el fabricante en 
condiciones estándares. Para poder enunciar este modelo, se ha realizado un 
análisis experimental previo, donde se ha descrito la influencia de las condiciones 
ambientales, siendo dicha influencia considerada la base del modelo propuesto. 
Por su parte, el segundo modelo ha propuesto una modificación del estándar 
ASTM E-2527-06 incluyendo la influencia de la distribución espectral de la DNI 
como sumando adicional a la expresión lineal múltiple dada por dicho estándar. 
En este caso, se han calculado los coeficientes de regresión lineales que 
componen las ecuaciones del modelo propuesto para tres módulos CPV 
diferentes. Sin embargo, este modelo no puede aplicarse a módulos distintos a los 
estudiados, ya que el resultado de las ecuaciones propuestas se ha expresado en 
términos de Pmax sin normalizar, y por tanto únicamente puede aplicarse al 
módulo para el cual se ha llevado a cabo la experimentación. Este modelo 
únicamente ha tenido por objetivo realizar estimaciones precisas de la Pmax 
entregada por módulos CPV mediante una propuesta sencilla de implementar. 
Además ha permitido la utilización alternativa de la medida dada por un espectro-
heliómetro tribanda o un espectro-radiómetro con tubo colimador. No obstante, 
para poder aplicar dicho modelo a otros módulos CPV diferentes, sería necesario 





repetir la experimentación propuesta y calcular los nuevos coeficientes de 
regresión que caractericen el comportamiento de dichos módulos. 
Finalmente, a la vista de los resultados MAPE obtenidos por ambos modelos 
propuestos, se concluye que su implementación para la obtención de la Pmax 
entregada por grandes plantas CPV y posterior aplicación en análisis de 
rentabilidad y estudios de productividad, acarrearía consigo un desarrollo 
inminente del sector CPV emergente. Ello constituiría el elemento decisivo para 
transmitir confianza a los futuros inversores. 
7.1.4. Desarrollo e implementación de modelos basados en ANN para 
obtención de la curva V-I característica de módulos CPV  
A lo largo de la presente Tesis Doctoral se han utilizado técnicas de ANN basadas 
en MLP para obtener la curva V-I característica entregada por módulos CPV bajo 
unas condiciones atmosféricas determinadas e introducidas previamente en los 
modelos como entradas. Para llevar a cabo el anterior propósito, en el presente 
estudio se han implementado dos modelos diferentes. Un primer modelo ha 
utilizado coordenadas Cartesianas para definir cada punto componente de la curva 
V-I (MLPVI), y un segundo modelo innovador ha propuesto el uso de las 
coordenadas polares de dichos puntos, a través de dos versiones diferentes: 
MLP
1
ρα (una única capa oculta) y MLP
2
ρα (dos capas ocultas). Los modelos 
presentados han utilizado las siguientes condiciones atmosféricas de entrada para 
la posterior predicción de la curva V-I: DNI, la distribución espectral de la GNI a 
través del índice APE, Tamb y WS. 
Para llevar a cabo el estudio se ha realizado una campaña experimental de un año 
completo en Jaén, entre Julio de 2011 y Junio de 2012, compuesta por 15.915 
muestras. Cada una de las muestras ha estado formada por la curva V-I completa 
(aproximadamente 300 pares de valores V-I) entregada por un módulo CPV,  
junto a las condiciones ambientales bajo las cuales se registra la citada curva.  
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En base al conjunto inicial de entrada, compuesto por 15.915 muestras, se ha 
efectuado una selección de dichas muestras a través de un clasificador SOM de 
Kohonen (en lugar de una selección aleatoria). De este modo se han obtenido las 
3.600 muestras más representativas del conjunto total de datos. Dichas muestras 
han sido usadas posteriormente como patrones para el entrenamiento de los 
modelos MLP (subconjunto de entrenamiento), reduciendo el tiempo de ejecución 
de dichos modelos implementados y dejando muestras adicionales para su 
posterior testeo (subconjunto de prueba). Esta forma de selección no aleatoria 
asegura el buen comportamiento de los modelos propuestos en la estimación de la 
curva V-I del módulo CPV, incluso bajo condiciones atmosféricas de entrada 
poco frecuentes. 
A lo largo del trabajo se ha acometido un estudio iterativo basado en la 
realización de múltiples repeticiones, variando el número de neuronas 
componentes de la/las capa/as oculta/as, en el proceso de entrenamiento de cada 




ρα. Para cada uno de estos 
modelos, se ha determinado el número óptimo de neuronas ocultas a través del 
estudio del error medio relativo en área de la curva para el conjunto de datos de 
prueba. 
A partir de las experimentaciones realizadas se ha podido concluir que el modelo 
óptimo para MLP entrenado con coordenadas Cartesianas tiene una configuración 
de 12 neuronas en su capa oculta y da lugar a un error medio relativo en área del 
3,73% para el subconjunto de prueba. En el caso del MLP entrenado con 
coordenadas polares, se obtiene el modelo óptimo para la configuración de 2 
capas ocultas, formadas por 9 neuronas en cada una de ellas. Dicho modelo da 
lugar a un error medio relativo en área del 3,72% para el subconjunto de prueba. 
Se ha elaborado un análisis de algunas curvas V-I seleccionadas del subconjunto 
de prueba, con el objetivo de ilustrar el comportamiento de los modelos 





implementados, bajo un amplio rango de condiciones atmosféricas de entrada. En 
general, los modelos propuestos han estimado de forma muy precisa la curva V-I, 
con resultados de error relativamente bajos. Sin embargo, es importante destacar 
que el modelo MLPρα
1
 no ha sido capaz de reproducir la forma real de la curva V-





de simular la forma de las curvas V-I medidas con gran precisión. Si se comparan 
los resultados obtenidos por  MLPVI y  MLPρα
2
 hay que matizar que al aumentar el 
valor de DNI -bajo el cual se registran las curvas V-I, se observa como el modelo 
MLPρα
2
 ofrece una mejor estimación de la parte de la curva alrededor de VOC. 
Para el resto de las zonas, ambos modelos dan lugar a una predicción muy similar. 
Las técnicas basadas en ANN que se han analizado en esta Tesis, se presentan 
como unas herramientas muy útiles para predecir el comportamiento eléctrico de 
módulos CPV, debido a la inexistencia, hasta la fecha, de procedimientos 
algebraicos estándares para obtener la curva V-I en los módulos de esta tecnología 
emergente. En el caso de los modelos MLP propuestos (tanto para coordenadas 
polares como Cartesianas), una vez la red se encuentre entrenada, su uso ha 
resultado muy sencillo, ya que únicamente requiere la introducción de las 
condiciones ambientales de trabajo, así como distintos valores de tensión o ángulo 
de la curva V-I normalizada (valores de tensión entre 0 y 1 y valores de ángulo 
entre 0º y 90º). Los modelos devolverán los valores de corriente o radio 
normalizados que corresponden a cada uno de los puntos introducidos. Estos 
modelos han obtenido la curva V-I completa en términos normalizados, y pueden 
aplicarse a cualquier módulo CPV cuyas características constructivas coincidan 
con las del módulo analizado. En comparación con los modelos que únicamente 
estiman la Pmax, esta propuesta permitirá resaltar los posibles problemas de 
funcionamiento del módulo CPV a través de la obtención de una forma de la 
curva diferente a la esperada o medida. 
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La propuesta y aplicación de estos modelos ha dado lugar a la presentación de una 
publicación científica titulada: CPV module electric characterisation by artificial 
neural networks, de B. García-Domingo et al., actualmente en proceso de revisión 
en una revista internacional indexada, Energy. 
7.2.  LINEAS FUTURAS DE INVESTIGACIÓN  
A partir del trabajo realizado a lo largo de la presente Tesis Doctoral y las 
aportaciones extraídas a la finalización de la misma, se proponen las siguientes 
líneas de investigación futuras: 
o Aplicación de los modelos propuestos en la presente Tesis a otros 
módulos comerciales CPV cuya constitución y tipo de célula coincida 
con la de los módulos estudiados.  
o Profundizar en el estudio de la influencia de las condiciones ambientales 
sobre el comportamiento eléctrico de módulos CPV con características 
constructivas (dispositivos ópticos primarios y secundarios, dispositivos 
de refrigeración) diferentes a los estudiados en esta Tesis Doctoral, junto 
al análisis de las diferencias de funcionamiento observadas entre ellos.  
o Ensayar la posibilidad de aplicar los modelos basados en MLP para 
obtención de la curva V-I a otras tecnologías FV emergentes, como 
tecnologías de TF, mediante la utilización de un conjunto de variables de 
entrada diferente y acorde a la tecnología FV en cuestión. 
o Aplicación de modelos propuestos a lo largo de la presente Tesis 
Doctoral para estimación de Pmax y curva V-I de sistemas CPV y grandes 
plantas CPV. Para ello, habría que introducir las condiciones ambientales 
como entradas al modelo, existiendo la necesidad adicional de 
incorporación de nuevos parámetros como pérdidas en la conversión 
DC/AC, pérdidas en el cableado, mismatch entre módulos, etc.  





7.3.  CONCLUSIONS AND SUMMARY OF CONTRIBUTIONS OF 
THE DOCTORAL THESIS 
In this section a summary of the main contributions of this PhD Thesis, as well as 
the conclusions generated from these contributions are presented. 
7.3.1. Model for the estimation of the maximum power of CPV modules 
from experimental analysis 
Initially and as starting point to the proposed model, the influence that 
atmospheric variables- DNI, DNI spectral distribution through SMR index, Tamb 
and WS- have on the electrical performance of a CPV module, was analyzed. The 
study was based on a one-year experimental campaign, carried out in Jaén 
between May 2012 and April 2013, which was composed of 8,561 samples. Each 
of these samples included the electrical parameters delivered by the CPV module 
(VOC, ISC and Pmax), as well as the atmospheric conditions under which they were 
registered. In this way the existent dependence between both of them can be 
analyzed.   
Once analyzed the impact of these influential atmospheric conditions on the 
electrical parameters registered by the CPV module, an almost linear relation was 
observed between the DNI and the ISC delivered by the module. However, the 
lack of linearity was due to the spectral effects which affect the total current 
generated by each MJ solar cell that composes the CPV module. In this sense, the 
spectral distribution of the DNI was considered a first order factor which mainly 
impacts the ISC delivered by the module, and to a lesser extent, but following the 
same tendency, its Pmax. The influence of the solar spectrum was considered in 
this study through the calculation of the SMR index. This index expresses the ratio 
between the effective DNI in top and middle component junctions of the MJ solar 
cells which compose the CPV module. On the other hand, the Tamb and WS were 
considered second order factors in the modelling. An increment of Tamb had a 
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minor negative effect as it increased the MJ cells temperature inside the module, 
decreasing the VOC of this module. The increase of WS values, with its 
corresponding cooling effect, exerted a mild positive influence as the cells 
temperature inside the module decreased, and originated ascendant values in the 
module VOC. In addition, it was inappreciable its possible negative influence on 
the module ISC caused by fluttering of the solar tracker when working under high 
values of WS. 
After analyzing the registered data and on the basis of the experimental relations 
(between the electrical parameters of the module and the atmospheric conditions) 
previously obtained, a simple model was proposed. This model is based on 
quadratic equations which express the influence of SMR index on the ISC,norm in 
function of the Tamb value under which the measures were registered, and a lineal 
equation to define the relation between ISC,norm and Pmax,norm. The model allows 
the calculation of the Pmax delivered by the module working under specific 
atmospheric conditions. After having compared the Pmax simulated through the 
model and the corresponding real one from the validation subset (50% of the 
whole data set), a very good match between them was obtained. MAPE errors 
values of 3,20%, 4,53% and 3,49% were calculated for Tamb of [5-20] ºC, [20-30] 
ºC and  [30-45] ºC, respectively. These MAPE values are low enough to consider 
the proposed model as precise.  
The development and implementation of this model has generated a scientific 
contribution entitled: Modelling the influence of atmospheric conditions on the 
outdoor real performance of a CPV module, by B. García-Domingo et al., which 
is currently in press in an international indexed journal entitled Energy [I]. 
Part of the work implemented in some previous contributions has equally been 
used as a base to the definition and proposal of the model presented in this PhD 
Thesis. In this sense, the following publications must be highlighted: 





 A bankable method of assessing the performance of a CPV plant, by 
Jonathan Leloux et al. [II], Applied Energy. 
 Análisis y caracterización de módulos fotovoltaicos de concentración 
(CPV) a Sol real. Comparativa con otras tecnologías FV, by B. García-
Domingo et al. [III], 15th Iberian and 10th Ibero-American Conference 
on Solar Energy. 
 Analysis and characterization of an outdoor CPV system. Comparative 
with other PV technologies, by B. García-Domingo et al. [IV], 8
th 
International Conference of Concentrating Photovoltaic Systems. 
 Analysis and characterization of an outdoor CPV system. Comparative 
with other PV technologies, by B. García-Domingo et al. [V], 26th 
European Photovoltaic Solar Energy Conference and Exhibition. 
 
7.3.2. Model for the calculation of the maximum power delivered by CPV 
modules by using multiple linear regression techniques 
The model proposed in this work was based on the standard ASTM E-2527-6. 
This standard proposes a methodology to obtain the Pmax delivered by CPV 
modules or systems through the solving of a multiple linear equation.  This linear 
expression allows the calculation of the Pmax as a function of certain input 
atmospheric conditions, specifically DNI, Tamb and WS. Previously, the regression 
coefficients of the lineal equation must be experimentally calculated. 
However, the methodology proposed by the ASTM E-2527-06 standard has a big 
drawback, which has probably been the main cause of not accepting this standard 
at international level: it does not consider the influence of the solar spectrum. This 
study has proposed to modify the standard by adding an additional term which 
quantifies the influence of the DNI spectral distribution on the Pmax delivered by 
CPV modules. The proposed model has allowed considering this additional term 
through the use of two alternative indexes: SMR and APE. In this way, the 
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applicability of the proposed model has been extended the applicability of the 
proposed model, as it can be implemented through the measurements from a 
triband spectro-heliometer (SMR) or a spectro-radiometer with collimation tube 
(APE).   
Additionally, and once studied the influence of the DNI spectral distribution on 
the Pmax delivered by a CPV module, with a turning point when this spectral 
distribution coincides with the standard AM1.5D one, the model was, at the same 
time, divided into two models which belong to each spectral interval. The model 
proposes the use of two different lineal equations which correspond to SMR<1 (or 
APE<1.83 when using this index) and SMR>=1 (or APE>=1.83), respectively. It 
is considered that the AM1.5D standard spectral distribution has a SMR=1 value. 
To calculate the regression coefficients that best fit the multiple linear equations 
which compose the proposed model, a methodology based on DE was 
implemented. To carry out this experimental fit, a measurement campaign was 
performed in Jaén, from March 2013 to November 2013. This experimental 
campaign was composed of 8,780, 4,710 and 8,410 samples for CPV modules A, 
B and C, respectively. The implemented algorithm based on DE fit the 
corresponding regression coefficients from the training dataset (80% of the entire 
dataset) of the three CPV modules analyzed. 
After comparing the Pmax values obtained from the regression coefficients 
calculated by the DE implemented methodology, with the corresponding real Pmax 
values for the testing dataset (20% of the entire dataset) of the three CPV modules 
under study, the calculated MAPE errors were always below 5%. In view of the 
above results, it can be concluded that the model gives a simple and precise 
method to predict the Pmax delivered by CPV modules working under specific 
environmental conditions: DNI, Tamb, WS and DNI spectral distribution. 
Additionally, it is important to highlight the advantage given by the model of 





evaluating the DNI spectral distribution influence through two alternative indexes, 
as SMR and APE. This enhances the applicability of the proposed model, making 
it more universal. 
The development and implementation of this model has led to the publication of a 
scientific contribution entitled: A differential evolution proposal for estimating 
the maximum power delivered by CPV modules under real outdoor conditions, by 
B. García-Domingo et al., which is currently under review in an international 
indexed journal entilted Expert Systems with Applications. Additionally, and as 
base for the proposal of the model presented in this PhD Thesis, some previous 
publications must be highlighted: 
 MEFES: An evolutionary proposal for the detection of exceptions in 
subgroup discovery. An application to Concentrating Photovoltaic 
Technology by C.J. Carmona et al. [VI], Knowledge-Based System. 
 Characterization of Concentrating Photovoltaic modules by cooperative 
competitive Radial Basis Function Networks, by Antonio J. Rivera et al. 
[VII], Expert Systems with Applications. 
 An evolutionary fuzzy system for the detection of exceptions in subgroup 
discovery, by C.J Carmona et al. [VIII], World Conference of the 
International Fuzzy Systems Association. 
 A performance study of concentrating photovoltaic modules using neural 
networks: an application with CO2RBFN, by Antonio J. Rivera et al. 
[IX], 7th International Conference on Soft Computing Models in 
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7.3.3. General conclusions to the models which estimate the maximum 
power 
In the present PhD Thesis, two different models for the estimation of the Pmax 
delivered by CPV modules under operating conditions have been proposed. 
However, the philosophy followed by both models is quite different: 
The first model allows the calculation of the Pmax,norm delivered by a CPV module 
under previously known environmental conditions (Tamb y WS). Despite the fact 
that this model was validated for one unique CPV module, it could be applied to 
any other module with the same constructive characteristics and type of cells, 
obtaining the Pmax (without normalization), from the value of measured DNI and 
the electrical parameters and value of DNI given by the manufacturer under 
standard conditions. To outline this model, a previous experimental analysis was 
carried out, in such way that the influence of the environmental conditions was 
described and considered as an initial point to the proposed model. 
On the other hand, the second model proposes a modification of the ASTM E-
2527-06 standard, including the influence of the DNI spectral distribution as an 
additional addend to the multiple linear equation given by this standard. In this 
case, the regression coefficients which compose the proposed model were 
calculated for three different CPV modules. Nevertheless, this model can not be 
applied to CPV modules different from those studied ones, as the result of the 
proposed equations was expressed in terms of Pmax without normalization, so it 
can only be applied to the experienced modules. This model aims to do precise 
estimations of the Pmax of CPV modules through a proposal easy to be 
implemented. In addition it allows the alternative use of the measures given by a 
triband spectro-heliometer or a spectro-radiometer. Anyway, to apply this model 
to other different CPV modules, it would be necessary to repeat the proposed 





experimentation, and calculate the new regression coefficients which characterize 
the performance of this module.  
Finally, and after showing the MAPE results of both implemented models, it is 
concluded that their implementation for the calculation of the Pmax delivered by 
big CPV power plants, and their latter application to productivity studies and 
profitability analysis, would lead to a great development of this CPV emergent 
sector. This would be crucial to transmit confidence to prospective investors.  
7.3.4. Development and implementation of models based on ANN to 
predict the I-V curve of CPV modules 
Throughout the present PhD Thesis, ANN techniques based on MLP were used to 
obtain the I-V curve delivered by CPV modules under determined atmospheric 
conditions, which were previously introduced as inputs to the models. To develop 
this aim, in this study two different models were implemented. A first model is 
based on Cartesian coordinates to define each point of the I-V curve (MLPVI), and 
a second innovative model which proposes the use of the polar coordinates of 
these points, through two different versions: MLPρα
1
 (one hidden layer) and 
MLPρα
2
 (two hidden layers). The proposed models use DNI, GNI spectral 
distribution through APE index, Tamb and WS, as inputs atmospheric conditions, to 
the latter prediction of the I-V curve.  
To perform the study a one-year experimental campaign was carried out in Jaén 
between July 2011 and June 2012, with a total sum of 15,915 samples. Each of 
these samples was composed of the complete I-V curve (approximately 300 I-V 
pairs) delivered by the CPV module, together with the atmospheric conditions 
under which this curve was registered.  
Based on an initial dataset containing 15,915 sample I-V curves, a Kohonen SOM 
was used to select the most representative samples (instead of using a random 
selection). This selection consisting of 3,600 patterns was later used to train the 
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MLP models (training dataset). This allows reducing the training time, and 
permits having additional samples to test the models after training them (testing 
dataset). The performance of the MLP models, using this way of selecting the 
training data set, is good even when estimating the I-V curve of a CPV module 
under non frequent atmospheric conditions.  
Throughout the work, an iterative study was performed based on several 
executions with different configurations, varying the number of hidden neurons in 





For each one of these models, an optimum number of hidden neurons was 
determined through the study of the I-V curve area relative average error for the 
testing dataset. 
After several executions with different configurations, it is concluded that the best 
model for the MLP trained with Cartesian coordinates has 12 neurons in the 
hidden layer and its curve area relative average error is equal to 3.73% for the 
testing dataset. In the case of the MLP trained with polar coordinates, 2 hidden 
layers with 9 neurons in each hidden layer were necessary to obtain the best 
results. This model produces a curve area relative average error of 3.72% for the 
testing dataset.  
An analysis of some selected I-V curves from the testing dataset was carried out 
with the objective of showing the performance of the proposed models under a 
large range of input atmospheric conditions. In general, the proposed models have 
predicted the I-V curves with a very low error. However, it is important to 




model was not able to reproduce the real shape of the 




simulate the shape of the 
measured I-V curves with high precision. If the results obtained through MLPVI  
and  MLP
2
ρα are compared, it is appreciated that when increasing the value of 
DNI under which the I-V curves were registered, the MLPρα
2
 model achieves a 





better estimation of the part of the curve near VOC. Both models give a very 
similar prediction of the rest of the zones of the I-V curve.  
Due to the lack, until now, of standard algebraic procedures to obtain I-V curves 
of CPV modules, the ANN models proposed in this Thesis are presented as very 
useful tools to predict the electrical behavior of this type of modules.  In the case 
of the proposed MLP models (with polar and Cartesian coordinates), once the 
network is trained, its use is very simple, as it only requires the introduction of the 
operating environmental conditions, as well as the different voltage or angle 
values of the normalized I-V curve (voltage values between 0 and 1 and angle 
values between 0º and 90º). After that, the models give the values of normalized 
current or radius, which correspond to each of the introduced points. These 
models permit obtaining the entire I-V curve in normalized terms, so they can be 
applied to any other CPV module with the same constructive characteristics of the 
analyzed module. If comparing these models with those other ones which only 
estimate the Pmax, this proposal will allow elucidating possible performance 
problems of the CPV module through the obtaining of an I-V curve shape 
different from the expected or measured one.  
The proposal and application of these ANN models has led to the presentation of 
a scientific publication entitled: CPV module electric characterisation by 
artificial neural networks, by B. García-Domingo et al., which is currently under 
review in an international indexed journal, Energy. 
7.4.  FUTURE RESEARCH LINES 
From the work developed in the present PhD Thesis and the contributions 
provided after its finalization, the following future research lines are proposed: 
o Application of the models proposed in this PhD Thesis to other CPV 
commercial modules whose constitution and type of cell coincide with 
that of the studied modules. 
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o To go in depth in the study of the influence that the atmospheric 
conditions have on the electrical behavior of CPV modules with 
constructive variations (primary and secondary optical devices and 
refrigeration systems) with respect to the ones analyzed in this PhD 
Thesis. Analysis of the performance differences found between them. 
o To test the possibility of applying the models based on MLP to the 
simulation of the I-V curve to other emergent photovoltaic technologies, 
as TF, taking into account a different set of input variables, in function of 
the implied technology.   
o Application of the models proposed along the present PhD to estimate the 
Pmax and I-V curve of CPV systems and big CPV plants. To do that, 
atmospheric conditions and other additional parameters, as losses in 
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                                   ANEXO 1                                                            
Información complementaria 




En este anexo se van a describir en detalle las representaciones gráficas, 
esquemas y diagramas que definen el funcionamiento del sistema automatizado 
de medida descrito en el Capítulo 4 de la presente Tesis Doctoral, exponiendo 









A1.1.    CONTROL DEL SISTEMA AUTOMATIZADO DE MEDIDA 
A1.1.1.   Proceso secuencial de medida 
En esta sección se profundiza en la descripción del proceso secuencial que 
implementa el sistema automatizado de medida. La figura A1.1 expone el 
diagrama de flujo ampliado correspondiente a dicho proceso. 
La configuración de condiciones iniciales comprende por una parte la 
configuración manual de los módulos a medir, y permite seleccionar la medida de 
los parámetros eléctricos de hasta 4 módulos FV. Además, dicha configuración de 
condiciones iniciales permite definir un intervalo de trabajo comprendido entre 
unos límites mínimo y máximo de GNI, entre los cuales debe funcionar el sistema 
de medida. De este modo, cuando la GNI se encuentre por encima o por debajo de 
dichos límites, previamente establecidos por el usuario, el sistema no realiza 





. El control de las condiciones iniciales permite igualmente definir un 
tiempo de retardo entre cada proceso global de medida y el siguiente. En este 
caso, dicho intervalo temporal se ha fijado en 5 minutos. Finalmente, el programa 
implementado permite al usuario la selección manual de la medida instantánea de 
cualquiera de los módulos FV testeados. 
La condición de temporización estipula que si la diferencia entre GNI y Gf es 
superior al 5% quedará indicado en el fichero de medidas que se obtiene a la 
finalización del proceso secuencial, como aviso de que dicha medida debe ser 
filtrada (checkbit), pues su análisis puede conducir a error. Este paso intermedio 
de temporización se implementa debido a que la medida de la distribución 
espectral se registra una única vez al inicio del proceso. Una variación superior al 
5% entre la GNI medida en el momento actual y aquella Gf registrada al inicio del 
proceso indica una variación en las condiciones meteorológicas, posiblemente 







causada por el paso de una nube, lo que hará variar el espectro solar, y por tanto, 
que su distribución difiera de aquella medida al inicio del proceso. 
 
Figura A1.1: Diagrama de flujo detallado del procedimiento de adquisición de datos y 
control que realiza el sistema automatizado de medida. En el diagrama se especifican 
cada una de las acciones programadas a través de LabVIEW®, así como el equipamiento 
implicado en la realización de dichas acciones. 





A1.1.2.   Descripción detallada de la tarjeta multiplexora 
En esta sección se describirá en detalle la estructura física de la tarjeta 
multiplexora, así como la función que cumple en el sistema automatizado de 
medida. El esquema eléctrico de dicha tarjeta multiplexora, así como una 
fotografía de la misma, se muestran en las figuras A1.2 y A1.3, respectivamente: 
 
Figura A1.2: Esquema eléctrico de control de la tarjeta multiplexora. 
Atendiendo a la anterior figura A1.2, J1 representa las entradas de la tarjeta 
digital AGILENT® 34907A encargada de seleccionar el módulo FV a medir, de 
manera que cada uno de sus pines corresponderá a uno de los módulos FV 
analizados. Así: 
 Pin 1: puesta a tierra común del datalogger. 
 Pin 2: señal para el accionamiento de la medida del módulo FV 4. 
 Pin 3: señal para el accionamiento de la medida del módulo FV 3. 
 Pin 4: señal para el accionamiento de la medida del módulo FV 2. 
 Pin 5: señal para el accionamiento de la medida del módulo FV 1. 







Del mismo modo, J2 y J3 representan la entrada y salida de la alimentación. 
Como ya se adelantó en el capítulo 4, la alimentación a 12V será suministrada por 
una fuente de tensión AGILENT
®
 E3631A. Por su parte, J4, J5, J6 y J7 
representan el control y alimentación de los módulos FV 1, 2, 3 y 4 
respectivamente: 
 Primer pin de cada módulo: selección de dicho módulo FV. 
 Segundo pin de cada módulo: puesta a tierra común del datalogger. 
 Tercer pin de cada módulo: alimentación (+12V). 
 Cuarto pin de cada módulo: puesta a tierra de la alimentación. 
En la  figura A1.3 (a) se muestra el zoom de la imagen real de los terminales J1, 
J2 y J3 de la tarjeta multiplexora. Como puede apreciarse, J1 tiene 5 pines 
correspondientes a la selección de cada uno de los 4 módulos FV (colores rojo, 
blanco, celeste y rosa) y la puesta a tierra del datalogger (color negro). Por su 
parte J2 tiene dos pines para la entrada de alimentación (colores morado y 
naranja), y J3 otros dos pines de salida de dicha alimentación (colores rojo y 
negro-rojo). 
En la figura A1.3 (b) se muestra el terminal J4 de la tarjeta multiplexora 
correspondiente al módulo FV 1. Como se puede apreciar, dicho terminal consta 
de 4 pines, dos de ellos provenientes de la alimentación (colores morado y 
naranja), la tierra común del datalogger (color negro), y un último pin para la 
selección de su medida (en este caso color blanco). 
La tarjeta multiplexora sirve igualmente como unión física de los módulos FV 
medidos, como se muestra en el siguiente esquema eléctrico (figura A1.4), así 
como en la  fotografía real de la misma (figura A1.5). 
 







Figura A1.3: (a) Imagen real terminales J1, J2 y J3 de tarjeta multiplexora (izquierda) y 
(b) Imagen real terminal J5 de tarjeta multiplexora (derecha). 
 
Figura A1.4: Esquema eléctrico de conexión de los cuatro módulos FV en la tarjeta 
multiplexora. 
 








Figura A1.5: Fotografía real de la tarjeta multiplexora. 
Como se puede apreciar en la figura A1.4, en la placa multiplexora se realiza la 
unión física de los módulos FV, cuyos terminales están formados por 6 pines: 4 
de ellos correspondientes a la medida de TC a través de una PT100 a 4 hilos, y los 
dos restantes para los polos positivo y negativo del módulo FV en cuestión. Es 
necesario destacar que se disponen de 2 cables de potencia adicionales por 
módulo FV para la medida de su corriente. 
A1.1.3.   Descripción detallada de las tarjetas individuales de control y 
medida 
En esta sección se describen las tarjetas individuales de control y medida 
(colocadas en cajas de control adyacentes a la parte trasera de cada uno de los 
módulos FV en estudio), al igual que la función desempañada por las mismas en 
el sistema automatizado de medida. El esquema eléctrico de una tarjeta individual 





(figura A1.6), así como una fotografía de la misma (figura A1.7) se muestran a 
continuación: 
 
Figura A1.6: Esquema eléctrico de tarjeta individual de control y medida. 








Figura A1.7: Imagen real de la tarjeta individual de control y medida antes de su 
conexionado. Se trata de una versión inicial de diseño. 
Atendiendo al esquema mostrado en la figura A1.6,  J1 representa la entrada de 
control y alimentación a la tarjeta. J2 y J3 corresponden a las puertas de 
comunicación entrada y salida con el módulo FV, para medida de TC y tensión 
respectivamente. Finalmente J4 es la salida de la tarjeta. 
El funcionamiento es el siguiente: inicialmente el datalogger manda 5V como 
señal de control y selecciona la medida de uno de los módulos FV a través de su 
tarjeta digital. A partir de ese momento, los relés RL9 (Señal 1), RL5 y RL6 
(señal 2) reciben la señal y conmutan a la vez, conmutando posteriormente los 
relés RL1, RL2, RL3, RL4, RL7 y RL8. A continuación se detallan los relés 
utilizados, así como la función desempeñada por cada uno de ellos: 
 RL 9: Relé Crydom® CMX 100-D6. Relé de estado sólido, 
directamente  controlado por salidas digitales del datalogger. Su misión 
es activar los relés RL1, RL2, RL3, RL4, RL7 y RL8, cuya tensión de 
activación es 12V. 





Una vez que se cierra el RL9, se transmiten 12V a los relés RL1, RL2, 
RL3 y RL4 (señal 3), para la medida de TC a través de PT100 a 4 hilos, 
así como a los relés RL7 y RL8 (señal 4), a través de los cuales salen los 
cables de potencia (positivo y negativo del módulo FV), para la medida 
de su corriente en el laboratorio a través de una shunt. 
 RL1, RL2, RL3 y RL4: Relés Omrom® G6L-1P. Relés 
electromecánicos de pequeño tamaño, que se utilizan para conmutar las 
entradas para la medida de la TC a 4 hilos. 
 RL7 y RL8. Relés Crydom® D5D010. Relés de estado sólido para 
conexión directa del módulo FV al trazador de curvas PVE, mediante 2 
cables de potencia de 6 mm
2
 de sección. Dichos cables serán utilizados 
para la medida de la corriente del módulo a través del registro de caída de 
tensión en terminales de una shunt. 
 RL5 y RL6: Relés Omrom® G3VM601EY. Los relés 5 y 6 fueron 
añadidos en una segunda versión de diseño de las tarjetas individuales de 
control y medida, para aumentar el rango de medida a tensiones hasta 
600 V. La medida de tensión se realiza en la terraza a la salida del 
módulo FV (terminales positivo y negativo), de manera que no existan 
caídas de tensión intermedias que distorsionen o falseen el valor real de 
la tensión en los extremos del módulo FV. Dichos relés conmutan a partir 
de la señal de control generada por el datalogger (5 V). 
A1.2.    DISEÑO Y FABRICACIÓN DEL TUBO COLIMADOR 
En esta sección se describe el proceso de fabricación del tubo colimador colocado 
sobre el espectro-radiómetro, así como las premisas consideradas a lo largo de 
dicho proceso de fabricación. Para la elaboración del tubo colimador, y 
atendiendo al esquema mostrado en la figura A1.8, se tomaron como base las 
siguientes condiciones iniciales: 







o D [mm] corresponde con el diámetro de la ventana esférica del 
espectro-radiómetro: 28,20 mm. 
o Ángulo de apertura (σo, [º]) de 5º (línea discontinua azul), y ángulo de 
pendiente (σs, [º]) de 1º (línea discontinua morada con la horizontal). 
Dichos valores se eligen tomando como referencia los que se 





A partir de las anteriores premisas, se calcula la longitud necesaria de tubo (L, 
[mm]), así como el diámetro de su ventana (d, [mm]): 
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Por tanto, el tubo colimador debe tener una L de 323 mm y una ventana en su 
extremo de 17 mm de diámetro para dejar pasar la luz solar. 






Figura A1.8: Esquema de fabricación del tubo colimador para el espectro-radiómetro. 
Se utiliza un tubo de PVC de 45 mm de diámetro exterior y 40 mm de diámetro 
interior y se pinta de negro. Como se puede ver en el esquema representado en la 
figura A1.8, la ventana utilizada tiene un diámetro de 20 mm y se sujeta al tubo 
mediante un tapón de PVC. Dicha ventana es de la marca Edmund Optics
®
 y está 
fabricada de Sílice fundida, debido a que este material mantiene un índice de 
transmitancia superior al 90% para longitudes de onda comprendidas entre 200 
nm y 2500 nm, como muestra la figura A1.9 facilitada por el fabricante: 
 




d=17 mm ventana=20 mmTubo=45mm






                                         
 
                                   ANEXO 2                                                            
Hojas de especificaciones 




En este anexo se van a mostrar las hojas de especificaciones técnicas, facilitadas 
por los fabricantes, de los principales equipos de medida utilizados y descritos en 









































































A2.6.    ESPECTRO-HELIÓMETRO TRIBANDA IES-UPM 
 
 






A2.7.    ANEMÓMETRO YOUNG
®









Power Requirement:  8 - 24 VDC (5mA @ 12 VDC)
Operating Temperature: -50 to 50°C (-58 to 122°F)
INTRODUCTION
The Wind Monitor measures horizontal wind speed and direction.
Developed for air quality applications, it is accurate, sensitive, and
corrosion resistant. The main housing, nose cone, propeller, and other
internal parts are injection molded U.V. stabilized plastic. The tail
section is lightweight expanded polystyrene. Both the propeller and
vertical shafts use stainless steel precision grade ball bearings.
Bearings have shields to help exclude contamination and moisture.
Propeller rotation produces an AC sine wave signal with frequency
proportional to wind speed. Internal circuitry converts the raw
signal to a linear voltage output.
Vane position is sensed by a 10K ohm precision conductive plastic
potentiometer. This signal is also converted to voltage output.
The instrument mounts directly on standard one inch pipe, outside
diameter 34 mm (1.34"). An orientation ring is provided so the
instrument can be removed for maintenance and re-installed with-
out loss of wind direction reference. Both the sensor and the
orientation ring are secured to the mounting pipe by stainless steel
band clamps.  Electrical connections are made in a junction box at
the base.
INITIAL CHECKOUT
When the Wind Monitor is unpacked it should be checked carefully
for any signs of shipping damage.
Remove the plastic nut on the propeller shaft.  Install the propeller
on the shaft with the serial number of the propeller facing forward
(into the wind). The instrument is aligned, balanced and fully
calibrated before shipment; however, it should be checked both
mechanically and electrically before installation. The vane and
propeller should easily rotate 360° without friction. Check vane
balance by holding the instrument base so the vane surface is
horizontal. It should have near neutral torque without any particular
tendency to rotate. A slight imbalance will not degrade perfor-
mance.
INSTALLATION
Proper placement of the instrument is very important. Eddies from
trees, buildings, or other structures can greatly influence wind
speed and wind direction observations. To get meaningful data for
most applications, locate the instrument well above or upwind from
obstructions. As a general rule, the air flow around a structure is
disturbed to twice the height of the structure upwind, six times the
height downwind, and up to twice the height of the structure above
ground. For some applications it may not be practical or necessary
to meet these requirements.
FAILURE TO PROPERLY GROUND THE WIND MONITOR
MAY RESULT IN ERRONEOUS SIGNALS
OR TRANSDUCER DAMAGE.
Grounding the Wind Monitor is vitally important. Without proper
grounding, static electrical charge can build up during certain
atmospheric conditions and discharge through the transducers.
This discharge may cause erroneous signals or transducer failure.
WIND SPEED SPECIFICATION SUMMARY
Range 0 to 40 m/s (90 mph), gust survival
100 m/s (220 mph)
Sensor 20 cm diameter 4-blade helicoid
carbon fiber thermoplastic propeller,
30.7 cm air passage per revolution
Distance Constant 2.1 m (6.9 ft.) for 63% recovery
Threshold Sensitivity 0.4 m/s (0.9 mph)
Transducer Centrally mounted stationary coil,
2K Ohm nominal DC resistance
Output Signal 0 to 1.00 VDC over specified range
  Model No.
Suffix Range
M 0 to 50 M/S
P 0 to 100 MPH
N 0 to 100 KNOTS
K 0 to 200 KILOMETERS/HOUR
WIND DIRECTION (AZIMUTH) SPECIFICATION SUMMARY
Range 360° mechanical, 355° electrical
(5° open)
Sensor Balanced vane, 48.3 cm (19 in)
turning radius.
Damping Ratio 0.45
Delay Distance 1.2 m (3.9 ft) for 50% recovery
Threshold Sensitivity 0.5 m/s (1.0 mph) at 10° displacement
Damped Natural
  Wavelength 4.9 m (16.1 ft)
Undamped Natural
  Wavelength 4.4 m (14.4 ft)
Transducer Precision conductive plastic potentio-
meter, 10K ohm resistance (±20%),
0.25% linearity, life expectancy 50
million revolutions, rated 1 watt at
40°C,  0 watts AT 125°C
Output Signal 0 to 1.00 VDC for 0 to 360°
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En este anexo se mostrará y se describirá en profundidad el código de 
programación más relevante para la implementación de la red SOM de Kohonen y 












A3.1.  CREACIÓN Y ENTRENAMIENTO DEL CLASIFICADOR DE 
KOHONEN 
En esta sección se va a exponer y describir el código de programación 
implementado en Matlab
®
 para la creación y entrenamiento de la red SOM de 
Kohonen. Del mismo modo, se mostrarán gráficamente los resultados que se 
extraen de cada uno de los pasos seguidos en el proceso y que se enumeran a 
continuación: 
A3.1.1.   Paso 1 
El paso inicial consiste en la creación de la red SOM de Kohonen. 
SOMnet=newsom (input, [nFils nCols], topology, distance) 
Las variables a introducir en la función newsom son las siguientes: 
o INPUT: inicialmente es necesario introducir la variable input compuesta 
por todas las muestras de entrada, en el formato que se muestra en la 
figura A3.1. 
 
Figura A3.1: Variable input compuesta por todas las muestras de entrada introducidas en 
el clasificador SOM. 
o [nFils  nCols]: hace referencia a las dimensiones, número de filas y 
número de columnas de la retícula de salida. Es decir, indicará el número 
de neuronas de la capa de salida, o el número de clases en las que quedan 






divididos el conjunto inicial de datos. Como se describió en el capítulo 6 
de la presente Tesis Doctoral, y según se representa en la figura A3.2, las 
muestras de entrada serán clasificadas en una retícula bidimensional 
formada por 60 filas y 60 columnas  
 
Figura A3.2: Estructura bidimensional formada por 60 filas y 60 columnas, que dan lugar 
a una retícula de 3.600 clases en las que se divide el conjunto inicial de muestras de 
entrada. 
 
o Topology: como se argumentó en el capítulo 6, las neuronas de salida del 
clasificador se estructuran formando una topología hexagonal. 
o Distance: se selecciona la distancia linkdist para definir el espacio 
existente entre dos neuronas. 
A3.1.2.   Paso 2 




En este paso queda definido el número total de iteraciones a lo largo del algoritmo 
de entrenamiento, qué será la suma del número de iteraciones definidas para 





ambas etapas (tuning y ordering) en las que se subdivide el proceso. Como se 
indicó en el capítulo 6, se fijan 1.000 iteraciones para cada una de dichas etapas. 
A3.1.3.   Paso 3 
A continuación, se fija el tamaño inicial de la vecindad de cada neurona. 
SOMnet.inputWeights{1}.learnParam.init_neighborhood=... 
    max(max(SOMnet.layers{1}.distances)); 
En un principio se considerará que todas las neuronas de la red pertenecen a la 
vecindad de la neurona ganadora. Por tanto, el tamaño inicial de la vecindad 
coincidirá con la distancia que separe a las dos neuronas más alejadas de la red. 
A3.1.4.   Paso 4 
Seguidamente se entrena la red creada, introduciendo las muestras de entrada. 
[SOMnet, SOMtr]=train (SOMnet, input); 
Tras el proceso de entrenamiento se obtiene como resultado: 
o SOMnet: constituye la red ya entrenada. 
o SOMtr: es una estructura de Matlab que contiene información acerca del 
proceso de entrenamiento. 
A3.1.5.   Paso 5 
Una vez que se ha entrenado la red SOM, se obtiene una matriz con los prototipos 
de cada clase (vector de condiciones atmosféricas que define dicha clase) en los 
que se ha dividido la red de clasificación. Para ello será necesario obtener la 
matriz que contiene los pesos de cada neurona de la capa de salida: 
weightMatrix=SOMnet.IW{1}; 






Se obtiene una matriz [p x n], donde:  
o p es el número de neuronas que componen la capa de salida 
bidimensional del clasificador SOM, es decir, el número de clases en las 
que se divide el conjunto inicial de datos. El número de neuronas de la 
capa de salida coincide con el número de prototipos p=[nFils x nCols] 
extraídos a la finalización del proceso, en este caso son 3.600 prototipos. 
o n consiste en el número de neuronas que componen la capa de entrada 
del clasificador. Son variables de entrada componentes de cada vector 
que forma del conjunto inicial de datos, en este caso son 4. 
De este modo, como se representa en la figura A3.3, cada fila de la matriz 
devuelve el prototipo (centro de masas) de cada clase en las que el clasificador 
SOM implementado ha dividido el conjunto inicial de datos. Es decir, el vector 
media de todas aquellas muestras que han sido clasificadas en un mismo grupo. 
 
Figura A3.3: Matriz de pesos devuelta por el clasificador SOM de Kohonen.  Se obtiene 
un prototipo por cada uno de los grupos en los que se clasifican el conjunto inicial de 
datos. 
A3.1.6.   Paso 6 
El siguiente paso consiste en conocer, la muestra más cercana al prototipo, para 
cada una de las clases en las que se han clasificado las muestras de entrada, que se 





convertirá en el patrón seleccionado para entrenar los modelos MLP. Para ello se 
calculará la distancia entre cada una de las muestras de entrada y cada uno de los 
prototipos obtenidos por la red de clasificación, seleccionando para cada grupo 
aquel vector de entrada real que presente una menor distancia al prototipo de 
referencia.  
distanceMatrix=pdist2(input’,weightMatrix,'seuclidean'); 
La anterior función calcula la distancia pseudoeuclídea entre cada muestra de 
entrada y cada prototipo, normalizando el error en función de la desviación 
estándar de las muestras reales que se introducen como entradas. Como resultado 
se obtiene una matriz distancia [m x p] (figura A3.4), con tantas columnas como 
prototipos obtenidos por la red SOM, cada una de las cuales representa la 
distancia entre cada muestra componente del conjunto inicial de entrada y ese 
prototipo. 
o m: número de muestras totales que componen el conjunto inicial de datos 
de 15.915. 
o p: [nFils x nCols]: número de prototipos o clases en las que se han 
clasificado las muestras iniciales, en este caso son 3.600. 
 
Figura A3.4: Matriz distancia, que calcula la distancia pseudoeuclídea entre cada una de 
las muestras introducidas como entrada, y cada uno de los prototipos obtenidos por el 
clasificador SOM. 
D (1,1) D (1,2) … D (1,p)
D (2,1) D (2,2) … D (2,p)




D (m,1) D (m,2) … D (m,p)
Distancia entre muestra 1 y cada 
uno de los prototipos
Distancia entre la muestra 15.915 y cada
uno de los prototipos. 
Distancia entre 
prototipo 2 y cada 
uno de las muestras






A3.1.7.   Paso 7 
Finalmente, se calcula el mínimo de la anterior matriz:   
[~,selection]=min(distanceMatrix); 
La posición del elemento mínimo de cada una de las columnas, representa la 
localización de las muestras que deben ser seleccionadas, puesto que devuelven la 
mínima distancia con respecto al prototipo al que dicha columna hace referencia. 
Al aplicar la función min a la matriz distanceMatrix con los valores de las 
distintas distancias entre muestras de entrada y prototipos, se obtendrán dos 
matrices fila, compuestas por p elementos. La primera de estas matrices contendrá 
el valor mínimo de distancia entre cada prototipo y todas las muestras de entrada. 
La segunda matriz ofrece la posición del vector de entrada que satisfaga la 
anterior afirmación, es decir, aquella muestra de conjunto inicial cuya distancia a 
un prototipo determinado resulte ser la mínima. Únicamente interesa obtener esta 
segunda matriz de posiciones (figura A3.5), que será almacenada bajo el nombre 
de selection, indicando la posición de la muestra del conjunto inicial de datos más 
cercana a cada prototipo y que por tanto debe ser seleccionada para utilizarse en 
el posterior entrenamiento de los modelos MLP. Aquellas muestras no 
seleccionadas para el entrenamiento serán usadas para el posterior testeo de 
dichos modelos. 
 
Figura A3.5: Posiciones de los valores mínimos de distancia entre cada prototipo y todas 
las muestras de entrada. 
pos mindist (1) pos mindist (2) pos mindist (3) pos mindist (p)
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A3.2. CREACIÓN Y ENTRENAMIENTO DEL PERCEPTRÓN 
MULTICAPA 
En esta sección se va a describir en profundidad el código de programación 
implementado en Matlab
®
 para la creación y entrenamiento de los modelos MLP 
facilitando así su entendimiento y su aplicación, con o sin modificaciones, en 
trabajos futuros de la misma índole. La función creada a este propósito, así como 
los pasos necesarios para la implementación de la misma se muestra a 
continuación: 
function [netMLP,trMLP]=mlpTrain(hiddenUnits, inputTrain, targetTrain). 
 Paso 1: se inicializa el generador de números aleatorios de Matlab: 
rng('shuffle'); 
 Paso 2: se crea la red MLP con un determinado número de neuronas en 
su capa oculta, usando el algoritmo de entrenamiento de Levenberg-Marquadt: 
netMLP= feedforwardnet(hiddenUnits,'trainlm'); 
 Paso 3: se configura la red, ajustando los parámetros de entrenamiento. 
 
a. La red en cuestión, la estructura de entrada, y la estructura de 
salida objetivo: 
netMLP = configure(netMLP, inputTrain, targetTrain); 
b. Porcentaje de muestras del total seleccionado por el clasificador 
SOM de Kohonen que servirán para entrenar el modelo MLP, es 
decir, para ajustar los pesos de las neuronas. En este caso se 
elige el 70%: 
netMLP.divideParam.trainRatio=0.7; 






c. Porcentaje de muestras del total seleccionado por el clasificador 
SOM de Kohonen que servirán como subconjunto de validación 
para evitar el sobre-entrenamiento de la red. En este caso se 
elige el 30%: 
netMLP.divideParam.valRatio=0.3; 
d. Porcentaje del total de muestras que servirán para calcular el 
error en el entrenamiento del MLP. En este caso, se fija este 
porcentaje en 0%, ya que el conjunto de muestras de prueba ya 
se ha separado previamente a través del clasificador SOM: 
netMLP.divideParam.testRatio=0.0; 
e. Número máximo de iteraciones. Será utilizado como criterio de 
finalización del proceso de entrenamiento, de manera que, si 
transcurrido dicho número máximo de iteraciones, la red sigue 
devolviendo un error superior al deseado, el proceso de 
aprendizaje debe finalizar. En este caso se fijan 2.000 
interaciones: 
netMLP.trainParam.epochs=2000; 
f. Error global de la red. Cuando el error devuelto por el MLP para 
el conjunto de entrenamiento esté por debajo de este parámetro, 
se considerará que la red ya está entrenada y finalizará el 










g. Vector gradiente. Cuando este parámetro se encuentre por 
debajo de un umbral determinado, el proceso debe finalizar. En 





h. Número máximo de iteraciones con incremento en el error 
calculado para el subconjunto de validación. Transcurrido este 
número de iteraciones sucesivas, la red se considera sobre-
entrenada y el algoritmo debe finalizar. En este caso se fija dicho 
parámetro en 10 iteraciones: 
netMLP.trainParam.max_fail=10; 
 Paso 4: finalmente se entrena el MLP, dando como resultado la red ya 
entrenada, así como una estructura que contiene información acerca del proceso 
de aprendizaje en cuestión: 
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