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Introduction
Medical images are increasingly used in health care and biomedical research and a wide range of imaging modalities are now available. Statistical image analysis, hence, becomes an active research area. Nonparametric regression techniques have been broadly applied to image analysis, including image reconstruction, denoising and interpolation. An image can be considered as a surface of the image intensity at each pixel. A regression surface from a noisy image is often fitted by local smoothing procedures (Qiu, 1998; Takeda et al., 2007) . Based on the nonparametric modeling framework, one object of primary interest is to compare a set of smoothed images or regression surfaces. For example, one often exams the equality of two or more images under different clinical conditions in medical applications.
Nonparametric comparison of a set of regression curves has been paid considerable attentions in both theoretical and applied regression analysis. Much effort has been devoted to this problem in the literature. Hall and Hart (1990) and King et al. (1991) had early considerations of the problem, where they discussed a completely nonparametric homoscedastic model in the case of equal design points. While Kulasekera (1995) proposed several alternative tests in the case of unequal design points, Young and Bowman (1995) generalized the one-way analysis of variance (ANOVA) to the nonparametric regression setting. Hardle and Mammen (1990) considered a method based on a weighted L 2 Àdistance for semiparametric comparison of regression curves. Dette and Neumeyer (2001) the regression function in the problem of testing the equality of k regression curves from independent samples. Their first test was based on a linear combination of variance estimators; the second approach was an ANOVA-type method; and the third test compared the differences between the estimates of the individual regression curves by means of an L 2 Àdistance.
Recent contributions on this problem include Pardo-Fernandez et al. (2007) and Pardo-Fernandez (2007) among others. Several new testing statistics have been discussed such as Kolmogorov-Smirnov type and Cramer-von Mises type statistics. A good and recent review on this topic can be found in Neumeyer and Dette (2003) . Nonparametric comparison of different images or regression surfaces relates to nonparametric analysis of covariance with multiple covariates. It is important to extend the methods for nonparametric curve comparison to the multidimensional case with applications to image analysis. Recently, Bowman (2006) suggested a generalization of the ANOVAtype test by Young and Bowman (1995) to compare regression surfaces. Under the assumptions of equal homoscedastic variances in all groups and normal distributed errors, Bowman (2006) proposed a w 2 Àapproximation of the corresponding test statistic under the null hypothesis. In this paper, we discuss the comparison of regression surfaces under a general model which does not require any additional assumptions (such as homoscedasticity or normality of errors, equal design points). In Section 2, we review the classic framework of local regression for image data and suggest a generalization of Dette and Neumeyer (2001) 
where e j are independent and identically distributed random variables, which represents random errors in the observations. We further assume that e j have zero mean and finite variance 1.
Using the data (X j , Y j ), j=1,y,n, we want to construct a ''denoised'' image, an estimator of the regression function mðÁÞ which is the conditional expectation of the dependent variable Y given the independent variable X,
Local smoothing method is an important tool in image processing and analysis (Wand and Jones, 1995; Takeda et al., 2007) . We now describe how to construct a smoothed image by local approximations of mðÁÞ, using a least-squares method with kernel weights.
The Taylor's expansion of the regression function at X j implies that, 
T can be through solving the following least squares problem,
The weight function (kernel function)
is defined on the multivariate space, hence observations close to a fitting point x receive large weights. H is a bandwidth matrix which is symmetric positive-definite and det(H) is the determinant of the matrix H. The local least squares estimator of m(x) iŝ
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where e 1 is a column vector with the first element equal to one and the rest equal to zero; When we consider a local constant approximation of m(X j ), (2.2) is indeed the multivariate Nadaraya-Watson estimator, 
s . The easiest bandwidth matrix is H ¼ hI where I denotes the 2 Â 2 identity matrix, assuming that the independent variables have the same scale. A more complex bandwidth matrix can be H ¼ hS, where S is a positive definite matrix independent of h, and detðHÞ ¼ h 2 detðSÞ. For a complete discussion about multivariate local regression, we refer to the monographs by Wand and Jones (1995) and Hardle et al. (2004) .
Comparing nonparametric surfaces
In many medical applications, such as the NMES study (see the real data application in Section 3), a question of particular interest is to examine the equality of two or more images under different clinical conditions. This problem is related to the comparison of nonparametric regression surfaces across several groups. It is noted that the variances of random errors of images across different conditions can be different. A suitable model is the following general heteroscedastic model that can be written as
ð2:4Þ
Here we assume that e ij are independent identically distributed errors with mean 0, variance 1 and finite 4-th moments. Without loss of generality, we assume X 2 S ¼ ½0,1 Â ½0,1: We are interested in the problem of testing the equality of the regression surfaces, that is
ð2:6Þ Following Hardle and Mammen (1993) and Dette and Neumeyer (2001) , an obvious test of the hypothesis (2.5) could be obtained from a comparison of the differences between the estimates of the individual regression surfaces by means of an L 2 Àdistance. To this end, we consider the statistic
where oðÁÞ is a (smooth) positive weight function, andm i ðxÞ andm k ðxÞ (1 ri o kr L) denote the local smooth estimators for the i-th and the k-th group data computed from (2.2). The weight function is often chosen by the experienced researcher and serves to trim the boundaries or regions of sparse data. For example, the simplest case is oðxÞ ¼ 1. If oðxÞ is equal to f X (x), the density of X, and n 1 ¼ Á Á Á ¼ n L ¼ n, one could take the empirical version of (2.7)
as the test statistic. T N in (2.7) is the multi-dimensional generalization for the test statistic T N (3) in Dette and Neumeyer (2001) . We propose to use it in image applications rather than use the generalization of T N (1) and T N (2) in Dette and Neumeyer (2001) , because it is more meaningful and easier to be constructed in image applications. Moreover, T N can apply to the case when images are blurred with spatial correlated noises, while the two other statistics seem not be able to work directly with such a case. For the sake of simplicity and clarity, we present the asymptotic results of the statistic T N for L= 2. The asymptotic results for L4 2 can be obtained similarly. Here we choose the same bandwidth matrix H ¼ hS and the same kernel function KðÁÞ for different group data. As before, we let K H ðxÞ ¼ detðHÞ À1 KðH À1 xÞ. We further assume that the bandwidth matrix H satisfies NdetðHÞ-1 and Ndet 2 ðHÞ-0, ð2:8Þ which is equivalent to Nh 2 -1 and Nh 4 -0. The asymptotic properties of the statistic T N are listed in the following theorem. Since observed data are often on a regular grid with a fixed design in image applications, the theorem is based on a fixed design. It is noted that the part (ii) of the theorem will be different if we consider a random design; see Dette (1999) for the difference between these two. The key rationale of the proof for Theorem 2.1 remains the same as in Dette and Neumeyer (2001) . The proof heavily relies on the Taylor extension formula, central limit theorem, law of large number, Holder inequalities, Fubini's theorem, and Chebyshev inequality. In particular, for part (i), the asymptotic normality in the case of m 1 =m 2 , one needs to rewrite T N as a generalized quadratic-form and proves the asymptotic normality by using the Theorem 2.1 in De Jong (1987) . The part (ii) is obtained by checking the Lyapunov condition. The detailed proof of Theorem 2.1 is available in the technical report by Wang and Ye (2010) and can be downloaded from stat.case.edu/ $ xfwang/paper/TestSurfaces_Techrep.pdf.
Bootstrap approximation
In practice, the asymptotic distribution of the test statistic T N is difficult to be used for the test because of the slow convergence of T N towards the normal distribution. The analogous problems occur in nonparametric comparison of regression curves (Neumeyer and Dette, 2003; Pardo-Fernandez et al., 2007) . However, Theorem 2.1 reassures us to construct the reference distribution by bootstrapping. Similar to Hardle and Mammen (1993) and Dette and Neumeyer (2001) , we propose the popular resampling method so-called wild bootstrap procedure introduced by Wu (1986) to our test (2.7). An advantage of the procedure is that it allows for a heterogeneous variance in the residuals. The algorithm can be described with the following steps.
Algorithm 2.1. Wild bootstrap for nonparametric surface comparison with heterogeneous errors.
(1) Estimatem i ðxÞ and compute the test statistic T N based on (2.7); then estimate the common regression surfacemðxÞ from the total sample X ij and construct the residualsê Remark 2.1. As we will show in the next section, the selection of the bandwidths in the testing procedure does not have a big impact on the rejection probabilities. In practice, we propose to select the bandwidth using the simple extension of bias-corrected Akaike Information Criterion (AIC C ) criterion (Hurvich et al., 1998; Bowman, 2006) . Hurvich et al. (1998) show that the use of AIC C avoids the large variability and tendency to undersmooth when generalized cross-validation (GCV) or the Akaike Information Criterion (AIC) are used to choose the smoothing parameter. The AIC C was originally used for the nonparametric curve estimation, but it is easy to be extended for surface estimation. One can use a product kernel for regression surface estimation,
where k denotes a univariate kernel function. An appropriate smoothing parameters is to set ðh 1 ,h 2 Þ ¼ ðh 0t1 ,h 0t2 Þ andt 2 are estimated standard deviations of the two predictors. The optimalĥ 0 is chosen to minimize
where n is the trace of the hat matrix of the model andŝ
In many image applications, it often occurs that the random errors of an image are spatially correlated (Cressie, 1993 
Numerical examples

Simulation studies
In this subsection, we investigate the practical behavior of the proposed bootstrap procedure by simulations. We considered the following functions: The cases (a)-(d) correspond to the null hypothesis of equal regression surfaces, while the cases (e)-(h) correspond to the alternative hypothesis. In all cases, the covariates x 1 and x 2 were generated from a regular grid of values in S ¼ ½0,1 Â ½0,1 with a fixed design. In each case, we considered both homoscedastic errors and heteroscedastic errors. We set oðxÞ ¼ 1 in the statistic T N . The variance functions in the case of homoscedastic errors were s The distributions of e 1 and e 2 were the standard normal distribution.
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Simulation requires to specify the multidimensional kernel function. We used the product kernel (2.9) with a common bandwidth h, where its univariate kernel was the Epanechnikov kernel kðxÞ ¼ 3ð1Àx 2 Þ=4 Á Iðjxjr 1Þ. Following Dette and Neumeyer (2001) , we considered simple rule-of-thumb (ROT) bandwidth selectors in our simulation. For each individual surface,
for the common surface from the total sample in Algorithm 2.1,
, where C 0 is a certain constant. We performed 1000 trials with the bootstrap size B = 250 for every case of the simulation studies.
Our first two studies investigate the approximations of the level and the power by the wild bootstrap version of the test in Algorithm 2.1. We compared the proposed method (denoted by T N ) with the ANOVA-type test (denoted by T ANOVA ) using a w 2 -approximation by Bowman (2006) for both homoscedastic errors and heteroscedastic errors. C 0 in the ROT bandwidth selectors was set to 1. Tables 1 and 2 display the proportion of rejections in 1000 trials for sample sizes (n 1 , n 2 ) = (49, 49), (100, 49), (225, 225) . The significant levels are a ¼ 5% and 10%. We observe that the level based on T N is well approximated in most cases and the behavior of the power based on T N is very good. In Table 1 , the tests based on T ANOVA seem to be conservative, especially as the sample size is small. In Table 2 , the power obtained in both tests is better for larger sample sizes. The results listed also demonstrate a poor performance of T ANOVA under heteroscedasticity. T N receives a substantial improvement with respect to the power comparing with T ANOVA , when errors are heteroscedastic.
We then studied the effects of the selection of the bandwidth on the proposed test. This is illustrated in Table 3 , which presents results under the null hypothesis, the models (a) and (b), and under the alternative hypothesis, the models (g) and (h). The significant level was a ¼ 5%. The selection of the bandwidths was controlled by selecting the constant C 0 . We notice that the choice of the bandwidth does not have a big impact on the rejection probabilities for all cases. These results reassure that the statistical inference from the proposed test is very stable.
We finally examined the validation of Algorithm 2.2 for surface comparison with spatial correlated errors. We also considered the models (a) and (b) for the null hypothesis, and the models (g) and (h) for the alternative hypothesis. The random errors Z ij are generated from a Gaussian process with zero mean and exponential covariance function,
with s 2 ¼ 0:5 and f ¼ 0:15. We observe, in Table 4 , that the approximation of level is slightly worse than that in the case of independent errors and the test is also less powerful but still in a reasonable range. These can be partially explained by a larger bias in estimating regression surface with spatial correlated errors. Table 1 Simulated level of the tests for various sample sizes and regression functions. T N denotes the proposed method; T ANOVA denotes the method by Bowman (2006) .
(n 1 , n 2 ) Model Homoscedastic errors Heteroscedastic errors 
A real data application
We illustrate our testing procedure with real medical rehabilitation image data from a neuro-muscular electrical stimulation (NMES) experiment. Pressure ulcers are a major secondary complication of spinal cord injury and can have serious adverse effects on the psychological and physical well-being of the individual. NMES is the application of electrical stimuli to a group of muscles, which is a new clinic tool for pressure ulcers to produce beneficial changes at the user/support system interface by altering the intrinsic characteristics of the user's paralyzed tissue itself (Bogie et al., 2008) . In the NMES study from Cleveland FES center (Bogie et al., 2006) , pressure intensity data at the seating interface for each patient were recorded as two-dimensional image data with Table 3 The study of the sensitivity of the bandwidth selection: rejection probabilities for various sample sizes and regression functions. The significant level is a ¼ 5%.
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(n 1 , n 2 ) Model Homoscedastic errors Heteroscedastic errors Table 4 Rejection probabilities under the null hypothesis for various sample sizes and regression functions. The errors are spatial correlated.
Model n 1 =n 2 =49 n 1 = n 2 = 100 the use of the Tekscan advanced clinseat pressure mapping system (Tekscan, Inc.). The primary goal of the NMES study at Cleveland FES center was to investigate the changes of pressure intensities for each patient before and after NMES treatment. Fig. 1 shows an example of pressure image data from the NMES study. The top panels show the pressure image data before and after treatment for one subject from the NMES study. Both images are on a regular 38 Â 38 grid. The lower panels show the fitted nonparametric local surfaces. A multivariate local linear regression model was considered there. When modeling the data, we transformed the coordinates of the intensities to the region S= [0,1] Â [0,1]. The estimated optimal bandwidths were obtained by minimizing AIC C as described in Remark 2.2. The two estimated bandwidth for the two images were approximately equal,ĥ 1 %ĥ 2 % 0:18. We further explored the empirical varigrams of the residuals of the two images and fit parametric exponential varigram models. The estimates of the correlation parameter f in the exponential covariance function (3.1) were o 0:01 for both images. The results indicate that there is no or very weak spatial correlation for each image.
In order to examine the change of pressure images, we performed the wild bootstrap procedure with the proposed test statistic with a wide range of bandwidths, going from 0.10 to 0.30. The same smoothing parameters were used for each image. The p-values were based on 1000 bootstrap replications. All the results are summarized in Fig. 2 . The p-value with the optimal bandwidth is extremely small ð o0:001Þ. Across the range of smoothing parameters, the p-values give consistent results. In conclusion, the statistical analysis reflects a strong evidence of a difference between two pressure surfaces (before and after treatment). The NMES does yield effects for the patient with pressure ulcers in this case study.
Closing remarks
We studied an L 2 Àdistance type of test statistic for comparing nonparametric regression surfaces under a completely heteroscedastic nonparametric model. The asymptotic normality of the statistic was also presented. The statistic was extended to be used in the case of spatial correlated errors. Two bootstrap procedures for the test were proposed depending on the nature of random errors.
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The numerical results demonstrated that both the wild bootstrap method and the indirect bootstrap method performed excellent even in the case of small samples. When errors were heteroscedastic or sample sizes were small, our method was better than the ANOVA-type test using a w 2 Àapproximation by Bowman (2006) . Our simulation studies presented above were under a fixed design because the application to the real image data sets was a fixed design. We also performed certain simulations under a random design and studied our method for more than two regression surfaces. We obtained good powers and good approximations of the level for those cases but did not present the details here. Our two bootstrap procedures proposed could not work in the case of heteroscedastic spatial errors. Heteroscedastic spatial regression models were paid a lot of attention in spatial econometrics (LeSage and Pace, 2009 ). An appropriate bootstrap method in such a case could be investigated for further research. 
