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ABSTRACT
Previous literature suggests that perceptual similarity is an emergent property shared across deep vi-
sual representations. Experiments conducted on a dataset of human-judged image distortions have
proven that deep features outperform classic perceptual metrics. In this work we take a further step in
the direction of a broader understanding of such property by analyzing the capability of deep visual
representations to intrinsically characterize different types of image distortions. To this end, we firstly
generate a number of synthetically distorted images and then we analyze the features extracted by
different layers of different Deep Neural Networks. We observe that a dimension-reduced represen-
tation of the features extracted from a given layer permits to efficiently separate types of distortions
in the feature space. Moreover, each network layer exhibits a different ability to separate between
different types of distortions, and this ability varies according to the network architecture. Finally, we
evaluate the exploitation of features taken from the layer that better separates image distortions for:
i) reduced-reference image quality assessment, and ii) distortion types and severity levels character-
ization on both single and multiple distortion databases. Results achieved on both tasks suggest that
deep visual representations can be unsupervisedly employed to efficiently characterize various image
distortions.
c© 2020 Elsevier Ltd. All rights reserved.
1. Motivation
The networks trained to discriminate a wide variety of cate-
gories contained within the images allow to obtain rich repre-
sentations that can be reused for other tasks in which it is nec-
essary to carry out a semantic analysis of the image. Deep fea-
tures extracted from common networks trained for recognition
tasks, such as ImageNet challenge Russakovsky et al. (2015),
have been demonstrated to be very effective for transfer learn-
ing in many tasks Sharif Razavian et al. (2014). Moreover, what
makes pretrained networks good for transfer learning is not di-
rectly connected to the amount of data but probably to the net-
work architecture itself Huh et al. (2016). Literature has also
highlighted another surprising property of pretrained networks:
visual deep representation can be adopted as metric for percep-
tual similarity. This property was firstly experienced for feature
inversion Mahendran and Vedaldi (2015), feature visualization
Simonyan et al. (2013); Yosinski et al. (2015), texture synthe-
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sis and style transfer Gatys et al. (2015a,b). The most remark-
able paper in this direction demonstrates that high-level features
from a pretrained network on ImageNet can be efficiently em-
ployed as a perceptual loss to train feed-forward transformation
networks for image transformation tasks Johnson et al. (2016).
A recent paper Zhang et al. (2018) tried to answer to the follow-
ing questions: i) “how perceptual are these so-called percep-
tual losses?”; ii) “what elements are critical for their success?”.
The findings of this paper suggest that perceptual similarity is
an emergent property shared across deep visual representations
that outperform, by a large margin, classic perceptual metrics
such as SSIM Wang et al. (2004) for image distortion character-
ization. This property has been assessed on a large-scale highly
diverse dataset of perceptual judgments specially collected for
this scope. The dataset included images with different kinds
of image distortions: traditional, obtained by performing basic
low-level image editing operations; CNN-based distortions, ob-
tained by randomly varying parameters, etc. Although the pa-
per provides a comprehensive demonstration that deep features
catch perceptual properties of the images better than traditional
metrics, further understanding should be provided in the direc-
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Fig. 1. Are deep features intrinsically able to characterize image distortions? The deep features extracted from a specific layer of a network trained for a
recognition task, intrinsically divide the deep feature space in such a way that visual representations corresponding to different types of distortions lay on
different planes.
tion of explaining how deep features characterize image distor-
tions.
We want here to go one step further. What we would re-
ally like to understand is: are deep networks able to effec-
tively characterize image distortions? If so, is this capabil-
ity different on the basis of network architectures? Which
layer provides the representation better disentangling dis-
tortions? Can dimensional reduction techniques help to
strengthen this property? In this paper, we conduct a com-
prehensive study of deep features extracted across different net-
works and compare them in terms of distortions separability
indices. This is motivated by the fact that we assume that deep
features representing images affected by the same type of dis-
tortions should be similar and so they might form clusters. We
find that deep features are able to intrinsically disentangle im-
age distortions and that this property is not equally revealed
across networks and layers.
The main contributions of this paper are as follows:
• We conduct a comprehensive analysis of deep features for
several networks in order to understand which one is the
most effective for image distortion characterization.
• We show that deep features obtaining a high distortion sep-
arability index can obtain comparable results with respect
to reduced-reference image quality assessment methods on
four widely used benchmark databases for the distortion
characterization task.
• We demonstrate that the evaluated property might be ex-
ploited for the recognition of image distortion types and
severity levels on single and multiple distortion databases.
2. Data
To evaluate how visual features deal with different types and
severity of image distortions, we create our own database, that
differently from available ones, has a larger and controlled num-
ber of severity levels. In particular, we generate 783 syntheti-
cally distorted images by applying three mainstream distortion
types to the 29 reference images of the LIVE database Sheikh
(2005): additive white Gaussian noise (AWGN), Gaussian blur
(GBlur), and JPEG compression (JPEG). More in detail, each
reference image is corrupted by applying each one of the fol-
lowing operations:
• AWGN: The noise is generated from a standard normal
distribution of zero mean and standard deviation σN and
then added to each color channel;
• GBlur: A Gaussian kernel with standard deviation σG is
applied for blurring with a square kernel window each of
the three planes using the function gaussian filter of
the Scipy.ndimage Virtanen et al. (2019) package;
• JPEG: JPEG compressed images are obtained by varying
the quality parameter (Q) of save function of the Pillow
library1(whose range is from 1 to 100, with 100 repre-
senting the best quality), which indicates the degree of the
JPEG compression algorithm.
For each type of image distortion we consider the following
values which cause several levels of severity:
σN = (0.03, 0.06, 0.09, 0.13, 0.18, 0.24, 0.31, 0.50, 1.89),
σG = (0.62, 0.82, 0.95, 1.13, 1.42, 1.65, 2.17, 3.54, 13.00),
Q = (80, 60, 45, 30, 20, 15, 10, 5, 2).
Values are chosen in such a way that distorted images are
perceptually separable from each other. Each type and severity
level of image distortions are applied to each reference image.
Figure 2 shows for a given reference image the corresponding
synthetically generated distorted images.
3. Disentangling Image Distortions
The intuition here is that a visual deep feature space, suit-
ably defined, permits to efficiently disentangle image distortion
types. To pursue this idea, we firstly build a deep feature space
by aggregating features extracted from a single layer of a net-
work. Secondly, we evaluate how much such a space effec-
tively permits to separate among the three types of distortions
by computing separability indices of the feature space. Figure
3 illustrates the entire pipeline for disentangling image distor-
tions. To evaluate how much this property of the feature space
1Pillow is a fork of the Python Imaging Library (PIL): https://pillow.
readthedocs.io/en/stable/index.html.
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Original Perturbed Images
Fig. 2. Samples from the generated database. The original image and cor-
responding perturbed versions with increasing distortion severity from the
left to the right. First row shows images affected by additive white Gaus-
sian noise (AWGN), the second row contains images corrupted by Gaus-
sian blur (GBlur), finally the last row reports images with different JPEG
compression levels (JPEG).
depends on the architecture of the network, we evaluate several
architectures.
Network architectures. We consider the AlexNet Krizhevsky
et al. (2012), Inception-v3 Szegedy et al. (2016), ResNet-50
He et al. (2016), SqueezeNet-v1.1 Iandola et al. (2016), and
VGG-16 Simonyan and Zisserman (2014) architectures. We
use the conv1-conv5 layers from AlexNet, which is a pop-
ular deep CNN model widely applied in computer vision and
includes computations that are loosely matched to the human
visual cortex, such as pooling and local response normaliza-
tion. We extract features from the three convolution layers,
namely 2a3x3, 3b1x1, 4a3x3, and all the inception layers
(called mixed) of the Inception-v3 network, which introduced
the use of factorized convolutions by using asymmetric con-
volutions. For ResNet-50, we extract features for conv1 and
subsequent macro-residual blocks (named layer). We evalu-
ate the SqueezeNet-v1.1 architecture by using the first conv1
layer and all the fire layers activations. Finally, we take the
conv layers of VGG-16, which is usually used as a perceptual
metric in image generation.
Deep Feature Space. Given a network level l, producing a deep
feature block of size hl × wl × cl, and an image taken from the
synthetically distorted dataset, we calculate a deep visual repre-
sentation by averaging features across spatial dimensions, thus
obtaining a vector of size 1 × cl (see Fig. 3). The images are
used at their original sizes so as not to mask artifacts.
Data separation. All the 1 × cl vectors extracted from all the
images of the synthetically distorted dataset are grouped by
relying on the three types of distortions: AWGN, GBlur and
JPEG. Goodness of the resulting clusters is then evaluated us-
ing several separability metrics.
4. Cluster separability indices
To evaluate the quality of the clusters that are formed us-
ing the deep features computed for images affected by different
types and levels of distortions, we consider a combination of
three internal cluster validity indices Arbelaitz et al. (2013); van
Craenendonck and Blockeel (2015), which rely only on prop-
erties intrinsic of the structure of clusters and their relations to
each other, namely: the Calinski-Harabasz index Calin´ski and
Harabasz (1974), the Davies-Bouldin index Davies and Bouldin
(1979), and the Silhouette index Rousseeuw (1987).
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Fig. 3. Clusters evaluation. Each full-size image of the generated database
is fed into a network, the deep features are obtained by using the activa-
tions of a specific layer, so the average spatial pooling is applied and finally,
we measure the quality of the clusters that group the images affected by the
same type of distortion.
Calinski-Harabasz index. The Calinski-Harabasz (CH) index
Calin´ski and Harabasz (1974), also known as Variance Ra-
tio Criterion, estimates the clusters goodness in terms of ratio
between the between-clusters variance (S S B) and the within-
clusters variance (S SW ). It is defined as follows:
CH =
S S B
S SW
× N − K
K − 1 , (1)
where N is the number of samples, and K = 3 represents the
number of clusters (which are AWGN, GBlur and JPEG). S SW
is specified as S SW =
∑K
k=1
∑
x∈Ck ‖x −Gk‖2, given Ck the set
of samples in the cluster k, and Gk the center of the cluster k.
Finally, S S B =
∑K
k=1 nk ‖Gk −G‖2, where nk is the number of
points in the cluster k, and G is the center of the whole dataset.
The score is higher when elements from the same clusters are
quite close and clusters itself are well separated.
Davies-Bouldin index. The Davies-Bouldin (DB) index Davies
and Bouldin (1979) measures the average similarity between
clusters and is based on the dispersion measure of a cluster
(δk) and the cluster dissimilarity measure (∆kk′ ). The disper-
sion measure is the mean distance of the points belonging to
cluster Ck to their center Gk, δk = 1nk
∑
x∈Ck ‖x −Gk‖, while
∆kk′ = ‖Gk′ −Gk‖ is the distance between the centroids Gk′ and
Gk of clusters Ck′ and Ck. The DB is then defined as:
DB =
1
K
K∑
k=1
max
k′,k
(
δk + δk′
∆kk′
)
. (2)
Zero is the lowest possible score, values closer to zero indicate
a better separation between data.
Silhouette index. The Silhouette index (S) Rousseeuw (1987)
is defined as the mean of the silhouette widths for each sample
and is formalized as follows:
S =
1
K
K∑
k=1
1
nk
∑
x∈Ck
s(x), (3)
where the silhouette width s(x) for each sample is computed
as s(x) = b(x)−a(x)max(a(x),b(x)) . a(x) is the mean distance between the
sample x, such that x ∈ Ck, and the set of samples in the
cluster it belongs to, Ck. b(x) represents the mean dissimilar-
ity of a sample x with respect to the nearest cluster, namely
b(x) = mink′,k 1nk′
∑
y∈Ck′ d(x, y). Higher values of the silhouette
index denotes a better quality of clusters.
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Fig. 4. Distortions separability indices obtained by varying the number of
features in deep feature vectors using principal component analysis (PCA)
for the layer achieving the best distortions separability index of each net-
work considered.
Combination of separability indices. To understand which
layer of a network provides a better separation of clusters we
combine the previous indices into a single one as follows: first,
we individually perform a min-max normalization in the range
[0,1] of the scores obtained for each index by taking the max-
imum and minimum values for that index over all the layers
l ∈ L of all the network architectures n ∈ N considered:
x′(l) =
x(l) − min
l∈L,n∈N
x(ln)
max
l∈L,n∈N
x(ln) − min
l∈L,n∈N
x(ln)
(4)
with x = {CH,DB, S }. Then we estimate the overall distortions
separability index DS I(l) for each network layer l in this way:
DS I(l) =
1
3
[
CH′(l) +
(
1 − DB′(l)) + S ′(l)] (5)
The resulting DS I(l) score ranges between 0 and 1 and the
higher is the value the better is the separability of the clusters.
5. Analysis
In this section we describe the experiments we conducted
to verify the effectiveness of deep features for image distor-
tion characterization. We implement our experiments using the
PyTorch framework Paszke et al. (2017) and by exploiting the
pretrained networks on ImageNet contained in the Torchvision
package.
Are the deep features extracted from different networks equally
capable of characterizing the various types of distortions? Are
all the layers of the network equally effective to characterize
distortions?. Table 1 reports the distortions separability index
DS I(l) achieved on each layer l of the different networks, pre-
trained on Imagenet, we considered. Low scores (in red) de-
note that clusters can not be well separated, while high scores
(in green) denote the opposite. The resulting rank of layers
per network indicates that the deep features extracted from the
first layer get almost always the worst position. We obtain
that the layer for each network achieving the best clustering
index is the following: conv2 for AlexNet, mixed6a of the
Inception-v3 network, layer1 in ResNet-50, the layer fire4
of SqueezeNet-v1.1, and conv31 for the VGG-16 network.
Among all the best layers, the fire4 layer of SqueezeNet-v1.1
is the best. Previous results confirm our intuition that some
visual representations corresponding to different types of dis-
tortions distribute in well-separated regions of the deep feature
space.
Does dimensionality reduction of deep features improve im-
age distortion characterization?. Figure 4 shows the distor-
tions separability index obtained by varying the number of fea-
tures thanks to the use of principal component analysis (PCA)
Wold et al. (1987). For each network, we consider the index for
the layer that attained the best score in the previous analysis.
We can see that by reducing the dimensionality of the features,
the distortions separability index increases for all the networks
and more in detail it reaches the peak value for 2-dimensional
feature vectors. The only network showing a different trend, i.e.
lower distortions separability index for bidimensional vectors,
is Inception-v3.
Does the capability of discriminating distortions belong to the
network architecture or it depends on the network weights?. In
this experiment images are encoded by using deep features ex-
tracted from randomly initialized networks. For statistical sig-
nificance we compute the final distortions separability index for
each layer by averaging the scores obtained for 100 network
re-initializations. Resulting scores for each layer are definitely
lower than the ones obtained in the previous experiment indi-
cating that the degree of separability of images affected by di-
verse distortions is limited. The ranks of layers per network
are completely different from the ones obtained in the previous
experiment, but given that the standard deviation of distortions
separability indices among layers is small, we can not consider
this aspect significant.
Can the removal of semantics from the visual representation
of the image emphasize the distortion encoding?. In this ex-
periment we want to understand if the separability property of
clusters in the deep feature space is influenced by the content
of the images. For doing that, we subtract in channel dimen-
sion the vector of features, of size 1× cl, of the reference image
to the feature vector of the distorted image. The results of this
experiment indicate that the semantics does not affect the rank
of the layers for AlexNet, VGG-16, as well as for ResNet-50
which, however, presents an increase in the distortions separa-
bility index for the best layer. This may be due to the presence
of skip connections that carry low-level information from pre-
vious layers. Both Inception-v3 and SqueezeNet-v1.1 obtain a
different rank of layers with also lower scores for the distortions
separability index.
6. Applications
We demonstrate usefulness of the investigated property
by experimenting on two quality assessment tasks, namely:
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Table 1. Distortions separability indices for each layer of the considered networks pretrained on ImageNet. The indices are calculated by combining three
internal cluster validity indices and are included in the interval [0,1], in which the highest scores (in green) indicate a high separability of the types of
distortions, while the low scores (in red) represent levels not able to separate the clusters that are formed to discriminate the different distortions.
Network Layer
AlexNet conv1 conv2 conv3 conv4 conv50.5748 0.6214 0.5614 0.5108 0.4978
Inception-v3 2a3x3 3b1x1 4a3x3 mixed5b mixed5c mixed5d mixed6a mixed6b mixed6c mixed6d mixed6e mixed7a mixed7b mixed7c0.4387 0.5284 0.5652 0.5979 0.6052 0.6347 0.6641 0.6254 0.6264 0.5867 0.5388 0.5348 0.5412 0.5564
ResNet-50 conv1 layer1 layer2 layer3 layer40.4551 0.7268 0.5930 0.4615 0.4615
SqueezeNet-v1.1 conv1 fire1 fire2 fire3 fire4 fire5 fire6 fire7 fire80.5186 0.7002 0.7535 0.7567 0.8081 0.7583 0.6863 0.6174 0.7433
VGG-16 conv11 conv12 conv21 conv22 conv31 conv32 conv33 conv41 conv42 conv43 conv51 conv52 conv530.5190 0.6650 0.7408 0.7634 0.7678 0.7559 0.6153 0.5830 0.5651 0.5218 0.4879 0.4506 0.4327
Table 2. Description of the four image quality databases used for the
reduced-reference image quality assessment.
Databases
Reference
images
Distorted
images
Distortion
types
Distortion
levels
CSIQ Larson and Chandler (2010) 30 886 6 4-5
LIVE Sheikh (2005) 29 779 5 7-8
TID2008 Ponomarenko et al. (2009) 25 1,700 17 4
TID2013 Ponomarenko et al. (2013) 25 3,000 24 5
reduced-reference image quality assessment (RR-IQA) on four
public databases and distortion recognition on single and mul-
tiple distortion databases.
6.1. Reduced-Reference Image Quality Assessment
We conduct experiments on the reduced-reference image
quality assessment (RR-IQA) task Wang and Bovik (2006,
2011) in which we do not try to estimate the exact quality score
but we verify that the rank between the images with different
distortions is respected. First we encode both the distorted im-
age and its reference one by using the activations of the layers
we demonstrated achieve the best distortions separability in-
dex, i.e. layers of pretrained networks on ImageNet. Then we
measure the pairwise Euclidean distance between the feature
vectors of the distorted image and its reference image, and fi-
nally we estimate the correlation between this distance and the
database ground-truth. We evaluate the method on four com-
mon image databases, which are LIVE Sheikh (2005), CSIQ
Larson and Chandler (2010), TID2008 Ponomarenko et al.
(2009), TID2013 Ponomarenko et al. (2013). Information about
these four databases is summarized in Table 2.
Table 3 reports the median and the mean SROCC and PLCC
for each database and network considered. The fire4 layer
of the SqueezeNet-v1.1 network provides deep visual repre-
sentations correlating well with human observers for CSIQ and
LIVE databases. Instead, for both the TID2008 and TID2013
databases the conv2 layer of AlexNet is the one achieving the
highest correlation values.
Table 4 compares state of the art methods with our best so-
lutions on each one of the three types of distortions we con-
sidered. First of all, we want to highlight that even without
any training, the performance of our solutions attains compara-
ble results with respect to methods explicitly developed to face
the image quality assessment task. In particular, the average
SROCC across all distortions and datasets ranks S4RR Zhang
et al. (2017) as the best method with an average correlation of
Table 3. Median and mean SROCC and PLCC values across 100 train-test
random splits on CSIQ, LIVE, TID2008, and TID2013 databases for the
considered networks.
Database Network Median MeanSROCC PLCC SROCC PLCC
CSIQ
AlexNet 0.9300 0.9050 0.9284 0.9003
Inception-v3 0.9120 0.9106 0.9105 0.9081
ResNet-50 0.9228 0.9146 0.9225 0.9111
SqueezeNet-v1.1 0.9301 0.9072 0.9300 0.9055
VGG-16 0.8898 0.8547 0.8793 0.8394
LIVE
AlexNet 0.8926 0.7840 0.8892 0.7832
Inception-v3 0.8938 0.8884 0.8914 0.8865
ResNet-50 0.9240 0.9047 0.9231 0.9047
SqueezeNet-v1.1 0.9337 0.9149 0.9314 0.9050
VGG-16 0.8919 0.7791 0.8891 0.7784
TID2008
AlexNet 0.9261 0.8671 0.9125 0.8359
Inception-v3 0.7441 0.7507 0.7422 0.7481
ResNet-50 0.8457 0.8572 0.8463 0.8589
SqueezeNet-v1.1 0.8271 0.8162 0.8068 0.7924
VGG-16 0.8268 0.8304 0.8150 0.8012
TID2013
AlexNet 0.9490 0.9184 0.9365 0.8885
Inception-v3 0.7865 0.7995 0.7881 0.7975
ResNet-50 0.8688 0.8785 0.8684 0.8767
SqueezeNet-v1.1 0.8558 0.8367 0.8490 0.8202
VGG-16 0.8629 0.8707 0.8584 0.8382
0.9549, followed by our proposed method using AlexNet with
an average correlation of 0.9238.
Moreover, considering each distortion type separately, on
AWGN the proposed method with AlexNet obtains the high-
est average SROCC equal to 0.9550 followed by S4RR with an
average SROCC of 0.9522; on JPEG S4RR obtains the high-
est average SROCC of 0.9563, while the proposed method with
AlexNet obtains the second highest average SROCC of 0.9435;
on GBlur instead S4RR obtains the highest average correlation
of 0.9563, with SSIM obtaining the second highest correlation
of 0.9238.
6.2. Distortion Recognition
We carry out experiments designed to evaluate the perfor-
mance of the investigated property for distortion type recogni-
tion and severity level estimation on both single- and multiple-
distortion databases. Distorted images are represented as pre-
viously explained by extracting deep features from the layer
achieving the best distortions separability index and subse-
quently a k-NN classifier is used by considering k = 3 and
k = 9. We consider accuracy as the metric for quantifying the
effectiveness of the method. We run 100 iterations of train-val
split and calculate the average performance for the final results.
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Table 4. Comparison with state-of-the-art image quality assessment (IQA)
methods in terms of mean SROCC values across 100 train-test random
splits on CSIQ, LIVE, TID2008, and TID2013 databases. Full-reference
IQA (FF-IQA) metrics are in italic. The best result for each line is reported
in bold, while the best result using the proposed method on deep features
is underlined.
Database Dist. type
FR-IQA RR-IQA Deep features
PSNR SSIM REDLOG S4RR AlexNet Sqz.Net-v1.1
CSIQ
AWGN 0.933 0.953 0.865 0.941 0.953 0.898
GBlur 0.942 0.930 0.948 0.958 0.897 0.935
JPEG 0.896 0.921 0.936 0.959 0.923 0.912
LIVE
AWGN 0.985 0.979 0.939 0.965 0.984 0.943
GBlur 0.793 0.874 0.906 0.944 0.832 0.912
JPEG 0.901 0.934 0.950 0.975 0.945 0.921
TID2008
AWGN 0.903 0.865 0.829 0.939 0.936 0.774
GBlur 0.875 0.931 0.861 0.952 0.846 0.864
JPEG 0.903 0.916 0.905 0.949 0.945 0.835
TID2013
AWGN 0.921 0.894 0.875 0.964 0.947 0.827
GBlur 0.920 0.960 0.895 0.971 0.916 0.897
JPEG 0.930 0.927 0.897 0.942 0.961 0.867
Single distortion databases. We conduct experiments on four
image quality assessment databases, namely CSIQ, LIVE,
TID2008 and TID2013, for each of the networks considered
in the previous analysis. Table 5 provides the results for two
different tasks: in the first half of the table the task considered
is the distortion recognition; in the second half the task is the
combination of distortion recognition and severity level estima-
tion tasks. For the second task only the CSIQ, TID2008 and
TID2013 databases are considered since for the LIVE database
the information about the distortion level is not available. For
both the two tasks, in accordance with the results obtained in
Figure 4, the best results are obtained by SqueezeNet-v1.1 and
VGG-16. In particular, for the first task the top performance of
92.2% accuracy is achieved by SqueezeNet-v1.1 on TID2008
with the 3-NN classifier. On the second task the top perfor-
mance of 76.5% accuracy is achieved by VGG-16 on TID2008.
Multiple distortion databases. Experiments have been per-
formed on LIVE multiple distortions (LIVEMD), which is a
multiply-distorted image databases. The LIVEMD Jayaraman
et al. (2012) database consists of two subsets attained by syn-
thetically distorting 15 reference images. The first subset in-
cludes images obtained by applying the combination of GBlur
and JPEG at different severity levels, while the second subset
includes images distorted by GBlur and AWGN. There are 450
distorted images in total. Table 6 reports results for the two
tasks faced: distortion type recognition and combination of dis-
tortion severity and type recognition. On both tasks the best
results are obtained by ResNet-50 with an accuracy of 90.9%
and 48.5% respectively. Since the difference in performance
between the two tasks is very large, we further analyze the re-
sults of both tasks.
Figure 5 reports the average confusion matrix across 100
train-test splits using ResNet-50 deep features on the LIVEMD
database for multiple distortion type recognition. From the con-
fusion matrix it is possible to see how GBlur is perfectly rec-
ognized when alone and when in combination with both JPEG
and AWGN. JPEG and AWGN alone are sometimes confused
with their respective combination with Gblur.
Figure 6 reports the average confusion matrix across 100
Table 5. Mean classification accuracy across 100 train-test random splits
on CSIQ, LIVE, TID2008 and TID2013 databases for two tasks: only for
distortion recognition (table top); distortion recognition and severity level
estimation (table bottom).
Database Classification accuracy (%)AlexNet Inception-v3 ResNet-50 SqueezeNet-v1.1 VGG-16
3-NN 9-NN 3-NN 9-NN 3-NN 9-NN 3-NN 9-NN 3-NN 9-NN
CSIQ 70.9 74.8 59.6 59.7 74.5 76.8 78.3 79.6 77.1 77.9
LIVE 84.6 86.4 69.6 71.2 84.6 86.0 83.6 83.8 85.7 86.5
TID2008 89.0 90.2 73.0 75.0 85.6 86.9 92.2 91.7 89.5 90.3
TID2013 78.0 80.4 65.4 68.8 79.3 82.0 85.4 85.1 82.4 85.1
CSIQ 23.4 28.8 19.7 21.6 40.4 45.1 41.5 45.7 42.5 43.6
TID2008 43.8 46.9 36.5 38.5 58.2 57.7 58.0 65.0 76.5 74.9
TID2013 33.2 36.8 29.2 32.2 50.4 51.1 47.0 51.1 67.4 67.4
Table 6. Mean classification accuracy across 100 train-test random splits
on the multiple distortions LIVEMD database for two tasks: distortion
type recognition (top); distortion severity and type recognition (bottom).
Database Classification accuracy (%)AlexNet Inception-v3 ResNet-50 SqueezeNet-v1.1 VGG-16
3-NN 9-NN 3-NN 9-NN 3-NN 9-NN 3-NN 9-NN 3-NN 9-NN
LIVEMD 78.2 77.8 71.4 77.6 90.9 90.9 83.7 85.1 88.6 90.2
LIVEMD 36.2 37.8 31.9 37.5 43.7 48.5 40.3 39.4 39.9 44.5
train-test splits using ResNet-50 deep features on the LIVEMD
database for multiple distortion types and severity level recog-
nition. The two subsets are reported in the same confusion ma-
trix and are displayed in the top-left and bottom-right quarters
respectively. In the first subset (i.e. combination of GBlur and
JPEG) it is possible to see that the network is able to discrim-
inate very well among blur levels and level-1 of JPEG, while
show some larger confusion in discriminating among higher
levels of JPEG. In the second subset (i.e. combination of GBlur
and AWGN) it is possible to see how the confusion matrix
is much more concentrated along the diagonal. In particular
we can observe how the network is more able to discriminate
among blur levels than noise levels. Moreover GBlur has a form
of masking on both JPEG and AWGN, in accordance to the re-
sults of the distortion type recognition experiment of Figure 5.
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Fig. 5. Mean confusion matrix across 100 train-test splits using ResNet-
50 deep features and 9-NN classifier on the LIVEMD database only for
distortion type recognition.
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Fig. 6. Mean confusion matrix across 100 train-test splits using ResNet-50
deep features and 9-NN classifier on the LIVEMD database for multiple
distortion types and severity level recognition.
7. Conclusions
In this work, starting from the previous works that have
shown how perceptual similarity is an emergent property shared
across deep visual representations, we analyze the capability of
deep visual representations to intrinsically characterize differ-
ent types of image distortions.
In the first experiment we generated a number of syntheti-
cally distorted images by applying three mainstream distortion
types to the LIVE database and then we analyzed the features
extracted from different layers of different deep network archi-
tectures. From the results of this experiment we observed that a
PCA-reduced 2-dimensional representation of the features ex-
tracted from a given layer permits to efficiently separate types
of distortions in the feature space.
As a second experiment we evaluated the use of features
taken from the layer that better separated image distortions for
two different tasks: reduced-reference image quality assess-
ment, and distortion type and severity levels recognition on both
single and multiple distortion databases. The results obtained in
this second experiment showed that deep visual representations
can be exploited even in an unsupervised way to efficiently rec-
ognize various image distortion types and severity levels.
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Appendix
Appendix A. Quantitative results
Appendix A.1. Analysis
In this Section we provide more details about the experiments
we conducted to verify the effectiveness of deep features for
image distortion characterization.
Does the capability of discriminating distortions belong to the
network architecture or it depends on the network weights?. In
this experiment images are encoded by using deep features ex-
tracted from randomly initialized networks. For statistical sig-
nificance we compute the final distortions separability index for
each layer by averaging the scores obtained for 100 network
re-initializations. Table A.7 depicts the resulting distortions
separability indices for each layer of the considered networks.
Scores are definitely lower than the ones obtained in the experi-
ment exploiting deep features extracted from the networks pre-
trained on ImageNet (see first paragraph of Section 5). This
indicates that the degree of separability of images affected by
diverse distortions is limited. The ranks of layers per network
are completely different from the ones obtained for pre-trained
networks, but as it is possible to see the standard deviation of
scores among layers is small.
Can the removal of semantics from the visual representation
of the image emphasize the distortion encoding?. In this ex-
periment we want to understand if the separability property of
clusters in the deep feature space is influenced by the content
of the images. For doing that, we subtract in channel dimen-
sion the vector of features, of size 1× cl, of the reference image
to the feature vector of the distorted image. In Table A.8 we
report the results of this experiment, which indicate that the
semantics does not affect the rank of the layers for AlexNet,
VGG-16, as well as for ResNet-50 which, however, presents an
increase in the distortions separability index for the best layer
(i.e. layer1). This may be due to the presence of skip con-
nections that carry low-level information from previous layers.
Both Inception-v3 and SqueezeNet-v1.1 obtain a different rank
of layers with also lower scores for the distortions separability
index.
Appendix A.2. Applications
In this Section we provide a more detailed analysis of the cor-
relation between the estimated quality scores and the ground-
truth ones.
Reduced-Reference Image Quality Assessment. In Table A.9
we report results for the reduced-reference image quality as-
sessment task. We show correlations estimated for each im-
age distortion separately, i.e. additive white Gaussian noise
(AWGN), Gaussian blur and JPEG compression, on each of
the four image quality databases considered (CSIQ, LIVE,
TID2008, and TID2013).
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Table A.7. Distortions separability indices for each layer of the considered networks randomly initialized. The indices are calculated by combining three
internal cluster validity indices and are included in the interval [0,1], in which the highest scores (in green) indicate a high separability of the types of
distortions, while the low scores (in red) represent levels not able to separate the clusters that are formed to discriminate the different distortions.
Network Layer
AlexNet conv1 conv2 conv3 conv4 conv50.3921 0.5111 0.5327 0.5359 0.5351
Inception-v3 2a3x3 3b1x1 4a3x3 mixed5b mixed5c mixed5d mixed6a mixed6b mixed6c mixed6d mixed6e mixed7a mixed7b mixed7c0.4075 0.4168 0.4250 0.4285 0.4353 0.4415 0.4379 0.4333 0.4372 0.4272 0.4284 0.4223 0.4292 0.3708
ResNet-50 conv1 layer1 layer2 layer3 layer40.3943 0.5418 0.5530 0.5489 0.5565
SqueezeNet-v1.1 conv1 fire1 fire2 fire3 fire4 fire5 fire6 fire7 fire80.3928 0.5159 0.5238 0.5703 0.5712 0.5809 0.5796 0.5928 0.6621
VGG-16 conv11 conv12 conv21 conv22 conv31 conv32 conv33 conv41 conv42 conv43 conv51 conv52 conv530.3944 0.4069 0.5058 0.5088 0.5577 0.5621 0.5618 0.5745 0.5780 0.5765 0.5823 0.5850 0.5853
Table A.8. Distortions separability indices for each layer of the considered networks pre-trained on ImageNet without semantics. To isolate the signal
encoding the semantics we subtract the deep features encoding the reference image from the deep features for the distorted one. The indices are calculated
by combining three internal cluster validity indices and are included in the interval [0,1], in which the highest scores (in green) indicate a high separability
of the types of distortions, while the low scores (in red) represent levels not able to separate the clusters that are formed to discriminate the different
distortions.
Network Layer
AlexNet conv1 conv2 conv3 conv4 conv50.5360 0.5810 0.5183 0.4544 0.4622
Inception-v3 2a3x3 3b1x1 4a3x3 mixed5b mixed5c mixed5d mixed6a mixed6b mixed6c mixed6d mixed6e mixed7a mixed7b mixed7c0.3428 0.4052 0.4161 0.3938 0.3983 0.4009 0.4375 0.4675 0.4608 0.4713 0.4550 0.4540 0.5579 0.5619
ResNet-50 conv1 layer1 layer2 layer3 layer40.3935 0.7791 0.6216 0.4686 0.4686
SqueezeNet-v1.1 conv1 fire1 fire2 fire3 fire4 fire5 fire6 fire7 fire80.4904 0.6268 0.6547 0.6442 0.6655 0.6596 0.5942 0.6121 0.7132
VGG-16 conv11 conv12 conv21 conv22 conv31 conv32 conv33 conv41 conv42 conv43 conv51 conv52 conv530.5040 0.6258 0.6459 0.6905 0.6480 0.6200 0.5331 0.5735 0.5452 0.4962 0.4494 0.4133 0.3889
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Table A.9. Median and mean SROCC and PLCC values across 100
train-test random splits on different types of distortions on CSIQ, LIVE,
TID2008, and TID2013 databases for the considered networks.
Database Network Dist. type Median MeanSROCC LCC SROCC LCC
CSIQ
AlexNet
AWGN
0.9533 0.9527 0.9532 0.9523
Inception-v3 0.9168 0.9174 0.9110 0.9103
ResNet-50 0.9359 0.9374 0.9347 0.9354
SqueezeNet-v1.1 0.9040 0.8772 0.8976 0.8733
VGG-16 0.9416 0.9432 0.9394 0.9410
AlexNet
GBlur
0.8982 0.8540 0.8968 0.8568
Inception-v3 0.9702 0.9679 0.9654 0.9630
ResNet-50 0.9617 0.9614 0.9572 0.9555
SqueezeNet-v1.1 0.9519 0.9366 0.9501 0.9353
VGG-16 0.8977 0.8625 0.8837 0.8444
AlexNet
JPEG
0.9306 0.9462 0.9235 0.9324
Inception-v3 0.9563 0.9470 0.9493 0.9413
ResNet-50 0.9497 0.9518 0.9434 0.9461
SqueezeNet-v1.1 0.9153 0.9373 0.9116 0.9324
VGG-16 0.9221 0.9245 0.9136 0.9101
LIVE
AlexNet
AWGN
0.9844 0.9566 0.9838 0.9561
Inception-v3 0.9266 0.9262 0.9206 0.9210
ResNet-50 0.9742 0.9822 0.9727 0.9805
SqueezeNet-v1.1 0.9506 0.9531 0.9427 0.9331
VGG-16 0.9782 0.9641 0.9777 0.9637
AlexNet
GBlur
0.8598 0.8501 0.8325 0.8053
Inception-v3 0.9377 0.9433 0.9368 0.9400
ResNet-50 0.9399 0.9384 0.9377 0.9323
SqueezeNet-v1.1 0.9190 0.8940 0.9123 0.8929
VGG-16 0.8407 0.8085 0.8355 0.8000
AlexNet
JPEG
0.9518 0.9623 0.9455 0.9462
Inception-v3 0.9325 0.9308 0.9301 0.9289
ResNet-50 0.9546 0.9563 0.9458 0.9473
SqueezeNet-v1.1 0.9254 0.9136 0.9207 0.9130
VGG-16 0.9149 0.9163 0.9079 0.9091
TID2008
AlexNet
AWGN
0.9395 0.9387 0.9358 0.9356
Inception-v3 0.7549 0.7511 0.7500 0.7495
ResNet-50 0.9278 0.9237 0.9263 0.9206
SqueezeNet-v1.1 0.7714 0.7379 0.7736 0.7456
VGG-16 0.9485 0.9470 0.9407 0.9375
AlexNet
GBlur
0.8977 0.8705 0.8463 0.8058
Inception-v3 0.9639 0.9633 0.9520 0.9502
ResNet-50 0.9364 0.9372 0.9306 0.9339
SqueezeNet-v1.1 0.8722 0.8666 0.8637 0.8533
VGG-16 0.9263 0.9152 0.8692 0.8292
AlexNet
JPEG
0.9459 0.9576 0.9449 0.9496
Inception-v3 0.8845 0.8998 0.8701 0.8833
ResNet-50 0.9308 0.9592 0.9285 0.9485
SqueezeNet-v1.1 0.8647 0.8742 0.8352 0.8367
VGG-16 0.9289 0.9452 0.9217 0.9187
TID2013
AlexNet
AWGN
0.9521 0.9489 0.9470 0.9469
Inception-v3 0.8332 0.8291 0.8194 0.8147
ResNet-50 0.9300 0.9317 0.9257 0.9268
SqueezeNet-v1.1 0.8246 0.8111 0.8269 0.8109
VGG-16 0.9434 0.9495 0.9380 0.9438
AlexNet
GBlur
0.9446 0.9070 0.9163 0.8779
Inception-v3 0.9646 0.9629 0.9584 0.9565
ResNet-50 0.9533 0.9593 0.9518 0.9563
SqueezeNet-v1.1 0.9069 0.8992 0.8966 0.8872
VGG-16 0.9500 0.9555 0.9178 0.8893
AlexNet
JPEG
0.9615 0.9752 0.9615 0.9688
Inception-v3 0.9136 0.9249 0.8949 0.9074
ResNet-50 0.9377 0.9592 0.9327 0.9508
SqueezeNet-v1.1 0.8932 0.9075 0.8667 0.8623
VGG-16 0.9500 0.9557 0.9460 0.9430
