A method of finding relative periodic orbits for differential equations with continuous symmetries is described and its utility demonstrated by computing relative periodic solutions for the one-dimensional complex Ginzburg-Landau equation (CGLE) with periodic boundary conditions. A relative periodic solution is a solution that is periodic in time, up to a transformation by an element of the equation's symmetry group. With the method used, relative periodic solutions are represented by a spacetime Fourier series modified to include the symmetry group element and are sought as solutions to a system of nonlinear algebraic equations for the Fourier coefficients, group element, and time period. The 77 relative periodic solutions found for the CGLE exhibit a wide variety of temporal dynamics, with the sum of their positive Lyapunov exponents varying from 5.19 to 60.35 and their unstable dimensions from 3 to 8. Preliminary work indicates that weighted averages over the collection of relative periodic solutions accurately approximate the value of several functionals on typical trajectories.
Introduction
The complex Ginzburg-Landau equation (CGLE) is a widely studied partial differential equation with applications in many areas of science. (See [1, 42] and references therein.) It has become a model problem for the study of nonlinear evolution equations with chaotic spatio-temporal dynamics. In this paper we work with the CGLE with cubic nonlinearity in one spatial dimension,
with periodic boundary conditions
A(x, t) = A(x + 2π, t),
and, as a convention, when we refer to the CGLE we mean equation (1) with the boundary conditions (2) , unless otherwise noted. Equation (1) describes the evolution of a complex-valued field A(x, t). The parameters R, ν, and µ are real. When R < 0 all solutions converge to A = 0 in forward time, but when R > 0 there is, in general, nontrivial spatio-temporal behavior.
The parameters ν and µ are measures of the linear and nonlinear dissipation, respectively. (See, for example, [1, 20, 37, 56] for further details.) It is known that in the form (1) the CGLE generates a continuous semiflow on a variety of spaces [5, 19, 37, 53] .
The CGLE has a three-parameter group T 2 × R of continuous symmetries generated by space-time translations and a rotation of the complex field A. That is, if A(x, t) is a solution of the CGLE, then so is e iη 1 A(x + η 2 , t + τ ) for any element (η 1 , η 2 ) of the two-torus T 2 and τ ∈ R. Thus, we focus our study on periodic solutions of the CGLE relative to the T 2 -symmetry, namely, solutions of the CGLE that satisfy A(x, t) = e iϕ A(x + S, t + T )
for some (ϕ, S) ∈ T 2 and T > 0. Note that after a period of time T , such a solution returns not to itself, but rather to an element in its T 2 -orbit. Such relative periodic solutions represent invariant three-tori in the CGLE flow. Previous studies of time-periodic solutions of the CGLE (1) have centered on two types of solutions. The first are single-frequency solutions of the form A(x, t) = B(x) e iωt (see, for example, [15, 18, 28] ); these are referred to as stationary solutions. The second type are generalized traveling waves, also called coherent structures, for which A(x, t) = ρ(x − vt) e iφ(x−vt) e iωt , where ρ and φ are real-valued functions and ω is some frequency (see, for example, [1, 7, 42, 55] ). These coherent structures reduce to single-frequency solutions by a change to a moving frame, that is, by a change of variables x → x+vt, t → t. The relative periodic solutions of interest in this study are different in that they exhibit more complicated temporal behavior than the single-frequency solutions just described.
We employ a spectral-Galerkin procedure to compute relative periodic solutions of the CGLE. A solution to equation (3) is constructed and is then used to represent the relative periodic solutions. This ansatz consists of a Fourier series in both space and time, modified to include the T 2 element (ϕ, S) as an unknown. Substitution of the ansatz into the differential equation yields a system of nonlinear algebraic equations, the solutions of which give the desired relative periodic solutions. Using this procedure we were able to identify 77 distinct relative periodic solutions of the CGLE with parameters R = 16, ν = −7, and µ = 5. These parameter values were chosen because for them the system exhibits temporal chaos, yet the value of R is such that a relatively small number of spatial modes can capture the dynamics of the system.
The task of computing relative periodic solutions was undertaken as a first step in understanding the dynamics of the CGLE with the chosen parameters. The 77 relative periodic solutions are neither stationary nor coherent structures (as defined earlier), but two stationary solutions were also found. Aside from these two single-frequency solutions, we found no (truly) time-periodic solutions. For each relative periodic solution, the largest Lyapunov exponent ranges from 1.88 to 17.20, the sum of the positive Lyapunov exponents from 5.19 to 60. 35 , and the unstable dimension from 3 to 8. In particular, the system displays unstable dimension variability, a phenomenon that a number of recent papers have indicated is central to the understanding of high-dimensional dynamical systems; see, for example, [31, 52] .
In a general context, the study of periodic orbits has been a basic tool in the theory of dynamical systems for at least 100 years. Typically, there are infinitely many different periodic solutions embedded in a chaotic attractor. Using tools from periodic orbit theory, statistical averages that provide a description of the asymptotic behavior of a chaotic dynamical system can be approximated from the short-term dynamics of the (unstable) periodic solutions on an attractor of the chaotic system [13, 14] . Periodic solutions of chaotic dynamical systems are also used in techniques for controlling chaos. Given a set of unstable periodic solutions of a chaotic dynamical system, the chaos could be mitigated by applying small, time-dependent perturbations to stabilize trajectories onto chosen periodic solutions. This is the basis of the Ott-Grebogi-Yorke approach for controlling chaos; see, for example, [48] .
(True) periodic solutions of dynamical systems have been computed with a variety of methods. The use of Fourier series along with the numerical solution of systems of nonlinear algebraic equations is common (as in [35, 38, 54] ), but the use of multiple shooting algorithms for boundary value problems, which combine numerical integration and the solution of systems of nonlinear alge-braic equations, is also popular (see, for example, [10, 13, 26] ). Furthermore, expansions other than Fourier series, for example, Taylor series expansions [26] and piecewise polynomials [17] , are also utilized. More recently, a variational method for finding (true) periodic solutions was proposed [34] .
Often, the suitability of a numerical method for computing periodic solutions is illustrated by applying the method to low-dimensional dynamical systems (2-4 equations). Higher dimensional systems have been considered in [11] , [34] , and [59] (with 16, 32 , and 99 equations, respectively), where (true) periodic solutions of the Kuramoto-Sivashinsky equation were computed. The system studied in [11] has a low-dimensional chaotic attractor; those in [59] and [34] have higher intrinsic dimension. In particular, the system considered in [59] has a Lyapunov dimension of 8.8 [39] , with typical trajectories having four positive and one zero Lyapunov exponent. We also work with a highdimensional system (62 real ordinary differential equations) when computing relative periodic solutions of the CGLE. The system we study has a Lyapunov dimension of approximately 11.52; typical trajectories in our system have five positive and three zero Lyapunov exponents.
Symmetries and Differential Equations
In this section we review some standard definitions and results concerning differential equations with continuous symmetries. For more information see, for example, [25, 41, 43, 47] . Properties of relative equilibria and relative periodic orbits are given in [21, 22, 32, 33, 57, 58] .
Basic Definitions
Under suitable hypotheses, a vector field X, a differential equatioṅ
on a space B, and an R-action or flow φ : R × B → B are connected by
where φ t (z) is commonly used for φ(t, z). The trajectory of a flow with initial condition z 0 is {φ t (z 0 ) : t ∈ R} and is also called a flow orbit or a solution. A curve γ(t) is said to be a solution of (4) if γ(t) = φ t (z 0 ) for some z 0 ∈ B.
Continuous symmetries are expressed by the smooth left action of a Lie group G on B, where we write g · z for the action of the element g ∈ G on z ∈ B.
For simplicity of exposition we assume that G is compact and connected and acts linearly on the linear space B. The differential equation (4) is said to be equivariant under the group action if g · X(z) = X(g · z) for all g ∈ G and z ∈ B. If φ t is the flow of X, then G-equivariance of X is equivalent to
for all g, z, and t, and one also speaks of the flow being G-equivariant. Since the vector field X is assumed to be time-independent, the equation (4) is invariant under the product action of G × R given by (g, τ ) · z(t) = g · z(t + τ ).
The group orbit of z ∈ B under the G-action is G · z = {g · z : g ∈ G}.
If the group acting is clear from the context, this orbit will also be denoted by O z . The isotropy subgroup or stabilizer of z is G z = {g ∈ G : g · z = z}, and the group orbit G · z is diffeomorphic to the quotient G/G z . As a consequence of (5), the stabilizer is constant on a trajectory, that is, G φt(z) = G z for all t, so one may speak unambiguously of the G-stabilizer of a flow trajectory or of the topological type of its G-orbit. In addition, if H ⊂ G is a subgroup, then its fixed subspace Fix(H) = {z ∈ B : h · z = z for all h ∈ H} is flow invariant.
Relative Equilibria and Relative Periodic Orbits
There are two equivalent points of view from which one can discuss the influence of symmetries on the dynamics of (4). The first is to consider the family of trajectories that arise by applying symmetry operations to a given trajectory. The second is to note that (5) implies that the flow on B descends to a flow on the quotient space B/G, and then study the dynamics of this reduced flow.
To pursue the first point of view, note that (5) implies that given the trajectory with initial condition z 0 , the trajectory with initial condition g · z 0 can be obtained by applying the symmetry g to the trajectory of z 0 . Thus, the equivariance of the flow implies that trajectories come in families related by the symmetries. For a given z 0 , the union of all the members of this family is equal to the group orbit of z 0 under the joint action of Γ :
. Thus, each initial condition generates a flow invariant set Γ · z 0 , and we may consider these Γ-orbits as the principal dynamical objects associated with the differential equation with symmetry.
The simplest case of a Γ-orbit occurs when z 0 projects to a rest point of the reduced flow. This occurs exactly when the G-orbit of z 0 is flow invariant, and so the Γ-orbit of z 0 is equal to its G-orbit. In this case the set Γ · z 0 is called a relative equilibrium, and the point z 0 is said to be an element of the relative equilibrium. When z 0 is an element of a relative equilibrium, its flow trajectory is always equal to the action on z 0 of a one-parameter subgroup
The case of primary interest here are Γ-orbits that project to periodic orbits of the reduced flow. The sets are called relative periodic orbits. Thus, a point z 0 is an element of a relative periodic orbit if and only if
for some g 0 ∈ G and T > 0. Since a relative equilibrium in the form (6) will satisfy (7) for g 0 = σ(t) and T = t, for any t, we explicitly include in the definition the requirement that a relative periodic orbit is not a relative equilibrium. The group element g 0 is called the drift, and T is the period. If z 0 is an element of a relative periodic orbit, then its Γ-orbit is diffeomorphic to (G · z 0 ) × S 1 . We will refer to the flow orbit of a point z 0 satisfying (7) as a (g 0 , T )-relative periodic orbit or solution, and when it is clear from the context (in a slight abuse of terminology), simply as a relative periodic orbit or solution.
Note that if (7) holds, then φ t (z 0 ) = g 0 · φ t+T (z 0 ) for all t. Also note that (7) does not uniquely determine g 0 and T : a (g 0 , T )-relative periodic orbit is also a (g k 0 , kT )-relative periodic orbit for any integer k, as well as a (g 0 g ′ , T )-relative periodic orbit for any g ′ ∈ G z 0 . However, if z 0 is an element of a relative periodic orbit, then there is a least positive T for which φ t (z 0 ) is a (g 0 , T )-relative periodic orbit for some g 0 ∈ G. Thus, we adopt the convention that when a relative periodic orbit is said to have drift and period (g 0 , T ) the period is always this least positive T . Even with this convention, the drift g 0 is still defined only up to the stabilizer G z 0 .
Finally, we remark that there is a variety of terminology used in the literature for relative periodic orbits and relative equilibria. In particular, the meaning of the term "drift" is not completely uniform, and in Hamiltonian dynamics what is called the drift here is called, depending on the context, a reconstruction, geometric, or other variety of phase. Also note that the definitions and results of this section extend easily to semiflows with continuous symmetries.
CGLE: Symmetries and Temporal Dynamics
The CGLE in the form (1) with periodic boundary conditions generates a continuous semiflow on S := L 2 (S 1 ) as well as on other spaces requiring greater regularity [5, 19, 37, 53] . The semiflow on S is known to have a finite dimensional attracting set or universal attractor as well as a Lipschitz inertial manifold [5, 12, 20, 24, 51] . Further, on the universal attractor the CGLE generates a flow (i.e., solutions that are bounded and defined for all time), and elements of the attractor are in fact C ω -functions [19] .
Symmetries and Associated ODEs
The CGLE has a number of well known symmetries that are central to its behavior and our study (see, for example, [3, 4] ). If A(x, t) is a solution of (1), then so are
where η 1 , η 2 , and τ are any real numbers. Since the η i can be treated mod 2π, (8) and (9) say that the CGLE semiflow is equivariant under the action of the two-torus group T 2 on S with the action on α ∈ S given by (η 1 , η 2 ) · α(x) = e iη 1 α(x + η 2 ). The symmetry (10) corresponds to translation along the semiflow. The Z 2 -action expressed by (11) will be important in describing properties of specific solutions in Section 5.2, but in most of this paper the continuous symmetries will be our primary concern.
Since the chosen boundary conditions for the CGLE (1) are periodic in x, we may use spatial Fourier series to transform into C := ℓ 2 b (C), the space of all square-summable bi-infinite, complex sequences. Thus, we write
substitute into (1) , and obtain an infinite system of ODEs,
for the complex-valued functions a m (t).
Under this transformation the symmetries of (1) become symmetries of (13) . Thus, if (a m (t)) is a solution of (13), then so are
In particular, (14) and (15) say that the ODEs (13) are invariant under an action of T 2 on C, with the action on a = (a m ) ∈ C given by
In all our computations with the CGLE we work with the spectral Galerkin projection obtained by fixing an even number N x , truncating the expansion (12) to include the indices m with −N x /2 + 1 ≤ m ≤ N x /2 − 1, and considering only the corresponding ODEs from (13) . Much accumulated theory and computation demonstrates that for sufficiently large N x the behavior of this truncation captures the essential features of the dynamics of (1) [19, 27] .
The system of N x −1 complex ODEs resulting from the Galerkin projection has the same symmetries as the infinite system. The T 2 -action is linear on the finite-dimensional space C Nx−1 , with a group element (η 1 , η 2 ) ∈ T 2 acting via multiplication by the unitary matrix diag(e iη 1 e imη 2 ), where it is understood that the indexing is by increasing value of m, that is, m = −N x /2 + 1, . . . , N x /2 − 1. Henceforth this ordering is assumed whenever applicable. For convenience, we denote the truncated system of ODEs as
Stabilizers, Group Orbits, and Invariant Subspaces
For our discussion of the temporal dynamics and relative periodic solutions of the CGLE it will be useful to have a catalog of the various stabilizers, group orbits and fixed subspaces. These facts are well known and elementary. It is simplest to work with the T 2 -action on C given by (18) and then transfer the conclusions to S.
The only point in C fixed by all of T 2 is a = 0, so henceforth we only consider nonzero elements and proper subgroups of T 2 . The nontrivial isotropy subgroups are of two classes. The first class consists of finite cyclic subgroups of T 2 generated by elements of the form (2πk/q, 2π/q), for integers q and k with 0 < q and 0 ≤ k < q. Note that k and q may have common factors. These groups will be denoted C(k, q). The fixed subspaces corresponding to these cyclic subgroups are Fix(C(k, q)) = {(a m ) : a m = 0 if m = −k mod q}, and the stabilizer of (a m ) is C(k, q) exactly when (a m ) ∈ Fix(C(k, q)) and the least m > 0 with a m = 0 is m = q − k. The points with this stabilizer have group orbits diffeomorphic to a two-torus and correspond to α ∈ S which satisfy α(x) = e i2πk/q α(x + 2π/q).
The second class of stabilizers consists of one-dimensional subgroups of T 2 of the form {(pu, u) : u ∈ S 1 } for integers p. These groups will be denoted D(p). The fixed subspaces corresponding to these one-dimensional subgroups are Fix(D(p)) = {(a m ) : a m = 0 if m = p}, and the stabilizer of (a m ) is D(p) exactly when (a m ) ∈ Fix(D(p)). The points with this stabilizer have group orbits diffeomorphic to the circle and correspond to α ∈ S of the form α(x) = a p e ipx for a fixed nonzero a p ∈ C. 
The dynamics on the subspaces Fix(C(k, q)) are in general quite complicated. But it is worth noting that the transformation A(x, t) = q 2 B(qx, q 2 t) is a bijection between solutions A(x, t) of (1) with isotropy subgroup C(0, q) and solutions B of (1) with the same ν and µ but with the R coefficient equal to R/q 2 . Thus, all the relative periodic solutions for R = 16 described in Section 5 are present, after a change of coordinates, in invariant subspaces for R = 16n
2 , for all integers n.
Finally, since the focus here is on relative periodic solutions with respect to the T 2 -symmetry, we mention only briefly the Z 2 -symmetry acting as in (11) or (17) . The new class of fixed subspaces consist of elements of S that satisfy
that is, they are even or odd with respect to reflection about η 2 /2.
Relative Equilibria and Relative Periodic Solutions
One-parameter subgroups of T 2 can be written as (ω 1 t, ω 2 t), so the relative equilibria of the CGLE (1) contain solutions of the form
for α ∈ S. When ω 2 = 0, these solutions have a single temporal frequency and are called steady solutions. When ω 1 = 0, the solution is a traveling wave, and when both group elements are nonzero the solution is what is called a generalized traveling wave or coherent structure. These have been extensively studied in the literature (see, for example, [1, 42, 55] ).
A relative periodic orbit of the CGLE with drift (ϕ, S) and period T contains solutions that satisfy A(x, t) = e iϕ A(x + S, t + T ) for all t. The corresponding solution of the system of ODEs (13) thus satisfies a m (t) = e iϕ e imS a m (t + T ) (22) for all m and t. Note that the only recurrent trajectories with stabilizers D(p) are the plane waves (20) , which are relative equilibria. Since by definition a relative periodic orbit is not a relative equilibrium, any relative periodic orbit of the CGLE has a T 2 -stabilizer that is either trivial or finite, and thus its group orbit is a two-torus. Thus, a relative periodic orbit of the CGLE is diffeomorphic to a three-torus, so each solution described in Section 5 yields an invariant three-torus in the CGLE semiflow.
By virtue of (11), if A(x, t) is a solution of the CGLE, then so is A(−x, t). This implies that a relative periodic solution typically yields two distinct invariant three-tori in the CGLE semiflow. However, if the solution possesses the symmetry (21), these tori are identified.
We finally remark that the task of finding a relative equilibrium for the CGLE can be reduced to solving a three-dimensional system of ordinary differential equations with parameters (see, for example, [1] ). No such simplification appears to be possible for finding relative periodic solutions of the CGLE.
Dynamics for Selected Parameter Values
The parameter values R = 16, ν = −7, and µ = 5 were selected for our study. For these parameter values the numerical computation of the largest Lyapunov exponent λ 1 of 50 typical trajectories evolved from time t = 0 to t = 600 gave a mean value of λ 1 ≈ 5.36, with a standard deviation of 0.11. We obtained a value of approximately 11.52 for the Lyapunov (or KaplanYorke) dimension, with a standard deviation of 0.04. As a consequence of the T 2 -symmetry, each trajectory has two Lyapunov exponents equal to zero [2] , in addition to the zero exponent in the flow direction. These three exponents were included in calculation of the Lyapunov dimension. A typical trajectory has five positive Lyapunov exponents, and thus an unstable manifold with real dimension 5. The sum of the positive Lyapunov exponents (which will henceforth be called the total instability) was typically equal to approximately 15.71, with a standard deviation of 0.40.
The fairly small deviations from the mean for these dynamical quantities justify referring to them as "typical values", but we use this term without any claim of the existence of any particular class of ergodic invariant measure. Similarly, we will speak of the typical trajectories as being contained in a main attractor without claiming that it is indecomposable in any sense. If we accept the Kaplan-Yorke and related conjectures, then the computed Lyapunov dimension indicates that the main attractor has fractal dimension equal to 11.52. The terminology "main attractor" refers to the closure of the typical trajectories and is distinguished from the "universal attractor" whose existence is proved in [5, 12, 20, 24] . The latter, which would be called a global attracting set in topological dynamics, refers to the intersection of the forward images of a forward invariant set that is globally attracting. In particular, the universal attractor can contain trajectories that are not typical in the sense just described. For example, the Lyapunov spectra of the rest point 0 and the plane waves, as reported in Appendix A, Table A.2, are very different from those of typical trajectories and from those of the relative periodic solutions reported in Table A. 1.
When comparing the results here with those in the literature it is important to note that in addition to (1) there are other forms of the CGLE that appear in the literature. The most common alternative is to fix the coefficient of A as 1,
and have periodic boundary
takes a solution A of (1) to a solutionÃ of (23) with period L = 2π √ R in x. In particular, the parameter value of R = 16 used here corresponds to solving (23) with L = 8π ≈ 25.13 and the commonly used value of L = 512 in (23) corresponds to R ≈ 6640 in (1) . The range of periods 0.02 < T < 0.46 described in Section 5 corresponds to periods 0.32 < T < 7.36 for (23) . Note also that the rescaling of time in (24) rescales Lyapunov exponents and so will alter the total instability of a trajectory but not its Lyapunov dimension or its unstable dimension.
The value R = 16 used in this paper for the CGLE in the form (1) is comparable to that of other studies of the CGLE temporal dynamics (for example, [30, 44] ), but is much less than the corresponding R value used in most studies of the spatiotemporal behavior of the CGLE. The parameters as chosen have the advantage that the temporal dynamics are chaotic and indeed, have a much higher intrinsic dimension than is usual in dynamical studies, but R is sufficiently small that a relatively small number of spatial Fourier modes suffices to capture the dynamics. As has been noted (for example in [9] ), the dynamics of the CGLE at small R (or L) is quite different from that at larger values. As for the commonly used characterizations in terms of phase and defect turbulence, we note that for a typical trajectory of the CGLE at the chosen parameter values the modulus |A(x, t)| frequently vanishes (defects) and the average phase gradient (i.e., the winding number about the origin of the image of x → A(x, t) in the complex plane as shown, for example, in Fig 
Computing Relative Periodic Solutions
We now describe the procedure used to compute relative periodic solutions of the system of ODEs (19) and, thus, of the CGLE. Although the discussion is specifically for the problem of computing relative periodic solutions for the CGLE, the procedure is applicable to the general problem of computing relative periodic solutions of evolution equations with continuous symmetries.
From ODEs to Nonlinear Algebraic Equations
In seeking relative periodic solutions a(t) of the system of ODEs (19), we use the ansatz a m (t) = e
and work with the Galerkin projection obtained by fixing an even number N t , so that the summation index in (25) runs over the range −N t /2 + 1 ≤ n ≤ N t /2 − 1. The a m (t) given by (25) solve the equations (22) and hence are an appropriate representation for a relative periodic solution of the system of ODEs. Note that a (g, T )-relative periodic solution of the system of ODEs is in fact being represented as
where g = (ϕ, S), L g is the matrix diag(iϕ+imS), and b is periodic with period one. Since the action of T 2 is linear on the space C Nx−1 , substituting (26) into the system of ODEs (19) and using the T 2 -equivariance of X yields a system of equations for b and (g, T ),
from which one computes relative periodic solutions. We point out that (26) can be viewed as the passage into a moving frame in which the relative periodic solution is in fact periodic. The moving frame is constructed using the appropriate one-parameter subgroup as in [57] .
Indeed, in the general case of finding relative periodic orbits of a G-equivariant ODE,ż = X(z), one adopts the ansatz z(t) = e −ξt/T ·β(t/T ), where ξ is in the Lie algebra of G and β(t + 1) = β(t). Substitution into the ODE and some manipulation yields that z(t) is an (e ξ , T )-relative periodic orbit if it satisfies
where Y ξ is the infinitesimal generator corresponding to ξ. The terms in (27) represent vector fields along the closed curve β with Y ξ • β corresponding to the velocity vector induced by passage into the moving frame.
To be concrete, substituting (25) into the truncated system of ODEs (13) results in a system of nonlinear algebraic equations,
for the complex Fourier coefficients {â m,n }, the drift (ϕ, S), and the time period T . Therefore, (28) is an underdetermined system of (N x − 1)(N t − 1) complex equations in (N x − 1)(N t − 1) complex unknowns plus three real unknowns or, after splitting the equations into their real and imaginary parts, 2(N x − 1)(N t − 1) real equations in 2(N x − 1)(N t − 1) + 3 real unknowns. Solutions to this system of equations will give the desired relative periodic solutions of the truncated system of ODEs via the expansion (25) .
It is convenient to separate (28) into its linear and nonlinear parts and write it as
whereâ is a vector with components given by the Fourier coefficients {â m,n }, F L (â, ϕ, S, T ) is a vector whose components are given by
and F NL (â) is a vector with components given by
Note that the components of F NL (â) are just the coefficients in the truncated Fourier series expansion (in both space and time) of the function (1+iµ)A|A| 2 . We remark that in defining the vectorâ (and similarly for F L and F NL ) we are implicitly assigning an ordering on the coefficients {â m,n } that uniquely determines an index for the components ofâ. Henceforth, such a convention should be understood whenever applicable. In addition, we will use the notation in (29) to denote both the system of complex equations (28) and the system of equations (28) split into its real and imaginary parts, as it should be clear from the context which case applies.
Symmetries of F = 0
The symmetries (14)- (17) of the system of ODEs (13) induce symmetries of the system of nonlinear algebraic equations (28) 
are also solutions. From the continuous symmetries (30)- (32), it follows that the set of solutions to F = 0 splits into orbits O (â,ϕ,S,T ) of the symmetry group
where the action of T 3 on a point (â, ϕ, S, T ) is defined by
That is, T 3 acts onâ via multiplication by the matrix diag(e iη 1 e imη 2 e inτ ), and it acts trivially on (ϕ, S, T ). Since the solutions of F = 0 come in continuous families, when computing solutions to F = 0 numerically we will augment the system with additional equations (and hence solve a system with equal numbers of equations and unknowns), in effect fixing a particular solution from each orbit O (â,ϕ,S,T ) .
Kernel of Jacobian Matrix at Solutions of F = 0
Recall that, split into its real and imaginary parts, the system F = 0 is an underdetermined system of 2(N x − 1)(N t − 1) real equations in 2(N x − 1)(N t − 1) + 3 real unknowns. Thus, the kernel, ker(J), of the Jacobian matrix J of F is at least three-dimensional. From the T 3 -equivariance of F (implied by the symmetries (30)- (32)), one obtains three linearly independent vectors in ker(J) at a solution (â, ϕ, S, T ) of F = 0. Such vectors result from a basis for the space of infinitesimal generators of the action (34) of T 3 on the point (â, ϕ, S, T ), which can be obtained aŝ
Split into real and imaginary parts, the above vectorsv 1 ,v 2 , andv 3 are in ker(J) at a solution (â, ϕ, S, T ) of F = 0.
As previously pointed out, we will augment the system F = 0 with additional equations and look for solutions of the augmented system. The additional equations should be defined so that the vectors in (35)- (37) are not in the kernel of the augmented Jacobian matrix at a solution, since a singularity of the Jacobian is usually problematic for solvers of systems of nonlinear algebraic equations. One must then confront the question of whether, at a solution of F = 0, the vectors in (35)- (37) span ker(J), so that the Jacobian of the augmented system will be nonsingular at solutions. Typically this will be true, as explained next.
For a (g 0 , T )-relative periodic solution γ(t) ⊂ C N of a G-equivariant system of ODEs, where g ∈ G acts on C N via multiplication by a matrix N g , define the relative monodromy matrix M to be
whereM is the time T monodromy matrix along the solution. (For our problem
Lg 0 , where L g 0 is the matrix diag(iϕ + imS).) Thus, M is the derivative at γ(0) of the transformation g 0 · φ T that sends γ(0) to itself by flowing along the relative periodic solution for time T and then moving as dictated by the drift g 0 . Say that γ is a regular relative periodic solution if the only eigenvalues of M equal to 1 are those coming from the continuous symmetries (including time translation) of the system of ODEs. Let F = 0 denote the system of nonlinear algebraic equations whose solutions give (g 0 , T )-relative periodic solutions of the system of ODEs. If γ is a (g 0 , T )-relative periodic solution, then one can show that each eigenvalue λ of the relative monodromy M corresponds to an eigenvalue − log(λ)/T of the Jacobian matrix J of F at the solution to F = 0 [6] . Now, J will have many eigenvalues that are not related to eigenvalues of M, but every zero eigenvalue of J does correspond to a 1 in the spectrum of M. Thus, if γ is a regular relative periodic solution, then the kernel of the Jacobian matrix of F is spanned by the infinitesimal generators of the group action. Furthermore, among ODEs with a given continuous symmetry, it is C k -generic for all k > 1 that all relative periodic orbits are regular [21] .
Additional Equations
When defining additional equations to augment the system F = 0, we want to accomplish two objectives: first, to guarantee that solutions are not lost as a result of adding new equations; second, to derive conditions necessary so that the vectors given in (35)- (37) are not in the kernel of the Jacobian matrix of the augmented system at a solution. There are a variety of options available to accomplish these two goals. The construction we found to work best for our problem is to fix the sum of the arguments of some given sets
where c 1 , c 2 , and c 3 denote some given constants. Note that in the indexing notation used above, the superscript l is used to indicate membership of a given coefficientâ m l j ,n l j into one of the sets Λ 1 , Λ 2 , or Λ 3 . To verify that imposing the constraints (38) does not result in a loss of solutions to F = 0, recall that, because of the symmetries (30)- (32) , if ({b m,n }, ϕ, S, T ) is a solution to F = 0, then so is ({â m,n }, ϕ, S, T ), wherê a m,n = e iη 1 e imη 2 e inτb m,n and the element (η 1 , η 2 , τ ) ∈ T 3 is arbitrary. Therefore, the constraints (38) are well defined if there exist some η 1 , η 2 , τ such that (for l = 1, 2, 3)
exists. But one can always assign coefficients to each set Λ l so that the matrix in the above system of linear equations is nonsingular and therefore guarantee the existence of a unique solution to (39) . Thus, there always exists a symmetry transformation by which it is possible to transform any solution of F = 0 so that it satisfies the constraints (38) . Hence, the constraints are well defined. Now let (â, ϕ, S, T ) be a solution of F = 0. Let J denote the Jacobian matrix of F augmented with the equations (38) and evaluated at (â, ϕ, S, T ), and let the vectorsv 1 ,v 2 , andv 3 be as in (35)- (37) . Then it follows that
where 0 ∈ R 2(Nx−1)(Nt−1) . Thus, if the sets Λ 1 , Λ 2 , and Λ 3 are nonempty, and if at least one of the sums j m l j and j n l j are nonzero, then the vectorsv 1 , v 2 , andv 3 will not be in the null space of J.
Identifying Minimum Time Period and Relative Equilibria
It can happen that a computed solution (â, ϕ, S, T ) to F = 0 represents a relative periodic solution of the CGLE whose period T is not minimal. In such a case, there exists an integer p > 1 and rational numbers j and l so that Now, a relative equilibrium A(x, t) = e iω 1 t α(x + ω 2 t) of the CGLE satisfies the equation (3) defining relative periodic solutions with (ϕ, S, T ) = (−ω 1 u, −ω 2 u, u), for any u > 0. Using the expansion α(x) = c m e imx and such values of (ϕ, S, T ) in the ansatz (25) yields that for all m,â m,0 = c m , and when n = 0,â m,n = 0. More generally, a solution to F = 0 representing a relative equilibrium will haveâ m,n ′ = 0 for one index n ′ (not necessarily n ′ = 0) andâ m,n = 0 when n = n ′ . Thus, from the computed values of (â, ϕ, S, T ) it is easy to detect when a solution is a relative equilibrium and not a relative periodic solution.
Starting Values for Solving F = 0
As with almost any system of nonlinear algebraic equations, the augmented system F = 0 must be solved using a method that involves iteration. This requires us to supply an initial guess as a starting point for the iterative procedure. In general, it is very important to supply initial guesses that in some sense are "close" to actual solutions of the system being solved. For our problem, we adapted the idea of searching for close returns (or recurrences) of a chaotic dynamical system and sought relative close returns of the truncated system of ODEs (13) to generate the required initial guesses.
When computing solutions u(t) of a chaotic dynamical system that are truly periodic in time (i.e., u(t) = u(t +T ) for some time periodT ) it is common to search for close returns of the system, that is, integrate the system until u(t 1 ) ≈ u(t 2 ) for some times t 1 < t 2 , to within some tolerance, and use the close return as an initial approximation to a time-periodic solution. Since for a (g, T )-relative periodic solution of the truncated system of ODEs (13) one has that |a m (t)| = |a m (t + T )| (cf. equation (22)), we sought sets of coefficients {a m (t)} for which
for some times t 1 < t 2 . Given a measure δ of desired closeness, the truncated system of ODEs (13) was integrated starting with some random set {a m (0)} of coefficients until times t 1 < t 2 were found for which
The initial value T 0 for the time period was then set to T 0 = t 2 − t 1 and a least squares solution over ϕ and S to the system
was taken as an initial value g 0 = (ϕ 0 , S 0 ) for the drift. Once such a relative close return was identified, initial values for the Fourier coefficients {â m,n } were generated. We set (cf. equation (25))
and used the Fast Fourier Transform (FFT) algorithm to compute the initial guess for the coefficients {â m,n }.
Numerical Solution of F = 0
The augmented system F = 0 was solved using the nonlinear least squares solver lmder from the MINPACK software package [45] . This solver is an implementation of the Levenberg-Marquardt method [36, 40, 46] for solving nonlinear least squares problems. The solver lmder was chosen because it performed better on the CGLE problem addressed in this study than the other alternatives considered, namely Newton's method with a line search [16] and a modification of Powell's hybrid method [45, 49] for solving nonlinear equations. A brief discussion on the performance of these other solvers on our problem is given at the end of this section.
To use the solver lmder we need to provide a routine that returns the value of F (augmented) evaluated at a given point (â, ϕ, S, T ). Computing F L (â, ϕ, S, T ), as defined in (29), is straightforward. As for F NL (â), note that since it is a vector with components given by the coefficients in the truncated (spacetime) Fourier series expansion of (1 + iµ)A|A| 2 , one can compute it using the FFT algorithm. This is a standard procedure for computing nonlinear terms in spectral discretizations, see for example [8] , and is briefly detailed here. Let x j and t l denote grid-point values of the spatial variable x and time variable t, respectively, in physical space. To obtain the Fourier coefficients of A|A| 2 , the inverse FFT algorithm was used to compute the values A(x j , t l ), given the coefficients {â m,n }. In order to avoid aliasing error when computing the convolution sums in (28) via the FFT algorithm, the coefficients {â m,n } were padded with zeros to obtain a set {ã m ′ ,n ′ }, where
and |n ′ | < N t /2, and 0 otherwise. The inverse FFT was done using the coefficients {ã m ′ ,n ′ }. Then, the pointwise products A(x j , t l )|A(x j , t l )| 2 were computed in physical space. Finally, the FFT algorithm was used to compute the Fourier coefficients of A|A| 2 . At this point only those coefficients whose index (m ′ , n ′ ) satisfied |m ′ | < N x /2 and |n ′ | < N t /2 were retained. The FFTW software package [23] was used in our computations.
Some points are worth mentioning regarding the additional equations (38) . , l = 1, 2, 3, were associated with the sets Λ 1 , Λ 2 , and Λ 3 so that the linear system in (39) was guaranteed to have a solution. Second, the values of c 1 , c 2 , and c 3 in (38) were set to the sum of the arguments of the coefficients corresponding to the current approximation to a solution. That is, each time F augmented was evaluated, the equations (38) were satisfied exactly. This is appropriate since the justification for using these additional equations does not depend on the specific values of c 1 , c 2 , and c 3 . Finally, which elements were in the sets Λ 1 , Λ 2 , and Λ 3 depended not only on the pairs of indices associated with them, but also on the value of the coefficients corresponding to the current approximation to a solution. Coefficients whose absolute value was below a given tolerance, usually 10 −5 , were excluded from the sets.
The MINPACK software package makes use of the Jacobian matrix of the system being solved (or some approximation to it) and provides the option of computing the Jacobian using finite differences or (analytically) via a user supplied routine. We chose the latter option. Note that it is straightforward to compute the derivatives of F L (â, ϕ, S, T ) with respect to ϕ, S, T , and the real and imaginary parts of the coefficients {â m,n }. On the other hand, computing the derivatives of F NL (â) with respect to the real and imaginary parts of the coefficients {â m,n } directly from the convolution sums in (28) is potentially an error-prone process. However, one can use the directional derivative A 2 V * + 2|A|
2 V of the function A|A| 2 in the direction of a perturbation V (x, t) to A(x, t) to compute the product of a given vectorv (whose components are the real and imaginary parts of the Fourier coefficients {v m,n } of V (x, t)) and the Jacobian matrix of F NL evaluated at a pointâ. By virtue of the discretization used, this matrix-vector product has components given by the coefficients in the truncated Fourier series expansion (in both space and time) of the function (1 + iµ)(A 2 V * + 2|A| 2 V ). Hence, the matrix-vector product can be computed using a procedure analogous to that for computing F NL (â), which was outlined earlier in this section. The difference here is that one has two sets of Fourier coefficients, {â m,n } and {v m,n }, and that the pointwise products to be computed in physical space are for the function A 2 V * + 2|A| 2 V . The Jacobian matrix of F NL can thus be computed by substituting forv the standard basis vectors in R 2(Nx−1)(Nt−1) .
As for the measure of closeness δ used to identify relative close returns, setting δ ≥ 0.5 worked well, but choosing smaller values of δ usually proved unsuccessful in identifying relative close returns. We used the value δ = 0.5, chosen experimentally, and the initial guesses generated from the resulting relative close returns were frequently good starting points for the solver lmder. When searching for relative close returns, we also specified a range [p 1 , p 2 ] for the initial time period T 0 . If δ was chosen to be too large, then most relative close returns would end up having period T 0 = p 1 . With δ = 0.5, the search for relative close returns was always successful, but also resulted in relative close returns with different values within the interval [p 1 , p 2 ] for the initial time period T 0 . We remark that the use of random initial data (i.e., not resulting from a relative close return), even with the spectral profile of a typical trajectory of the truncated system of ODEs, was unsuccessful in generating solutions with any of the nonlinear equations solvers.
Initially, the system of nonlinear algebraic equations was solved using values of N x = 32 and N t = 48 (giving a total of 2,917 real variables). For this value of N x , the decay in the spatial spectra of the relative close returns was around five orders of magnitude. This proved to be sufficient in order to have well defined solutions in the sense that once a solution was found, continuing from it with N x > 32 posed no challenge for the nonlinear equations solver and in a very small number of iterations it converged to the same solution. The value N t = 48 was chosen to allow for a relatively large range of time periods. If the solver lmder converged to a solution of F = 0, then we verified whether the solution had minimal time period using the criteria from Section 4.5. If not, a new set of Fourier coefficients was defined and the values of T , S, and ϕ modified in order to obtain a solution with minimal time period. Then the values of N x and N t were increased, if necessary, to have a good decay (around eight or more orders of magnitude) in the spectra of the solution. At this point, using Newton's method to solve the system of nonlinear algebraic equations worked well: only 2-4 iterations were required for convergence. Finally, the solution to F = 0 was used as an initial condition and the truncated system of ODEs (13) was integrated to verify that we indeed had a relative periodic solution of the system of ODEs (and thus of the CGLE).
As for the other solvers considered, the performance of Newton's method with a line search [16] was, in general, unsatisfactory for our problem. The typical behavior was that, as the iterations progressed, the line search parameter became very small and no significant change in the iterates nor reduction in the value of ||F|| 2 2 was achieved. The MINPACK solver for systems of nonlinear algebraic equations, hybrj, was also tried on our problem. It is an implementation of a modification of Powell's hybrid method [45, 49] for solving nonlinear equations. The solver hybrj often terminated without converging to a solution of F = 0 nor to a minimum of F T F for which F = 0.
The Relative Periodic Solutions

Dynamical Properties
Using the procedure described in Section 4, 77 distinct relative periodic solutions were found for the CGLE (1) with the parameter values R = 16, ν = −7, and µ = 5. The solutions display a wide variety of dynamical and spatial properties, some of which are summarized in Appendix A, Table A .1, and illustrated in Figures 1 and 2 . In Table A .1 the solutions are sorted by increasing period, with the periods in the range 0.02 < T < 0.46. The solutions are given an identifying number in the left column corresponding to their position in the list.
The Lyapunov exponents of the solutions were computed from the eigenvalues of the relative monodromy matrix defined in Section 4.3. As a consequence of the continuous symmetries and the flow direction, each relative periodic solu-tion has three zero exponents [2] . This was confirmed numerically. Figure 1(a) shows the largest Lyapunov exponent of each solution plotted against the corresponding time period, while Figure 1(b) shows the total instability. The horizontal dotted line on each graph gives the value of the corresponding dynamical quantity computed for a typical trajectory, which is assumed to be characteristic of the main attractor (cf. Section 3.4). As seen in Table A .1, the solutions possess a wide variety of space shifts S and phase shifts ϕ. A relative periodic solution can be the "k th root" of true periodic solution if A(x, kT ) = A(x, 0) for some integer k. This happens exactly when kϕ and kS are both integer multiples of 2π and corresponds to the dynamical situation of a rational flow (every orbit is periodic) on the invariant three-torus. To test for this possibility we computed the best rational approximation to each ϕ/(2π) and S/(2π) using the MATLAB function rationalize. For no solutions did the rational approximations of ϕ/(2π) and S/(2π) share the same denominator, and in most cases the denominators of the rational approximates were on the order of several hundred. These results indicate that, at least for moderate size k, the computed relative periodic solutions are not k th roots of true periodic solutions and that the dynamics on the invariant three-tori are either an irrational flow or else a periodic flow with long period.
The semilog plots of the temporal and spatial power spectra of all the computed relative periodic solutions are approximately linear, indicating near exponential decay in these spectra. Figure 4 in Section 5.2 shows plots of the spectra for solution 14. The exponential decay reflects the fact that solutions on the CGLE attractor are C ω in time [50] and space [19] . In addition, the temporal spectra indicate that none of the 77 computed relative periodic solutions are coherent structures.
Properties of Specific Solutions
To give an idea of the character of the solutions we describe a few in some detail. The first relative periodic solution found, identified as solution 14 in Table A .1, is the least unstable among our collection of relative periodic solutions. The time evolution of solution 14, represented as curves on the plane with coordinates defined by the real and imaginary parts of A(x, t) at different times in the interval [0, T ], is displayed in Figure 3 . The nontrivial time behav- ior of the solution (i.e., the excitation of multiple temporal frequency modes) is apparent from these curves. For single-frequency solutions A(x, t) = B(x) e iωt and generalized traveling waves A(x, t) = ρ(x − vt) e iφ(x−vt) e iωt , where ω is some single frequency, plots of this kind at different times would show, except for a rotation, the same curve. It is clear, then, that solution 14 is not of either of these types. Note also that the curve at time t = T differs from that at time t = 0 because of the rotation of the complex field A(x, 0) → e iϕ A(x + S, T ). The spectra of solution 14 are displayed in Figure 4 , where one can also observe the multiple modes active in the temporal spectrum of the solution. Another of the solutions with total instability less than typical, listed as solution 16 in Table A .1, has period and drift close to those of solution 14. However, solution 16 has stabilizer C(1, 2) (cf. Section 3.2), that is, it satisfies A(x, t) = −A(x + π, t). This property is apparent from the symmetry in each of the curves representing the time evolution of solution 16, displayed in Figure 5 . We will come back to solutions 14 and 16 in Section 5.3, where an apparent relationship between these and several other solutions is explored. Contour plots of the absolute value of a relative periodic solution provide a way of visualizing periodicity in time coupled with the shift S in space. Figure 6 shows one such plot for one of the most unstable among the relative periodic solutions found, listed as solution 20 in Table A. 1. The absolute value of the solution has been plotted over one space and four time intervals. Moving vertically (in time) and horizontally (in space) allows us to observe periodicity in time, after taking into account the shift S in space. From the contours of |A| one can also locate points in space-time where the magnitude of A vanishes (the darkest shaded regions in Figure 6 ). The time evolution of solution 20 is shown in Figure 7 . to that of a typical trajectory. The drift and period of solution 15 are close to those of solutions 14 and 16, but the unstable dimension of each of these solutions is different. Like solution 16, solution 15 has stabilizer C(1, 2). In addition, solution 15 is odd about x = π and even about x = π/2, 3π/2. Since solution 15 has stabilizer C(1, 2), it is also a relative periodic solution with period T and drift (φ,S) = (ϕ + π, S + π). The space shift S of solution 15 is (numerically) equal to π, so it follows that its absolute value is (truly) periodic in time, with time period T . All these properties of solution 15 can be observed from the contour plots in Figure 8 .
The other relative periodic solutions with nontrivial T 2 -stabilizers are solutions 3 and 9, which have stabilizers C (1, 2) and C(1, 3) , respectively. Solutions 4 and 10 are even about x = π and have a space shift S (numerically) equal to π. The latter results in the absolute value of each of these solutions being periodic in time with period 2T . Such properties of solutions 3, 4, 9, and 10 can be seen from Figures 9-11 . We remark that solutions 3, 9, and 10 are more unstable than typical trajectories, whereas solution 4 is among the least unstable of the solutions found. Each solution is even about x = π and satisfies |A(x, t)| = |A(x, t + 2T )|.
Instability and a Family of Solutions
There are several features of the instability of the collection of relative periodic solutions that are apparent from Figures 1 and 2 : the largest Lyapunov exponent and total instability of most of the relative periodic solutions are larger than those of a typical trajectory, and in contrast, the unstable dimensions are nearly evenly distributed about the typical value. In addition, the periods of the relative periodic solutions with instability less than typical in Figure 1 are clustered around what appear to be multiples of a single fundamental period.
More specifically, if T f = 0.054, then the seven relative periodic solutions whose largest Lyapunov exponent and total instability are less than typical have periods close to one of T f , 2T f , 4T f , and 6T f . As will be discussed below, the drifts (ϕ, S) of the corresponding solutions are also approximate integer multiples. This suggests that these least unstable relative periodic solutions arose via a sequence of period-multiplying bifurcations and that the resulting collection of solutions are members of a low instability (and thus high traffic) region of the main attractor, which is structured around a three-torus that projects in the reduced flow to a loop with the fundamental period T f . Further evidence for this proposed structure is the observed repeated appearance in typical trajectories of sequences of patterns from the low instability solutions. The role of R in the equations (13) makes it clear that, in general, instability will increase with increasing R. Thus, low instability orbits could be continuations of solutions present for smaller values of R. This conjectured attractor structure and bifurcation scheme should certainly be investigated in further detail.
In the initial phases of this investigation we have found a collection of solutions that clearly fit together in a dynamical family. The family contains four of the seven solutions with total instability less than typical and, in fact, consists of four of the five solutions with least total instability. The family splits into the pair 14/16, which have periods approximately 2T f , and the pair 58/59, which have periods approximately 6T f . The elements of a pair have very similar (ϕ, S, T ), and all these values for the pair 58/59 are close to three times those of pair 14/16. Solutions 14 and 16 are distinguished from each other by their unstable dimensions of 4 and 5, respectively. Solutions 58 and 59 both have unstable dimension of 3, but they differ in their unstable Floquet spectrum (i.e., the eigenvalues of the relative monodromy matrix with magnitude greater than one). In this portion of the spectrum, both solutions have a conjugate pair of complex eigenvalues, but the remaining real eigenvalue is positive for solution 58 and negative for solution 57. Thus, they have opposite Lefschetz indices as fixed points of their Poincaré map and hence the available information is consistent with solutions 58 and 59 arising together in an equivariant period-tripling bifurcation.
All four of the solutions in the family have similar appearing pattern evolution, and indeed, this is one of the features that brought them to our attention. In particular, solution 16 has stabilizer C(1, 2) and thus satisfies A(x + π, t) = −A(x, t), while the other three solutions approximately have this symmetry. To investigate these "near symmetries", recall from Section 3.2 that a solution has a C(1, 2) stabilizer exactly when its spatial Fourier coefficients (a m ) satisfy a m = 0 for all even m. Thus, for each of the solutions we plotted the magnitude of the even and odd parts of the power spectrum using
The results are shown in Figure 12 (a), which clearly shows the strong similarities in the evolution of d 1 (t) and the differences in d 0 (t) among the members of the family. Furthermore, the magnitude of d 1 (t) is significantly larger than that of d 0 (t), confirming the presence of the approximate stabilizer. As further confirmation of the similarities in the evolution of the coefficients a 2k+1 (t) for members of the family, we show in Figure 12 (b) the projection of the solutions onto the three-dimensional space with coordinates (|a −1 (t)|, |a 1 (t)|, |a 3 (t)|) (these are the three a 2k+1 (t) with largest magnitude). We confirmed comparable similarities among the evolution of the other |a 2k+1 (t)|. Figure 12 (b) also shows the pair 58/59 traversing the other solutions three times.
To put these findings in a more geometric context, we consider a direct sum decomposition of the space C into its odd and even pieces. More precisely, let are given by (1/2)(α(x) − α(x + π)) and (1/2)(α(x) + α(x + π)), respectively. Thus, within the family the evolutions of (1/2)(A(x, t) − A(x + π, t)) are all very similar while those of (1/2)(A(x, t) + A(x + π, t)) differ. 
Thus, in terms of its drift, period, and total instability solution 4 fits in with the family, but it lacks the near symmetries that characterize the family and is located nowhere near the family's cylinder. The situation for solutions with T ≈ 4T f is somewhat similar. After reducing mod 2π, the drift and period of solutions 30 and 31 are approximately twice those of solution 16 as given in (41) . Thus, while the seven solutions with total instability less than typical have drifts and periods in (approximate) integer multiples, only four of the solutions show clear signs of being related by well understood bifurcations.
Weighted Averages of Observables
As mentioned in the introduction, the unstable periodic orbits embedded in a chaotic attractor can be used to approximate statistical averages that characterize the long-term dynamics of the system [13, 14, 59] . In an initial effort to investigate the usefulness of the relative periodic solutions in this regard, we use a weighted averaging scheme proposed in [59] for systems for which a symbolic dynamics is not known.
A given quantity Φ typ attached to a typical trajectory is approximated by
where Table 1 summarizes the results obtained using the N = 77 relative periodic solutions found. From the relative errors (fourth column in Table 1 ) one could say that, except for the value of λ 1 , the approximations obtained are quite good. While these initial results are promising, a detailed investigation of the predictive value of the relative periodic solutions is warranted. One question concerns the role that unstable dimension variability played in the computation of the trajectory averages Φ typ since, as discussed in [52] , convergence to erroneous values for statistical averages computed from long-time simulations is a possibility in the presence of unstable dimension variability. As for the relative periodic solutions, since they are computed using the expansions (12) and (25) (as opposed to integrating the system of ODEs (13)) we do not expect unstable dimension variability to have had an adverse effect in the computation of the values Φ i .
The Iterative Solver and Dynamical Properties of Solutions
With the rather large range of stability properties exhibited by our collection of relative periodic solutions, it is interesting to consider whether these properties impact the ability of the nonlinear equations solver to converge to solutions of F = 0. The 77 relative periodic solutions listed in Table A .1 resulted from 350 runs performed using the nonlinear least squares solver lmder and relative close returns (with a measure of closeness of δ = 0.5) as starting values. In total, 146 of the 350 runs resulted in convergence to solutions of F = 0 (this count includes convergence to the 77 distinct relative periodic solutions, runs that converged again to these solutions, and two runs that yielded singlefrequency solutions of the CGLE), and 204 runs converged to minima of F T F for which F = 0. For those runs that converged to solutions of F = 0, the final value of ||F|| 2 was on the order of 10 −9 or smaller. The total number of iterations taken by the solver lmder ranged between 10 and 300.
For solutions with periods in the range 0.40 < T < 0.46, the value N t = 64 (instead of N t = 48; see Section 4.7) was required to obtain well defined solutions, in the sense that the decay in the temporal spectra of the solutions found was around five orders of magnitude. For a generic compact attractor there will be finitely many relative periodic orbits in any finite range of periods. Of the total number of runs performed with the solver lmder, the last 55 yielded three new solutions. This gives around a 5.4% return on the number of new solutions found from the last set of runs, which suggests that we were approaching the point where no new solutions with periods less than 0.46 could be found with our choice of solution method. This assertion is difficult to prove, however, based only on empirical testing.
Because we solve the equations (28) using starting values derived from relative close returns of the system (13) coming from random initial data, the method we use is biased towards finding relative periodic solutions on the main attractor. Nonetheless, there is no reason to expect the iterative solver to respect the dynamics of the CGLE, so solutions disjoint from the main attractor are certainly possible. However, there do seem to be quantities associated with the CGLE dynamics that are, in certain cases, connected to the solver behavior. Solution 14 (shown in Figure 3 ) was by far the most frequently found by the solver, with convergence to it 25 times out of the 146 runs that converged to solutions. It was also the first solution found as well as being the least unstable solution by both measures shown in Figure 1 . The instability of a relative periodic solution can be connected (cf. Section 4.3) with the eigenvalues of the Jacobian matrix of F at the root, which in turn is, at least heuristically, connected with the eigenvalues of the Hessian of the Newton method iterator at the root. Thus, low instability could be connected with the presence of a large basin of attraction for the iterative solver. On the other hand, again heuristically, under the dynamics of the CGLE the least unstable relative periodic solution would be the one that is easiest for other orbits to approach, and thus low instability would tend to indicate that the solution is in a high traffic area of the attractor, that is, in an area with a large concentration of invariant measure. As noted in Section 5.3, observations of the time evolution of typical solutions do reveal their occasional return to a sequence of patterns similar to those manifested by solution 14. This means that the starting values we used for the solver are more likely to be in a neighborhood of solution 14, which would favor convergence to that solution. It is not clear which mechanism, a large basin or an abundance of nearby starting values, is most responsible for the frequency of occurrence of solution 14 among the computed relative periodic solutions.
While solution 14 was the most favored solution, there are other instances of multiple convergence. However, these do not, in general, have the same correlation with the total instability. On one hand, the second most frequently found solution was solution 16, with convergence to it 9 times. This solution does have low instability and is in fact paired with solution 14 in the family described in Section 5.3. On the other hand, the next two most frequently found solutions, solutions 3 and 11, had 6 convergences each, but they do not have low instability. In addition, solution 58 has total instability only slightly more than that of solution 14, but the solver found it just once. So while we can, in certain cases, connect the solver behavior to the CGLE dynamics, it is, in general, extremely difficult to understand the behavior of iterative solvers in high dimensions.
Discussion and Conclusions
We have described a method of finding relative periodic solutions for differential equations with continuous symmetries and have demonstrated its utility by finding numerous relative periodic solutions for the CGLE, a nonlinear evolution equation with widespread physical and mathematical interest. The various purposes to which periodic orbits are usually put, such as dynamical averaging and control, can be adapted to use relative periodic orbits. In our investigation we found an abundance of relative periodic solutions and an apparent lack of true periodic solutions. This indicates that in the presence of continuous symmetries the use of relative periodic orbits is an attractive option. In addition, the computational burden of finding relative periodic orbits is not significantly higher than that of finding true periodic orbits. It would be of interest to adapt other methods of finding periodic orbits to find relative periodic orbits and systematically compare the various methods.
The most computationally challenging aspect of the numerical procedure is the solution of a system of nonlinear equations for the drift, period, and Fourier coefficients of a relative periodic solution. The use of starting values derived from relative close returns and the choice of solver were critical to our success in identifying solutions. The size of the system considered here, between 2,917 and 3,909 real variables, is at the upper limit of feasible computations at workstation scale. In particular, the solution of linear systems with a (dense) Jacobian as coefficient matrix, which was required as part of the procedure for solving the nonlinear system, could be done using direct methods. For systems with higher dimension than that considered here, one must eventually incorporate the iterative solution of linear systems, along with preconditioning, and the use of parallel computations.
As noted in the introduction, the computation of the relative periodic solutions was undertaken as a first step in understanding of the dynamics of the CGLE with the chosen parameters. This prompts two questions, one specific and the other more general. First, is the computed set of relative periodic solutions sufficient to capture the total dynamics in any reasonable sense, and second, is the computation of a collection of relative periodic solutions a good starting point for analyzing and understanding the dynamics of a moderately highdimensional dynamical system with continuous symmetries?
The general method of analyzing dynamics using a collection of periodic solutions has been investigated in many ways, for many years. A given single periodic orbit will usually not be typical with respect to any globally supported ergodic measure, but under hypotheses that guarantee the existence of a Bowen-Margulis measure (see Section 20.1 in [29] ), the total collection of periodic orbits yields invariant measures that are equidistributed, and thus the collection of periodic orbits captures the statistics of the system. While these strong hypotheses can never be confirmed in practice, there is a fair amount of empirical evidence that a sufficiently large collection of periodic orbits can capture the global dynamics, but it is usually impossible a priori to decide what is "sufficiently large".
The next issue is what part of the dynamics one can hope to capture with a collection of periodic orbits. A typical moderate dimensional chaotic system will display a great deal of dynamical variety, and there is no reason to expect a single, indecomposable attractor. As noted in Section 5.5, the method we use (and probably any computationally feasible method) is biased towards finding solutions in the closure of set of typical trajectories. Thus, the appropriate question about the collection of relative periodic solutions is in what sense it predicts the behavior of a typical trajectory.
We have begun this investigation, and the preliminary results are promising. As reported in Section 5.4, typical values of the Lyapunov dimension and various functionals were accurately computed using the 77 relative periodic solutions and the weighted averaging scheme proposed in [59] . We have had no success in finding symbolic dynamics, and preliminary attempts to use the sequence of patterns given by the various relative periodic solutions to build up the pattern evolution of a typical trajectory have been unsuccessful. Thus, the question of the predictive value of our collection of relative periodic solutions remains open.
The second question raised above we can answer with an unqualified "yes". Dynamical systems with even moderate dynamical dimension present significant challenges not adequately dealt with using the usual low dimensional theory. The family of relative periodic solutions has allowed us to begin unlocking the intricacies of a flow with Lyapunov dimension of 11.52 (including the flow and symmetry directions). The detailed study of the dynamics of systems with comparable intrinsic dimension is still a rare occurrence in the literature. In this regard we remark that it is common in certain segments of the literature to use the terms "high-dimensional chaos" or "hyperchaotic" for any system with unstable dimension larger than one, and the unstable dimension in our system is typically 5 and varies from 3 to 8 among the relative periodic solutions.
We have found the relative periodic solutions invaluable as a starting point of dynamical analysis for a variety of reasons. First, one can be quite sure of the accuracy of the numerical computations because the solutions can be verified both by integrating the differential equations for a short time interval, [0, T ], and by confirming that the drift, period, and Fourier coefficients are solutions of the system of nonlinear algebraic equations. Next, each computed relative periodic solution can be studied in isolation as one piece of the dynamics, as one part of the pattern evolution. Finally, the observations of the individual pieces leads to hypotheses and conjectures about the whole picture. These can be tested using the collection of relative periodic solutions as a sample space and then the results compared to typical trajectories.
As an illustration of this process we briefly list some of the lines of inquiry that have been opened by our study of the collection of relative periodic solutions. Is there a correlation between spatial aspects of the patterns of a solution and its temporal dynamics, for example, between winding numbers and total instability? How does the unstable dimension variability of the collection of relative periodic solutions contribute to the existence of zero finite-time Lyapunov exponents for the system and other consequences of non-hyperbolicity? What are the global dynamics of our system, for example, how many nontrivial indecomposable attractors are there and how do the invariant fixed symmetry planes fit in with the attractor(s)? What role do the coherent structures or relative equilibria play in the overall temporal dynamics of the system; are they contained in the main attractor, or are they isolated and thus dynami-cally nontypical? Finally, how are the relative periodic solutions and overall dynamics created via bifurcations as R increases from zero to 16? Nonlinear dynamics has made significant progress in the study of systems with low intrinsic dimension, but the understanding of even moderate dimensional systems still presents significant challenges. We have demonstrated that finding a collection of relative periodic orbits is both computationally feasible and conceptually valuable, and is thus a valuable tool in the important task of understanding moderate dimensional dynamical systems with continuous symmetries. A Appendix: Properties of Solutions Table A .1 lists the period T and drift (ϕ, S) for each of the 77 relative periodic solutions found. The solutions are listed by increasing value of T and have been assigned an identifying number (first column). Also listed is the dimension of the unstable manifold of each solution, along with the largest Lyapunov exponent and total instability (which is given by the sum of the positive Lyapunov exponents).
While most of the relative periodic solutions have trivial T 2 -stabilizers, there are a few exceptions. Solutions 3, 15, and 16 have stabilizer C(1, 2) (cf. Section 3.2), and therefore satisfy A(x, t) = −A(x+ π, t). Solution 9 has stabilizer C (1, 3) ; it satisfies A(x, t) = e i2π/3 A(x + 2π/3, t). In addition, solutions 4, 10, and 15 are even about certain points in the spatial domain and solution 15 is odd about certain points in the spatial domain. Table A .2 lists properties of the solution A(x, t) = 0, which corresponds to Id=0, the plane waves A(x, t) =â p,±1 e ±iωt e ipx , which correspond to the identifying numbers 1-4, and the two single-frequency solutions A(x, t) = B(x) e −iωt (Id=5,6) that were computed numerically. Solution 6 has stabilizer C(1, 2) and is even and odd about about certain points in the spatial domain. Solution 5 is even about certain points in the spatial domain. 
