Suffix arrays and trees are fundamental string data structures of importance to many applications in computational biology. Consequently, their parallel construction is an actively studied problem. To date, algorithms with best practical performance lack efficient worst-case run-time guarantees, and vice versa. In addition, much of the recent work targeted low core count, shared memory parallelization. In this paper, we present parallel algorithms for distributed memory construction of suffix arrays and longest common prefix (LCP) arrays that simultaneously achieve good worstcase run-time bounds and superior practical performance. Our algorithms run in O(Tsort(n, p) · log n) worst-case time where Tsort(n, p) is the run-time of parallel sorting. We present several algorithm engineering techniques that improve performance in practice. We demonstrate the construction of suffix and LCP arrays of the human genome in less than 8 seconds on 1,024 Intel Xeon cores, reaching speedups of over 110X compared to the best sequential suffix array construction implementation divsufsort.
INTRODUCTION
A Suffix Tree (ST) of a string is a (compacted) trie of all its suffixes. For a given string S of length n, its Suffix Tree can be constructed in O(n) time [31] . Suffix Trees are useful for many applications, such as exact and approximate pattern matching, identification of longest common substrings, data compression, and many more.
A Suffix Array (SA) is an array containing the lexicographically sorted order of all suffixes of a string, and as such, compactly represents the leafs of a Suffix Tree. Suffix arrays were first introduced by Manber and Myers [21] as a space-efficient alternative to suffix trees. They further introduced the first construction algorithm which takes O(n log n) time, as well as first algorithms making use of the compact representation for exact pattern matching [21] . Subsequently, a great variety of different suffix array construction algorithms have been developed. The survey paper Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
SC '15, November 15 -20, 2015 , Austin, TX, USA by Puglisi et al. [28] gives a good overview of the different approaches. Subsequent algorithms improved the suffix array construction time to O(n) [18, 15] .
Pairing the suffix array with the Longest-Common-Prefix (LCP) array yields a more powerful data structure. Abouelhoda et al. showed that suffix arrays combined with LCP arrays have the same capabilities as suffix trees [2] . The LCP array can be constructed either during the construction of the suffix array [21, 15] , or from a given suffix array [17] .
Much recent work on suffix arrays and trees is motivated by their ubiquitous presence in computational biology applications. The advent of high-throughput DNA sequencing is generating billions of short reads per experiment, necessitating the design of parallel algorithms. Note that suffix array algorithms can be trivially extended to a set of strings by concatenating them with appropriate delimiter characters. While the human genome serves as a useful benchmark, particularly for the purpose of comparison with prior state-of-the-art, current genomic datasets can reach sizes that are a hundred times larger, for example in metagenomics. Hence, development of space-efficient distributed memory algorithms are of considerable interest.
In this work, we present fully distributed, parallel suffix and LCP array construction algorithms. In contrast to most previous work, in our approach the input string, as well as all working data, and the output are fully distributed into blocks of size O( n p ) across the p processors. Furthermore, our algorithm provides a worst case run-time guarantee of O(Tsort(n, p) · log(n)) where Tsort(n, p) is the run-time of parallel sorting. Additionally, our approach constructs the LCP array alongside the suffix array, also in a fully distributed fashion.
We provide an efficient, scalable implementation of our algorithm, which constructs the suffix and LCP arrays of the human genome in 7.3 seconds on 1024 Intel Xeon cores. We reach speedups of over 110× compared to divsufsort [25] , the fastest sequential suffix array construction implementation, commonly used as comparison [27] [30] . We are not aware of any other parallel suffix array or suffix tree construction algorithms which achieve speedups this high.
The rest of the paper is organized as follows: In Section 2, we review the current state of the art. In Section 3, we introduce notation and relevant concepts that will be used throughout the paper. We then describe our suffix array and LCP array construction algorithms in Section 4 and Section 5, respectively. Section 6 contains detailed experimental results, followed by conclusions in Section 7.
RELATED WORK
There are multiple prior approaches for parallelizing suffix array construction. The Futamura-Aluru-Kurtz (FAK) [9] algorithm was the first parallel, distributed memory suffix array construction algorithm. In this algorithm, the authors first bucket suffixes according to a w-length prefix, distribute buckets among processors, and then sort each bucket using sequential multi-key quicksort (MKQS) [3] . Drawbacks of this approach are the worst-case run-time of O(n 2 ), and the fact that the input string needs to be in-memory on each processor. A more recent work by Abdelhadi et al. [1] provides a MPI based implementation of the FAK algorithm, adapted to cloud computing on AWS (Amazon Web Services).
Another parallel distributed memory algorithm was introduced by Kulla and Sanders [19] . This algorithm is based on the skew/DC3 linear time, recursive construction algorithm of Kärkkäinen and Sanders [15] . We denote the parallel DC3 algorithm by pDC3 from here on. The implementation of pDC3 uses parallel samplesort in each recursive step and thus ceases to be linear time. An additional drawback of this approach is the additional memory consumption required by the recursive decomposition of the string.
Some shared memory algorithms and implementations have been proposed. Homann et al. [13] introduced the mkESA algorithm, which is a parallelized variant of the Deep-Shallow algorithm of Manzini and Ferragina [23] . The authors of mkESA report a speedup of less than 2 when using 16 threads. Mohamed and Abouelhoda [24] introduced a parallel bucket pointer refinement (pBPR) algorithm based on the algorithm of Schürmann and Stoye [29] . According to the authors, their parallel shared memory implementation beats mkESA. However, their results show poor scalability, as they reach a maximum relative speedup of less than 1.7 when using a maximum of 8 threads. Recently, Shun et al. ([30] ; SC 2014) presented a parallel algorithm for constructing the LCP array given the suffix array and reported a runtime of 105.7 seconds for constructing both the suffix array and LCP array of the human genome in shared memory.
Deo and Keely [7] , and Osipov [27] developed shared memory GPU algorithms for suffix array construction. Deo and Keely implemented and tuned a parallel variant of the DC3 algorithm for GPUs and reached significant speedups of up to 35. Additionally, they provided a parallel algorithm for constructing the LCP array, given the input string and the suffix array [7] . Osipov follows a prefix-doubling approach similar to Larsson and Sadakane [20] and provides an efficient GPU implementation. The author reports relative speedups of up to 18 and absolute speedups of up to 6 compared to divsufsort [27] . Another GPU implementation utilizing prefix-doubling is available in the Nvidia NVBIO library.
Parallel suffix tree construction has been studied extensively. Hariharan gave the first optimal O(n) work CRCW-PRAM algorithm [12] . In this work, however, we are interested in distributed memory parallel and scalable algorithms, for which prior work is more sparse. Ghoting and Makarychev introduced the WaveFront algorithm [11, 10] , which they developed for both the External-Memory (EM) model and for distributed memory parallel machines. The authors report a run-time of 15 minutes for building the suffix tree for the human genome on a 1024 processor IBM Blue Gene/L. Their algorithm has the drawback of having a worst-case quadratic run-time, since each processor needs up to O(n/k) many passes through the input data, where n is the size of the input and k is some constant block size. Mansour et al. [22] [5] . Their algorithm, called Parallel Continuous Flow (PCF), has a similar time complexity as Wavefront, according to the authors. The authors report a run-time of 7 minutes for building the suffix tree of the human genome. To achieve this run-time, they used 172 cores -more than 5 times as many as used for the results of ERA for less than 2 times improvement in run-time.
DEFINITIONS
We define the suffix array SA, inverse suffix array ISA, and LCP array as commonly done in previous work.
The input string is denoted by S = s0s1s2 · · · sn−1 and its length by n = |S|. Each character si of the string is an element of a common alphabet si ∈ Σ with a total of σ = |Σ| unique characters. The Suffix Array of S, denoted by SA, is a length n array which contains the lexicographically sorted order of suffixes represented as offsets/indexes into the string. We set SA[j] = i, if and only if the suffix Si has rank j among the lexicographically sorted suffixes. For the construction of the suffix array, we add a virtual character $ to the end of the string S, such that S = s0s1s2 · · · sn−1$. This extra character is defined to have the smallest value among all characters of Σ, and hence leads to a unique lexicographical ordering of suffixes.
Conversely, the Inverse suffix array ISA (sometimes called the Rank Array) contains the rank for each suffix, indexed in the same order as the suffixes appear in the string, hence,
The longest common prefix (lcp) of two strings is the maximum length of a common prefix in which these two strings are equal. The Longest Common Prefix Array (LCP ) contains the lcp between each pair of consecutive suffixes of the suffix array. Hence we define:
Position 0 of the LCP array can be set arbitrarily, we define it as LCP [0] = 0.
We denote a prefix of length h of a suffix as its h-prefix. Furthermore, we call the ordering of suffixes by their hprefixes an h-ordering of all suffixes. Such an h-ordering consists of multiple h-groups, where each h-group consists of suffixes which share a common h-prefix.
The k-mers of a string S are defined as the k-prefixes of all suffixes of S, or in other words, all length k substrings of S.
PARALLEL SUFFIX ARRAY CONSTRUC-TION

Prefix Doubling
Our approach is motivated by Prefix Doubling, which was first introduced by Karp [16] , and then first utilized by Manber and Myers [21] for suffix array construction. The idea behind prefix doubling is as follows.
Given that the suffixes of a string are already sorted by their h-prefix (i.e., a h-ordering of suffixes), we can deduce their 2h-ordering. Consider any two suffixes with identical h-prefix, say Si and Sj. The ordering of these two suffixes according to their 2h-prefix can be deduced by using the current relative ordering of suffixes S i+h and S j+h , which are already sorted according to their h-prefix. Applying this prefix doubling to all suffixes of an h-ordering then yields the 2h-ordering. Since the longest suffix has size n, all suffixes will be sorted after at most log 2 (n) iterations.
Manber and Myers (MM) [21] algorithm induces the 2h-ordering from the h-ordering with a single linear scan of the current Suffix Array SA. During the scan, MM accesses the ISA in a random access fashion, with no locality. In MM, the SA has to be scanned in linear order, since this is a necessary condition for the correct placement of suffixes to the front of their respective h-groups. These two properties make MM both cache-inefficient and hard to parallelize in a straightforward fashion, especially targeting a distributed memory architecture. Larsson and Sadakane (LS) [20] instead use ternary split quicksort (TSQS) to create the 2h-ordering from a h-ordering. They sort each h-group separately using ISA[i + h] as the key for each suffix Si in the h-group. The ISA saves the h-group rank during the construction process. Accesses to the ISA follow a random, non-local order.
Our prefix doubling algorithm follows a similar approach to LS, as in that we use sorting to induce a 2h-ordering from a h-ordering. In the following, we introduce two approaches to suffix sorting by prefix doubling. The first approach uses global sorting in each iteration in order to induce the 2h-ordering. The parallelization of this approach reduces to parallel sorting and other common parallel primitives. The second approach improves upon the first by avoiding global sorts, and sorting only non-singleton h-groups, leading to large improvements in run-time.
Prefix doubling using global sorting
Our algorithm for suffix array construction using global sorting follows multiple steps (see Algorithm 1) . We keep the following invariants at the beginning of each iteration. The suffix array SA represents the suffixes, sorted according to their h-prefix. The B array is laid out in the same order as the suffix array SA, and each position i in B contains an identifier for the h-group of suffix S SA [i] . We represent each h-group by its leftmost element. We set B[i] = i for the first position i of the h-group and B[j] = i for all further elements j > i of the same h-group. We denote the values in B as h-group ranks of the corresponding suffixes.
Example.
We show an example of this algorithm in Figure 1 for the input string S =mississippi. The example illustrates the data dependencies and movements for the different steps of ALGORITHM 1: Suffix Array Construction by global sorting Input: string S Output: Suffix Array SA and inverse suffix array ISA B = k-mers of S . . . ,
the algorithm using gray arrows.
k-mer sorting.
The first step of the algorithm is to generate the k-mers of S. These are the length k prefixes of all suffixes of S. We choose k according to the alphabet size, such that k characters fit into one machine word. Let l be the bit-length of the machine word (e.g. 32 or 64). We then chose k as:
We store all k-mers of S into an array B, and then sort them lexicographically. To keep track of each k-mer's original position, we treat the k-mer and its string index as a tuple k-mer, i . After sorting these tuples, the second index yields the SA according to a k-ordering.
Re-bucketing.
After sorting the k-mers, we need to assign the k-group ranks to each position in B. Since each k-group appears in a contiguous block in B and has identical k-mers, we can assign the new k-group ranks using a simple linear scan through all positions i. We keep a single variable g, which keeps the current k-group rank. The group index g gets updated to i whenever we encounter a new k-group, i.e., when
. Otherwise, we assign B[i] = g and continue. The re-bucketing within the main loop follows the same procedure, but here we check for new 2h-groups, which begin whenever
Reorder to string order.
For prefix doubling of each string position i, we need the bucket number (h-group rank) for the string position i + h. To efficiently pair each string position with this index, we first transform B from the current suffix array ordering into Tuple sorting.
Next, we sort B and B2 by interpreting each position i as a tuple of size three B[i], B2[i], i)
. After sorting, the third tuple position represents the SA of a 2h-ordering. We can now re-assign 2h-group ranks using the re-bucketing procedure explained above.
Termination.
The algorithm terminates if all h-groups are singletons. We check for this condition during the re-bucketing step. To do so, we keep track if
is true for all positions i. In case the ISA is needed alongside the SA, we perform a final reordering prior to terminating the loop. Termination is necessarily reached after at most log 2 (n) iterations.
Parallelization
We parallelize our suffix array construction algorithm using MPI. Most steps of the algorithm map to common parallel primitives such as parallel sorting, all-to-all, allreduce, scan, and exscan.
Data distribution.
All data including input, output, and working data is distributed equally among all p processors. Each processor contains The full distribution of all data sets our approach apart from most others, which at the least require the input string S to be accessible from each processor. Our approach thus scales to much larger inputs for which the string S does not fit into the main memory of a single node or processor.
Reordering.
Reordering of the B array from the suffix array order to its string order is done in three steps. First, the elements are bucketed according to the target processor to which they will be sent. Then an all-to-all collective communication is used to exchange the buckets between processors. Finally, the ISA order is achieved locally by reassigning elements by their SA index.
Parallel Sorting.
There are many different approaches for sorting on parallel distributed memory architectures. Blelloch et al. [4] give a good review. We implement parallel sample sort with regular sampling in our implementation.
Shifting.
Shifting the B array by h positions is a straightforward communication pattern, where one processor communicates with at most two others. Based on the value of h, each processor determines the ≤ 2 processors to which it has to send data and the ≤ 2 processors from which it will receive data. Two point-to-point communications are performed to shift the data.
Re-bucketing.
A h-group might span across multiple processors. Thus we cannot use the same approach, which we used for the sequential algorithm. We instead perform two passes over the data. In the first pass, we set each entry which is at the beginning of its h-group (i.e., 
Complexity.
The overall complexity of Algorithm 1 is O(Tsort(n, p) · log(n)), since the doubling approach requires at most O(log n) iterations and sorting is the most expensive operation in each iteration. For samplesort, the sorting complexity is given by O(
Memory Consumption.
If n is the number of characters in the input string, and assuming a word-size of 4 bytes, then our algorithm requires 3 × 4n = 12n bytes for the SA, B, and B2 arrays. Since all data (input, working, and output) is fully distributed, the memory consumption per process for these arrays is 12
Avoiding global sorting
For many real world inputs, a significant fraction of hgroups will be fully resolved (become singletons) after only a few iterations. Sorting all positions in each iteration thereafter thus becomes unnecessary overhead. Further prefix doubling needs to be performed only for non-singleton hgroups. For each global position i within such an h-group, we require the current h-group rank for the suffix starting at SA[i] + h. When considering the array B in the same order as the SA, this information is not simply accessible and may be localized on any processor. We thus use the ISA to represent this information. For any string position i, ISA [i] contains the current h-group rank of the corresponding suffix Si. After termination, this is equivalent to the rank of the suffix and thus the complete ISA.
Our second approach, Algorithm 2, improves upon Algorithm 1. Algorithm 1 is still used for the initial k-mer sorting, and for the first few iterations of prefix doubling, as long as the number of elements in non-singleton h-groups is less than some predefined fraction of n. We then switch to Algorithm 2, which takes partially solved SA, B and ISA arrays as input. Here, we explain only the parallel version of Algorithm 2. Hence, we assume that all three arrays, ISA, SA, and B are already equally distributed among all processors using a block decomposition.
Determine non-singleton h-groups.
The first step of this algorithm is to determine all nonsingleton h-groups in the B array. We do so by using a local property of B.
A position i is part of a non-singleton h-group if either B[i] = i (this element is not the representative of its h-group) or B[i + 1] = i (the next element is in the same h-group).
We can perform this check in a single linear scan. Each processor needs to send its first local element of B to the previous processor on the left, such that each processor can check B[i + 1] for its last element i = r( n p + 1) − 1. We keep track of the indexes of all non-singleton elements in an additional array W (see Algorithm 2). In a second step, the messages are returned to their origin using another all-to-all communication. We can now pair each received value with its SA position using the second tuple element.
Prefix Doubling.
Consider any non-singleton h-group G
Bucket sorting.
The next step consists of sorting each non-singleton hgroup using the received ISA values as keys. Since a h-group might span more than one processor, we first sort all buckets which are local to the processor. Then we sort the remaining h-groups (at most two per processor) using up to two parallel steps. In each step, each processor participates in a parallel sort either with its left, right, or both neighboring processors. The sorting induces the 2h-ordering of the suffix array. Next, we re-bucket each h-group into their new corresponding 2h-group ranks. Simultaneously we create a new Wnew containing only those indexes from W which remain non-singleton.
Update ISA. 
As a final step in each iteration
Memory Consumption.
Algorithm 2 has a higher memory consumption than Algorithm 1 due to the additional W and M arrays needed to keep track of the non-singleton positions and the messages. We switch from Algorithm 1 to Algorithm 2 only when the number of remaining non-singleton elements falls to or below εn, where ε < 1 is a tuning parameter. For example, ε can be set such that the additional memory consumption for W and M remains less than n additional bytes.
Influence of Alphabet Size.
The size of the alphabet σ = |Σ| is relevant only in the initial k-mer sorting stage. Afterwards, all values are in the form of indexes, each requiring O(log n) bits independent of σ. The chosen value of k depends on the alphabet size, since we are packing as many characters as possible into a single machine word (i.e., the k-mer), prior to sorting. As such, a smaller alphabet means that more characters can be sorted in the initial stage and thus more iterations can be skipped. However, σ does not influence the overall worstcase complexity.
LCP CONSTRUCTION
Calculating the LCP
Manber and Myers [21] first introduced how to construct the Longest-Common-Prefix (LCP) array alongside the suffix array. Our approach follows a similar strategy and makes use of observations from [21] in order to construct the LCP in parallel during the parallel SA construction. The key observation is that whenever new 2h-groups are formed from a single h-group, the LCP value for the first position of each 2h-group can be determined.
When the initial 1-groups are formed, the LCP array can be set to a value of 0 for each first position of the 1-groups, Take two suffixes from any, but different, h-groups, say at positions i and j in the SA, then lcp(S SA [i] , S SA [j] ) < h. Furthermore, the lcp is given by the minimum value of the LCP array within the range between the two h-groups [21] . Since we represent h-groups inside the B array by the index of their first element, the lcp between these two suffixes is given by:
where bmin = min 
(B[i], B[j]) and bmax = max(B[i], B[j]
LCP construction during SA construction
LCP of k-mers.
We incorporate the LCP construction into our prefix doubling approach. Initially, our approach sorts by k-mers, and as such, 1-groups are never present (unless k = 1). Thus, the LCP array has to be initialized from the sorted order of k-mers. We linearly scan the sorted k-mers and determine positions where new k-groups begin (two consecutive but different k-mers). Since the k characters of a k-mer are stored contiguously in a single machine word, we can determine the lcp between two k-groups using bitwise comparisons. To do so efficiently, we use bitwise xor between the two bordering k-mers and then use intrinsics to determine the highest set bit.
Doubling.
During the prefix doubling procedure, we have to determine the minimum over ranges of the LCP for each new 2h-group boundary. Manber and Myers [21] use a size n search tree. We implement the succinct Range-MinimumQuery (RMQ) from Fisher and Heun [8] for this purpose. The RMQ requires only 2n + o(n) additional bits, is constructed in O(n) time, and querying for the minimum of a range takes constant time O(1).
Parallel LCP construction
LCP of k-mers.
Parallelizing this step is straightforward, since it requires a simple linear scan. We need to send the last element of each processor to the next processor on the right, since this is needed for determining the lcp for the first element on each processor.
Doubling.
During the doubling step, we need to solve multiple (one for each new 2h-group) Range-Minimum-Queries, where the range might span across multiple processors. We propose the following, hierarchical method for bulk-parallel RMQs.
If the LCP array is computed along the suffix array, an additional 4n bytes are required for the LCP array itself. During the LCP construction, additionally 2n + o(n) bits are needed for the succinct range-minimum-query, in addition to the memory for the packed message exchange. The number of these messages depends on the number of new bucket boundaries in each iteration and could potentially reach 3 × 4n = 12n bytes total in the worst case. However, note that the 12n bytes receive buffer required by the SA construction is needed only temporarily during the update of the SA, whereas the LCP update happens after the buffer memory is already freed. Thus the total memory consumption for constructing the LCP increases the total memory consumption by no more than the 4n bytes required for the LCP plus 2n + o(n) bits, which is just insignificantly more than the memory required for storing the LCP array itself.
EXPERIMENTS AND RESULTS
Systems and Data sets
We implemented our suffix array and LCP array construction algorithms using C++11 and MPI. Our code is compiled with MVAPICH2 v 1.7 and gcc 4.8 using the optimization flags -O3 -march=native. We perform our experiments on an Intel Xeon Infiniband cluster. Each node consists of two 2.0 GHz 8-Core Intel E5 2650 processors and 128 GB main memory. The nodes are interconnected with QDR (40Gbit) InfiniBand. For the experimental evaluation, we use up to 100 identical nodes, corresponding to 1600 cores. All reported run times are averaged over multiple executions.
Since our work is motivated by biological applications, we evaluate the performance of our algorithm on the human (H.sapiens) genome. The human genome has a size of approximately 3 billion nucleotides with an alphabet size of 4 (A, C, T, and G). We use the reference genome from the 1000 Genomes Project [6] version GRCh37. Additionally, we show performance results for the much larger pine (Picea abies) genome, which has a length of over 12 billion nucleotides. We use the P.abies assembly version 1.0 published by Nystedt et al. [26] .
Performance of Our Algorithms
We introduced two methods for parallel suffix array construction. The first (Algorithm 1) performs global sorting in each iteration, whereas Algorithm 2 improves upon the first algorithm by continuing to sort only non-singleton elements. Figure 2 shows why this is of significant advantage. Both graphs show the run-time spent in each individual iteration for constructing the suffix array of the human genome on 1024 cores. Additionally, we show how many non-singleton elements are left in each iteration. For the left Figure, we initially sort suffixes only by their first character, i.e., k = 1. Thus, suffixes are sorted by their prefix of size 2 i after iteration i. Initially, Algorithm 2 is more than a factor of 2 slower than Algorithm 1 due to its additional overhead involved in identifying and avoiding unnecessary sorting of singleton elements. However, since the number of non-singleton elements decreases drastically after iteration i = 5, the approach taken by Algorithm 2 is far superior in later iterations.
This observation motivated us to design a combined approach: Only a single iteration of Algorithm 1, which sorts pairs of k-mers for k = 21, is required until less than 1 10 th of elements are non-singletons. Hence, Algorithm 2 is used for all subsequent iterations. The second graph in Figure 2 shows the run-time per iteration for the combined approach. The first iteration (≈ 3.2 seconds) is the most expensive step of the full suffix array construction, which completes after a total of 5.3 seconds. Figure 3 shows the time spent in each part of the algorithm, including the additional time needed for the construction of the LCP array. This composition of the total runtime is shown for different numbers of cores, up to 1600 (100 nodes). The initial sorting of tuples and the consecutive reordering of elements from the SA to the ISA ordering is the largest fraction of the total run-time. The optional LCP construction increases the total cost by at most 30% of the time required for construction of the suffix array.
Comparison with Prior State-of-the-art
We compare our algorithm and implementation against multiple other methods. The divsufsort suffix array implementation [25] serves as the sequential comparison, since it is open source and is known as one of the fastest and lightweight suffix array construction implementations. Furthermore, we run the shared-memory parallel suffix array and LCP construction tool mkESA [13] . Additionally, we directly compare our implementation with the FAK implementation cloudSACA by Abdelhadi et al. [1] . We ran all aforementioned suffix array construction algorithms on the same hardware described earlier, thus allowing direct comparison. Due to the non-availability of code from other implementations [19, 11, 22, 5] , we could not directly compare with their performance. However, all of these approaches report run-times many times larger than ours. The numbers in parentheses denote the number of threads or cores used. The times are for constructing the suffix array for the first 2 billion nucleotides of the human genome (H 2G), the entire human genome (H 3G), and the pine genome (P 12G). The character X denotes failure to execute due to running out of memory or not supporting large inputs.
Method
In Table 1 , we show the measured run-times of divsufsort, mkESA, cloudSACA, and our approach. The MPI-based cloudSACA implementation of the FAK algorithm fails for inputs larger than 2GB, which is due to a limitation in the algorithm and implementation. The algorithm requires the input string to be available in memory of every process and thus cannot scale to inputs larger than main memory. The cloudSACA implementation fails for inputs larger than 2GB, since it tries to send the complete input string to all pro- cesses using an MPI Scatter operation. In order to compare the performance of our algorithm with this approach, we use the first 2GB of the human genome as an additional input case. cloudSACA reaches a speedup of a little over 10× when using 128 processes (see also Figure 4 ). In our experiments cloudSACA crashed for any number of processes ≥ 256. The mkESA tool displays only limited scalability, since it allows only a maximum of 4 threads, and when using this many threads, the improvement in run-time remains limited. Even when using all 4 threads mkESA still remains slower than the sequential divsufsort. All these methods fail for the pine genome due to its much larger size. The sequential program divsufsort runs out of memory, and mkESA shows an error that it can not build indexes for this input size, whereas cloudSACA is limited to 2GB of input as explained above. Figure 4 shows the speedup of our algorithm and cloud-SACA for constructing the suffix array for the first 2 billion nucleotides of the human genome. We calculate the speedup based on the sequential run-time of divsufsort. Additionally, we plot the speedup of our method for the full human genome. Our method reaches speedups of over 110× when using 1024 cores. As such, our algorithm outperforms cloudSACA by a large margin.
Scalability and Large Problems
Our approach scales to well above 1024 cores and can handle large genomes. Table 2 shows the run-times for constructing the suffix array with or without the LCP array for both the human genome and the pine genome. Construction of the suffix array for the human genome takes 4.8 seconds without and 6.5 seconds with the LCP array on 100 nodes. For the pine genome our algorithm runs in 14.8 seconds and in 20.2 seconds when the LCP array is constructed alongside. Going from 1024 to 1600 cores yields only a small improvement in run-time for the human genome, due to its already small local size. For 1024 cores, the local input for each pro- Table 2 : Run-times for constructing the suffix array with (+LCP) and without the LCP array for the human genome (H) and the pine genome (P). The run-times are given in seconds for up to 1600 cores on 100 nodes.
cess is a mere 3 MB. For the larger pine genome, however, we observe better scalability from 1024 to 1600 cores.
CONCLUSIONS
We introduced new parallel distributed memory suffix array and LCP array construction algorithms that scales to large inputs and a large number of nodes and cores. Our implementation reaches speedups of above 110× over divsufsort, one of the fastest known sequential implementations. Our implementation indexes the full human genome in less than 8 seconds, many times faster than any previously reported run times. Additionally, our method scales to larger inputs than any previous published results, and indexes a large 12 billion nucleotide plant genome in less than 15 seconds.
The suffix array and LCP array give the same expressive power as suffix trees. Currently, distributed memory parallel methods for suffix tree construction have quadratic time worst case run-time, and the fastest approach still requires approximately 7 minutes to construct the suffix tree of the human genome. Using the suffix array and LCP array constructed with our algorithm, we can construct the suffix tree by solving the All-Neighbor-Smallest-Value (ANSV) problem [14] .
Further improvements to our algorithms are possible by using hybrid parallelism. Local sorting and other operations could be performed by shared memory parallel implementations using OpenMP, or GPUs using CUDA or OpenCL.
