Matrix-valued stochastic processes have been of significant importance in areas such as physics, engineering and mathematical finance. One of the first models studied has been the so-called Wishart process, which is described as the solution of a stochastic differential equation in the space of matrices. In this paper we analyze natural extensions of this model, and prove the existence and uniqueness of the solution. We do this by carrying out a Picard iteration technique in the space of symmetric matrices. This approach takes into account the operator character of the matrices, which helps to corroborate how the Lipchitz conditions also arise naturally in this context.
Introduction
Bru [2] introduced the so called Wishart process, which is specified by the following stochastic differential equation (SDE) valued in the space of symmetric d ×d matrices for certain values α in the so-called Wallach set (i.e. α ∈ {1, 2, . . . , d−1} [d−1, ∞)) and some initial condition X 0 , dX t = X t dB t + dB
where B t is a d×d matrix with each entry being a Brownian motion, all of them independent. If X t belongs to the set of positive semidefinite symmetric matrices, one can properly define √ X t for each t ≥ 0, as √ X t = U t √ Λ t U and √ Λ t represents the diagonal matrix where the diagonal is given by the square roots of the eigenvalues increasingly ordered.
The work in [2] has motivated several studies and applications, let us mention for example [10, 13, 12] . Under certain conditions, Bru tells us that such an equation has a unique strong solution. To argue that, Bru [2] appeals first to the fact, taken from [15] , that the square root is an analytic function in the space of symmetric positive matrices. Then, she refers to the result in Ikeda and Watanabe [8] about the unique existence of a solution of a vector-valued diffusion to conclude the uniqueness and existence of the solution. Here we propose taking a different route, where one needs some results on matrices.
A more general model is given by
where g, f and b are matrix valued functions acting on matrices. One example is when one takes R → R functions and uses spectral decomposition to obtain matrix-valued functions; actually, we were motivated to study equation (1) after seeing this point of view in [5] .
In this paper we propose using the Picard iteration method to stablish the existence of the solution, as well as exploiting the operator character of the matrix to study the equation. We think that dealing directly (instead of passing through vector-valued diffusions) with the matrix-equation can be useful to obtain more insight into matrix diffusions. Thus, we hope that our results help to complement theory already developed in papers such as [1, 2, 3, 4, 6, 9, 13, 14, 16] . To carry out the proof, we develop a few results suited to handle matrix-equations and which are of independent interest.
One important issue that we are not studying here is the so-called time of collision; one might read more about this in [11, 12, 14, 17] .
Preliminaries
Let S d×d be the set of symmetric matrices, and S + d×d the positive semidefinite ones. Let B t be a d × d Brownian motion (i.e. a matrix filled with independent Brownian motions). We will focus on the following SDE valued in S d×d :
with initial condition X 0 ∈ S + d×d , and where g, f and b are S d×d → S d×d functions. However, we will be more interested in considering R → R functions to construct a diffusion. In this case the following consideration is taken for R → R functions g, f and b. If A ∈ S d×d , by g(A) we mean Hg(Λ)H T , where HΛH T is the spectral decomposition of A and g(Λ) is the diagonal matrix with the values g(λ 1 ), . . . , g(λ d ) and λ 1 ≤ λ 2 ≤ . . . ≤ λ d are the eigenvalues of A increasingly ordered. Under this framework it turns out that X t is a symmetric matrix for all t. In [7] , Chapter 6, there is a detailed study of functions acting on spaces of matrices, an idea which is extended in functional analysis to so-called functional calculus to define a function of an operator. Our aim is to investigate the condition on the functions g, f and b, under which previous equation has a unique strong solution. As expected, Lipschitz conditions will play a crucial role. Before we embark on this task, some useful results are in order. 
Remark 2
The following results will be useful (we used [19] as a general reference). i) For symmetric matrices A, B,
ii) For a symmetric matrix A and unit vector x,
A proof of (3) can be obtained using the Cauchy-Schwarz inequality. Indeed
Next, we prove an analogous result of the Cauchy inequality, which will be useful.
Proposition 3 Let {A t , t ≥ 0} in S d×d with each entry being a continuous function. Then
for any unit vector x.
Proof. First fix a unit vector x. Now consider an equidistant partition {s 1 , . . . , s n } of [0, t] and set A i := A s i for i = 1, . . . , n. Let ∆ > 0 be the partition size and define
We have
The result follows after taking the infinitesimal sum on both sides of the previous inequality.
Existence and uniqueness
We will use the following criterion to establish the solubility of the stochastic equation.
Definition 4 Consider a function g : S d×d → S d×d . We say that g is Lipschitz in matrix sense if there exists a constant c > 0 such that for any pair A 1 , A 2 ∈ S d×d and any unit vector x ∈ R d we have
The following two results will be useful for Theorem 7, their proofs are left in the Appendix, where it is properly defined what we mean by the matrix stochastic integral. Notice that the next proposition resembles an isometry property, Proposition 5 Let A t and C t , t ≥ 0 be matrix-valued stochastic processes such that 
Lemma 6 Let τ > 0 be fixed. For continuous adapted processes A t and C t in S d×d , there exists β > 0 such that
Theorem 7 Suppose that g, f and b are R → R bounded functions that satisfy the property of Definition 4. Then, the stochastic differential equation
has a unique strong solution in S d×d .
The following proof follows the general structure of its vector analogue taken from [18] . Proof. Since g, f and b are bounded, there is a constant c > 0 such that for any symmetric matrix A g(A) < cI,
and the same for f and b. Uniqueness. Let τ > 0 be fixed and consider t ∈ [0, τ ]. If X t and Y t are two solutions of the SDE (5), we want to prove that (∀x
With Proposition 3 and the Lipschitz condition (4) we have that
Next we do the following for the other term,
H (2) .
Notice that last expression is the sum of two symmetric matrices, H (1) and H (2) , thus, to analyze
we can apply inequality (2) to split the previous expression into two parts, one with H (1) and the other with H (2) . After that, we can apply Lemma 6 to each part with H (i) , so that in the end we have split it into four terms. This means that E x T (H t (X, Y )) 2 x is less than or equal to the sum of four terms, each one of the form
Using Proposition 5, the Lipschitz (4) and the boundedness conditions (6), the following happens to each term
for some finite constant c 1 . All this, together with (7), ends up giving that
where c τ is a constant depending on τ . An application of Gronwall's Lemma finishes this part of the proof, which is to say that E x T (X t − Y t ) 2 x is in fact zero for all unit vectors x.
Existence. The Picard iteration technique commands us to define
and X (0) t := X 0 for all t ≥ 0. We want to prove that there exists a stochastic process X t valued in S d×d such that i) X (n) t → X t uniformly on t ∈ [0, τ ] and ii) that X t satisfies the SDE (5).
First, in order to prove i), with techniques already used in the Uniqueness part, i.e. inequality (2), Lemma 6, Proposition 5, as well as the boundedness condition (6), we have
for all t ∈ [0, τ ], where c τ is a finite constant depending on τ . Now, using again (2), we have the following inequality
Let us analyze the last two terms in the left hand side of the previous display. With Proposition 3 and the Lipschitz condition (4) we obtain
For the H-term, using the same idea as for the Uniqueness part:
Using inequality (2) and iterating the same arguments (i.e. Lemma 6, Proposition 5, Lipschitz condition (4), boundedness condition (6)) as in the Uniqueness part we arrive at
where we also used (8) in the last iteration. Notice that we obtain the same inequality after incorporating (9) . Define now
We want to prove that
Using the Chebyshev inequality
So, it suffices to show that
However,
Thus,
From the Cauchy-Schwarz inequality and using the inequality (3), we can produce
Hence, for a constant c
(1)
For the H t -term, since
Upon the same argument as for (10) ,
for some finite constant c (2) τ , therefore, for c τ := max(c
Since (11) holds, by the Borel-Cantelli Lemma,
This says that for almost all ω ∈ Ω there exists N(ω) such that D n < 1/n 2 for all n ≥ N(ω), which implies that {X as n → ∞ for all i, k, r, j ∈ {1, . . . , d}. By the construction of the stochastic integral in one dimension, we can bound to have that E[(I (n) (i, j) − I(i, j)) 2 ] → 0 as n → ∞, which helps to see that E[ I (n) − I 
Proof of Proposition 5
i) For step processes. First of all, we can check the formula for matrix step processes. In this case we have
Notice that when expanding the square and taking expectation, the cross terms are vanished, then we have
Thus, we have to analyze
written in a compact form as E a T βcβb , using the notation
Notice that β is a matrix of independent normal r.v.s with mean 0 and variance s k+1 − s k . It will be easy to deduce the formula by analyzing the 2-dimensional case: 
This helps to see how the formula arises for step processes. ii) For more general processes. Let A and C be matrix stochastic processes where the stochastic integral I is well defined. Therefore, as mentioned above, there are approximating step processes A (n) and C (n) whose stochatic integral I (n) converges to I in the L 2 -norm. By point i) above,
for every n ≥ 1. Then, we want to prove that
and that
For (12) we have Hence, we obtain (12) , because E[ I(n) − I 2 ] → 0 as n → ∞. For (13), we need to calculate
Observe that we need to calculate
(a n 1 (s)a s , and similarly without the the index n, i.e. a 1 (s) represents an entry of A s .
After adding and substracting a 1 (s)a n 2 (s)c 1 (s)c n 2 (s) we can split into two terms. Let us elaborate one of them, the other one is similar. We have that
