Abstract. Using the lower bounds on the Kobayashi metric established by the first author [16], we prove the Wolff-Denjoy-type theorem for a very large class of pseudoconvex domains in C n that may contain many classes of pseudoconvex domains of finite type and infinite type.
Introduction
In 1926, Wolff [22] and Denjoy [9] established their famous theorem regarding the behavior of iterates of holomorphic self-mapings without fixed points of the unit disk ∆ in the complex plan.
Theorem (Wolff-Denjoy [22, 9] , 1926). Let φ : ∆ → ∆ be a holomorphic self-map without fixed points. Then there exists a point x in the unit circle ∂∆ such that the sequence {φ k } of iterates of φ converges, uniformly on any compact subsets of ∆, to the constant map taking the value x.
The generalization of this theorem to domains in C n , n ≥ 2, is clearly a natural problem. This has been done in several cases:
• the unit ball (see [13] );
• strongly convex domains (see [2, 4, 5] );
• strongly pseudoconvex domains (see [3, 14] );
• pseudoconvex domains of strictly finite type in the sense of Range [20] (see [3] ) ;
• pseudoconvex domains of finite type in C 2 (see [15, 23] ). The main goals of this paper is to prove the Wolff-Denjoy-type theorem for a very general class of bounded pseudoconvex domains in C n that may contain many classes of pseudoconvex domains of finite type and also infinite type. In particular, we shall prove that (the definitions are given below) Theorem 1. Let Ω ⊂ C n be a bounded, pseudoconvex domain with C 2 -smooth boundary ∂Ω. Assume that (i) Ω has the f -property with f satisfying ∞ 1 ln α αf (α) dα < ∞ ; and
(ii) the Kobayashi distance of Ω is complete. Then, if φ : Ω → Ω is a holomorphic self-map such that the sequence of iterates {φ k } is compactly divergent, then the sequence {φ k } converges, uniformly on a compact set, to a point of the boundary.
We say that the Wolff-Denjoy-type theorem for Ω holds if the conclusion of Theorem 1 holds. Following the work by Abate [2, 3, 4] and using the estimate of the Kobayashi distance on domains of the f -property, we will prove Theorem 1 in Section 3.
Here we have some remarks on the f -property and on the completeness of the Kobayashi distance. The f -property is defined in [17, 16] as Definition 1. We say that domain Ω has the f -property if there exists a family of functions {ψ η } such that (i) |ψ η | ≤ 1, C 2 , and plurisubharmonic on Ω; (ii) i∂∂ψ η ≥ c 1 f (η −1 ) 2 Id and |Dψ δ | ≤ c 2 η −1 on {z ∈ Ω : −η < δ Ω (z) < 0} for some constants c 1 , c 2 > 0, where δ Ω (z) is the euclidean distance from z to the boundary ∂Ω.
This is an analytic condition where the function f reflects the geometric "type" of the boundary. For example, by Catlin's results on pseudoconvex domains of finite type through the lens of the f -property [6, 7] , Ω is of finite if and only if there exists an ǫ > 0 such that the t ǫ -property holds. If domain is reduced to be convex of finite type m, then the t 1/m -property holds [18] . Furthermore, there is a large class of infinite type pseudoconvex domains that satisfy an f -properties [17, 16] . For example (see [17] ), the log 1/α -property holds for both the complex ellipsoid of infinite type
with α := max j {α j }, and the real ellipsoid of infinite typẽ
with α := max j {min{α j , β j }}, where α j , β j > 0 for all j = 1, 2, . . . . The influence of the f -property on estimates of the Kobayashi metric and distance will be given in Section 2.
The completeness of the Kobayashi distance (or k-completeness for short) is a natural condition of hyperbolic manifolds. The qualitative condition for the k-completeness of a bounded domain Ω in C n is the Kobayashi distance
for any point z 0 ∈ Ω. By literature, it is well-known that this condition holds for strongly pseudoconvex domains [11] , or convex domains [19] , or pseudoconvex domains of finite type in C 2 [23] , pseudoconvex Reinhardt domains [21] , or domains enjoying a local holomorphic peak function at any boundary point [12] . We also remark that the domain defined by (1) (resp. (2)) is k-complete because it is a pseudoconvex Reinhardt domain (resp. convex domain). These remarks immediately lead to the following corollary.
Corollary 2.
Let Ω be a bounded domain in C n . The Wolff-Denjoy-type theorem for Ω holds if Ω satisfies at least one of the following settings:
(a) Ω is a strongly pseudoconvex domain; (b) Ω is a pseudoconvex domains of finite type and n = 2; (c) Ω is a convex domain of finite type; (d) Ω is a pseudoconvex Reinhardt domains of finite type; (e) Ω is a pseudoconvex domain of finite type (or of infinite type having the f -property with f (t) ≥ ln 2+ǫ (t) for any ǫ > 0) such that Ω has a local, continuous, holomorphic peak function at each boundary point, i.e., for any x ∈ ∂Ω there exist a neighborhood U of p and a holomorphic function p on Ω ∩ U , continuous up toΩ ∩ U , and satisfies
Finally, throughout the paper we use and to denote inequalities up to a positive constant, and H(Ω 1 , Ω 2 ) to denote the set of holomorphic maps from Ω 1 to Ω 2 .
The Kobayashi metric and distance
We start this section by the definition of Kobayashi metric.
Definition 2.
Let Ω be a domain in C n , and T 1,0 Ω be its holomorphic tangent bundle. The Kobayahsi (pseudo)metric
for any z ∈ Ω and X ∈ T 1,0 Ω, where ∆ be the unit open disk of C.
For the case that Ω is a smoothly pseudoconvex bounded domain of finite type, it is known that there exist ǫ > 0 such that the Kobayashi metric K Ω has the lower bound δ −ǫ (z) (see [8] , [10] ), in other word,
where |X| is the euclidean length of X. Recently, the first author [16] obtained lower bounds on the Kobayashi metric for a general class of pseudoconvex domains in C n , that contains all domains of finite type and many domains of infinite type.
Theorem 3.
Let Ω be a pseudoconvex domain in C n with C 2 -smooth boundary ∂Ω. Assume that Ω has the f -property with f satisfying
< ∞ for some t ≥ 1, and denote by (g(t)) −1 this finite integral. Then,
for any z ∈ Ω and X ∈ T 1,0
z Ω. The Kobayashi (pseudo)distance k Ω : Ω × Ω → R + on Ω is the integrated form of K Ω , and given by
for any z, w ∈ Ω. The particular property of k Ω that it is contracted by holomorphic maps, i.e.,
We need the following lemma in [1, 11] .
Lemma 4.
Let Ω be a bounded C 2 -smooth domain in C n and z 0 ∈ Ω. Then there exists a constant c 0 > 0 depending on Ω and z 0 such that
for any z ∈ Ω.
We recall that the curve γ : [a, b] → Ω is called a minimizing geodesic with respect to Kobayashi metric between two point z = γ(a) and w = γ(b) if
This implies that K(γ(t),γ(t)) = 1, for any t ∈ [a, b].
The relation between the Kobayashi distance k Ω (z, w) and the euclidean distance δ Ω (z, w) will be expressed by the following lemma, which is a generalization of [15, Lemma 36 ].
Lemma 5.
Let Ω be a bounded, pseudoconvex, C 2 -smooth domain in C n satisfying the f -property with ∞ 1 ln α αf (α) dα < ∞ and z 0 ∈ Ω. Then, there exists a constant c only depending on z 0 and Ω such that
for all z, w ∈ Ω, where γ is a minimizing geodesic connecting z to w and c 0 is the constant given in Lemma 4.
Proof. We only need to consider z = w otherwise it is trivial. Let p be a point on γ of minimal distance to z 0 . We can assume that p = z (if not, we interchange z and w) and denote by γ 1 : [0, a] → Ω the parametrized piece of γ going from p to z. By the minimality of k Ω (z 0 , γ) = k Ω (z 0 , p) and the triangle inequality we have
for any t ∈ [0, a]. Substituting z = γ 1 (t) into the inequality in Lemma 4, it follows
Since γ 1 is a unit speed curve with respect to K Ω we have
We now compare a and 4k Ω (z 0 , γ 1 (t)). In the case a > 4k Ω (z 0 , γ 1 (t)), we split the integral into two parts and use the inequalities (7) combining with the increasing of g. It gives us
We notice that
and hence, ln
Therefore, in this case we obtain
In the case a < 4k Ω (z 0 , γ), we make the same estimate but without decomposing the integral. By a symmetric argument with w instead of z, we also have
The conclusion of this lemma follows by the triangle inequality.
Corollary 6.
Let Ω be a bouned, pseudoconvex domain in C n with C 2 -smooth boundary satisfying the f -property with
{w n }, {z n } ⊂ Ω be two sequence such that w n → x ∈ ∂Ω and z n → y ∈Ω \ {x}. Then
Proof. Fix a point z 0 ∈ Ω and let γ n : [a n , b n ] → Ω is a minimizing geodesic connecting z n = γ(a n ) and w n = γ(b n ). Since x = y, it follows δ(z n , w n ) 1. By Lemma 5, it follows
This inequality implies that
Since Ω is k-complete, this implies k Ω (z 0 , w n ) → ∞ as w n → x ∈ ∂Ω. This proves Corollary 6.
Proof of Theorem 1
In order to give the proof of Theorem 1, we recall the definition of small, big horospheres and F -convex in [2, 3] .
Definition 3. (see [2, p.228])
Let Ω be a domain in C n . Fix z 0 ∈ Ω, x ∈ ∂Ω and R > 0. Then the small horosphere E z 0 (x, R) and the big horosphere F z 0 (x, R) of center x, pole z 0 and radius R are defined by
holds for every R > 0 and for every z 0 ∈ Ω.
If Ω is a strongly pseudoconvex domain in C n , or pseudoconvex domains of finite type in C 2 , or a domains of strict finite type in C n then Ω is F -convex (see [2, 3, 23] ). Now, we prove that F -convexity holds on a larger class of pseudoconvex domains.
Proposition 7.
Let Ω be a domain satisfying the hypothesis in Theorem 1. Then Ω is F -convex.
Proof. Let R > 0 and z 0 ∈ Ω. Assume by contradiction that there exists y ∈ F z 0 (x, R) ∩ ∂Ω with y = x. Then we can find a sequence {z n } ⊂ Ω with z n → y ∈ ∂Ω and a sequence {w n } ⊂ Ω with w n → x ∈ ∂Ω such that
Moreover, for each n ∈ N * there exists a minimizing geodesic γ n connecting z n to w n . Let p n be a point on γ n of minimal distance k Ω (z 0 , γ n ) = k Ω (z 0 , p n ) to z 0 . We consider two following cases of the sequence {p n }. Case 1. If there exists a subsequence {p n k } of the sequence {p n } such that
From (10) and (11), we obtain
This is a contradiction since Ω is k-complete. Case 2. Otherwise, p n → ∂Ω as n → ∞. By Lemma 5, there are constants c and c 0 only depending on z 0 such that
On the other hand, δ Ω (w n , z n ) 1 since x = y. Thus, the inequality (12) implies that
Therefore,
Combining with (10) and (13), we get
This is a contradiction since z n → y ∈ ∂Ω and hence the proof completes.
The following theorem is a generalization of Theorem 3.1 in [3] .
Proposition 8.
Let Ω be a domain satisfying the hypothesis in Theorem 1 and fix z 0 ∈ Ω. Let φ ∈ H(Ω, Ω) such that {φ k } is compactly divergent. Then there is a point x ∈ ∂Ω such that for all
Proof. Since {φ k } is compactly divergent and Ω is k-complete,
For every ν ∈ N, let k ν be the largest integer
Again, since {φ k } is compactly divergent, up to a subsequence, we can assume that
Fix an integer m ∈ N, then without loss of generality we may assume that φ kν (φ m (z 0 )) → y ∈ ∂Ω. Using the fact that
and results in Corollary 6, it must hold that x = y.
Set w ν = φ kν (z 0 ). Then w ν → x and φ m (w ν ) = φ kν (φ m (z 0 )) → x. From (15), we also have
Now, fix m > 0, R > 0 and take z ∈ E z 0 (x, R). We obtain lim inf
that is φ m (z) ∈ F z 0 (x, R). Here, the first inequality follows by φ p (w ν ) → x, the second follows by (5), the fourth follows by (16) , and the last one follows by z ∈ E z 0 (x, R).
Lemma 9.
Let Ω be a F -convex domain in C n . Then for any x, y ∈ ∂Ω with x = y and for any R > 0, we have lim a→y E a (x, R) = Ω, i.e., for each z ∈ Ω, there exists a number ǫ > 0 such that z ∈ E a (x, R) for all a ∈ Ω with |a − y| < ǫ.
Proof. Suppose that there exists z ∈ Ω such that there exists a sequence {a n } ⊂ Ω with a n → y and z ∈ E an (x, R). Then we have lim sup w→x [k Ω (z, w) − k Ω (a n , w)] ≥ 1 2 log R.
This implies that lim inf w→x
[k Ω (a n , w) − k Ω (z, w)] ≤ 1 2 log 1 R .
Thus, a n ∈ F z (x, 1/R), for all n = 1, 2, · · · . Therefore, y ∈ F z (x, 1/R) ∩ ∂Ω = {x}, which is absurd. This ends the proof.
Now we are ready to prove our main result.
Proof of Theorem 1. First we fix a point z 0 ∈ Ω, by Proposition 8 there is a point x ∈ ∂Ω such that for all R > 0 and for all m ∈ N φ m (E z 0 (x, R)) ⊂ F z 0 (x, R).
We need to show that for any z ∈ Ω φ m (z) → x as m → +∞.
Indeed, let ψ(z) be a limit point of {φ m (z)}. Since {φ m } is compactly divergent, ψ(z) ∈ ∂Ω. By Lemma 9, for any R > 0 there is a ∈ Ω such that z ∈ E a (x, R). By Proposition 8, φ m (z) ∈ F a (x, R) for every m ∈ N * . Therefore, ψ(z) ∈ ∂Ω ∩ F a (x, R) = {x} by Proposition 7; thus the proof is complete.
