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Abstract

Artificial Intelligence techniques have ensued a significant impact on our daily lives.
Numerous applications in so many diverse fields have been made possible by AI algorithms
today, and there are many more yet to come. In this dissertation, we design, deploy and validate computer vision algorithms for innovative and high-impact societal scale applications.
We specifically focus on two applications in this dissertation: Detection of distracted driving
and Detection of breeding habitats of mosquito vectors.
Distracted driving on roads is a major problem around the world. Distracted driving
is the case where a driver diverts his/her focus from the road and engages in other activities
(e.g., texting, calling, drinking, playing the radio, eating, sleeping, etc.), which will cause visual, manual, and cognitive distraction. There is increasing push from various stakeholders to
invent new technology-enabled methods for detecting when drivers are driving distracted in
real-time. In this dissertation, we design a computer vision technique that processes images
captured inside of cars to automatically detect instances of distracted driving. Furthermore,
our innovation lies in adding contextual feedback with the classification of distracted driving. We present our contributions in two chapters. First, we considered six classes of driving
activities; among them, five classes are distracted driving and one safe driving class. These
distracted classes are texting right hand, texting left hand, talking left hand, talking right

vi

hand, and drinking. We utilized a well-established dataset (described later) that has numerous images of drivers engaged in distracted driving, with images captured via a camera
in the car. To detect instances of distracted driving, we employ a context-driven approach,
wherein we first detect objects in a car that can contribute to distracted driving. These are
left and right hand, steering wheel, smart phone, and bottle. To do so, we first design an
object detection model based on Faster R-CNN architecture. Once the object is detected,
we designed a simple machine learning technique to classify activities as distracted or safe,
based on the relative locations of these objects in the image.
Next, using the same dataset, we increased the total number of driving classes to ten,
where nine of them are distracted driving class and one safe driving class. Along with the
previous five distracted driving classes (texting right hand, texting left hand, talking left
hand, talking right hand and drinking), the four newly added distracted driving classes are
operating the car radio, looking back, doing makeup, and talking to side passenger. The
number of objects that cause distracted driving also increased, and we have considered a
total of nine objects this time, namely, left and right hand, steering wheel, smart phone,
bottle, radio, face look straight, face look back, and face look right in this chapter. After
that, for the feature extraction, we employ the ResNet-101 network [1], due to its much
lower complexity, and improved accuracy. In our first study with fewer objects and classes,
we have achieved 75% classification accuracy and in our second study with more objects and
classes, we could improve the accuracy to 94%. We believe our proposed methods are fast,
practical, and context-aware.

vii

Later in this dissertation, we have also investigated another significant societal scale
problem - namely combating mosquito vectors in nature. To do so, we designed computer vision techniques to detect mosquito breeding habitats from Unmanned Aerial vehicles (UAV)
videos. For this study, we have collected UAV footage from Rwanda – a country in sub
Saharan Africa where malaria is endemic. To tackle this problem, we designed a Mask
Region-based Convolutional Neural Network (Mask R-CNN) on the video/image data to
automatically detect and geo-locate potential mosquito breeding habitats and determine
habitat sizes. The overall goal is to engage citizens proactively to destroy such habitats
using natural methods to combat mosquito vectors and hence malaria.
We believe that our research in this dissertation enables the creation of innovation
applications for the greater good using AI, and can generate future work in this space to
serve humanity.
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Chapter 1: Introduction

1.1

Motivation and Problem Statement
Artificial Intelligence (AI) in general has created dramatic advances in our daily lives.

Many novel applications in many new domains are now emerging. In this dissertation we
leverage the assistance of computer vision techniques to detect instances of distracted driving
and mosquito breeding habitats – both of which are important problems today that directly
impact human life.
Distracted driving, has become a major public health concern world-wide. Drivers
across the world are known to be engaging with activities like eating/ drinking while driving,
interacting with other passengers, drowsiness, playing music, not focusing on blind spots
etc., causing accidents. Engaging with smart devices during driving has increased distracted
driving behaviors significantly in the last decade [2]. Based on factors that deviate drivers
attention from road, distracted driving can be categorized into three types [3]:

1. Visual distraction: Tasks that divert drivers’ attention from the road due to activities
like texting on phone, looking sideways, looking for long time at a GPS navigator,
looking at billboards etc.
2. Manual distraction: Tasks where a driver takes one or both hands off the steering
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wheel to eat/ drink, play radio etc.
3. Cognitive distraction: Tasks that causes drivers’ focus to drift away from driving and
includes drowsiness, distracted thoughts etc.

Considering the need to make roads safe, agencies across the globe are actively engaging with citizens via many ways to encourage safe driving and make them aware of risky
activities while driving. Unfortunately, existing solutions are not proving to be enough, and
accidents are only increasing. As a result, there is a serious push to design technological
based solutions to address this problem. With the help of modern technologies, it maybe
possible to notify a driver when he/she is driving distractedly, and in real-time, which is
what we focus on in this dissertation.
In our first study in Chapter 3, we have designed a computer vision technique where
we have used images from a camera embedded inside a car to detect instances of distracted
driving. The dataset we used for our problem is a open source dataset created and published by American University of Cairo (AUC) [4]. The dataset contains over 10, 000 images
captured by a smart phone which was attached on the top of the passenger seat facing to
the driver. These images are divided into ten classes which includes nine distracted driving
classes and one safe driving class. We considered six classes among them in our first study.
Five are distracted driving classes, which include texting on phone with left and right hand,
talking on phone with left and right hand, and drinking while driving. The sixth class is
safe driving. In contrast to existing works which classify an image as instance of distracted

2

driving or safe driving, we first detect and localize objects of our interest which contributes to
distracted driving. This provides more context to the detection and notification of distracted
driving. We classified these objects in three broad categories, namely internal entities to car
(steering wheel); external entities (smart phone and bottles); and human-centered entities
(left and right hand). After that, we designed a multi-tiered approach to classify a driving activity as distracted or safe. In our approach, we first used the notion of Faster Region-based
convolutional neural network (Faster R-CNN) to localize objects. After that we design a
simple machine learning technique to classify the image as distracted driving or safe driving.
Our approach yield a good accuracy in classifying driving activities. Our dataset was 302
images from six classes for training and validation purpose, and our accuracy was close to
75%.
In our second study, Chapter 4 we explore all the ten driving activities presented in
the AUC dataset, among them nine are distracted driving class and one is safe driving class.
The distracted driving classes include talking on phone with left and right hand, texting
on phone with left and right hand, drinking, adjusting radio, doing makeup, talking to side
passenger and reaching behind. As we consider more classes, it includes more objects of
our interest like left hand, right hand, look straight, look right, look back (human-centric
entities); steering-wheel, radio (internal to car); and smart phone, bottle (external to car). In
this study we consider 1317 images equally distributed to all the ten classes for training and
validation purpose. For the feature extraction using CNNs, we employed Resnet-101 [1] and
after that we employed simpler random forest based techniques to classify driving activities.
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In this study we demonstrate improved accuracy in classifying driving activities and achieved
94% accuracy by employing Random Forest model for final classification.
In our third study, Chapter 5, we designed a computer vision technique to locate and
identify mosquito breeding habitats in images taken from Unmanned Aerial vehicles (UAVs).
Mosquito-borne diseases are a major health issue across the world. Malaria, a deadly disease
is especially rampant in sub Saharan Africa. As we may know, stagnant water bodies are
where mosquitoes breed, and detecting these in real-time is very important for controlling
disease spread. In this study, we have deployed Unmanned Aerial vehicles (UAVs) to fly
over collect data from Rwanda – a country in Africa where malaria is endemic. Initially,
we have collected video data. Subsequently, we split then into frames, and design a Mask
Region-based Convolutional Neural Network (Mask R-CNN) to identify, and locate mosquito
breeding habitats in the images (i.e., sources of stagnant water or dry land). By detecting
the sources of stagnant water in real time, our vision is to engage and mobilize local citizen
to destroy the breeding habitats to prevent larvae from becoming adults, and these efforts
are on-going now in Rwanda.

1.2

Dissertation Organization
The organization of this dissertation is as follows
· In Chapter 2 – we describe important related studies in the domain of distracted
driving and mosquito breeding habitats detection. Specifically, we elaborate current
work that uses deep learning and computer vision to detect distracted driving. Besides,
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we present some works that use sensor data from other kinds of smart devices to detect
distracted driving. We also discuss related work on combating mosquito-borne diseases
using AI approaches.
· In Chapter 3 – we develop a context and AI driven approach where we tried to identify
six driving activities like talking on phone with right hand, talking on phone with left
hand, texting on phone with left hand, texting on phone with right hand, drinking
while driving, and safe driving.
· In Chapter 4– we extended our previous work and tried to identify more instances of
distracted driving activities. In addition to the previous chapter’s activities, we also
tried to identify when drivers are engaged in activities like - adjusting the car radio,
talking to side passenger, reaching back of the car and doing makeup while driving.
· In Chapter 5 – we used the image data captured by an Unmanned Aerial vehicle (UAV)
and tried to locate and segment the boundaries of mosquito breeding habitats in the
image, specifically for Rwanda.
· In Chapter 6 – we conclude our work along with limitation of our current studies and
discuss possibilities of future work.

1.3

Dissertation Statement
Artificial Intelligence techniques are dramatically re-shaping the world view, and so

many domains including E-commerce, Sports, Transportation, Healthcare, Biology, and so
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many more and impacted by it. Of importance is to ensure that AI techniques ultimately
serve the greater good. In this dissertation, our focus is to design computer vision techniques
to detect instances of distracted driving, and to detect mosquito breeding habitats in sub
Saharan Africa – two problems that we believe are major challenges today, and deserving
significant attention from AI researchers.
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Chapter 2: Related Work

In this chapter we will present existing works in the domain of identify distracted
driving and using AI approaches to combat mosquito-borne diseases.

2.1

Computer Vision Based Detection of Distracted Driving
There are two publicly available datasets for detecting distracted driving. These are

from State Farm and Americal University of Cairo (AUC). Renato et al. in [5] design
algorithms that process images released by State Farm [6] for driver surveillance. The focus
of this work is on distracted driving as a result of smart-phone use (texting and calling).
Their Convolutional Neural Network (CNN) approach has very good accuracy of more than
95% when trained and tested with 10, 000 images. In another study, using the same dataset,
Sarfaraz et al. [7] use CNNs also to detect more classes of distractions (nine actually). Using
VGG-16 [8] and VGG-19 [8] architectures, their work also achieves accuracy above 95% in
detecting distracted driving.
We now present related work that use the AUC dataset [4], which we also use in our
work. This dataset, generated by researchers at the American University of Cairo (AUC) is
comprehensive, and has more than 10, 000 images captured from an in-car camera attached
above the passenger window, with the camera facing the driver window. Images captured are
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separated into nine classes that comprise of distracted driving, and one safe driving class. It is
important to point out that drivers in these images did not actually drive a car. Rather, real
drivers acted out many aspects of distracted driving and safe driving while the car was static
(for obvious safety reasons) during the capture of images, and this is reasonable, considering
the dangers of distracted driving on real roads. Using this dataset, Abouelnaga et al. [4]
developed a novel genetically weighted ensemble based on CNNs to detect distracted driving.
They trained Alexnet [9] and Inception V3 model [10] for this purpose, and calculated
weighted sum of all the networks to the data, and achieved classification accuracy of 94.25%
for detecting distracted driving. In another study, Moslemi et al. [11] considered the AUC
dataset where the authors produced video clips using static images and used them to get
temporal information to detect distracted driving. The study developed a 3D CNN network
to classify distracted driving activity and achieved 73% accuracy. In a similar context, while
using the AUC dataset, Leekha et al. [12] proposed ConvNet, a CNN based system, that
incorporates unique features extracted from driver postures. To extract driver postures, the
authors pre-processed the images using an iterative graph-based foreground segmentation
algorithm (GrabCut) to distinguish driver posture from background noise. Processing these
postures with a CNNs yielded an accuracy of 95.64% for the AUC dataset to detect distracted
driving. In a different study, Mase et al. [13] proposed a hybrid approach that concatenated
a CNN and BiLSTM network where the CNN network learns the spatial features of images
and LSTMs extract the spectral correlation among the features maps produced by the CNN.
Integrating these resulted 92.7% classification accuracy on the AUC dataset.
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2.2

Sensor Based Detection of Distracted Driving
Apart from using computer vision on image data, several studies have been con-

ducted where researchers have used inertial sensors from smart devices to identify distracted
driving activities. In related works like [14], and [15], authors used sensors like accelerometer, gyroscope data to detect distracted driving associated with phone like text, call and
read from phone while driving. In another study [16], authors used smart phone and smart
watch sensors data to identify distracted driving activities like eating/drinking, using smart
phone, adjusting radio and navigation system while driving. Besides, in some studies like [17]
and [18], authors used smart phone sensor data to detect driving activities like acceleration,
breaking, left/right turn etc.

2.3

Computer Vision Based Detection of Mosquito Breeding Habitats
As in this work we were investigating identifying mosquito breeding habitats, we

explored recent literature that used UAV and computer vision techniques to identify potential
breeding habitats. Minakshi et al. [19] have worked on a similar data set that we used for
our study. They focused on the Uganda region and applied Faster R-CNN based object
detection technique to identify breeding habitats from UAV images. Their proposed method
could successfully achieve significant accuracy in breeding habitats detection and localization,
although they merely detect and emplace bounding boxes abound breeding habitats, while
we do segmentation to determine the area of the habitat (which is important to determine
amount of larvicide used). In another study, Dias et al. [20] focused on identifying larger

9

containers like abandoned tires, small pools of water which can be potential sources of
stagnant water and mosquito larvae. Using UAVs, they collected the data, and extracted
container images from them. After that, they have used machine learning technique and
achieved 99% accuracy for the identification of tires and sources of stagnant water. Suduwella
et al. [21] developed an UAV-based approach where they processed captured images with
certain dark colours to identify possible potential water retention areas. Haas-Stapleton et
al. [22] used an UAV equipped with high-magnification camera to detect breeding sites like
containers of varying size. First, they tried to identify cluster of larvae, pupae and other
non-larval objects. After that they have used AlexNet [9] to classify these clusters. Case [23]
used UAV to collect data from densely populated neighborhoods and tried to identify 2500
objects of interest that are suitable for mosquitoes to lay eggs. They have used Single Shot
Multibox Detection [24] for object detection and segmentation and achieved 31% accuracy.
Besides, they have also applied VGG16 [8] neural network model to classify Aedes albopictus
larvae and achieved a binary classification of 80%.
Besides, identifying the breeding habitats, there are some other studies [25, 26, 27]
where authors leverage the assistance of deep learning and computer vision technique to
classify different species of mosquito and segmenting different anatomies of mosquito. These
works focus on identifying species, while our work focuses on detecting larval habitats, but in
any case, the combined goal is to combat mosquito-borne diseases via AI based surveillance.

10

Chapter 3: Detecting Distracted Driving Using Images

3.1

1

Introduction
In this chapter, we design a context and AI driven approach to process images from

cameras embedded inside of cars to detect instances of distracted driving, while retaining the
context of detection. The dataset we employ for this problem is the American University of
Cairo (AUC) distracted driving dataset [4]. This data set has total of 10, 555 images captured
from an in-car camera attached above the passenger window, while facing the driver window.
Images captured are separated into nine classes that indicate distracted driving, and one safe
driving class. Note that real drivers simulated multiple aspects of distracted driving and safe
driving while the car was static (for safety reasons) during image capture. This dataset is
well-known and used extensively in peer research [4, 11, 12, 13]. For this study we choose
images from only five classes that contribute most to distracted driving, and images from
the one safe driving class. Classes of distracted driving include talking on phone (with left
hand, and with right hand), texting (with left hand, and with right hand), and drinking
while driving. The sixth class is the safe driving class without distractions.
In this study, we design a two-tiered approach for classifying an image as distracted
1

Dey, Arup Kanti, Bharti Goel, and Sriram Chellappan. "Detecting Distracted Driving from Images by
Processing Relative Locations of Objects of Interest Inside Vehicles." International Conference on Broadband
and Wireless Computing, Communication and Applications. Springer, Cham, 2020. Permission is included
in Appendix A.
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driving or safe driving. In the first tier, we design a Faster Region-based Convolutional
Neural Network (Faster R-CNN) algorithm, to process an image, and then detect and localize
critical objects within the image that can impact distracted driving. In our dataset, and as
is common knowledge, these objects include smart phones and bottles (external devices),
steering wheel (internal to the car) and left & right hand (human-centric). Once we detect
and localize these objects, we design simpler machine learning techniques to learn from their
locations in the image relative to each other to classify an image as indicative of distracted
driving or not. We believe that our approach will be able to provide superior contextual
feedback to drivers, and such educational programs are part of our future work.

3.2

Algorithm Design for Detecting Distracted Driving

3.2.1 Data Set Description
In this experiment, we have used AUC Distracted Driving Dataset presented above
that is open sourced [4]. The image data was collected using the camera of a smart phone,
which in this case was an ASUS ZenPhone (Model Z00UD) emplaced on top of passenger
side seat. Initially, data was collected in a video format then cut into individual image of size
1920x1080 each. Images were labeled in 10 different classes, among them one was safe driving
class and rest were classified as distracted driving labeled as texting right hand, texting left
hand, talking right hand, talking left hand, adjusting radio, talk to side passenger, doing
makeup, drinking, and reaching behind. For this study, we chose five classes among the
above for distracted driving. These classes included calling left-hand, calling right-hand,
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texting left-hand, texting right-hand and drinking while driving. According to studies using
cell phone for texting or calling, and drinking while driving are most significant source
of accidents [28, 29]. Thus, for current study we focused on these five distracted driving
activities only. The sixth class in our model was obviously the safe driving class. Fig. 3.1
shows one representative example image from each of the six classes of interest to this study.

Figure 3.1: An instance of each class considered for the study

3.2.2 Brief Overview of Proposed Approach and Significance
Our goal in this study is to enable contextual detection of distracted driving. To do
so, we employ the following approach. Instead of merely classifying an image as distracted or
otherwise, we first aim to detect those objects in an image that may or may not contribute
towards distracted driving. Based on intuition, and observing the AUC dataset, the objects
of interest in this study are five, namely, left hand, right hand, smart-phone, bottle, and
steering wheel. When processing an image, we identify if any of these objects of interest
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are present, and then localize them in the image to determine where they are relative to
each other. Based on their relative locations, we then make a determination as to whether
or not, the image is indicative of distracted driving. Fig. 3.2 illustrates with an example.
The top images in Fig. 3.2 (a) and (b) indicate safe driving. In existing approaches, the
image on the left is merely classified as safe driving, but in our proposed approach on the
right hand side image, we identify and localize the critical objects of interest in the image,
and since they are in the expected positions for safe driving, the image will be classified as
safe. On the other hand, for the images below (c) and (d) in Fig. 3.2, the image on the left
will be classified as distracted in existing works, but in our proposed scheme, the objects
of interest will be detected and localized, and since the right hand object is close (actually
overlapping) with the smart-phone object, the image is classified as distracted driving, and
this contextual feedback could now be given to the driver.

Figure 3.2: Comparison between traditional approach and our proposed approach
As we argued earlier, this context driven detection and feedback is the core novelty of
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our work in this study, which we expect will add new dimensions to road safety improvement,
compared to the state of the art. The techniques that make up our proposed distracted
driving detection systems are illustrated in Fig. 3.3.

Figure 3.3: Illustration of our overall methodology

3.2.3 An Overview of Convolutional Neural Networks
Convolutional Neural Network (CNN) is class of deep neural network which is the
state of the art in image classification and recognition [30]. Usually, a CNN is consist of
three components- input, feature extraction and classification. For any image classification
of recognition input is simple image or video data. Feature extraction part is the most
important part which consist of several operations. Firstly, the input images are convoluted
by filter to generate feature map in the convolution layer where each layer has 3 dimensions
namely width, height and depth. Typically, several filters are used to learn the feature
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from the input image and size of the individual filter is (a, b, c) where a denotes width of
the filter, b denotes height and c denotes color channels of an image. Each filter results
individual feature map which is down sampled by pooling layer. Besides the filter size we
need to choose stride size as well. Here stride size is the number of pixels by which we slide
our filter over the input image. During the feature extraction, it performs a dot product
between two matrices, where one matrix is filter and the other matrix is the region of the
image. A series of convolution and pooling are performed to extract critical parameter of
the input image to assist classification. Since deep convolutional neural networks employ
multiple convolution layers, which contain variable size filters, the output of the convolution
layer merges all the feature maps to a single feature map. After we extract the feature next
task is to classify the image and for this purpose, we add a few dense layers in the network.
Each dense layer consists of several neurons which is essentially a non-linear function, and
all the neurons are fully connect to all the neurons in the previous layer. The number of
neurons in the final layer is equal to the number of classes. The final layer will then classify
the image with the class that achieved highest probability.

3.2.4 Faster R-CNN Architecture for Object Detection and Localization
For our work classifying an object was not enough as we want to provide contextual
feedback by detecting and localizing the objects. To detect and localize objects, we employ
the Faster R-CNN (Faster Regional-Convolutional Neural Networks) technique [31]. It is a
well-known and widely adopted architecture for object detection and localization of specific
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components within an image. The Faster R-CNN architecture is composed of three parts:
1) Convolution layer 2) Region Proposal Network (RPN) and 3) Class and Bounding box
prediction. A series of steps is incurred when implementing this technique. For clarity,
we present related discussions on our proposed technique using two sub-sections separately:
Training/Validation and Testing.

3.2.4.1

Training/Validation
Training/Validation comprises a sequence of steps that entails manual effort in op-

timizing an algorithm and validating it to the point where it is satisfactory enough for the
problem at hand. This process is iterative, and involves a constant process of manually
adjusting one or more training parameters, followed by validation until the model is satisfactorily optimized. For our problem, we selected 302 images equally distributed among all
the six classes of interest to this study for training and validation. These included 40 images
from each classes to make up a total of 240 images for training. We then selected 62 more
images (equally distributed among all six classes) for validation of the algorithm.
In the overall process of training and validation, the first step is to extract feature
maps from the training image dataset using a convolutional neural network (CNN), wherein
the feature maps represent the core features embedded within the image dataset. For feature
extraction from training images, we used Inception V2 [32] as the base pre-trained convolutional network. Inception V2 is a complex deep learning network which, tries to reduce
representational bottleneck and enhance computational cost by using smart factorization
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methods. After this step, we have the core feature maps from the entire image dataset.
Then, since our goal is detect and localize specific objects of interest in each training image, we manually emplace multiple bounding boxes in training images, where each image
will be emplaced with multiple bounding boxes of arbitrary sizes. The goal here is to cover
the entire image via multiple bounding boxes, some of which contain foreground and some
of which contain background. Note that this is a manual process, since we are still in the
process of training the algorithm. Each box is then manually labeled as either a foreground
class, or a background class. These labels are used by a later CNN to learn to identify
the foreground from the background boxes in any image. Boxes labeled as foreground class
consists of objects that we want to localize (i.e., the five objects of interest to distracted
driving – left hand, right hand, smart-phone, bottle, and steering wheel). Boxes labeled
as background class, as is obvious, consists of background objects that we do not want to
process for distracted driving detection.
With these manually emplaced boxes (also called anchors sometimes) and the feature
maps derived in the previous step, the next step of the training process is to design and
optimize a simpler CNN to detect boxes containing foreground components from ones containing the background components. There is one challenge here, since the sizes of the boxes
in each image will be different (for example, a box containing a steering wheel will be larger
than a box containing a smart phone). Thus the feature maps generated by the CNN to
learn foreground components will be of variable sizes, which will complicate processing. To
convert these variable sized feature maps into fixed sized feature maps, we utilize the concept
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of Region Of Interest (ROI) Pooling, wherein the variable sized feature maps are divided
into smaller chunks of fixed sized feature maps that will simplify processing without loss of
accuracy. The final step is to design a regressor to tighten the localized object, since the
tighter the box is, the better will be our abilities to determine relative positions of multiple
objects of interest in the image for contextual classification of distracted driving. To do so,
essentially, a loss function is utilized to identify the four corners of the bounding boxes via
regression (the loss function is presented later in Section 3.2.4.2). To explain things clearly
a pseudocode of the algorithm is provided in Algorithm 3.1. Here we can see our input
for this step is training and validation images which contains manually emplaced bounding
boxes. At the end of this step we will get optimized neural network which will help us to
detect objects of our interest on the test images. Based on the loss value which helps us
to determine model performance we keep training our model. After reaching to a satisfying
level of loss value we stop training the model.
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Algorithm 3.1 Pseudocode for Training and Validation for Object Detection and Localization
Input: Training images and validation images; Manually emplaced bounding boxes on foreground and background objects in the images
Output: Optimized neural network model
while Loss function criteria not met do
Extract feature maps from training images using Inception V2 neural network;
while True do
Feed images with bounding boxes and features maps above into simpler CNN;
Perform pooling to extract fixed size feature maps;
Perform regression for tightening bounding boxes;
end
Test with validation images and compute loss function;
Optimize the neural network;
end

3.2.4.2

Details of Hyperparameters in Our Model
While we presented the basic model architecture above, there are critical hyperpa-

rameters in a CNN that needs optimization via trial and error. We present discussions on
hyperparameters below. For error optimization, we used stochastic gradient descent algorithm which estimates the error gradients of current state using examples from the training
dataset. Learning rate is another important parameter whose range is in between 0 to 1.
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Setting a larger learning rate allows the model to learn fast but it can cause the model to
converge too quickly to a sub-optimal solution, whereas setting a smaller learning rate may
allow the model to learn more optimal sets of weight but training time increases. Considering
these complexities, we set our learning rate 0.0019 for first 90000 steps in the training with
a batch size of 1. Note that our intention while training the model is to achieve minimum
loss, but since we are using stochastic gradient descent for minimizing errors, there will be
some variations while updating weights, and there will be delays in reaching minimum loss.
Momentum optimizer helps to smooth out these variations and speed up to converge to minimum loss. It does so by an adaptive algorithm that uses exponentially weighted averages
of gradients over previous iterations to stabilize the convergence, resulting in quicker optimization. In our model we set 0.9 for momentum optimizer, which is essentially the decay
rate. Table 3.1 lists critical hyperparameters used in our model.
Table 3.1: Value for critical hyperparameters of the architecture
Hyperparameter

Value

Error Optimization Algorithm

Stochastic Gradient Descent

Learning Rate

0.0019

Momentum Optimizer

0.9

Step Size

1

Loss functions are critical in CNN tuning, since ultimately, we want to decrease the
loss of accuracy during model training and validation. We have used Categorical Cross
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Entropy (CCE) loss function for object detection. For a single box x, the loss is calculated
below where p is the model estimated probability for the ground truth class of the box.
Minimizing this loss function is our goal via optimizing the neural network.
(3.1)

CCEx = −log(p),

To tighten the box (via regression) the loss function we used is based on the summation of Smooth L1 functions. Let (x, y) denote the top-left coordinate of a predicted box. Let
xa and x∗ denote the same for boxes generated by the model, and the manually generated
ground-truth. The notations are the same for the y coordinate, width w and height h of a
box. First, we define some terms, followed by the loss function Lreg used in our architecture.

t∗x =

(x∗ −xa )
,
wa

tx =

(x−xa )
,
wa

smoothL1 =

t∗y =

ty =






0.5x2 ,

(y ∗ −ya )
,
ha

(y−ya )
,
ha

∗

t∗w = log( w
),
wa

tw = log( wwa ),

∗

t∗h = log( hha ),

th = log( hha ),

(3.2)
if |x| < 1

and





|x| − 0.5, otherwise

Lreg (ti , t∗i ) =

P

ix,y,w,h

smoothL1 (t∗i − ti ).
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The entire model was trained in a graphical processing unit (GPU) cluster which, has 4
nodes of GeRorce GTX TITAN X each with 12GB of memory. After training the model
for 86531 steps we test the accuracy with 36 additional unseen images, results of which are
presented later when we discuss results.

3.2.4.3

Run-time Execution
Once the model is trained, validated and optimized to a satisfactory degree, it is

ready for run time. When an image is fed into our AI model at run-time, the following steps
are incurred. It is important to note that all steps below are automatic, without any manual
intervention. First, the feature maps for those image are extracted using our optimized
Inception V2 Neural Network. Subsequently, bounding boxes are automatically emplaced
within the image, and feature maps from each bounding box are automatically processed
through the second (simpler) CNN to determine boxes containing the foreground class and
the background class. This is also done automatically. At the end of this step, we will ideally
have detected and localized (via bounding boxes in the image) the five foreground classes of
interest to our problem, which are objects in an image that contribute to distracted driving
(i.e., left hand, right hand, smart-phone, bottle etc.). These steps are shown in Algorithm 3.2.
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Algorithm 3.2 Pseudocode for Object Detection and Localization in Run-time
Input: Image to be localized
Output: Detection and localization of foreground objects
Extract feature map from optimized Inception V2;
Automatically emplace bounding boxes at arbitrary locations in the image;
Use the simpler CNN to detect foreground and background boxes;
Output foreground boxes only;

3.2.5 Image Classification Using Traditional Machine Learning Models
Post localization of objects of interest, the last and final task to classify whether
or not the relative positions of objects in the image indicate distracted driving. To do so,
we utilize a traditional machine learning algorithm - Random Forests [33] which gave us
best accuracy. For this algorithm, we calculated distance between objects and identified six
features which are presented in Table 3.2. Note that for distance calculation, we determine
the center of each bounding box in the localized object of interest and calculate distance
between the centers.
Table 3.2: List of features for machine learning model
Features
Left Hand-Smart Phone
Left hand- Bottle
Left Hand-Steering-Wheel
Right Hand- Smart Phone
Right Hand-Bottle
Right Hand-Steering-Wheel

Description
Distance between
Distance between
Distance between
Distance between
Distance between
Distance between

Left hand and Smart Phone
Left hand and Bottle
Left hand and Steering wheel
Right hand and Smart Phone
Right hand and Bottle
Right hand and Steering wheel
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3.3

Discussion of Results

3.3.1 Results of Object Detection and Localization
For testing purposes, We separated out 36 unseen images from the dataset from all
six classes for testing. Results are discussed below.

3.3.1.1

Evaluated Metrics
First, we discuss the metric for evaluating the localization component. For the lo-

calization component, the metric we use is the mean Average Precision (mAP), which is a
standard metric for this class of problems. Before, we define mAP, we first define a few other
metrics which we used to quantify our entire dataset. These are Precision, Recall and Intersection over Union (IoU). Precision is the fraction of relevant instances, among the retrieved
instances. Recall is the fraction of the relevant instances that were actually retrieved. The
IoU metric assesses the accuracy of a bounding box. Formal definition of Precision, Recall
and IoU are defined below. Note that the terms TP, FP and FN denote True Positives, False
Positives and False Negatives respectively:

P recision =

Recall =

TP
TP + FP

TP
TP + FN

(3.3)

(3.4)
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Intersection over U nion (IoU ) =

area of intersection
.
area of union

(3.5)

Actually, IoU measures the overlap between two boxes (one ground truth and one
classified). The ground truth boxes are manually emplaced for testing purposes. Our algorithm emplaces its own boxes after going through the classification and localization steps
presented in Section 3.2.4. The IoU metric computes the ratio of the area of intersection between these two boxes (i.e., the ground-truth box, and the box computed by our algorithm)
over the area of the union. A higher IoU means superior localization, and vice versa. An
IoU of 0.6 to 0.7 is considered relatively state of the art today.
Now, our final metric is the Mean Average Precision (mAP), for which we first define
another metric called, Average precision (AP). The AP is the average of all the Precision
values for a range of Recall (0 to 1 for our problem) at a certain preset IoU threshold for
a particular class among the ones for our problem (i.e., hands, radio, steering wheel, face
position etc.). This metric essentially balances both Precision and Recall for a particular
value of IoU for one particular class. Finally, the Mean Average Precision (mAP) is just the
average of AP values among all our classes.

3.3.1.2

Computational Results and Analysis
In Table 3.3 shows the mAP score for different IOU thresholds for our testing image

dataset. For IOU of 0.5, the performance is indeed good with an mAP of 0.84. As the IOU
is increased (meaning more stringent evaluation) to 0.75, the mAP decreases to 0.4089. To
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summarize, we are confident that our technique can indeed detect and localize sources that
impact distraction in car to a high degree of accuracy.
Table 3.3: Mean Average Precision (mAP) comparison
Model
Faster RCNN
with InceptionV2

mAP
IOU=0.50

mAP
IOU=0.75

0.8401

0.4089

Fig. 3.4 show instances of the output of our above technique for object detection and
localization. Results shown here are representative of other images in our testing dataset. We
believe that these methods of detecting and localizing objects will pique interest of drivers
to learn from mistakes and improve their safer driving skills, and such educational programs
are part of our future work in this space.

Figure 3.4: Results of object detection and localization for distracted driving
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3.3.2 Results of Image Classification
After detecting and localizing the objects of interest, we design traditional machine
learning algorithms to classify an image of driving instance as distracted or safe. Discussion
regarding metrics to evaluate our model performance and result is given below.

3.3.2.1

Evaluated Metrics
To quantify our machine learning model performance, we used several metrics namely,

Classification Accuracy, Precision, Recall and Confusion Matrix. Accuracy is the common
metric to evaluate classification-based problem. It actually measures the number of correct
predictions as a ratio of all predictions made. The other way we can evaluate the model
performance with the help of Precision, Recall and F1 score. Formal definition and explanation of Precision and Recall is already given in the section 3.3.1.1. Precision helps us to
understand and limit the number of false positives predicted by our model. Higher precision
means our model return more relevant results. On the other hand, recall helps to understand
and avoid the number of false negative. Higher the recall value means our model return most
of the relevant results. However, there is a trade-off between precision and recall. To obtain
the higher precision, our model needs to predict a class as positive it is most sure about
and rest will be considered as negative. Though this will increase precision value but due to
number of negative predictions recall value will be very bad. Similarly, if we want to achieve
higher recall value our model needs to predict all samples as positive and there will be no
true negative and false negative. But this will result in many false positive predictions and
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as a result precision will be very low. While precision and recall are important metrics, but
they don’t give us the overall picture of the model performance. F1 score considers these two
metrics together to provide single measurement of the test accuracy. Definition of Accuracy
and F1 score is given below.

Accuracy =

TP + TN
TP + TN + FP + FN

(3.6)

F 1Score =

2 ∗ P recision ∗ Recall
P recision + Recall

(3.7)

Another most comprehensive way to represent the result is using confusion matrix.
A confusion matrix is table which allow visualization of the model performance. Using this
table, we can get a complete idea about how our model is performing on individual class.

3.3.2.2

Computational Results and Analysis
Using six features presented in Table 3.2 We tested four different ML models and

their overall accuracies are shown in Table 3.4. As we can see, the Random Forest model
is providing best accuracy for our case. Basically, random forest model is an ensemble of
decision trees which combined multiple learning models as a result it increase the overall
accuracy.
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Table 3.4: Accuracy of different models for multi-class classification
Model

Accuracy

K-Nearest Neighbors

0.55

Decision Tree

0.44

SVM

0.36

Random Forest

0.75

From Fig. 3.5 we can see the confusion matrix of our model. It gives us the details
about the performance of the model. We can see our model successfully identified all the
instances of safe driving class. However, it wrongly classified 3 instances of text right to safe
driving ( 2 instances) and text left (1 instance) . For text right, sometimes right hand is
very close to the steering wheel and because of that there is no significant distance between
hand and steering wheel. For other classes it relatively performed well.
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Figure 3.5: Confusion matrix for multi-class classification

From Fig. 3.6, we see the Precision, Recall and F1 score (that integrates both Precision
and Recall) for the Random Forest model. Among all the classes, precision of safe driving
class is less. Its due to our model wrongly predicted few other class as safe driving so number
of false positive increased for this class and we get less precision value. For the text right
class our model correctly predicted less number of instances then actually presented in the
testset so the recall value is less for this class.
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Figure 3.6: Precision, Recall and F1 score for multi-class classification

Apart from multi-class classification, we also tried with binary class classification.
Here we combined all the distracted driving classes as one class and named it as Distracted
and for safe driving class we named it as Not Distracted. After that we tested three different
ML models. The overall accuracy of those models is shown in Table 3.5. Random Forest
model yields the best result again and achieved 80% testing accuracy.
Table 3.5: Accuracy of different model for binary-class classification
Model

Accuracy

K-Nearest Neighbor

0.75

Decision Tree

0.72

Random Forest

0.80
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The confusion matrix and Precision, Recall and F1 score are presented in Fig. 3.7
and Fig. 3.8 respectively which reveals the details performance of the random forest model
on our binary class classification.

Figure 3.7: Confusion matrix for binary-class classification
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Figure 3.8: Precision, Recall and F1 score for binary-class classification

3.4

Conclusions
In this chapter, we design a novel technique to detect instances of distracted driving

from images captured inside of cars. Different from existing works in this space, we first
localize objects of interest in the image that could impact distracted driving (smart phones,
hands, bottles and steering wheel), and use their relative locations to design algorithms to
detect distracted driving. We present our results using several metrics. Using ideas presented
in this chapter, in our future work we will create a much larger corpus for training image
dataset and will extend our work to detect more distracted driving activities.
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Chapter 4: Context-Driven Detection of Additional Distracted Driving Classes2
4.1

Introduction
In this chapter, we extended our previous work discussed in Chapter 3 and tried

to identify all instances of driving activities provided by the dataset. We used the same
AUC distracted driving dataset [4] which has total ten classes of driving activities including
nine distracted driving class and one safe driving class. In addition to the five distracted
driving classes that we worked on in the previous chapter, the newly added four distracted
driving classes in our current analysis are operating the car radio, talking to side passenger,
doing makeup, and reaching for the back. The tenth class is safe driving class. After
carefully selecting the data for our study we designed Faster Region-based Convolutional
Neural Network (Faster R-CNN) algorithm, to detect and localize critical objects within
the image that can impact distracted driving. In this study we are interested to look into
total nine objects which include smart phones and bottles (external devices), steering wheel,
radio (internal to the car) and left hand, right hand, look straight, look right and look
back (human-centric) which is much larger and complex from our previous objective. After
detecting and localizing these objects of interest in an image, we next design a less complex
machine learning algorithms to process the relative locations of those localized objects, and
2

Dey, Arup Kanti, Bharti Goel, and Sriram Chellappan. "Context-driven detection of distracted driving
using images from in-car cameras." Internet of Things 14 (2021): 100380. Permission is included in Appendix
A.
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use their proximity to distinguish instances of distracted driving from safe driving. Our
performance evaluations reveal mAP score of 63.90 for an IoU of 0.5 in object localization;
and an overall accuracy of 94% in classifying instances of distracted driving based on object
localization. As such, we believe our study will contribute to improve understanding of
drivers in correcting distracted driving behavior.

4.1.1 Motivation and Problem Statement
According to the study in [34, 35] the most common among dangerous activities
while driving include: Using cell phone for text or call, using navigation systems, eating
or drinking, talking to passengers, adjusting audio or climate controls, applying makeup,
dealing with physical moving objects, smoking, and thoughts that distract the driver. While
in our previous work we tried to identify instances of distracted driving because of using
cell phone and eating or drinking while driving, in this study we are expanding our work
to address more distracted behaviors which are complex and hard to detect. For instance,
engaging in a conversation with another passenger is another distracted behavior which draw
away driver’s focus from the road. Particularly, the behavior become dangerous if driver in
a serious conversation while performing difficult driving tasks like merging onto a highway,
or uncontrolled "T" intersection [36]. Applying makeup while driving is another dangerous
behavior similar to texting while driving because in both cases driver needs to take his/her
eyes off the road and loses focus while driving. It is estimated that an alert driver can react
to any changes in road scenario in 1.5 seconds, while the driver engaged to activity like
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makeup, would requires 3 seconds to react and as a result they can get into an accident [37].
In a study conducted by National Highway Traffic Safety Administration (NHTSA) [38],
they show that reaching for a moving object in the car increases the risk of accidents by
8.82%; doing makeup while driving increase the risk by 3.13%, and talking to passenger in
adjacent seat and adjusting car radio increase the risk factor by 0.50%. The latter numbers
maybe small, but still significant, considering the number of people driving on roads today.
The aforementioned studies showed the significance of the behavior to look into.
Though using of cellphone and drinking/eating while driving is a major source of distracted
driving but its not only reason behind the distraction. Which is why, after successfully
detection of six driving activities in our previous study, we are interested to look into other
driving activities (e.g adjusting radio while driving, doing makeup, talking to side passengers
etc.) for our current study. we tried to identify critical objects associated with those activities
and after locating those activities we tried to classify them using machine learning approach.
We believe our study cover wide variety of the distracted driving behaviors and it will
contribute significantly to the efforts making by various agencies to keep the road safe.

4.2

Experiment Setup for Detecting Distracted Driving
In this section we describes our dataset and experimental design for this problem.

For object detection and classification we used a two step process. In the first step, we used
Faster R-CNN to detect and localize the objects under consideration. In the next-step, we
used machine learning methods to classify different types of distracted driving. The details
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are explained below.

4.2.1 Dataset Description and Pre-processing
For the current task, we used the AUC distracted driving dataset as our primary
source which we already described in section 3.2.1. The sample set used for the current
experiment is much larger in size and variety. We selected 1317 images equally distributed
among all the ten classes of interest to this study for training and validation purpose. These
included 102 images from six classes, and 103 images from four classes, to make up a total
of 1024 images for training the ten classes. We then randomly selected 293 more images
(equally distributed among all ten classes) for validation of the algorithm. For training,
initially, the image size was 1920x1080 pixels, which is large in size and will take much time
to train so we reduced the image size by 50% to 960x540 pixels for faster training. Fig. 4.1
shows images representing ten different classes.

4.2.2 Object Annotation in the Image
After selecting the images for training and validation next part is annotating those
images. In the training process our model will learn valuable features corresponding to
the foreground class and background class. To distinguish between foreground class and
background class we need to manually annotate (localized and labeled) objects in the images.
As we previously mentioned in this experiment we are interested to identify and localize nine
objects namely left and right hand, smart-phone, bottle, radio, face positions etc. which will
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Figure 4.1: An representative image from the ten classes
be our foreground class and rest part of the image will be considered as background class.
The objective of image annotation is to validate the models to test for the accurate
prediction. Annotated images are used as ground truth value to check whether model is able
to detect, recognize and classify the objects accurately. To annotate all the objects of our
interest in training and validation images we used labelImg tool [39]. The number of objects
we annotated in the training and validation images is listed in the Table 4.1.
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Table 4.1: Number of annotated objects in the training and validation images
Objects

Training

Validation

Left Hand

1008

286

Right Hand

915

257

Look Straight

803

218

Look Right

123

30

Look Back

52

27

Smart Phone

470

144

Bottle

151

68

Radio

522

204

Steering Wheel

1013

291

4.2.3 Methods for Detecting and Localizing Objects of Interest
For detecting and localizing objects in the image we used the similar approach like
our previous work describe in section 3.2.4. However, for feature extraction purpose in object
detection we have used a different CNN architecture. For current study, we used ResNet101 [1] architecture which has certain benefits over the Inception V2 [32] architecture that
we used for our earlier study. In the following section we will provide the details of the
ResNet-101 architecture.

40

4.2.3.1

ResNet-101 Architecture
ResNet [1], stands for Residual Networks and has an important point on computer

vision problems. It uses identity connections (also call identity connection) between layers
which allows the gradients (which measures the changes in the all weights with regards to the
change in error) to flow properly through the skip connections to any other earlier layer. The
residual network is almost identical to the other network which have convolution, pooling,
activation and fully connected layers stacked one over the other. The only difference make
it residual is the identity connection between the layers. A simple residual block is shown in
the Fig. 4.2 [1].
To address a complex image recognition problem, we often stack some additional
layers in the Deep Neural Networks. These extra layers results in improved accuracy and
performance. The assumption behind adding more layers is that these layers progressively
learn more complex features. For instance, in case of recognising images, the first layer may
learn to detect edges, the second layer may learn to identify textures. In a similar manner
the third layer may learn to detect objects and so on. But to improve the detection accuracy
we cann’t just keep adding new layers because it has been found that there is always a
maximum limit for depth with the traditional Convolutional neural network model.
One of the most important advantage of using ResNet is that it solves the common
problem of vanishing gradient. In deep neural networks, ResNet solve the problem of vanishing gradient by allowing alternate shortcut path for the gradient to flow through. The other
way that these connections help is by allowing the model to learn the identity functions.
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Figure 4.2: A residual block of residual network
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This process ensures that the higher layer will perform at least as good as the lower layer.
For example, if we have a shallow network and a deep network that maps an input ‘x’ to
output ’y’ by using the function H(x). We expect the deep network to perform at least as
good as the shallow network and not to degrade the performance as we often see in case of
plain neural networks(without residual blocks) and the way to achieve it is adding additional
layers in a deep network to learn the identity function and thus their output equals inputs
which do not allow them to degrade the performance even with extra layers.

4.2.3.2

ResNet-101 VS Inception V2 Architecture
As mentioned earlier, in our previous study we have used Inception V2 network for

feature extraction. While the Inception V2 architecture focuses on computational cost,
ResNet-101 focuses on computational accuracy. Based on intuition, deeper networks should
not perform worse than the shallower networks, but in practice, the deeper networks often
performed worse than the shallower networks. This lack of performance is caused not by
overfitting, but rather by an optimization problem. In short, the deeper the network, the
harder the network to be optimized.
The Inception V2 module in parallel computes multiple different transformations
over the same input map, connecting the results into a single output. For Inception V2 each
layer, it does a 5x5 convolution, 3x3 convolution, and max pooling, each carries different
information. This process is of course is computationally costly. Therefore the developers of
Inception decided to overcome this problem by introducing the dimension reductions which
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reduce dimension is by using 1x1 convolution before going to the possible bottlenecks 3x3
and 5x5 convolutions. Therefore it has the compressed version of the spatial information.
In comparison, ResNet-101 proposed a solution of using the network layers to fit
a residual mapping instead of directly trying to fit a desired underlying mapping. This
approach addresses the problem of vanishing gradients, in which the gradient signals from
the error function decreased exponentially as they are backpropagated. When the error
signals reached the earlier layer, they were often so small that become almost insignificant.
In the ResNet, the gradient signal will be able to travel back to early layers via shortcut
method, therefore many layers of the network could be created without having accuracy
trade-off.

4.2.3.3

Details of Hyperparameters in Our Model
To train our object detection model we have set few hyperparameter to obtain the

best result. We present discussions on critical parameters below. To learn the most fine
grained feature from the image, learning rate is the most important parameter which value
we can set between 0 to 1. Initially, we want to learn basic features from the image quickly
so we set a higher learning rate of 1e-4 for first 50, 000 steps. After that for next 30, 000
steps we lower the learning rate to 1e-5. Lowering the learning rate will help to learn more
subtle and fine grained feature of the images. Learning rate for each iteration is shown in
the Fig. 4.3. For error optimization, we used stochastic gradient descent algorithm which
estimates the error gradients of current state using examples from the training dataset. Also
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We have used momentum optimizer to smooth out the error variations and speed up to
converge the minimum loss. The details of the hyperparameter is listed in Table 4.2.

Figure 4.3: Learning rate for each iteration

Table 4.2: Value for critical hyperparameters of the architecture
Hyperparameter

Value

Error Optimization Algorithm

Stochastic Gradient Descent
1e-4 for first 50000 steps

Learning Rate

1e-5 for following 30000 steps
1e-6 for final 20000 steps

Momentum Optimizer

0.9

After preparing the images and setting the hyperparameters we trained our model in
a graphical processing unit (GPU) cluster which, has 4 nodes of GeRorce GTX TITAN X
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each with 12GB of memory. After training the model for 100, 000 steps we test the accuracy
with 150 additional unseen images, results of which are presented later in the result section.

4.2.4 Classification of Images as Distracted or Safe
Once the objects of interest (i.e., foreground classes) are detected and localized, we
then have to process these to make a final decision on distracted driving or otherwise. This
is a simpler problem, and we design a simple Random Forests [33] based algorithm, that
gave us the best performance. For this classification problem, the features we identified and
processed are presented in Table 4.3. Note that for calculation of distance, we determine the
center of each bounding box in the localized object of interest. Then, we calculate distance
between the centers of those boxes. Regarding the face positions (look straight, look right
and look back), we have used simple Boolean values as features.
Table 4.3: Extracted features for machine learning model
Features
Left Hand-Smart Phone
Left Hand-Bottle
Left Hand-Steering-Wheel
Right Hand-Smart Phone
Right Hand-Bottle
Right Hand-Steering-Wheel
Right Hand-Radio
Look Straight
Look Right
Look Back

Description
Distance between Left hand and Smart Phone
Distance between Left hand and Bottle
Distance between Left hand and Steering wheel
Distance between Right hand and Smart Phone
Distance between Right hand and Bottle
Distance between Right hand and Steering wheel
Distance between Right hand and Radio
If face position is straight
If face position is looking right
If face position is looking back
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4.3

Discussion of Results

4.3.1 Results of Object Detection and Localization
After training our object detection model we have tested the performance using the
test data. For testing purposes, we separated out 150 unseen images from the image dataset
split across all classes under consideration (nine distracted and one safe driving class). To
evaluate, we have used four standard metrics: Precision, Recall, Intersection over Union
(IoU) and mean Average Precision (mAP) which is the standard metric for this class of
problems. The details explanation of these metrics is discussed in section 3.3.1.1. Our
obtained results are presented below.
In Table 4.4 and Table 4.5 we presented the Precision and Recall values for the
validation and test datasets with respect to various IoU threshold. We see that Precision
and Recall value for all the class is good, which means the rate of false positive and false
negative is low. However, compared to other classes the class of Bottle and Look Right
is giving relatively low Precision and Recall. That is understandable in our context since,
compared to all other objects, bottles are of arbitrary shapes, sizes, labels and colors (and
some are even transparent). This variation hampers accurate detection. We also see in the
AUC dataset that the number of images of drivers looking right is much lower than others,
and this is the reason for lower accuracy of the Look Right class.
In Table 4.6 we show the mAP value for different IoU thresholds for our validation
and testing image dataset. For IoU of 0.30, the mAP score for validation data is of 72.21
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Table 4.4: Precision, Recall for different IoU threshold on the validation data set

Object
Left Hand
Right Hand
Steering Wheel
Radio
Smart Phone
Bottle
Look Straight
Look Back
Look Right

IoU=0.3
Precision Recall
(%)
(%)
94.50
96.15
94.40
98.44
99.30
99.65
91.70
92.15
93.12
84.72
82.85
85.29
91.10
98.62
88.00
81.48
79.41
90.00

IoU=0.5
Precision Recall
(%)
(%)
94.50
96.15
94.40
98.44
99.31
99.65
91.70
92.15
93.12
84.72
82.85
85.29
91.10
98.62
88.00
81.48
79.41
90.00

IoU=0.7
Precision Recall
(%)
(%)
94.50
96.15
94.40
98.44
99.31
99.65
91.70
92.15
93.12
84.72
82.85
85.29
91.10
98.62
88.00
81.48
79.41
90.00

Table 4.5: Precision, Recall for different IoU threshold on the test data set

Object
Left Hand
Right Hand
Steering Wheel
Radio
Smart Phone
Bottle
Look Straight
Look Back
Look Right

IoU=0.3
Precision Recall
(%)
(%)
95.23
93.33
94.24
97.76
98.66
99.32
98.92
73.60
92.18
72.83
65.00
68.42
92.74
96.63
87.50
93.33
66.66
87.50

IoU=0.5
Precision Recall
(%)
(%)
95.23
93.33
94.24
97.76
98.66
99.32
98.92
73.60
92.18
72.83
65.00
68.42
92.74
96.63
87.50
93.33
66.66
87.50

IoU=0.7
Precision Recall
(%)
(%)
95.23
93.33
94.24
97.76
98.66
99.32
98.92
73.60
92.18
72.83
65.00
68.42
92.74
96.63
87.50
93.33
66.66
87.50
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and for test data is of 66.63. Again, for IoU of 0.50, the mAP score for validation data is
of 70.67 and for test data is of 63.90. As the IoU is increased (meaning a more stringent
evaluation), the mAP naturally decreases. At this point, we are confident that our technique
can indeed detect and localize sources that impact distraction in car to a high degree of
accuracy, especially as it compares to state of the art values for these metrics for other
similar classification and localization problems in the literature.
Table 4.6: Mean Average Precision (mAP) for different IoU threshold
IoU

Validation set

Test set

0.3

72.21

66.63

0.5

70.67

63.90

0.7

51.08

35.86

Fig. 4.4 show how the outputs of our algorithms look like. We show this for one
representative image in each class, but results are representative for our entire dataset. It is
our opinion that should distracted driving be detected, context-aware outputs like these will
further encourage safety practices, when drivers can actually see instances of why and how
distracted driving activity was detected.

4.3.2 Result of Image Classification
After localization of objects of interest, followed by the features derived based on
Table 4.3, we designed and tested four different machine learning models to classify distracted
driving from safe driving. The evaluation metrics we used to validate our model is Accuracy,
Precision, Recall, F1 score, and Confusion Matrix. Details of these metrics are discussed in
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Figure 4.4: Results of object detection and localization for distracted driving
section 3.3.2.1. Accuracy is the most common metric to evaluate classification model which
is the fraction of predictions our model got right. Table 4.7 listed all the accuracies we
achieved for different models.
Table 4.7: Accuracy of different models for ten-class classification
Model

Accuracy(%)

Random Forest

94

K-Nearest Neighbor

84

SVM

80

Decision Tree

86

In our system Random Forest (RF) yields best accuracy. Basically, Random Forest is
a ensemble supervised learning technique which consists of multiple light weight trees based
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on random sample from the training data and it searches multiple trees for probabilistic
classification. Typically, they are more accurate (since multiple light-weight trees are constructed) than single decision trees. In Fig. 4.5 we can see the confusion matrix of our model,
constructed only for the Random Forest model. From this confusion matrix we can see the
number of false positive and false negative prediction for each class.

Figure 4.5: Confusion matrix for ten-class classification

In Fig. 4.6, we illustrate the Precision, Recall and F1 score (that integrates both
Precision and Recall) for the Random Forest model. Among all the ten classes, reaching
behind achieved less precision as our model wrongly predict few of the other classes as
reaching behind. This is understandable as to detect reaching behind only feature that helps
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is face position back. In our dataset the face position is not completely back sometimes and
it’s matched up with face position right. This is why the precision is less for this class. Also
we can see that makeup class has the lowest recall score as our model couldn’t predict all
the instances of this class. Among 18 instances 2 of the instances are wrongly classified as
fix radio and 1 instance is classified reaching behind and talk left class.

Figure 4.6: Precision, Recall and F1 score for ten-class classification

Besides multi-class classification of distracted driving, we also attempted to classify
simply distracted driving or not using the same localization approach, followed by features
extracted in Table 4.3. We call this a binary classification problem, where we only consider
Distracted Driving and Safe Driving (and do not aim to classify which category of distracted
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driving an image belongs to). The accuracy of this classification problem for all four ML
models is shown in Table 4.8. Again random forest gives us the best accuracy. The confusion
matrix and Precision, Recall and F1 score are presented in Fig. 4.7 and Fig. 4.8 respectively.
Table 4.8: Accuracy of different model for binary-class classification
Model

Accuracy(%)

Random Forest

98

K-Nearest Neighbor

97

SVM

90

Decision Tree

97

Figure 4.7: Confusion matrix for binary-class classification
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Figure 4.8: Precision, Recall and F1 score for binary-class classification

4.4

Conclusions
Distracted driving is a severe public health danger today. The problem has worsened

recently with the advent of numerous devices like smart phones, smart watches, GPS devices,
tablets etc., that people commonly use while driving. In this study, we leverage computer
vision algorithms to detect distracted driving instances using images from an in-car camera.
Contrary to existing approaches, our proposed approach first detects and localizes critical
objects of interest in an image that indicate distracted driving. These objects were left
hand, right hand, smart-phone, bottle, radio, steering wheel, face looking straight, face
looking behind, and face looking to passenger side. Once these objects are detected and
localized, we design algorithms that process the relative locations of these objects in the
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image to classify nine classes of distracted driving, which are talking on phone (with left
hand, and with right hand), texting (with left hand, and with right hand), drinking while
driving, operating the car radio, talking to side passenger, doing makeup, and reaching for
the back.
Our classification accuracies in object detection, localization and classification are
high, and give us confidence that our proposed techniques are practical for an important
problem today - namely enhancing driver safety. Furthermore, the contextual feedback
given to drivers is a further novelty of our proposed approach. We are now actively engaging
with researchers in the spectrum of civil, transportation and human-computer interaction
domains to pilot behavior change programs to improve driver safety, and investigate how
citizens respond to such types of contextual feedback. We are also in the process of evaluating
the corresponding impact to avoid risky and distracted driving behavior on roads.
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Chapter 5: Detection of Mosquito Breeding-Habitats from Images

5.1

Introduction and Contributions
In this chapter, we present our work on detecting mosquito breeding habitats using

computer vision techniques in sub-Saharan Africa, where malaria is endemic. Mosquito
borne diseases are a major public health issue throughout the world. Diseases like malaria,
dengue, zika virus, chikungunya etc. are major concerns now. According to World Health
Organization (WHO) in 2019 there were 229 millions of malaria cases worldwide [40], with
Africa accounting for a major portion. These mosquito borne disease not only leading
to lives lost, but also has a great socio-economic impact includes drugs, consultation fee,
transportation to a distant health facility etc. Rwanda has been experiencing a persistent
upsurge of malaria. Since 2012 to 2018 the country faced huge increase in number of malaria
infected cases which has escalated from 48 per 1000 to 403 per 1000 in the last recent six
years [41].
Stagnant water is the source of development of mosquito larvae. Female mosquitoes
lay eggs in sources of stagnant water, where the larvae develop into adults, and once they
fly out, contribute to spread of mosquito borne disease. In this work we are proposing AI
& Drone assisted real time detection of stagnant water which, is the breeding habitat for
mosquito. Using the DJI Phantom 4 drone we have collected aerial data over a city in
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Rwanda. Initially, the data was collected in video format, later cut into individual image for
1 second frame (data details are discussed later).
Using this dataset, we proposed a computer vision approach based on Mask Regionbased Convolutional Neural Network (Mask R-CNN) [42] algorithm to process the image
and identify and located the object of our interest (breeding habitats). First, we extract
the feature map from 1107 training images using ResNet-101 [1]. Afterwards we detect and
localize object of our interest in form of rectangular anchor box. As soon as the foreground
is detected, the following step is to segment the pixel by adding mask to component present
in the foreground. Parallelly, other branch of the architecture classify the extracted anchor
and tighten the anchor box for better result.
Our vision is the following - once we can successfully identify and locate the breeding habitats we can inform the local citizens about a potential mosquito breeding habitats
location which can be eliminated by mobilizing them using natural means or via pesticides.
Currently, our system is actually being piloted in Uganda and Rwanda.

5.2

Data Collection and Pre-processing
For this experiment, we have used an Unmanned Aerial Vehicle (UAV) for our case,

which is DJI Phantom 4 Pro drone, to collect data. It is equipped with a 12.4 Mega Pixel
(MP) camera. Initially, we have captured data in video format. After that, we took one
second frame to extract images from the videos. We have collected 5 videos for the Rwanda
region with a total duration of 8 minutes 57 seconds, and we have extracted 537 images.
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Figure 5.1: Our vision to detect and eliminate mosquito breeding habitats
Out of these, we have separated 533 images that contain potential larvae habitat (source of
stagnant water), were manually annotated.
Table 5.1: Relevant details of the dataset
Total Number of Videos

5

Total Duration of Videos

8 minutes 57 seconds

Total Number of Frame Extracted

537

Total Number of Frames with Breeding habitats

533

Total Number of Frames without Breeding habitats

4

After collecting the data, we need to pre-process it to optimize training time and
for better performance. Initially, the extracted image size was 3840x2160 pixels. This is a
relatively large size, and we assume this image resolution will increase the processing time.
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To optimize the training time, we have reduced the size of the images by a factor of 4, and
the final image resolution was 960x540 pixels.
As the number of images for training and validation is not immense, we employed the
image augmentation technique to increase the number of images. Doing so, we believe, will
add more robustness to our model to operate on unseen data. We have employed Gaussian
blur and Shear augmentation to the images, and finally, we generated 1, 271 images for the
Rwanda region.

5.3

Experimental Design to Extract Breeding Habitats

5.3.1 Brief Overview of Mask R-CNN Architecture
Our interest is to separate pixel value corresponding to the breeding habitats in the
images to extract breeding habitats. For this purpose we have leveraged Mask R-CNN [42]
neural network architecture to extract pixel value comprising of objects of our interest within
the image. This approach uses Regional Proposal Network to learn the region of interest
in the image. There are several techniques available in the realm of instance segmentation,
for instance, Fully Convolutional Instance-aware Semantic Segmentation (FCIS) [43] is a
convolutional end-to-end solution for semantic segmentation task, but this method is inclined
to systematic error on overlapping instances. Another method for instance segmentation is
Multi-task network Cascade (MNC) [44], but this method suffers from information loss.
Facebook also developed another method name DeepMask [45] for instance segmentation,
yet their performance is slow and cannot perform instance segmentation and classification at
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the same time. On the contrary of these methods, Mask R-CNN perform quick training and
reduce information loss. There are several steps involved to perform instance segmentation.
First, we need to manually annotate object of our interest (breeding habitats) in the images
which will act as a ground truth. To perform this, we have used image annotator tool
to manually emplace polygons around the breeding habitats to our training and validation
images. After that we need to learn valuable features of the training images which separates
foreground from the background. To achieve this we used a state-of-the-art Convolution
Neural Network. After learning the feature map next step is to emplace anchors on the
detected breeding habitats. We use the notion of Regional Proposal Network (RPN) to
design a simpler CNN to learn feature maps from the ground truth annotated breeding
habitats. The end result is anchors on the detected breeding habitats. Final step of the
architecture is comprised of three parts which are labelling the anchors as breeding habitats,
extracting the pixel which represent breeding habitats and tightening the anchor to get
precise and improved accuracy. Fig. 5.2 is showing overall steps of our method based on
Mask R-CNN.

5.3.2 Detailed Explanation of Steps to Perform Instance Segmentation
To train the neural network architecture we have considered 1271 images from Rwanda
data where 1107 images were used for training purpose, 107 images were used to validate
the model and remaining 57 images were used to test our model performance. The training
images contains the actual image extracted from the video, gaussian blurred image and sheer
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Figure 5.2: Illustration of our architecture based on Mask R-CNN
augmented image. The purpose of the image augmentation is to increase the training images
and making our model robust with variety of images. For feature extraction we have used
ResNet-101 which is a simple neural network with 101 layers. To learn the feature map
corresponding to our foreground objects we need to manually annotate images and for that
we have used VGG Image Annotator (VIA) [46] tool. In order to obtain better performance,
we need to adjust critical parameter of the CNN. One of the important hyper-parameter is
learning rate based on which our model will learn features from the image. Setting learning
rate high will reduce training time but our model will not learn finer grained features of the
image. So, we need to set an optimal learning rate to train our model. Another important
parameter is error optimizer which calculate the error gradient. For our model we have used
stochastic gradient descent which is also computationally fast. We have trained our model
in a Graphical Processing Unit (GPU) cluster which, contains 4 nodes of GeRorce GTX
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TITAN X each equipped with 12 GB of memory. The entire training time lasted 50 hours.
List of hyperparameters and their corresponding values are given in the Table 5.2.
Table 5.2: Critical hyperparameters and value used in the architecture
Hyper Parameter
Learning rate
Error Optimizer
Number of epoch
Number of steps/epoch
Momentum

Value
0.001
SGD
40
200
0.9

Another objective while training the model is to achieve minimum loss. The lower
loss we can achieve, the more accurate our model will be. When the loss in training data
and loss in validation data ( note that validation data is not used to train the model) is
similar, and they maintain a steady flow without decrease any further, the training process
is complete. The overall loss we achieved during training the model is shown in Fig. 5.3.

Figure 5.3: Loss during training on each epoch
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5.4

Result of Instance Segmentation
After training the model we have for 40 epochs we tested our model performance using

57 unseen images. By unseen, we means, these images are fed into our model which were
never used during training or validation. The model performance is evaluated using Mean
Average Precision (mAP) which is a state of the art metric to evaluate object detection model.
mAP is calculated using two other metrics namely Average Precision (AP) and Intersection
over Union (IoU). We have used these metrics previously to evaluate our model and details
of these metrics are discussed in section 3.3.1.1. As we know, average precision is calculated
at different levels of intersection over-union (IoU) between instances predicted by our model
and ground truth instances that we manually did before training. Mean average precision
calculates average of AP among all the classes. The higher the mAP value indicates, the
more robust the model will be. mAP value is calculated against a certain IoU threshold and
as we increase the IoU value, the mAP value will decrease because the evaluation become
more stringent. IoU of 0.6 to 0.7 is considered relatively state-of-the-art today and for this
experiment we have used 3 different IoU thresholds ranging from 0.3 to 0.7 to check how our
model perform. Initially, we ease the evaluation and set 0.3 as IoU threshold to calculate
mean average precision. Our model performs good, and we achieved 0.52 mAP. Next, we
tighten the IoU threshold to 0.5, our mAP value decreases slightly. Finally, we increase
the IoU threshold to 0.7 and the mAP value decreased a bit more. All the mAP value on
different IoU threshold is showing in Table 5.3.
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Table 5.3: Mean Average Precision (mAP) on different IoU threshold
IoU

mAP

0.3

0.5272

0.5

0.5009

0.7

0.4405

Fig. 5.4 shows four instance testing images that we used to check how our model
performs to detect breeding habitats. The source of stagnant water in the images is variable
in size and shape. Fig. 5.5 shows how our model processed these images and separate
the pixel value to highlight the objects (breeding habitats). Our model’s probabilities of
detecting the breeding habitats are close to 0.99 in most cases, signifying higher confidence
in the prediction. By adding more images to train the model, it is expected that the accuracy
will go high. However, we can also see from Fig. 5.5 that for image 3 and image 4, our model
could not ideally localize the whole water source. This is because of manual annotation
during training. The shape of the stagnant water is always variable, and sometimes it
becomes confusing to annotate shape like image 4. To get the precise shape of the stagnant
water source, we often considered the area containing more water and discard the rest of the
area. Considering the all the area that contains water will surely enhance the performance
of localization of our model.
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Figure 5.4: Test images before processing by our model

Figure 5.5: Test images after processing by our model
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5.5

Conclusions
Mosquito borne diseases are one of the leading health problem throughout the world.

Africa is greatly impacted by this. Different life-threatening disease like malaria, zika virus,
dengue fever and chikungunya are spread by infected mosquitoes. In this chapter we worked
on identifying and locating the source of stagnant water in the image using computer vision
technique. First, we collected the data using a DJI drone in video format and then we
extract images from the videos. After pre-processing the images, we used Mask R-CNN
architecture to identify and locate the potential mosquito breeding habitats. We presented
and evaluated our model in several metrics. Leveraging the technical assistance to identify
mosquito breeding habitats will accelerate the process of eliminating stagnant water sources
and hence reducing transmission of mosquito borne diseases.
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Chapter 6: Conclusions and Discussions

6.1

Interpreting Result of Dissertation
Distracted driving is a major public health concern today. The emergence of numerous

hand-held devices like smart phones, smartwatches, GPS devices, tablets etc., that people
commonly use while driving, has worsened the situation. In this study, we designed and
developed algorithms with the help of computer vision to identify distracted driving instances
using images from an in-car camera. Different from the existing approaches, we propose
to detect and localize critical objects of interest in an image first that indicate distracted
driving, and then classify instance of distracted driving. In Chapter 3 and 4 we described
our proposed methods and tried to identify total ten classes of driving activities. Later in
Chapter 5, we applied computer vision technique to identify mosquito breeding habitats from
the image captured via UAV.
In Chapter 3, we attempt to identify six instances of driving activities among them
five are distracted driving and one is safe driving. First, we tried to identify and localize five
objects within each image. For feature extraction, we have used Inception V2 network [32].
Once we successfully localize object of our interest, we identifies six features. Finally, we
designed a simple machine learning technique and tested with multiple algorithms. Using
random forest model [33] we achieved 75% accuracy in detecting distracted driving classes.
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Apart from that we have also tried binary classification with distracted and safe class and
achieved 80% classification accuracy.
In Chapter 4, we extended our previous work and tried to identify total ten instances
of driving activities, within that nine are distracted driving and one is safe driving. We also
interested to look into more objects that we believe are involved with distracted driving.
Along with the objects that we have used in our first study like left and right hand, steering wheel, bottle, smart phone, we also added face positions (face look straight, face look
right, and face look back) and radio. After that we designed our object detection model
and for feature extraction we have used ResNet-101 [1] for its low complexity and high performance. Right after object detection and localization, we identifies ten features for our
machine learning model and tested different machine learning algorithms. We evaluated our
techniques with different metrics and it reveals a) mAP score of 63.90 for an IoU of 0.5 in
object detection and localization; and b) an overall accuracy of 94% in classifying driving
activities. Processing one image incurred 200ms which reveals our proposed technique is fast
and practical.
In Chapter 5, we experimented to detect mosquito breeding habitats from image data
collected by an UAV. Initially, using a DJI phantom 4 drone we have collected video data
from Rwanda region. After extracting images from the videos we pre-processed the images
and applied two image augmentation technique to enrich our dataset. Subsequently, we
applied Mask R-CNN and tried to identify and locate the source of stagnant water in the
image. For this study we tried to mask the pixel that associated with breeding habitats
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to get the boundaries. We evaluated our model with different standard metrics of object
detection and segmentation and achieved mAP value of 0.50 for IoU threshold of 0.5.

6.2

Practicality of our Scheme
We anticipate our proposed system are practical and can be deployed and executed by

tiny IoT like devices in future cars and drones, which can be equipped with embedded cameras, different sensors, WiFi/Cellular connectivity and processors (including GPUs). There
are several companies working on to ensure road safer, for instance, we are aware of a company named Cambridge Mobile Telematics (headquartered in Cambridge, MA, USA) [47],
where they use an embedded camera attached to windshield to capture images of the road.
Then they process those images using AI and notifies driver about potential road hazards.
Besides, these images can be used to train drivers for safer driving. We believe that our
proposed algorithms in this studies can be executed by similar IoT devices inside of cars to
warn drivers in real-time and can contribute in ensuring safer road.
Regarding our work on detecting mosquito breeding habitats, it is a fact that malaria
in Africa is a leading killer of children. Pesticides are not solving the problem. They are
harmful if ingested, and furthermore, mosquitoes develop resistance to these. Destroying
breeding habitats naturally is the most desirable as a result. There is significant interest
among various stakeholders in sub Saharan Africa towards UAV assisted surveillance, detection and geo-locations of potential mosquito breeding habitats, which when notified to
citizens in real-time, can motivate them to destroy such habitats using natural methods like
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draining the water if possible, or dumping natural soil over them. Current work in Uganda
and Rwanda focuses on these efforts.

6.3

Limitations of our Work
Our study has some limitations and can be improved over the time. Firstly, the

dataset we have used for both study explained in Chapter 3 and 4 are relatively small.
Though, we have employed object detection technique in both the study which, require a lot
of manual work like annotating images. So using a large image dataset is time consuming
and resource heavy. However, by increasing the training images and by applying different
image augmentation technique we can make our system more robust and accurate.
Secondly, the images we have used for the study is captured from one angle of the car.
We didn’t test our model by capturing images from different angle of the car. By training
and testing our model with images captured from different angle of the car, we can claim
broader impact of our study. Besides, data was collected during day time and car was in
static position while collecting data due to safety reason. We can collect data during night
time and while car is in motion and we can test our model with that data.
Thirdly, for breeding habitats detection we have trained and tested our model on
the same dataset. We didn’t evaluate how our model would perform on other geo-location
based data. Besides, in our dataset we tried to identify stagnant water source in the ground
but didn’t test if our model can detect other source of stagnant water like water in basket,
abandoned tire etc. However, result in this study laid the foundation to perform these task
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in our future work. We will continue our work to improve our model accuracy and tried to
identify different source of stagnant water.

6.4

Future Works
We are now actively engaging with researchers from different domains namely civil,

transportation and human-computer interaction to check the possibilities of piloting behavior
change programs to improve driver safety, and evaluate how citizens respond to such types
of contextual feedback. Besides, We are also trying to evaluate the corresponding impact to
avoid distracted driving behavior on roads.
Apart from that, for our third study, we are working on developing model for the
Uganda data and checking how our model is performing on that dataset. Besides, we will
also develop an common model not geo-location specific to investigate the performance of geolocation specific model over the common model. Also, we will be working on implementing
our developed model in the drone to detect the breeding habitats in real time and engage
it to spread insecticide to eliminate the breeding habitats and thus eliminate the human
engagement to make process fast.
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