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Анотацiя. Отримано порядковi оцiнки ентропiйних чисел класiв
типу Нiкольського–Бєсова перiодичних функцiй багатьох змiнних у
просторi Лебега. Данi класи при вiдповiдному виборi мажорантної
функцiї для мiшаного модуля неперервностi спiвпадають iз класами
Нiкольського–Бєсова.
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Нехай Rd, d  1, – d-вимiрний евклiдiв простiр з елементами x =
(x1; : : : ; xd) i (x;y) = x1y1 +   + xdyd, x;y 2 Rd. Через Lq := Lq(d),
d =
dQ
j=1
[0; 2], 1  q  1, позначимо простiр функцiй f(x), якi є
2-перiодичними за кожною змiнною, зi скiнченною нормою
kfkq := kfkLq(d) =

(2) d
Z
d
jf(x)jq dx
 1
q
; 1  q <1;
kfk1 := kfkL1(d) = ess sup
x2d
jf(x)j:
У подальших мiркуваннях вважаємо, що для f 2 L1 виконується
умова
2Z
0
f(x) dxj = 0; j = 1; d:
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У роботi встановлено порядковi оцiнки ентропiйних чисел класiв
типу Нiкольського–Бєсова B
p; у метрицi простору Lq, при деяких
умовах на функцiю 
 та параметри p, q i .
Ентропiя, або близька до неї характеристика – ентропiйнi числа, є
однiєю з важливих характеристик компактiв, адже володiючи iнфор-
мацiєю про ентропiю або поведiнку ентропiйних чисел компактної
множини можна дiйти висновку, наскiльки великою (масивною) є
ця множина i якими апроксимативними властивостями вона воло-
дiє. Питання, пов’язанi з оцiнками ентропiйних чисел класiв функцiй
багатьох змiнних, зокрема, Соболєва W r;p, Нiкольського–Бєсова B
r
p;
(Brp;1  Hrp ) та їх аналогiв дослiджувалися багатьма авторами (див.,
наприклад, [1–14]), i при цьому одержано низку глибоких та заверше-
них результатiв. З бiльш детальною бiблiографiєю можна ознайоми-
тися в оглядi [12]. З iншого боку, практично зовсiм не дослiдженими
навiть в одновимiрному виипадку у цьому напрямi залишалися кла-
си B
p;, якi при  = 1 (позначення H
p ) були вперше розглянутi
М. М. Пустовойтовим у роботi [15], а потiм поширенi S. Yongsheng,
W. Heping у [16] на випадок 1   < 1 i є узагальненням за гладкi-
сним параметром класiв Brp; (див., наприклад, [17–19]). Детальнiшi
коментарi щодо питань, пов’язаних iз результатами даної статтi, мi-
стяться у зауваженнях до встановлених тверджень.
Переходимо до означення дослiджуваних в роботi класiв.
Класи B
p; визначаються за допомогою мажорантної функцiї

(t), t 2 Rd+, для мiшаного модуля неперервностi 
l(f; t)p l-го поряд-
ку, l 2 N, функцiї f 2 Lp, 1  p  1, та числового параметра ,
1    1.
Отже, нехай для f 2 Lp

l(f)p := 
l(f; t)p = sup
jhj j6tj
j=1;d
klhfkp
– мiшаний модуль неперервностi порядку l, l 2 N, функцiї f , де
lhf(x) = 
l
hd
  lh1f(x) = lhd
 
lhd 1    (lh1f(x))

;
h = (h1; : : : ; hd), – мiшана l-та рiзниця з кроком hj за змiнною xj ,
j = 1; d, а
lhjf(x) =
lX
n=0
( 1)l nCnl f(x1; : : : ; xj 1; xj + nhj ; xj+1; : : : ; xd):
Розглянемо далi множину 	l;d функцiй 
(t), t 2 Rd+, типу мiша-
ного модуля неперервностi l-го порядку, якi задовольняють умови
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1) 
(t) > 0, tj > 0, j = 1; d; 
(t) = 0,
dQ
j=1
tj = 0;
2) 
(t) неперервна на Rd+;
3) 
(t) не спадає по кожнiй змiннiй tj  0, j = 1; d, при будь-яких
фiксованих значеннях iнших змiнних ti, i 6= j;
4) 
(m1t1; : : : ;mdtd) 6 C

dQ
j=1
mj
l

(t), mj 2 N, j = 1; d, C > 0 —
деяка стала.
Варто зазначити, що для кожної f 2 Lp ї ї модуль неперервностi

l(f)p 2 	l;d.
При формулюваннi та доведеннi результатiв, на функцiї 
 накла-
демо додатково умови (S) i (Sl) Барi–Стєчкiна [20]. Для функцiї
'(),  2 R+, це означає наступне:
а) ' 2 (S), ' > 0,  > 0, якщо функцiя '() майже зростає, тобто
якщо iснує така стала C1 > 0, яка не залежить вiд 1 та 2,
0 < 1 6 2 6 1, що
'(1)
1
6 C1
'(2)
2
:
б) ' 2 (Sl), ' > 0, l 2 N, якщо iснує , 0 <  < l, таке що '()
майже спадає, тобто iснує не залежна вiд 1 та 2, 0 < 1 6 2 6
1, стала C2 > 0, така що
'(1)
1
> C2
'(2)
2
:
Зауважимо, що умови, еквiвалентнi до умов (S) i (Sl), розгляда-
лися ранiше С.М.Лозинським [21].
У багатовимiрному випадку будемо говорити, що 
(t), t 2 Rd+,
d > 1, задовольняє умови (S) та (Sl), якщо 
(t) як функцiя однiєї
змiнної tj , j = 1; d, задовольняє цi умови при будь-яких фiксованих
значеннях iнших змiнних ti, i 6= j.
Функцiя f 2 Lp належить простору B
p;, 1  p;   1, 
 2 (Sl) \
(S) \	l;d, якщо для неї скiнченна напiвнорма
jf jB
p; =
8>>><>>>:
 R
d


l(f;t)p

(t)
 dQ
j=1
dtj
tj
 1

; 1   <1;
sup
tj0
j=1;d

l(f;t)p

(t) ;  =1:
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Норму у просторi B
p; визначимо наступним чином
kfkB
p; = kfkp + jf jB
p; ; 1  p;   1;
та будемо розглядати далi одиничнi кулi в цьому просторi, викори-
стовуючи для них те ж саме позначення, що i для всього простору,
тобто
B
p; =
n
f 2 B
p; : kfkB
p;  1
o
:
Зауважимо, що при  = 1 покладають B
p;1  H
p , де класи H
p –
аналоги класiв Нiкольського Hrp (див., наприклад, [22]). Крiм цього,
при 
(t) =
dQ
j=1
t
rj
j , rj > 0, j = 1; d, класи B


p; спiвпадають iз класами
Нiкольського –Бєсова Brp; (див., наприклад, [17, 19]).
Для доведення результатiв використовуємо еквiвалентне представ-
лення норми kfkB
p; в термiнах так званого декомпозицiйного норму-
вання.
Отже, кожному вектору s = (s1; : : : ; sd) 2 Nd поставимо у вiдпо-
вiднiсть множину
(s) =
n
k = (k1; : : : ; kd) 2 Zd : 2sj 1  jkj j < 2sj ; j = 1; d
o
;
i для f 2 Lp покладемо
s(f) := s(f;x) =
X
k2(s)
bf(k)ei(k;x);
де bf(k) = (2) d R
d
f(t)e i(k;t) dt – коефiцiєнти Фур’є функцiї f .
Вiдомо [16], що при 1 < p <1, 1    1, 
 2 (Sl) \ (S) \	l;d,
мають мiсце спiввiдношення:
kfkB
p; 
8>>><>>>:
 P
s2Nd
(
(2 s))  ks(f)kp
! 1

; 1   <1;
sup
s2Nd
ks(f)kp

(2 s) ;  =1;
(0.1)
де 
(2 s) = 
(2 s1 ; : : : ; 2 sd), sj 2 N, j = 1; d.
Зазначимо, що за допомогою деякої модифiкацiї норми можна за-
писати подiбне до (0.1) зображення i для граничних значень параме-
тра p, а саме для p = 1 i p =1 (див., наприклад, [15,23]).
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У роботi розглянуто функцiї 
 типу мiшаного модуля неперерв-
ностi порядку l, l 2 N, якi мають вигляд

(t) = 
(t1    td) = !
 dY
j=1
tj

;
де ! 2 	l;d — функцiя однiєї змiнної типу модуля неперервностi по-
рядку l, яка задовольняє умови (S) i (Sl) Барi –Стєчкiна.
Тепер означимо дослiджувану апроксимативну характеристику.
Нехай X – банахiв простiр i
BX (y; r) = fx 2X : kx  ykX  rg
– куля радiуса r з центром в точцi y.
Для компактної множини A  X i " > 0 через N"(A;X ) позна-
чимо
N"(A;X ) = min
(
n : 9y1; : : : ;yn 2X : A 
n[
j=1
BX (y
j ; ")
)
:
Тодi "-ентропiєю множини A вiдносно банахового простору X нази-
вають величину [24]
H"(A;X ) = logN"(A;X ): (0.2)
(Тут i надалi пiд записом log будемо розумiти log2).
З "-ентропiєю множини A тiсно пов’язане поняття її ентропiйних
чисел (див., наприклад, [25])
"k(A;X ) = inf
(
" : 9y1; : : : ;y2k 2X : A 
2k[
j=1
BX (y
j ; ")
)
: (0.3)
Зазначимо, що отримавши оцiнки ентропiйних чисел деякої мно-
жини A, можна, як наслiдок, записати вiдповiднi оцiнки її "-ентропiї,
оскiльки з наведених вище означень величин "k(A;X ) та H"(A;X )
випливає, що при k < H"(A;X )  k+1 виконуються спiввiдношення
"k+1(A;X )  "  "k(A;X ).
В процесi доведення одержаних результатiв використанi також
числа
M"(A;X )=max

n : 9x1; : : : ;xn 2 A : kxi xjkX > "; i 6= j; i; j=1; d
	
:
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Легко переконатися (див., наприклад, [24]), що
N"(A;X ) M"(A;X )  N "
2
(A;X ): (0.4)
Результати роботи сформульовано у термiнах порядкових спiввiд-
ношень. Для невiд’ємних послiдовностей fa(n)g1n=1 i fb(n)g1n=1 спiв-
вiдношення (порядкова нерiвнiсть) a(n) b(n) означає, що iснує ста-
ла C3 > 0 така, що a(n)  C3b(n). Спiввiдношення a(n)  b(n) рiв-
носильне тому, що a(n)  b(n) i b(n)  a(n). Зазначимо, що сталi
Ci, якi далi будуть зустрiчатися у порядкових спiввiдношеннях, мо-
жуть залежати вiд деяких параметрiв. Цi параметри iнколи будемо
вказувати, у рештi випадкiв вони будуть зрозумiлими з контексту.
Якщо M – деяка скiнченна множина, то через jMj будемо позна-
чати кiлькiсть елементiв цiєї множини.
1. Допомiжнi твердження
Для G  Zd через T (G) i T (G)q, 1  q  1, позначимо наступнi
множини тригонометричних полiномiв:
T (G) =

t : t(x) =
X
k2G
cke
i(k;x)

;
T (G)q = ft 2 T (G) : ktkq  1g :
Далi, нехай Qn =
S
(s;1)n
(s), 1 = (1; : : : ; 1) 2 Nd, – “схiдчастий гi-
перболiчний хрест” [22, с. 7]. Вiдомо (див., наприклад, [22, с. 70]), що
jQnj  2nnd 1.
Теорема 1.1. [2, Лема 2.2]. Нехай 2  q < 1. Тодi справедлива
оцiнка
"M (T (Qn)2; Lq)
(QnM 1  log  QnM 12 ; 2M  jQnj ;
2 M jQnj
 1
; 2M  jQnj :
Зауважимо, що аналогiчнi до встановлених у теоремi 1.1 оцiнки
справедливi також для множини 4Qn = Qn nQn 1.
Позначимо через SQn(f) схiдчасто гiперболiчну суму Фур’є фун-
кцiї f , тобто
SQn(f) := SQn(f;x) =
X
k2Qn
bf(k)ei(k;x):
К. В. Пожарська 389
Теорема 1.2. [16, Теорема 6]. Нехай 1 < p < q < 1, 1    1 i

(t) = !

dQ
j=1
tj

, де ! задовольняє умову (S) з деяким  > 1p   1q .
Тодi
sup
f2B
p;
kf   SQn(f)kq  !
 
2 n

2
n

1
p
  1
q

n
(d 1)

1
q
  1


+ ;
де a+ = maxfa; 0g.
2. Основнi результати
Теорема 2.1. Нехай 2  p  1, 2  q < 1, 1    1, а 
(t) =
!

dQ
j=1
tj

, де функцiя ! задовольняє умову (S) з деяким  > 12   1q
та умову (Sl), l 2 N. Тодi для будь-яких натуральних M i m, таких
що M =M(m)  2mmd 1, справедлива оцiнка
"M
 
B
p;; Lq
 !  2 m (logM)(d 1)( 12  1 )+ : (2.1)
Доведення. Внаслiдок вкладення B
p;  B
2;, 2  p  1, достатньо
встановити оцiнку (2.1) у випадку p = 2. При цьому, для f 2 B
2;,
1    1, скористаємося оцiнкою величини
 P
(s;1)=n
s(f)

2
, яку
було одержано пiд час доведення теореми 1 у роботi [27], а саме: X
(s;1)=n
s(f)

2
 !  2 nn(d 1)( 12  1 )+ ; 1    1: (2.2)
Далi, виберемо згiдно зM число m 2 N так, щоб jQm 1j < M  jQmj.
Тодi, оскiльки jQmj  jQm 1j  2mmd 1, то M =M(m)  2mmd 1.
Визначимо числа  та Mn наступним чином:
 =
1
2
min

 

1
2
  1
q

;
1
2
  1
q

; (2.3)
Mn =
(
C4()M2
  1
2
(m n); n < m;
C4()M2
 (n m); n  m; (2.4)
де стала C4() > 0 така, що
1P
n=1
Mn  M . Зазначимо, що пiдiбрати
таку сталу C4() можна, оскiльки, згiдно з (2.3),
1X
n=1
Mn =
m 1X
n=1
C4()M2
  1
2
(m n) +
1X
n=m
C4()M2
 (n m) M:
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Нехай тепер Mn =

Mn

, де [a] – цiла частина числа a. Тодi
1P
n=1
Mn M i, крiм цього, Mn = 0, якщо C4()M2 (n m) < 1, тобто
при
n > m1 = m+ 
 1 log(C4()M): (2.5)
Покладемо
SMQn
 
B
2;

=
(
g : g(x) =
X
k2MQn
bf(k)ei(k;x); f 2 B
2;
)
;
SMQn  B
2;q = sup
g2SMQn(B
2;)
kgkq :
Тодi для ентропiйних чисел "M

B
2;; Lq

можемо записати
"M
 
B
2;; Lq
 X
n
"Mn
 
SMQn
 
B
2;

; Lq

=
X
nm1
"Mn
 
SMQn
 
B
2;

; Lq

+
X
n>m1
"Mn
 
SMQn
 
B
2;

; Lq


X
nm1
"Mn
 
SMQn
 
B
2;

; Lq

+
X
n>m1
SMQn  B
2;q
= I1 + I2: (2.6)
Оцiнимо спочатку доданок I2. Для цього встановимо оцiнку зверху
величини
SMQn B
2;
q
:
Скориставшись властивiстю Lq-норми, для f 2 B
2; отримаємоSMQn  B
2;q  SQn(f)  SQn 1(f) + f   fq
 kf   SQn(f)kq +
f   SQn 1(f)q : (2.7)
Враховуючи результат теореми 1.2, iз (2.7) матимемо
SMQn  B
2;q  !  2 n 2n 12  1qn(d 1)

1
q
  1


+ : (2.8)
Отже, беручи до уваги (2.8) та врахувавши ту обставину, що фун-
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кцiя ! задовольняє умову (S) з деяким  > 12   1q , знаходимо
I2 =
X
n>m1
SMQn  B
2;q  X
n>m1
!
 
2 n

2
n

1
2
  1
q

n
(d 1)

1
q
  1


+
=
X
n>m1>m
! (2 n)
2 n
2 n!
 
2 n

2
n

1
2
  1
q

n
(d 1)

1
q
  1


+
 ! (2
 m)
2 m
X
n>m1
2
n

1
2
  1
q
 

n
(d 1)

1
q
  1


+
 !  2 m 2m2m1 12  1q m(d 1) 1q  1+1 : (2.9)
Оскiльки M = M(m)  2mmd 1, то iз (2.5) робимо висновок, що
m1  m+  1 log(C4()2mmd 1) m, i тому з (2.9) отримаємо
I2  !
 
2 m

2m2
m1

1
2
  1
q
 

m
(d 1)

1
q
  1


+ : (2.10)
Далi розглянемо випадки 12   1q <  < 2

1
2   1q

i   2

1
2   1q

.
Нехай 12  1q <  < 2

1
2   1q

. Тодi, згiдно з (2.3) та (2.5), одержимо
 =
1
2

 

1
2
  1
q

; m1 = m+
2
 

1
2   1q
 log(C4()M):
Пiдставляючи у праву частину спiввiдношення (2.10) значення m1 та
враховуючи, що M =M(m)  2mmd 1, будемо мати
I2  !
 
2 m

2m2
m

1
2
  1
q
 

M 2m
(d 1)

1
q
  1


+
= !
 
2 m

2
m

1
2
  1
q

M 2m
(d 1)

1
q
  1


+
 !  2 m 2m 12  1q 2m(d 1) 1q  1+ 1
 !  2 mm(d 1)( 12  1 )+ : (2.11)
Нехай тепер   2

1
2   1q

. Тодi  = 12

1
2   1q

, i, вiдповiдно,
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m1 = m+
2
1
2
  1
q
log(C4()M). У цьому випадку, з (2.10) отримаємо
I2  !
 
2 m

2m2
m

1
2
  1
q
 

M
1  2q 2
1
2  1q m
(d 1)

1
q
  1


+
= !
 
2 m

2
m

1
2
  1
q

M
1  2q 2
1
2  1q m
(d 1)

1
q
  1


+
 !  2 m 2m 12  1q2m

1  2q 2
1
2  1q

m
(d 1)

1  2q 2
1
2  1q
+

1
q
  1


+

 !  2 mm(d 1)( 12  1 )+ : (2.12)
Об’єднавши (2.12), (2.11) та (2.10), запишемо оцiнку для виразу I2:
I2  !
 
2 m

m
(d 1)( 12  1 )+ : (2.13)
Оцiнимо тепер доданок I1 iз (2.6). З цiєю метою представимо його
у виглядi
I1 =
X
nm1
"Mn
 
SMQn
 
B
2;

; Lq

=
X
nm
"Mn
 
SMQn
 
B
2;

; Lq

+
X
m<nm1
"Mn
 
SMQn
 
B
2;

; Lq

:
Беручи до уваги означення множини T (4Qn)2 i частинних сум
SMQn
 
B
2;

та спiввiдношення (2.2), запишемо
I1 
X
nm
"Mn (T (4Qn)2 ; Lq)!
 
2 n

n
(d 1)( 12  1 )+
+
X
m<nm1
"Mn (T (4Qn)2 ; Lq)!
 
2 n

n
(d 1)( 12  1 )+
= I3 + I4: (2.14)
Далi, для оцiнки доданку I3 скористаємося теоремою 1.1. Отже,
оскiльки для n  m Mn =
h
C4()M2
  1
2
(m n)
i
, а M = M(m) 
2mmd 1, j 4Qnj  2nnd 1, то
2Mn  2  2
n+m
2 md 1  j 4Qnj  2nnd 1:
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Тому, для виразу I3 можемо записати
I3 
X
nm
2 MnjMQnj
 1
!
 
2 n

n
(d 1)( 12  1 )+

X
nm
2 C4()M2
  12 (m n)2 nn (d 1)!
 
2 n

n
(d 1)( 12  1 )+

X
nm
!
 
2 n

n
(d 1)( 12  1 )+ : (2.15)
Звiдси, враховуючи, що функцiя ! задовольняє умову (Sl), l 2 N,
отримаємо
I3 
X
nm
! (2 n)
2 n
2 nn(d 1)(
1
2
  1
 )+
 ! (2
 m)
2 m
X
nm
2 nn(d 1)(
1
2
  1
 )+  !  2 mm(d 1)( 12  1 )+ : (2.16)
Переходячи до розгляду випадку 2Mn = 2

C4()M2
 (n m) 
j 4 Qnj зауважимо, що використання теореми 1.1 не приводить до
встановлення бажаної оцiнки доданку I4 з (2.14). У зв’язку з цим, для
проведення подальших мiркувань, доведемо допомiжне твердження.
Лема 2.1. Нехай 2 < q <1. Тодi справедлива оцiнка
"M (T (Qn)2; Lq)
 QnM 1 2 ; 2M  jQnj ;
де  = 1  2q + , а  > 0 – деяке достатньо мале число.
Доведення. Нехай X — банахiв простiр з нормою k  kX . Через BN2
та SN 1 позначимо, вiдповiдно, одиничну евклiдову кулю в RN та
її межу. Нехай також  = N — нормована мiра Лебега на SN 1,
MX =
R
SN 1
kfkX d:
Нехай далi для множини G  Zd, X Gq – банахiв простiр триго-
нометричних полiномiв t 2 TR(G) = ft 2 T (G) : ck = c k;k 2 Gg з
дiйсними коефiцiєнтами зi звичайною Lq-нормою. Позначимо MGq 
MX Gq .
Е. С. Белiнським [7, с. 123] показано, що
"M
 
BN2 ; Lq
  2  "M  BN2 ; Lt  2
 r
N
M
MGt
!
(2.17)
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для будь-якого t > q i 1q =
1 
2 +

t .
Тому, скориставшись оцiнкою [7, Лема 3.4]
MGt 
p
t; 2 < q < t <1;
iз (2.17) отримаємо
"M
 
BN2 ; Lq
 N
M
 
2
; M  N:
Зазначимо, що для доведення леми достатньо розглянути множи-
ну TR(Qn)2, тобто евклiдову кулю BN2 у RN , N =
jQnj
2 .
Отже, лема 2.1 доведена.
Повернемося до доведення теореми 2.1. Застосовуючи лему 2.1
для оцiнки доданку I4 iз (2.14), та враховуючи, що функцiя ! задо-
вольняє умову (S) з деяким  > 12   1q , отримаємо
I4 =
X
m<nm1
"Mn (T (4Qn)2 ; Lq)!
 
2 n

n
(d 1)( 12  1 )+

X
m<nm1
 j 4Qnj
Mn
 
2
!
 
2 n

n
(d 1)( 12  1 )+

X
m<nm1

2nnd 1
M2 (n m)
 
2
!
 
2 n

n
(d 1)( 12  1 )+

X
m<nm1
 
2n(1+)nd 1
2m(1+)md 1
! 
2
!
 
2 n

n
(d 1)( 12  1 )+
=
X
m<nm1
! (2 n)
2 n
2 n2 
m
2
(1+)m 

2
(d 1)
 2n2 (1+)n 2 (d 1)n(d 1)( 12  1 )+  ! (2
 m)
2 m
2 
m
2
(1+)m 

2
(d 1)

X
m<nm1
2n(

2
(1+) )n

2
(d 1)n(d 1)(
1
2
  1
 )+ : (2.18)
Покажемо, що 2 (1 + )    < 0. Для цього розглянемо випадки
1
2   1q <  < 2

1
2   1q

i   2

1
2   1q

.
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Нехай 12   1q <  < 2

1
2   1q

,  = 12

 

1
2   1q

. Тодi

2
(1 + )   = 
2

1 +
1
2

 

1
2
  1
q

  
=

2
+

1
2

2
  1

  1
2

2

1
2
  1
q

:
Оскiльки  = 1  2q + ,  > 0, то, виконавши елементарнi перетворе-
ння, будемо мати

2
(1 + )   =

1  1
2

1
2
  1
q

  
2

1
2
  1
q
  + 

:
Звiдси легко бачити, що можна пiдiбрати  таким чином, що при
1
2   1q <  < 2

1
2   1q

справедлива нерiвнiсть 2 (1 + )   < 0.
У випадку   2

1
2   1q

,  = 12

1
2   1q

, виконавши аналогiчнi
перетворення, можемо переконатися, що 2 (1 + )   < 0.
Отже, iз (2.18) отримаємо
I4  ! (2
 m)
2 m
2 
m
2
(1+)m 

2
(d 1)2m(

2
(1+) )m

2
(d 1)m(d 1)(
1
2
  1
 )+
= !
 
2 m

m
(d 1)( 12  1 )+ : (2.19)
Об’єднуючи (2.19), (2.16) iз (2.14), приходимо до оцiнки
I2  !
 
2 m

m
(d 1)( 12  1 )+ : (2.20)
Накiнець, спiвставляючи (2.20), (2.13) i (2.6), та враховуючи, щоM =
M(m)  2mmd 1, отримуємо шукану оцiнку зверху:
"M
 
B
2;; Lq
 !  2 mm(d 1)( 12  1 )+
 !  2 m (logM)(d 1)( 12  1 )+ :
Теорему 2.1 доведено.
Слiд зазначити, що результат теореми 2.1 є новим i в одновимiр-
ному випадку. При цьому справедливе наступне твердження.
Теорема 2.2. Нехай d = 1, 2  p  1, 2  q < 1, 1    1, а
функцiя ! задовольняє умову (S) з деяким  > 12   1q та умову (Sl),
l 2 N. Тодi справедлива оцiнка
"M
 
B!p;; Lq
 !  M 1 :
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Зауважимо також, що з теореми 2.1 випливає нова порядкова
оцiнка вiдповiдних ентропiйних чисел для класiв Бєсова Brp; у ви-
падку r = (r1; : : : ; r1) 2 Rd+, r1 > 12   1q , 2  p  1, 1    1.
Теорема 2.3. Нехай 2  p  1, 2  q < 1, 1    1, а r =
(r1; : : : ; r1) 2 Rd+, r1 > 12   1q . Тодi справедлива оцiнка
"M
 
Brp;; Lq
M r1(logM)(d 1)r1+( 12  1 )+:
Зауваження 2.1. Для класiв Бєсова Brp;, 2  p  1, 1   <
1, r1 > 1, оцiнки ентропiйних чисел у просторi Lq, 1  q < 1,
встановлено А. С. Романюком [10,11]. Оцiнки величини "M

Brp;; Lq

,
1 < p; q < 1, r = (r1; : : : ; r1) 2 Rd, iншими методами отримано
також у роботi D. Dung [8]. Для класiв НiкольськогоHrp оцiнки зверху
ентропiйних чисел отримано в роботах В. М. Темлякова [2] та, iншим
методом, Е .С. Белiнського [7].
Що стосується класiв B
p;, то оцiнка зверху ентропiйних чисел
"M

B
p;; Lq

досi була вiдома [29] лише для випадку 2  p  1,
1    1, 1  q < 1, 
(t) = !

dQ
j=1
tj

, при умовi, що функцiя !
задовольняє умову (S) з деяким  > 1 та умову (Sl), l 2 N.
Оцiнку знизу ентропiйних чисел класiв B
1;, 1    1, у про-
сторi L1 встановлено у теоремi 2 роботи [27]. Звiдси, спiвставивши
вiдповiднi результати, приходимо до наступного твердження.
Теорема 2.4. Нехай 2  p;   1, 2  q < 1, а 
(t) = !

dQ
j=1
tj

,
де функцiя ! задовольняє умову (S) з деяким  > 12   1q та умову
(Sl), l 2 N. Тодi для будь-яких натуральних M i n, таких що M =
M(n)  2nnd 1, справедливе спiввiдношення
"M
 
B
p;; Lq
  !  2 n (logM)(d 1)( 12  1 ):
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