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U¨bersicht
In dieser Arbeit werden minimale dynamische Systeme auf der Cantormenge
betrachtet. Dazu geho¨ren zum Beispiel die Kilometerza¨hler, die die Bunce-
Deddens-Algebren als Transformationsgruppen-C∗-Algebren liefern.
Besondere Aufmerksamkeit erfahren die von den Intervallaustauschtrans-
formationen (IAT) induzierten dynamischen Systeme. Um die K-Theorie
der zugeho¨rigen Transformationsgruppen-C∗-Algebra zu berechnen, beno¨tigt
man Techniken der Kombinatorik. Die IAT werden zu Quaderaustauschtrans-
formationen (QAT) verallgemeinert, die dieselbe Theorie haben, aber deren
Beispiele schwieriger zu fassen sind.
Im ersten Kapitel werden die Grundlagen der Arbeit besprochen. Zuna¨chst
wird der Begriff des dynamischen Systems eingefu¨hrt, mit den dazu geho¨ren-
den Eigenschaften wie “ergodisch”, “topologisch” und “minimal”.
Ein topologisches dynamisches System induziert eine Transformationsgrup-
pen-C∗-Algebra. Sie ist genau dann einfach, falls das topologische dynami-
sche System minimal ist. Fu¨r den Beweis folge ich dem Artikel [Pow78] von
S.C. Power, der das Lemma von Rokhlin benutzt. Es gibt aber elegantere Be-
weise dafu¨r. Als Beispiel wird die Rotation auf dem ho¨herdimensionalen To-
rus Tn betrachtet, deren zugeho¨rigen Transformationsgruppen-C∗-Algebren
sogenannte nichtkommutative Tori sind. Mit einem einfach nachzupru¨fenden
Minimalita¨tskriterium findet man viele einfache nichtkommutative Tori. Im
spa¨teren Text kann die Minimalita¨t auf QAT u¨bertragen werden.
Die dynamischen Systeme dieser Arbeit haben fast immer die Cantormenge
als Phasenraum. Sie wird ha¨ufig als Wischmenge realisiert, aber man kann
sie auch mit einer Hand voll abstrakter topologischer Eigenschaften charak-
terisieren. Ein Beispiel dynamischer Systeme mit einer Cantormenge sind die
Kilometerza¨hler. Die zugeho¨rigen Transformationsgruppen-C∗-Algebren sind
als Bunce-Deddens-Algebren bekannt.
Das zweite Kapitel ist den Intervallaustauschtransformationen (IAT) gewid-
met. Zuna¨chst werden diese Transformationen vorgestellt und einige Eigen-
schaften wie “minimal” definiert.
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Aus ihnen kann man eine C∗-Algebra konstruieren, die eine Transformations-
gruppen-C∗-Algebra ist. Falls die IAT minmal ist, hat man sogar ein minima-
les dynamisches System mit einer Cantormenge. M.Keane entwickelte hand-
habbare Methoden, die IAT auf ihre Minimalita¨t zu u¨berpru¨fen. I. Putnam
konstruierte auf eine andere Art eine C∗-Algebra zu einer IAT. Es stellt sich
heraus, dass beide Konstruktionen zum selben Ergebnis fu¨hren.
Abgeschlossen wird das Kapitel mit einer Verallgemeinerung der IAT. Die
Intervalle werden dabei durch ho¨herdimensionale Quader ersetzt. Mit der
Rotation auf dem Torus erha¨lt man Beispiele minimaler QAT. Aus minimalen
QAT ko¨nnen durch Verschmelzen einzelner Quader weitere minimale QAT
konstruiert werden.
Das dritte Kapitel stellt den Beziehungen zwischen “ergodischen Maßen”,
“Spuren” und “Spurzusta¨nden” klar. Insbesondere fand M.Keane schon, dass
es fu¨r eine IAT ho¨chstens endlich viele verschiedene ergodische Maße geben
kann. M.Keane fand auch ein Beispiel einer minimalen IAT, die mehrere
verschiedene ergodische Maße hat.
Im vierten Kapitel wird die K-Theorie von einer C∗-Algebra berechnet, die
aus einer IAT oder QAT konstruiert wird. Dabei benutzt man zuna¨chst die
exakte Pimsner-Voiculescue-Sequenz und erha¨lt fu¨r K0 einen induktiven Li-
mes. Dieser wird systematisch untersucht. Am schwierigsten sind dabei die
Verbindungsabbildungen, deren Eigenschaften aber mit Hilfe von sogenann-
ten Rauzy-Graphen gefunden werden. Spa¨testens hier wird deutlich, dass
implizit Techniken der Kombinatorik benutzt werden.
Bei den IAT erha¨lt man eine freie abelsche Gruppe mit endlich vielen Erzeu-
gern. Das Ergebnis erzielte schon I. Putnam. Bei QAT kommt der Fall von
unendlich vielen Erzeugern hinzu.
Es wird auch untersucht, was man u¨ber die geordnete K-Theorie aussagen
kann. Bei IAT mit nur einem ergodisches Maß, kann man die Ordnung auf
K0 angeben.
Das abschließende fu¨nfte Kapitel fu¨hrt ein paar Definitionen kombinatori-
scher Begriffe ein. Es wird aufgezeigt, wie man die gesamt Arbeit auch in der
Sprache der Kombinatorik lesen kann.
Kapitel 1
Grundbegriffe
1.1 Dynamische Systeme
Unter dem Begriff “dynamisches System” fallen viele mathematische Model-
le, die eine zeitliche Entwicklung beschreiben. In dieser Arbeit treten nur
dynamische Systeme auf, deren Zeit durch Z und deren Phasenraum durch
Maß- oder topologische Ra¨ume modelliert wird.
In den folgenden Abschnitten werden die zugeho¨rigen Begriffe und Aussagen
zusammen getragen. Die wichtigste Quelle dafu¨r war das Buch [CFS82].
1.1.1 Definition
Sei (M,B, µ) ein Maßraum mit der σ-Algebra B und dem Maß µ.
EinAutomorphismus von (M,B, µ) ist eine bijektive Abbildung T :M →
M mit TA, T−1A ∈ B und µ(A) = µ(TA) = µ(T−1A) ∀A ∈ B.
Das Maß µ heißt invariant bzgl. T oder T -invariant.
1.1.2 Definition
Ein dynamisches System (M,B, µ, T ) besteht aus einem Maßraum mit
W-Maß (M,B, µ) und einem Automorphismus T von (M,B, µ). 1
M wird Phasenraum von (M,B, µ) genannt.
1.1.3 Definition
Sei (M,B, µ, T ) ein dynamisches System, g :M → C eine messbare Funktion
und A ∈ B eine messbare Menge.
Die Funktion g heißt
1Der Begriff “dynamisches System” wird beispielsweise auch verwendet, falls T nur ein
Endomorphismus ist, oder falls man T durch einen Fluss F : R ×M → M ersetzt, bei
dem Ft, ∀ t ∈ R, Automorphismen sind.
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• invariant bzgl. T , falls g(t) = g(T (t)) = g(T−1(t)) fu¨r alle t ∈M ist,
und
• invariant bzgl. T mod 0, falls g(t) = g(T (t)) = g(T−1(t)) fu¨r fast
alle t ∈M ist.
Die messbare Menge A ∈ B heißt
• invariant bzgl. T , falls die charakteristische Funktion χA invariant
bzgl. T ist, und
• invariant bzgl. T mod 0, falls die charakteristische Funktion χA
invariant bzgl. T mod 0 ist.
1.1.4 Theorem (Birkhoffs und Khinchins Ergoden Theorem2)
Sei (M,B, µ, T ) ein dynamisches System mit einem normierten und voll-
sta¨ndigen3 Maß µ, und sei f ∈ L1(M,B, µ) eine integrierbare Funktion.
• Fu¨r fast alle t ∈M gilt
f(t) := lim
n→∞
1
n
n−1∑
k=0
f(T kt)
= lim
n→∞
1
n
n−1∑
k=0
f(T−kt)
= lim
n→∞
1
2n+ 1
n∑
k=−n
f(T kt) und
• es gibt die Gleichheit: ∫
M
f dµ =
∫
M
f dµ.
Zwei dynamische Systeme kann man auch parallel betrachten, und erha¨lt ein
dynamisches System, das sich aber wieder zerlegen la¨ßt. Die wichtige Eigen-
schaft “ergodisch” garantiert kein zerlegbares System vorliegen zu haben.
1.1.5 Definition
Sei (M,B, µ, T ) ein dynamisches System.
Das dynamische System (M,B, µ, T ) heißt ergodisch, falls fu¨r jede T -inva-
riante Menge A ∈ B schon µ(A) ∈ {0, 1} folgt.
Ein Maß µ wird ergodisch genannt, falls es zu einem ergodischen dynami-
schen System geho¨rt.
2Einen Beweis findet man z. B. in [CFS82] Appendix 3.
3Ein Maß heißt vollsta¨ndig, falls jede Teilmenge einer Nullmenge wieder messbar ist.
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1.1.6 Lemma
Sei (M,B, µ, T ) ein ergodisches dynamisches System und g : M → R eine
messbare T -invariante Funktion.
Es ist g|A ≡ const fast u¨berall.
Beweis: Sei s ∈ R und setze As := {t ∈M | g(t) < s}. Die As ∈ B sind T -
invariant. Also ist µ(As) ∈ {0, 1}. Setze S := sup {s ∈ R | µ(As) = 0}. Dann
ist µ(AS) = 1 und g|AS ≡ S. ‡
1.1.7 Folgerung
Sei (M,B, µ, T ) ein ergodisches dynamisches System mit einem normierten
und vollsta¨ndigen Maß. Sei f ∈ L1(M,B, µ) integrierbar und f sei definiert
wie im Birkhoffs und Khinchins Ergoden Theorem 1.1.4.
Es stimmt die Gleichung
f(t) =
∫
M
f dµ fu¨r fast alle t.
Fu¨r A ∈ B erha¨lt man χA(t) = µ(A) fu¨r fast alle t ∈M .
Beweis: Die Funktion f ist nach Definition T -invariant und somit nach
Lemma 1.1.6 fast u¨berall konstant. Damit rechnet man:∫
M
f dµ =
∫
M
f dµ Birkhoffs und Khinchins Ergoden Theorem 1.1.4
= f(t)
∫
M
1M dµ fu¨r fast alle t ∈M
= f(t) fu¨r fast alle t ∈M.
Fu¨r die charakteristische Funktion χA ergibt sich dann χA(t) =
∫
M
χA dµ =
µ(A) fu¨r fast alle t ∈M . ‡
Will man einen Phasenraum mit einem Automorphismus zu einem dyna-
mischen System vervollsta¨ndigen, muss man ein passendes Mass suchen. Es
ko¨nnen dafu¨r mehrere Lo¨sungen existieren.
Bei IAT wird man nur endlich viele Lo¨sungen erhalten. Um das spa¨ter zeigen
zu ko¨nnen braucht man folgendes Theorem.
1.1.8 Theorem (4)
Sei (M,B) ein messbarer Raum und T : M → M eine bijektive Abbil-
dung mit TA, T−1A ∈ B fu¨r A ∈ B. Seien weiterhin µ1 und µ2 normierte,
vollsta¨ndige und T -invariante Maße auf (M,B).
4[CFS82] Chapter 1, §2, Theorem 2.
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1. Falls µ1 ergodisch bzgl. T , d. h. (M,B, µ1, T ) ist ein ergodisches dyna-
misches System, und µ2 absolut stetig bzgl. µ1 (µ2 << µ1) sind, dann
folgt µ1 = µ2.
2. Falls µ1 und µ2 ergodisch bzgl. T sind, so ist entweder µ1 = µ2, oder µ1
und µ2 sind singula¨r zueinander, es gibt also disjunkte und T -invariante
Mengen A1, A2 ∈ B mit A1 ∪ A2 =M und µ1(A1) = µ2(A2) = 1.
Beweis: Zu 1.: Sei A ∈ B. Es gilt µ1(A) = χA(t) = limn→∞ 1n
∑n−1
k=0 χA(T
kt)
fu¨r fast alle t ∈ M bzgl. µ1. Die Gleichheiten sind aus der Folgerung 1.1.7
und aus Birkhoffs und Khinchins Ergoden Theorem 1.1.4.
Da µ2 << µ1 ist, gilt die Gleichung auch fu¨r fast alle t ∈M bzgl. µ2.
Zusa¨tzlich hat man
∫
χA dµ2 = µ2(A) und, weil µ2 T -invariant ist, sogar∫
χA ◦ T k dµ2 = µ2(A) ∀ k ∈ Z. Damit folgt die Gleichung
∫
1
n
∑n−1
k=0 χA ◦
T k dµ2 = µ2(A).
Setzt man alles zusammen, erha¨lt man die Behauptung:
µ1(A) =
∫
µ1(A) dµ2
=
∫
lim
n→∞
1
n
n−1∑
k=0
χA(T
kt) dµ2(t)
Satz von der majorisierenden Konvergenz
= lim
n→∞
∫
1
n
n−1∑
k=0
χA(T
kt) dµ2(t)
= lim
n→∞
µ2(A)
= µ2(A)
Zu 2.: Seien µ1 und µ2 zwei verschiedene ergodische Maße. Dann existiert
A ∈ B mit µ1(A) 6= µ2(A).
Fu¨r i = 1, 2 setze
Ai :=
{
t ∈M | µi(A) = lim
n→∞
1
n
n−1∑
k=0
χA(T
kt)
}
.
Im ersten Teil des Beweises wurde schon µi(A) = limn→∞ 1n
∑n−1
k=0 χA(T
kt)
fu¨r fast alle t ∈M bzgl. µi gezeigt. Damit folgt µi(Ai) = 1, i = 1, 2.
Nach Konstruktion ist A1 ∩ A2 = ∅.
Und A1∪A2∪N =M , wobei N eine Nullmenge ist, die man zu A1 hinzufu¨gen
kann.
Damit sind alle gewu¨nschten Bedingungen erfu¨llt. ‡
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1.2 Topologische dynamische Systeme
Im vorangehenden Kapitel wurden dynamische Systeme eingefu¨hrt, deren
Phasenra¨ume Maßra¨ume waren. Jetzt sollen die Phasenra¨ume topologische
Ra¨ume sein.
1.2.1 Definition
Ein topologisches dynamisches System ist ein Paar (X,φ), wobei
• X ein kompakter Hausdorffraum mit abza¨hlbarer Basis5 und
• φ ein Homo¨omorphismus auf X ist.
Jedes topologische dynamische System ist auch ein dynamisches System.
Dafu¨r muss man ein φ-invariantes Maß bzgl. der Borel-σ-Algebra von X
finden.
1.2.2 Satz (6)
Sei (X,φ) ein topologisches dynamisches System.
Es existiert ein endliches φ-invariantes Maß µ auf der Borel-σ-Algebra B von
X. Insbesondere ist (X,B, µ, φ) ein dynamisches System.
Beweis: Betrachte den *-Automorphismus φ∗ : C(X)→ C(X), f 7→ f ◦φ−1
und dessen adjungierte Abbildung φ∗
′
: C(X)′ → C(X)′, τ 7→ τ ◦ φ∗.
Betrachte die Menge M1 := {τ ∈ C(X)′ | τ ≥ 0, ‖τ‖ = 1}. Sie ist konvex,
schwach-*-kompakt7 und φ∗
′
(M1) =M1.
Nach dem Fixpunkttheorem von Markow-Kakutani C.2.2 existiert dann ein
Fixpunkt τ0 ∈M1, d. h. φ∗′(τ0) = τ0.
Der Isomorphismus des Rieszschen Darstellungssatzes C.2.1 bildet τ0 auf das
Maß µ0 ab mit µ(X) = ‖µ‖ = 1, µ ≥ 0 und τ0(f) =
∫
X
f dµ0 ∀ f ∈ C(X).
Das Maß µ0 ist auch φ-invariant. Sei A ⊂ X eine messbare Menge und χA
die charakteristische Funktion von A. Dann folgt
µ0(φ(A)) =
∫
X
χφ(A) dµ0
= τ0(χφ(A))
= τ0(χA ◦ φ−1)
= τ0 ◦ φ∗(χA)
= τ0(χA)
5X ist mit diesen Eigenschaften ein polnischer Raum, d. h. er ist vollsta¨ndig metrisier-
bar.
6[Tom87] Proposition 1.1.4, [Dav96] Proposition VIII.3.2
7Das folgt aus dem Satz von Alaoglu-Bourbaki, [Wer00] Korollar VIII.3.12.
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= µ0(A). ‡
Falls man ein ergodisches topologisches dynamisches System hat, garantiert
das Lemma von Rokhlin die Existenz einer messbaren Menge, die unter An-
wendung des Homo¨omorphismusses fast den ganzen Phasenraum u¨berdeckt,
bevor sie sich selbst wieder trifft.
Dieses Lemma wird spa¨ter zeigen, dass ein topologisches dynamisches Sys-
tem genau dann minimal ist, wenn die zugeho¨rige Transformationsgruppen-
C∗-Algebra einfach ist. Dafu¨r folge ich dem Artikel [Pow78]. Es gibt auch
alternative Wege die A¨quivalenz zu zeigen.
1.2.3 Lemma (Lemma von Rokhlin8)
Sei (X,B, µ, φ) ein ergodisches topologisches dynamisches System mit vollem
Tra¨ger, d. h. supp (µ) = X. X habe keine isolierten Punkte, d. h. {x} ist nicht
offen ∀x ∈ X, und sei  > 0 und n ∈ N.
Es existiert eine messbare Menge E ⊂ X mit
• φj(E) paarweise disjunkt fu¨r j = 0, . . . , n− 1 und
• µ
(⋃n−1
j=0 φ
j(E)
)
> 1− .
Beweis: In dem langen Beweis wird zuna¨chst mit dem Lemma von Zorn
die gesuchte Menge E konstruiert. Bei der U¨berpru¨fung der geforderten Ei-
genschaften sind die maßtheoretischen Gleichungen nur bis auf Nullmengen
gu¨ltig.
Beh.: Fu¨r alle ′ > 0 gibt es eine offene Menge F ⊂ X mit 0 6= µ(F ) < ′.
So ein F kann man induktiv konstruieren. Der Induktionsanfang wird durch
F0 := X gegeben.
Die Induktionsvoraussetzung ist die Existenz einer offenen Menge Fn ⊂ X
mit 0 < µ(Fn) < 2
−n.
Da X keine isolierten Punkte besitzt, gibt es x1 6= x2 ∈ Fn. Und weil X
hausdorffsch ist, gibt es disjunkte offene Mengen U1, U2 ⊂ X mit xi ∈ Ui,
i = 1, 2. Weil µ einen vollen Tra¨ger hat, muss µ(Ui ∩ Fn) > 0 sein.
Setze Fn+1 := Fn ∩Ui, wobei i so gewa¨hlt wird, dass µ(Fn ∩Ui) minimal ist.
Da U1, U2 disjunkt sind, muss µ(Fn+1) < 2
−n−1 sein.
Fu¨r den gesamten Beweis wa¨hle p ∈ N mit 1
p
< .
Betrachte die Menge F deren Elemente messbaren Mengen sind, die folgendes
erfu¨llen:
8Der Beweis ist aus [Bro76] §V.2, Lemma 5.2.
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• µ(F ) > 0, ∀F ∈ F , und
• F, φ(F ), . . . , φpn−1(F ), ∀F ∈ F , sind paarweise disjunkt.
Beh.: Es ist F 6= ∅.
Man kann ein Element aus F durch Induktion konstruieren.
Die Induktionsbehauptung fu¨r k ∈ N ist: Es gibt Fk ⊂ X mit
• µ(Fk) > 0 und
• Fk, φ(Fk), . . . , φk(Fk) sind paarweise disjunkt.
Fu¨r den Induktionsanfang wa¨hle eine offene Menge F0 mit µ(F0) > 0.
Induktionsschritt k  k + 1:
Setze Fk+1 := Fk − φk+1(Fk). Man kann o. B. d.A. µ(Fk) < 1k+1 annehmen.
Ansonsten verkleinert man Fk, wie es oben schon gemacht wurde.
Es ist µ(Fk+1) > 0. Dafu¨r betrachte die offene Menge A :=
⋃
j∈Z φ
j(Fk).
Sie ist φ-invariant und weil µ ergodisch ist, muss µ(A) = 1 sein. Falls nun
µ(Fk+1) = 0 wa¨re, mu¨sste µ(A) =
∑k
j=0 µ(φ
j(Fk)) < 1 sein.
Die Fk+1, . . . , φ
k+1(Fk+1) sind paarweise disjunkt, weil Fk+1 ∩ φk+1Fk+1 =
(Fk − φk+1(Fk)) ∩ (φk+1(Fk)− φ2k+2(Fk)) = ∅ ist.
Fu¨r k = pn− 1 erha¨lt man ein Element aus F .
Durch Inklusion “⊂” ist eine Ordnung auf F gegeben, und mit dem Lemma
von Zorn findet man ein maximales Element, das F heißen soll.
Jetzt hat man alles, um E zu definieren. Setze
Aj := φ
pn−1(F ) ∩ φ−j(F ) j = 1, . . . , pn
und
E :=
(
p−1⋃
k=0
φkn(F )
)
∪
 ⋃
i=0,...,p−2
j=(i+1)n+1,...,pn
φin+1(Aj)
 .
Beh.: Die Mengen E, φ(E), . . . , φn−1(E) sind paarweise disjunkt.
Man muss dafu¨r E ∩ φl(E), l = 1, . . . , n − 1, betrachten. Wenn man das
ausmultipliziert, erha¨lt man Terme folgender Art:
1. φk(F )∩φi(F ), k = 0, n, 2n, . . . , pn−n, i = l, n+ l, 2n+ l, . . . , pn−n+ l,
2. φk(F ) ∩ φi(Aj), k = 0, . . . , pn − n, i = 2, . . . , pn − n, k − i = −pn +
n, . . . , pn+ n− 2,
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3. φi(Aj) ∩ φk(F ), i = 1, . . . , pn − 2n + 1, k = 1, . . . , pn − 1, k − i =
−pn+ 2n, . . . , pn− 2 und
4. φi1Aj1 ∩φi2Aj2 , i1 = 1, n+1, 2n+1, . . . , pn− 2n+1, i2 = 1+ l, n+1+
l, 2n+ 1 + l, . . . , pn− 2n+ 1 + l.
Jedes dieser Paare ist disjunkt.
Zu 1.: φk(F ) ∩ φi(F ) = ∅, falls k 6= i, nach der Definition von F . Der Fall
k = i tritt wegen l = 1, . . . , n− 1 nicht ein.
Zu 4.: φi1Aj1 ∩ φi2Aj2 ⊂ φpn−1(φi1(F ) ∩ φi2(F )) = ∅ falls i1 6= i2. Der Fall
i1 = i2 tritt wegen l = 1, . . . , n− 1 nicht ein.
Zu 2. und 3.: Man kann Aj auf zwei Arten abscha¨tzen. Die erste geht wie
folgt:
φk(F ) ∩ φi(Aj) ⊂ φk(F ) ∩ φi+pn−1(F )
= φi+pn−1
(
φk−i−pn+1(F ) ∩ F)
= ∅,
falls k − i− pn+ 1 = −pn, . . . , pn− 1 oder k − i = −1, . . . , 2pn− 2.
Die zweite Abscha¨tzung fu¨r Aj fu¨hrt zu
φk(F ) ∩ φi(Aj) ⊂ φk(F ) ∩ φi−j(F )
= φi−j
(
φk−i+j(F ) ∩ F)
= ∅,
falls k − i + j = −pn, . . . , pn − 1 oder k − i = −pn − j, . . . , pn − 1 − j ⊃
−pn− 1, . . . ,−1.
Fu¨gt man beides zusammen, erha¨lt man φk(F ) ∩ φi(Aj) = ∅ fu¨r k − i =
−pn− 1, . . . , 2pn− 2.
Also sind E, φ(E), . . . , φn−1(E) paarweise disjunkt.
Im letzten Teil des Beweises soll µ
(∩n−1j=0φj(E)) > 1−  gezeigt werden.
Dafu¨r definiere eine Hilfsmenge:
E˜ :=
(
pn−1⋃
k=0
φk(F )
)
∪
 ⋃
{(i,j)|1≤i<j≤pn}
φi(Aj)
 .
E˜ ist φ-invariant. Dafu¨r zeige
E˜∆φ(E˜) =
(
F ∪
pn⋃
j=1
φ(Aj)
)
∆
(
φpn(F ) ∪
pn⋃
j=1
φj(Aj)
)
!
= ∅. 9
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Falls F0 ⊂ φpn−1(F ) und µ(F0) > 0 ist, dann existiert k ∈ {1, . . . , pn} mit
µ(φk(F0)∩F ) > 0. Angenommen, es wa¨re µ(φk(F0)∩F ) = 0 ∀ k = 1, . . . , pn,
dann sind A, φ(A), . . . , φpn−1(A) mit A := φ(F0) ∪ F paarweise disjunkt:
A ∩ φl(A) = (φ(F0) ∩ φl+1(F0)) ∪ (φ(F0) ∩ φl(F )) ∪ . . .
. . . ∪ (F ∩ φl+1(F0)) ∪ (F ∩ φl(F )) l = 1, . . . , pn− 1.
Es ist φ(F0) ∩ φl+1(F0) = ∅, weil F0 ⊂ φpn−1(F ). Aus demselben Grund ist
φ(F0)∩ φl(F ) = ∅. Weiterhin ist nach Annahme F ∩ φl+1(F0) = ∅, und nach
Konstruktion von F ist F ∩ φl(F ) = ∅. Damit ist A ∈ F .
Des Weiteren folgt nach der Annahme µ(A) > µ(F ) im Widerspruch zur
Maximalita¨t von F .
Daraus folgt µ(φpn−1(F )−⋃pnj=1Aj) = 0. Angenommen es wa¨re µ(F0) > 0mit
F0 := φ
pn−1(F )−⋃pnj=1Aj, dann muss ein k ∈ {1, . . . , pn}mit µ(φk(F0)∩F ) >
0 existieren.
φk(F0) ∩ F = φk(φpn−1(F )−
pn⋃
j=1
Aj) ∩ F
= φk(φpn−1(F )−
pn⋃
j=1
φ−j(F )) ∩ F , wa¨hle j = k,
⊂ (φpn+k−1(F )− F ) ∩ F
= ∅.
Das ist ein Widerspruch zu µ(φk(F0) ∩ F ) > 0.
Nach Definition der Aj ist
⋃pn
j=1 φ(Aj) ⊂ φpnF . Daraus folgt
⋃pn
j=1 φ(Aj) =
φpn(F ), wegen µ(φpn(F )−⋃pnj=1 φ(Aj)) = 0.
Ebenso gilt nach Definition
⋃pn
j=1 φ
j(Aj) ⊂ F , und mit der Rechnung
µ(F ) = µ(φpn(F ))
≤ µ
(
pn⋃
j=1
φ(Aj)
)
=
pn∑
j=1
µ(φj(Aj))
= µ
(
pn⋃
j=1
φj(Aj)
)
9∆ ist die symmetrische Differenz: A∆B := (A−B) ∪ (B −A).
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folgt
⋃pn
j=1 φ
j(Aj) = F .
Nimmt man beide Gleichungen zusammen, erha¨lt man
E˜∆φ(E˜) = ∅.
E˜ ist also eine φ-invariante Menge, und nach der Ergodizita¨t folgt µ(E˜) = 1.
Man betrachtet abschließend die Differenz E˜ − ⋃n−1i=0 φiE. Sie entha¨lt nur
Terme der Form φi(Aj) und zwar ho¨chstens n Stu¨ck fu¨r jedes j, was man in
der Abbildung 1.1 sieht.
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Abbildung 1.1: φi(Aj) in E˜, E und E˜ −
⋃n−1
i=0 φ
iE fu¨r p = 3 und n = 4
Damit folgt
µ
(
E˜ −
n−1⋃
i=0
φiE
)
≤
pn∑
j=1
nµ(Aj)
= n
pn∑
j=1
µ(φj(Aj))
= nµ
(
pn⋃
j=1
φj(Aj)
)
= nµ(F )
≤ n 1
pn
< ,
und es ist µ
(⋃n−1
i=0 φ
iE
)
> 1− . ‡
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Man kann das Lemma von Rokhlin noch verbessern, indem man statt einer
messbaren Menge sogar eine offene Menge findet.
1.2.4 Bemerkung (10)
Sei (X,B, µ, φ) ein ergodisches topologisches dynamisches System mit vollem
Tra¨ger, d. h. supp (µ) = X. X habe keine isolierten Punkte, und sei  > 0
und n ∈ N>0.
Es existiert eine offene Menge P ⊂ X mit
• φj(P ) paarweise disjunkt fu¨r j = 0, . . . , n− 1 und
• µ
(⋃n−1
j=0 φ
j(P )
)
> 1− .
Beweis: Zuna¨chst existiert nach Rokhlins Lemma 1.2.3 eine messbare Menge
E ⊂ X mit
• φj(E), j = 0, . . . , n− 1, paarweise disjunkt und
• µ
(⋃n−1
j=0 φ
j(E)
)
> 1− 
2
.
Weil µ ein Borelmaß und X ein polnischer Raum sind, folgt nach dem Satz
von Ulam11, dass µ regula¨r ist. Insbesondere ist E von innen regula¨r, d. h.
µ(E) = sup {µ(K) | K ⊂ E kompakt}.
Es gibt also eine abgeschlossene Menge F ⊂ E mit µ
(⋃n−1
j=0 φ
j(F )
)
> 1− .
Weil X als metrisierbarer Raum das Trennungsaxiom T4 erfu¨llt, gibt es eine
offene Menge U ⊃ F der Art, dass U, φ(U), . . . , φn(U) paarweise disjunkt
sind.
Wa¨hle eine offene Menge P ⊂ X mit F ⊂ P ⊂ P ⊂ U . So ein P existiert,
weil mit dem Trennungsaxiom T4 die abgeschlossenen Mengen F und X −U
durch offene Mengen getrennt werden ko¨nnen.
P hat die gewu¨nschten Eigenschaften. ‡
Das folgende Lemma zeigt die Existenz von Funktionen, deren Eigenschaften
es spa¨ter gestatten die Erwartung eines verschra¨nkten Produktes zu appro-
ximieren.
1.2.5 Lemma (12)
Sei (X,B, µ, φ) ein ergodisches topologisches dynamisches System mit vollem
Tra¨ger, d. h. supp (µ) = X. X habe keine isolierten Punkte, und sei m ∈ N>0
und  > 0. Es gibt eine offene Menge F ⊂ X und eine Funktion ψm : X →
T ⊂ C mit
10[Pow78] Lemma 5
11[Els05] Kapitel VIII, §1.5, 1.16
12[Pow78] Lemma 5
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• µ(F ) > 1−  und
• (ψmψm ◦ φm + ψmψm ◦ φm)∣∣F ≡ 0.
Beweis: Nach der Bemerkung zu Rokhlins Lemma 1.2.4 existiert eine offene
Menge P ⊂ X und ein n > m mit
• µ (∪n−mk=0 φk(P )) > 1−  und
• φk(P ), k = 0, . . . , n, paarweise disjunkt.
Setze F := ∪n−mk=0 φk(P ).
Die gesuchte Funktion φm kann man mit Hilfe des Lemmas von Urysohn
konstruieren. Weil φk(P ), k = 0, . . . , n, paarweise disjunkt sind, existieren
Funktionen fk : X → [0, 1], k = 0, . . . , n, mit fk1|φk2 (P ) =
{
1 falls k1 = k2
0 sonst.
Setze ψm(x) :=
∏n
k=0 exp
(
2piifk(x)
k
4m
)
. Fu¨r x ∈ φk(P ), k = 0, . . . , n−m, so
folgt (
ψmψm ◦ φm
)
(x) = ψm(x)ψm(φ
m(x))
= exp
(
−2pii k
4m
)
exp
(
2pii
k +m
4m
)
= i.
Damit ergibt sich fu¨r x ∈ φk(P ) ⊂ F die Behauptung(
ψmψm ◦ φm + ψmψm ◦ φm
)
(x) = i− i = 0. ‡
1.3 Minimale Systeme
Bei topologischen dynamischen Systemen wird die Eigenschaft “ergodisch”
durch die Eigenschaft “minimal” versta¨rkt.
1.3.1 Definition (13)
Sei (X,φ) ein topologisches dynamisches System.
Der Homo¨omorphismus φ heißt minimal, falls er eine der folgenden sechs
a¨quivalenten Bedingungen erfu¨llt:
1. Falls E ⊂ X abgeschlossen und φ(E) ⊂ E sind, dann ist E ∈ {∅, X}.
13[Tom87]
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2. Falls E ⊂ X abgeschlossen und φ−1(E) ⊂ E sind, dann ist E ∈ {∅, X}.
3. Es gibt keine echten abgeschlossenen φ-invarianten Unterra¨ume von X,
d. h. aus E ⊂ X und φ(E) = E folgt E ∈ {∅, X}.
4. Jeder positive Orbit ist dicht, d. h.
O+(x) := {φn(x) | n ∈ N} dicht⊂ X ∀x ∈ X.
5. Jeder negative Orbit ist dicht d. h.
O−(x) := {φ−n(x) | n ∈ N} dicht⊂ X ∀x ∈ X.
6. Jeder Orbit ist dicht, d. h.
O(x) := {φn(x) | n ∈ Z} dicht⊂ X ∀x ∈ X.
Das topologische dynamische System (X,φ) heißt minimal, falls φ ein mi-
nimaler Homo¨omorphismus ist.
Beweis: Die Richtungen “1.⇒ 3.”, “2.⇒ 3.”, “4.⇒ 6.” und “5.⇒ 6.” sind
klar.
“1.⇒ 4.”: Sei x ∈ X. Aus φ(O+(x)) ⊂ O+(x) folgt fu¨r den Abschluss eben-
falls φ(O+(x)) ⊂ O+(x). Die Voraussetzung impliziert dann O(x) = X.
Analog zeigt man “2.⇒ 5.”.
”6.⇒ 3.”: Sei E ⊂ X abgeschlossen, φ(E) = E und E 6= ∅. Dann wa¨hle
x ∈ E. Aus φ(E) = E folgt O(x) ⊂ E. Weil E abgeschlossen ist, ist sogar
X = O(x) ⊂ E.
“3.⇒ 1.”: Sei E ⊂ X abgeschlossen, φ(E) ⊂ E und E 6= ∅. Induktiv zeigt
man φn+1(E) ⊂ φn(E) ∀n ∈ N. Also ist F := ⋂n∈N φn(E) nicht leer und
abgeschlossen.
Die Rechnungen
φ(F ) =
∞⋂
n=1
φn(E)
⊃ E ∩
∞⋂
n=1
φn(E)
= F und
φ(F ) =
∞⋂
n=0
φn+1(E)
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⊂
∞⋂
n=0
φn(E)
= F
zeigen φ(F ) = F . Mit der Voraussetzung ergibt sich X = F ⊂ E ⊂ X.
Analog zeigt man “3.⇒ 2.”. ‡
Die beiden folgenden Lemmata bescha¨ftigen sich mit den Voraussetzungen
fu¨r Rokhlins Lemma, die bei minimalen topologischen Systemen schneller
erfu¨llt sind.
1.3.2 Lemma
Sei (X,φ) ein minimales topologisches dynamisches System und µ ein φ-
invariantes Borelmaß.
Es ist supp (µ) = X.
Beweis: Angenommen, es ga¨be ein offenes U ⊂ X mit U 6= ∅ und µ(U) =
0, dann wa¨re auch µ(
⋃
m∈Z φ
m(U)) = 0. Da φ aber minimal ist, ist schon⋃
m∈Z φ
m(U) = X. ‡
1.3.3 Lemma
Sei (X,φ) ein minimales topologisches dynamisches System, und sei X u¨ber-
abza¨hlbar.
X hat keine isolierten Punkte.
Beweis: Sei x ∈ X ein isolierter Punkt und sei y /∈ O(x). Dann ist x /∈ O(y)
und folglich x /∈ O(y), weil x ein isolierter Punkt ist. Da aber φ minimal ist,
muss O(y) = X sein.
Damit folgt O(x) = X, und X ist abza¨hlbar. ‡
1.4 Transformationsgruppen-C∗-Algebren
1.4.1 Definition
Eine Transformationsgruppen-C∗-Algebra ist ein verschra¨nktes Pro-
dukt AoG mit einer kommutativen C∗-Algebra A.
So erha¨lt man fu¨r jedes topologische dynamische System (X,φ) eine Transfor-
mationsgruppen-C∗-Algebra C(X)oφ∗ Z. In dieser Arbeit werden nur solche
Transformationsgruppen-C∗-Algebra betrachtet.
Diese konstruierte C∗-Algebra kann fu¨r sich genommen schon interessant
sein, wie das Beispiel der irrationalen Drehungsalgebra zeigen wird.
Interessant ist aber auch, wie das dynamische System und die C∗-Algebra
wechselwirken.
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Eine Transformationsgruppen-C∗-Algebra hat eine Erwartung, die durch Ad-
junktion mit Funktionen approximiert werden soll. Damit zeigt man, dass die
Erwartung abgeschlossene Ideale invariant la¨ßt.
Ziel ist die A¨quivalenz der Eigenschaften “minimal” und “einfach”.
1.4.2 Lemma (14)
Sei (X,φ) ein minimales topologisches dynamisches System, und sei X u¨ber-
abza¨hlbar. Sei weiterhin E die Erwartung von C(X)oφ∗Z. Sei f ∈ C(X)oφ∗Z
und  > 0 gegeben.
Es existieren N ∈ N und θ1, . . . , θN : X → T mit∥∥∥∥∥E(f)− 1N
N∑
l=1
θlfθl
∥∥∥∥∥ < .
Beweis: O.B. d.A.sei f =
∑q
m=p fmu
m. In diesem speziellen Fall gilt sogar
E(f) =
1
N
N∑
l=1
θlfθl.
Nach Satz 1.2.2 existiert ein normiertes, φ-invariantes Maß µ auf der Borel-
σ-Algebra B. Weil φ minimal ist, ist nach Lemma 1.3.2 supp (µ) = X, und
µ ist ergodisch.
Nach Lemma 1.3.3 hat X auch keine isolierten Punkte. Damit sind alle Vor-
aussetzungen fu¨r das Lemma von Rokhlin gezeigt.
Mit dem Lemma 1.2.5 findet man Funktionen ψj : X → T, j = p, . . . , q,
j 6= 0, und offene Mengen Fj ⊂ X mit
• µ(Fj) > 1− ′, ′ > 0, und
• ψjψj ◦ φj + ψjψj ◦ φj
∣∣∣
Fj
≡ 0.
Definiere die offene Menge F :=
⋂q
j=p
j 6=0
Fj. Falls 
′ hinreichend klein gewa¨hlt
wurde, muss µ(F ) > 0 sein. Weil φ minimal ist, existiert M ∈ N mit⋃M
k=0 φ
k(F ) = X.
Definiere eine Abbildung E
(k)
j : C(X)o Z→ C(X)o Z durch
E
(k)
j (f) :=
1
2
(
ψj ◦ φ−kfψj ◦ φ−k + ψj ◦ φ−kfψj ◦ φ−k
)
14[Pow78] Lemma 6
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=
1
2
(
Ad
ψj◦φ−k(f) + Adψj◦φ−k(f)
)
.
Zuna¨chst sieht man
q∏
j=p
j 6=0
M∏
k=0
E
(k)
j (f) =
q∏
j=p
j 6=0
M∏
k=0
1
2
(
Ad
ψj◦φ−k +Adψj◦φ−k
)
(f)
=
1
N
(
N∑
l=1
Adθl
)
(f),
wobei θl, l = 1, . . . , N passend gewa¨hlt werden. Die rechte Seite der Gleichung
hat die gesuchte Form.
Die linke Seite der Gleichung wird E(f) = f0 sein.
Weil E
(k)
j (f0) = f0 ist, folgt
∏q
j=p
∏M
k=0E
(k)
j (f0) = f0 = E(f).
Fu¨r m 6= 0 hat man
E
(k)
j (fmu
m) =
1
2
(
ψj ◦ φ−kfmumψj ◦ φ−k + ψj ◦ φ−kfmumψj ◦ φ−k
)
=
1
2
fm
(
ψj ◦ φ−kψj ◦ φ−k−m + ψj ◦ φ−kψj ◦ φ−k−m
)
um
=
1
2
fm
(
ψjψj ◦ φ−m + ψjψj ◦ φ−m
) ◦ φ−k︸ ︷︷ ︸
:=ωjkm
um,
und damit ist
M∏
k=0
E
(k)
j (fmu
m) = fm
(
M∏
k=0
1
2
ωjkm
)
um.
Nach Konstruktion ist ωmkm|φk(F ) ≡ 0. Daraus folgt
∏M
k=0 ωmkm ≡ 0 und∏M
k=0E
(k)
m (fmu
m) = 0.
Setzt man alles zusammen, folgt
1
N
(
N∑
l=1
Adθl
)
(f) =
q∏
j=p
j 6=0
M∏
k=0
E
(k)
j (f)
= f0
= E(f). ‡
1.4.3 Folgerung
Sei (X,φ) ein minimales topologisches dynamisches System und sei X u¨ber-
abza¨hlbar. Sei weiterhin E die Erwartung von C(X)oφ∗Z und I ⊂ C(X)oZ
ein abgeschlossenes Ideal.
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Es ist E(I) ⊂ I.
Beweis: Sei f ∈ I. Nach dem vorhergehenden Lemma 1.4.2 existieren fu¨r
jedes  > 0 Funktionen θl : X → T, l = 1, . . . , N , mit∥∥∥∥∥E(f)− 1N
N∑
l=1
θlfθl
∥∥∥∥∥ < .
Weil I abgeschlossen ist, ist E(f) ∈ I. ‡
1.4.4 Satz (15)
Sei (X,φ) ein topologisches dynamisches System, und sei X u¨berabza¨hlbar.
Es sind a¨quivalent:
• C(X)oφ Z ist einfach.
• (X,φ) ist minimal.
Beweis: “⇒:” Sei (X,φ) nicht minimal, dann gibt es eine nichttriviale φ-
invariante Menge F ⊂ X.
Betrachte das Ideal IF ⊂ C(X)oZ, das von CF (X) := {f ∈ C(X) | f |F = 0}
erzeugt wird. Weil F φ-invariant ist, ist E(IF ) = CF (X). Und da CF (X) 6=
C(X), kann C(X)o Z nicht einfach sein.
“⇐”: Sei (X,φ) minimal und ∅ 6= I ⊂ C(X) o Z ein Ideal. Es muss I =
C(X)o Z gezeigt werden.
Sei f ∈ I positiv und f 6= 0. Dann ist f0 := E(f) positiv und f0 6= 0, weil E
treu ist.
f0 ∈ I nach der Folgerung 1.4.3.
Definiere die Funktion fm :=
∑m
k=1 f0 ◦ φk ∈ I fu¨r m ∈ N. Dann ist deren
Tra¨ger supp (fm) =
⋃m
k=1 φ
i(supp (f0)). Weil φ minimal ist, muss es ein M ∈
N geben mit supp (fn) = X.
Dann ist fM > 0, und fM ist invertierbar. ‡
1.5 Irrationale Drehungen
Ein bekanntes und wichtiges Beispiel fu¨r dynamische Systeme liefern Dre-
hungen. Fu¨r sie gibt es auch ein handhabbares Kriterium, um die Eigen-
schaft “minimal” zu u¨berpru¨fen. Die zugeo¨rigen Transformationsgruppen-
C∗-Algebren sind als nichtkommutative Tori bekannt.
Dieses Beispiel wird spa¨ter helfen, die Minimalita¨t von speziellen QAT nach-
zuweisen.
15[ZM68] (5.15), [Pow78]
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1.5.1 Satz
Seien 1, a1, . . . , an ∈ R, n ∈ N u¨ber Q linear unabha¨ngig und a(n) :=
(a1, . . . , an).
Es ist Za(n)
dicht⊂ Rn/Zn.
Beweis: Es wird eine Induktion u¨ber n ∈ N angewandt.
Induktionsanfang n = 1: Fu¨r x ∈ R/Z und  > 0 muss ein k ∈ Z mit
d (x, ka1) <  gefunden werden.
Nach Voraussetzung sind 1, a1 u¨ber Q linear unabha¨ngig, d. h. a1 ist irra-
tional. Damit gibt es kein k ∈ Z mit ka1 = 0 mod Z und deswegen ist
card (Za1 mod Z) = ∞. Weil R/Z kompakt ist, gibt es einen Ha¨ufungs-
punkt von Za1, insbesondere findet man q, r ∈ Z mit d (qa1, ra1) < .
Betrachte jetzt pa1, wobei p := q − r. Dann ist d (pa1, 0) < . Weiterhin
existiert t ∈ R mit tpa1 = x mod Z. Wa¨hle k ∈]t− 1, t+ 1[∩Z, dann ergibt
sich
d (kpa1, x) ≤ d (kpa1, tpa1)
= |k − t| d (pa1, 0)
< 
Wegen Zpa1 ⊂ Za1 folgt die Behauptung.
Induktionsschritt n  n + 1: Seien 1, a1, . . . , an, an+1 ∈ R u¨ber Q linear
unabha¨ngig und a(n+1) := (a1, . . . , an+1).
Wieder ist fu¨r x ∈ Rn+1/Zn+1 und  > 0 ein k ∈ Z mit d (ka(n+1), x) <  zu
finden.
1. Schritt: Es gibt p ∈ Z mit d (pa(n+1), 0) < 
2
.
Aus ka(n+1) = 0 mod Zn+1, k ∈ Z, folgt, dass 1, a1, . . . , an+1 u¨ber Q linear
abha¨ngig sind. Das widerspricht der Annahme, also muss card
(
Za(n+1)
)
=∞
sein.
Weil Rn/Zn kompakt ist, muss Za(n+1) einen Ha¨ufungspunkt besitzen. Also
gibt es q 6= r ∈ Z mit d (qa(n+1), ra(n+1)) < 
2
.
Setze p := q − r 6= 0, damit ist dann d (pa(n+1), 0) < 
2
.
2. Schritt: 1, qa1 mod Z, . . . , qan+1 mod Z sind u¨ber Q linear unabha¨ngig.
Seien p0, . . . , pn+1 ∈ Q und r1, . . . , rn+1 mit p01 +
∑n+1
i=1 pi(qai + ri) = 0 und
qai + ri ∈ [0, 1[ ∀ i. Daraus folgt
(
p0 +
∑n+1
i=1 piri
)
+
∑n+1
i=1 piqai = 0. Nach
Voraussetzung folgt p0+
∑n+1
i=1 piri = 0 und piq = 0 ∀ i = 1, . . . , n+1. Wegen
q 6= 0 folgt pi = 0 ∀ i = 1, . . . , n+ 1 und schließlich auch p0 = 0.
Setze a˜(n+1) := (qa1 mod Z, . . . , qan+1 mod Z) = (a˜(n+1)1 , . . . , a˜
(n+1)
n+1 ).
3. Schritt: Es ist Ra˜(n+1)
dicht⊂ Rn+1/Zn+1.
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Abbildung 1.2: Konstruktion von a˜(n+1)
Die a˜
(n+1)
1 , . . . , a˜
(n+1)
n+1 sind u¨ber Q linear unabha¨ngig, also ist a˜
(n+1)
n+1 6= 0.
Damit existiert s ∈ R, z. B. s = 1−xn+1
a˜
(n+1)
n+1
, mit x + sa˜(n+1) ∈ Rn/Zn, d. h. die
letzte Komponente verschwindet.
Weil die a˜
(n+1)
1 , . . . , a˜
(n+1)
n u¨ber Q linear unabha¨ngig sind, mu¨ssen auch die
a˜
(n+1)
1
a˜
(n+1)
n+1
, . . . , a˜
(n+1)
n
a˜
(n+1)
n+1
, 1 u¨ber Q linear unabha¨ngig sein. Nach Induktionsvoraus-
setzung existiert k ∈ Z mit d
(
k a˜
(n+1)
a˜
(n+1)
n+1
, x+ sa˜(n+1)
)
< 
2
. Die Metrik ist
translations invariant, deshalb ist auch d
((
k − sa˜(n+1)n+1
)
a˜(n+1)
a˜
(n+1)
n+1
, x
)
< 
2
.
Daraus folgt die Behauptung.
4. Schritt: Es gibt ein k ∈ Z mit d (ka(n+1), x) < .
Zuna¨chst wissen wir, dass ein t ∈ R mit d (ta˜(n+1), x) < 
2
existiert, und
weiterhin d
(
a˜(n+1), 0
)
< 
2
.
Wa¨hle k′ ∈]t− 1, t+1[∩Z. Dann erfu¨llt k := qk′ die gewu¨nschte Eigenschaft:
d
(
ka(n+1), x
)
= d
(
k′a˜(n+1), x
)
≤ d (k′a˜(n+1), ta˜(n+1))+ d (ta˜(n+1), x)
< |k′ − t| d (a˜(n+1), 0)+ 
2
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︸ ︷︷ ︸
R/Z

Rn/Zn

•
•
•
a˜(n+1) x
x+ sa˜(n+1)
Abbildung 1.3: Konstruktion von s
<

2
+

2
= . ‡
1.5.2 Lemma
Sei a(n) = (a1, . . . , an) ∈ Tn, n ∈ N und φ : Tn → Tn die Translation um a(n).
Sei weiterhin Za(n)
dicht⊂ Rn/Zn.
Der Homo¨omorphismus ist minimal.
Beweis: Es muss {φn(x) | n ∈ Z} dicht⊂ Rn/Zn ∀x ∈ Tn gezeigt werden. Das
ist aber erfu¨llt:
{φn(x) | n ∈ Z} = x+ {φn(0) | n ∈ Z}
= x+ Za(n)
dicht⊂ Tn. ‡
1.5.3 Definition
Sei Θ ∈M(n× n,R), n ∈ N eine antisymmetrische Matrix.
AΘ ist die universelle C∗-Algebra der unita¨ren Erzeuger u1, . . . , un mit den
Relationen
ujuk = exp(2piiΘjk)ukuj.
C∗-Algebren dieser Art nennt man ho¨herdimensionale nichtkommuta-
tive Tori.
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1.5.4 Beispiel
Sei θ ∈ R, und setze Θ := ( 0 θ−θ 0 ).
AΘ ist die Rotationsalgebra Aθ.
1.5.5 Lemma
Sei a(n) = (a1, . . . , an) ∈ Tn, n ∈ N, und φ : Tn → Tn die Translation um
a(n). Setze Θ :=
 0 0 ... 0 −a10 0 0 −a2... ... ... ...
0 0 ... 0 −an
a1 a2 ... an 0
.
Es ist
C(T2)oφ∗ Z ∼= AΘ.
Beweis: C(Tn) ist die universelle C∗-Algebra C∗(u1, . . . , un) mit vertau-
schenden unita¨ren Erzeugern u1, . . . , un.
Fu¨r das verschra¨nkte Produkt kommt ein weiterer unita¨rer Erzeuger un+1
hinzu, der un+1uju
∗
n+1 = φ
∗(uj) = exp(−2piiaj)uj ∀ j ∈ {1, . . . , n} erfu¨llt.
Diese Relationen entsprechen der Matrix Θ. ‡
1.5.6 Folgerung
Sei a(n) = (a1, . . . , an) ∈ Tn, n ∈ N, und 1, a1, a2, . . . , an seien u¨ber Q linear
unabha¨ngig. Setze Θ :=
 0 0 ... 0 −a10 0 0 −a2... ... ... ...
0 0 ... 0 −an
a1 a2 ... an 0
.
AΘ ist einfach.
Die Rotationen werden verallgemeinert, indem man die injektiven Abbildun-
gen [0, 1[n↪→ Tn/Zn betrachtet, und die Translation auf den Einheitsquadern
durchfu¨hrt. Die dabei entstehenden Transformationen werden QAT sein, die
nicht stetig sind.
Anschaulich werden die Tori dabei einfach nur zerschnitten.
1.6 Cantormengen
In dieser Arbeit werden topologische dynamische Systeme betrachtet, deren
Phasenra¨ume die Cantormenge sind. Es gibt verschiedene Arten die Cantor-
menge zu beschreiben.
1.6.1 Definition
Sei X ein topologischer Raum.
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• A ⊂ X heißt zusammenha¨ngend, falls man A bzgl. der Relativto-
pologie nicht in zwei disjunkte, nichtleere und offene Mengen zerlegen
kann.
• A ⊂ X heißt Komponente von X, falls A zusammenha¨ngend ist und
falls B ⊃ A ebenfalls zusammenha¨ngend ist, muss schon B = A folgen.
• X heißt total unzusammenha¨ngend, falls jede einpunktige Menge
{x} x ∈ X eine Komponente von X ist.
1.6.2 Definition
Ein topologischer Raum X heißt Cantormenge, falls er
• total unzusammenha¨ngend,
• kompakt,
• metrisierbar ist und
• keine isolierten Punkte entha¨lt.
1.6.3 Beispiel
Das klassische Beispiel fu¨r eine Cantormenge erha¨lt man, indem man, vom
Einheitsintervall startend, unendlich oft die mittleren Drittel der vorhande-
nen Intervalle entfernt.
Sei also I0 := [0, 1]. Dann sind I1 = [0,
1
3
] ∪ [2
3
, 1], I2 = [0,
1
9
] ∪ [2
9
, 3
9
] ∪ [6
9
, 7
9
] ∪
[8
9
, 1], usw. .
• •
• • • •
• • • • • • • •
• • • • • • • • • • • • • • • •
...
...
...
...
...
...
...
...
I0
I1
I2
I3
Abbildung 1.4: Konstruktion einer Cantormenge
Die Menge X =
⋂∞
n=0 In wird die Cantormenge, das Cantorsche Dis-
kontinuum oder die Cantorsche Wischmenge genannt.
Man kann X mit {0, 1}N identifizieren durch die Abbildung
i :
{
{0, 1}N → [0, 1]
(xj)j∈N 7→
∑
j∈N 2xj3
−j.
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Die C∗-Algebra C(X) ist eine AF-Algebra mit dem Bratteli-Diagramm
. . .
1
00aaaaaaaaa ..]]]]]]]]] . . .
1
11ccccccccc
--[[[[[[[[[ . . .1
00aaaaaaaaa ..]]]]]]]]] . . .
1
33ggggggggg
++WWWW
WWWWW . . .1
00aaaaaaaaa ..]]]]]]]]] . . .
1
11ccccccccc
--[[[[[[[[[ . . .1
00aaaaaaaaa ..]]]]]]]]] . . .
Am obigen Beispiel kann man sehen, dass man die Cantormenge immer fei-
ner zerlegen kann. Es gibt viele andere Mo¨glichkeiten, die Cantormenge zu
zerlegen. So wird spa¨ter jede IAT eine eigene Zerlegung induzieren.
1.6.4 Definition
Sei X ein topologischer Raum.
Eine Untermenge E ⊂ X heißt abgeschloffen, falls eine der a¨quivalenten
Bedingungen erfu¨llt ist:
• E ist abgeschlossen und offen zugleich, oder
• die charakteristische Funktion χE ist stetig.
1.6.5 Definition
Sei X ein topologischer Raum.
P = {Ei ⊂ X | i ∈ I} heißt Zerlegung von X falls
• I endlich ist,
• Ei abgeschloffen ∀ i ∈ I ist,
• ⋃i∈I Ei = X und
• Ei paarweise disjunkt sind.
Zu einer Zerlegung geho¨ren die Ra¨ume
C(P) := lin−span {χEi | Ei ∈ P} ⊂ C(X) und
C(P ,Z) := Z− lin−span {χEi | Ei ∈ P}.
1.6.6 Definition
Sei X ein topologischer Raum mit den Zerlegungen P1 und P2.
P1 ist gro¨ber als P2, P1 ≤ P2, bzw. P2 ist feiner als P1, P2 ≥ P1, falls eine
der beiden a¨quivalenten Bedingungen erfu¨llt ist:
• P1 ⊂ P2,
• C(P1) ⊂ C(P2).
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Zwei Partitionen haben eine gro¨bste gemeinsame Verfeinerung:
P1 ∨ P2 := {E(1) ∩ E(2) | E(i) ∈ Pi, i = 1, 2}.
1.6.7 Satz
Sei X die Cantormenge.
C(X) ist isomorph zur AF-Algebra, die zum Bratteli-Diagramm
. . .
1
00aaaaaaaaa ..]]]]]]]]] . . .
1
11ccccccccc
--[[[[[[[[[ . . .1
00aaaaaaaaa ..]]]]]]]]] . . .
1
33ggggggggg
++WWWW
WWWWW . . .1
00aaaaaaaaa ..]]]]]]]]] . . .
1
11ccccccccc
--[[[[[[[[[ . . .1
00aaaaaaaaa ..]]]]]]]]] . . .
geho¨rt.
Insbesondere existiert bis auf Homo¨omorphismus genau eine Cantormenge.
Beweis: Wa¨hle Zerlegungen P1 ≤ P2 ≤ P3 ≤ . . . mit lim−→C(P
n) ∼= C(X).
So eine Zerlegung existiert, weil X metrisierbar und kompakt ist.
Es sollen weitere Zerlegungen Q0 ≤ Q1 ≤ Q2 ≤ . . . konstruiert werden, die
folgende Eigenschaften haben:
• Pn ≤ Qn,
• card (Qn) = 2ν(n),
• card
({
E
(n)
j ∈ Qn | E(n)j ⊂ E(k−1)i
})
= 2ν(n)−ν(n−1) ∀ i und
• lim−→C(Q
n) ∼= C(X).
SetzeQ0 := {X} und seienQ0 ≤ Q1 ≤ . . . ≤ Qm schon konstruiert. Definiere
Q˜m+1 := Qm ∨ Pm+1 und
k := max
{
card
({
E
(m+1)
j ∈ Q˜m+1 | E(m+1)j ⊂ E(m)i
})
, i = 1, . . . , ν(m)
}
.
Wa¨hle ν(m+ 1) mit k ≤ 2ν(m+1).
Weil X keine isolierten Punkte hat und total unzusammenha¨ngend ist, kann
man jede nichtleere abgeschloffene Menge in zwei disjunkte nichtleere abge-
schloffene Mengen zerlegen. Damit kann man Q˜m+1 solange zu Qm+1 verfei-
nern, bis card
({
E
(m+1)
j ∈ Qm+1 | E(m+1)j ⊂ E(m)i
})
= 2ν(m+1)−ν(m) ∀ i gilt.
Alle anderen gewu¨nschten Eigenschaften sind schon durch die Konstruktion
erfu¨llt.
Die Zerlegungen Q0 ≤ Q1 ≤ Q2 ≤ . . . induzieren ein Bratteli-Diagramm. Es
unterscheidet sich von dem in der Behauptung nur durch ein paar Spalten.
Dieser Unterschied ist aber irrelevant fu¨r AF-Algebren. ‡
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1.7 Kilometerza¨hler
Der Kilometerza¨hler ist ein erstes Beispiel fu¨r topologische dynamische Sys-
teme deren Phasenraum die Cantormenge ist. Weitere Beispiele liefern die
IAT und QAT.
1.7.1 Konstruktion (16)
Sei (nj)j∈N ⊂ N eine Folge von natu¨rlichen Zahlen mit nj ≥ 2 ∀ j ∈ N.
Der Kilometerza¨hler zur Folge (nj)j∈N ist der gewohnten Za¨hlweise der
Zahlen nachempfunden. Aber anstatt bei jeder Ziffer 10 Werte zuzulassen,
la¨sst man bei der j-te Ziffer nj verschiedene Werte zu.
Setze Xj := {0, . . . nj − 1} und definiere als Kilometerza¨hler X :=
∏
j∈NXj.
Die Folgen in X mu¨ssen also nicht abbrechen. Das erlaubt, auf X eine Grup-
penstruktur zu definieren.
______
?
?
?
?
?
?
?
?
______
2
2
2
2
2
2
2
2
2
2
______
TT
TT
TT
OOO
O
''
DD
DD
D
""
ZZZZ ,,
X0
X1
X2
X3
. . .
Abbildung 1.5: Kilometerza¨hler zur Folge (4, 6, 2, 3, . . .)
Man definiert die Addition komponentenweise mit U¨bertrag nach rechts. Sei-
en also (xj)j∈N, (yj)j∈N ∈ X gegeben. Dann existieren fu¨r jedes j ∈ N die
Zahlen qj ∈ {0, 1} und rj ∈ {0, . . . , nj − 1} mit
xj + yj + qj−1 = qjnj + rj,wobei q0 := 0.
Setze (xj)j∈N + (yj)j∈N := (rj)j∈N.
Die Addition ist invertierbar, weil man nicht abbrechende Folgen betrachtet.
Das Inverse (yj)j∈N zu (xj)j∈N ist wie folgt definiert:
16[Dav96] Kapitel VIII.4, [Put89] 2.Abschnitt
34 KAPITEL 1. GRUNDBEGRIFFE
Sei j0 ∈ N die kleinste Zahl mit xj0 > 0. Dann setze
yj := 0 falls j < j0
yj0 := nj0 − xj0
yj := nj0 − xj0 − 1 falls j > j0.
Damit ist (xj) + (yj) = 0, und X ist eine abelsche Gruppe.
Auf X kann man eine Topologie definieren, mit der die Addition stetig wird.
Dafu¨r geht man so vor wie bei dem Beispiel fu¨r eine Cantormenge 1.6.3.
Man kann X in dem Einheitsinterval [0, 1] einbetten:
i :
{
X → [0, 1]
(xj)j∈N 7→
∑
j∈N 2xj
1
(2n1−1)·...·(2nj−1)
Die Summe konvergiert absolut, also ist i wohldefiniert.
Der Kilometerza¨hler X = i(X) erha¨lt die Spurtopologie von [0, 1].
Die Addition ist mit dieser Topologie stetig.
Es gibt einen Homo¨omorphismus
φ :
{
X → X
(xj)j∈N 7→ (xj)j∈N + (1, 0, 0, 0, . . .)
Der Homo¨omorphismus ist wegen der Gruppenstruktur minimal.
Dieses Konzept ist sogar im Alltag bei der Zeitrechnung anzutreffen. Die Fol-
ge 60, 60, 24, 365, 10, 10, 10, 10, . . . entspricht den Sekunden, Minuten, Stun-
den, Tagen und Jahren. Hierbei sind Schaltjahre vernachla¨ssigt worden.
Die Konstruktion des Kilometerza¨hlers zur Folge (2, 2, 2, . . .) ist identisch mit
der klassischen Konstruktion der Cantormenge 1.6.3.
1.7.2 Bemerkung
Jeder Kilometerza¨hler X ist homo¨omorph zur Cantormenge.
Beweis: Nach der Definition 1.6.2 und dem Satz 1.6.7 braucht man nur
zeigen, dass X kompakt, total unzusammenha¨ngend, metrisierbar und frei
von isolierten Punkten ist. Diese Eigenschaften sind aber klar. ‡
1.7.3 Bemerkung (17)
Sei X ein Kilometerza¨hler und φ der minimale Homo¨omorphismus aus Kon-
struktion 1.7.1. Dann ist die C∗-Algebra C(X) oφ Z als Bunce-Deddens-
Algebra bekannt.
17[Dav96] Kapitel VIII.4. Theorem 4.1
Kapitel 2
IAT
2.1 IAT
Die IAT sind Transformationen, die das Einheitsintervall zerschneiden und
die Teilstu¨cke neu anordnen. Sie bilden durchaus dynamische Systeme, aber
weil sie nicht stetig sind, bilden sie keine topologischen dynamischen Systeme.
Aber auf der Cantormenge induziert eine IAT ein topologisch dynamisches
System. Zusa¨tzlich kann man fu¨r IAT die Eigenschaft “minimal” definieren,
die sich auf das dynamische System mit der Canormenge u¨bertra¨gt.
Da es handhabbare Kriterien fu¨r die Minimalita¨t der IAT gibt, erha¨lt man
viele einfache Transformationsgruppen-C∗-Algebren.
Die IAT werden spa¨ter zu QAT verallgemeinert. Dabei werden die Intervalle
nur durch ho¨herdimensionale Quader ersetzt. Die meisten Beweise a¨ndern
sich bei dieser Verallgemeinerung nicht, weil die Eigenschaften der Intervalle
nicht genutzt wird. Nur die Kriterien fu¨r die Minimalita¨t lassen sich nicht
verallgemeinern.
2.1.1 Definition
Eine Intervallaustauschtransformation, kurz IAT, T mit n + 1 Inter-
vallen besteht aus
• τ ∈ Sn+1 (Permutation von {0, . . . , n}) und
• 0 = t0 < t1 < t2 < . . . < tn < tn+1 = 1.
Man schreibt T = (τ, {ti, i = 1, . . . , n}).
Bei IAT betrachtet man die Intervalle Ej := [tj, tj+1[, j = 0, . . . , n.
T soll die Intervalle Ej gema¨ß der Permutation τ vertauschen. Dafu¨r setze
|Ej| := tj+1 − tj und tτj =
∣∣Eτ−1(0)∣∣+ . . .+ ∣∣Eτ−1(j−1)∣∣, j = 0, . . . , n.
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Dann ist T die Abbildung
T :
{
[0, 1[ → [0, 1[
t 7→ t− tj + tττ(j) falls t ∈ Ej.
Anschaulich werden die Intervalle Ej einfach nur umsortiert, was die Abbil-
dung 2.1 verdeutlicht.
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Abbildung 2.1: IAT mit 4 Intervallen
2.1.2 Bemerkung
Sei T = (τ, (tj)j=1,...,n) eine IAT mit n+ 1 Intervallen.
Es gelten folgende Aussagen:
• T : [0, 1[→ [0, 1[ ist bijektiv und T−1 ist eine IAT,
• T (tj) = tττ(j), j = 0, . . . , n,
• T ist stetig auf [0, 1[−{t1, . . . , tn},
• T ist von oben stetig bei {t1, . . . , tn},
• limt↗tj T (t) = tττ(j−1)+1, j = 1, . . . , n+ 1 und
• das Lebesgue-Maß λ auf [0, 1[ ist T -invariant.
2.1.3 Lemma
Sei T eine IAT mit n + 1 Intervallen E0, . . . , En. Setze E
p,q
jp,...,jq
:= T pEjp ∩
. . . ∩ T qEjq , p ∈ Z≤0, q ∈ Z≥0, jr ∈ {0, . . . , n}, r = p, . . . , q.
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Ejp,...,jq ist ein halboffenes Intervall ∀ jp, . . . , jq ∈ {0, . . . , n}.
Beweis: Allgemein gilt, falls man zwei halboffene Intervalle schneidet, erha¨lt
man wieder ein halboffenes Intervall.
Die Behauptung kann man dann in zwei Teile zerlegen. Man muss zeigen,
dass Ejp,...,j0 und Ej0,...,jq halboffene Intervalle sind. Dann ist auch Ejp,...,jq =
Ejp,...,j0 ∩ Ej0,...,jq ein halboffenes Intervall.
Durch Induktion u¨ber p und q wird die Behauptung u¨berpru¨ft. Fu¨r p = q = 0
ist die Behauptung klar.
Bei dem Induktionsschritt p p− 1 ist Ejp,...,j0 schon ein halboffenes Inter-
vall.
Ejp−1,...,j0 = T
−1 (T pEjp−1 ∩ . . . ∩ TEj0)
= T−1
(
Ejp−1,...,j−1 ∩ TEi0
)
.
Ejp−1,...,j−1 ∩ TEi0 ist nach Induktionsvoraussetzung schon ein halboffenes
Intervall. Ejp−1,...,j0 bleibt ein halboffenes Intervall, weil T
−1 das Intervall
TEi0 nicht zerschneidet.
Bei dem Induktionsschritt q  q+1 ist Ej0,...,jq schon ein halboffenes Intervall.
Ej0,...,jq+1 = Ej0 ∩ T
(
Ej1 ∩ TEj2 ∩ . . . ∩ T pEjp+1
)
= Ej0 ∩ T (Ej1...jp+1).
Ej1...jp+1 ist nach Induktionsvoraussetzung schon ein halboffenes Intervall.
Weil T das halboffene Intervall Ej1 nicht zerschneidet und Ej1...jp+1 ⊂ Ej1 ist,
ist Ej0,...,jq+1 auch ein halboffenes Intervall. ‡
Die Bezeichnung Ep,qjp,...,jq = T
pEjp ∩ . . . ∩ T qEjq wird spa¨ter ha¨ufig benutzt.
Diese Mengen werden auch die Zerlegungen definieren, mit denen die Kon-
struktionen durchgefu¨hrt werden.
Bei topologischen dynamischen Systemen gab es mehrere a¨quivalente Defini-
tionen zur Minimalita¨t. Eine von ihnen war, dass jeder Orbit dicht sein muss.
Diese Definition kann man auf IAT u¨bertragen.
2.1.4 Definition
Sei T eine IAT mit n+ 1 Intervallen.
T heißt minimal, falls alle Orbits dicht sind, d. h. fu¨r alle t ∈ [0, 1[ gilt
O(t) := {Tm(t) | m ∈ N} dicht⊂ [0, 1[.
Um spa¨ter Kriterien fu¨r die Minimalita¨t der IAT zu entwickeln, folgt eine
weitere Definition. Sie ist auf QAT nicht u¨bertragbar.
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2.1.5 Definition
Sei T eine IAT mit n+1 Intervallen mit Unstetigkeitsstellen {t1, . . . , tn}, und
setze D∞ =
⋃n
j=1O(tj).
Die IAT T erfu¨llt das Minimalita¨tskriterium falls
• T unperiodisch ist, d. h. card (O(t)) =∞ ∀ t ∈ [0, 1[, und
• fu¨r jede T -invariante Menge F ⊂ [0, 1[, die eine endliche Vereinigung
von halboffenen Intervallen mit Randpunkten aus D∞ ist, d. h.
F =
M⋃
m=1
[ai, bi[, ai, bi ∈ D∞, M ∈ N, mit TF = F,
schon F ∈ {∅, X} folgt.
Das folgende Lemma wird helfen, die A¨quivalenz der Minimalita¨t und des
Minimalita¨tskriteriums zu zeigen.
2.1.6 Lemma
Sei T eine IAT mit n+1 Intervallen mit Unstetigkeitsstellen {t1, . . . , tn}, die
das Minimalita¨tskriterium erfu¨llt.
Fu¨r jedes echte Intervall I = [a, b[⊂ [0, 1[ existiert M ∈ N mit ⋃Mm=0 TmI =
[0, 1[.
Beweis: Definiere M(s) := inf {m ≥ 0 | T−ms ∈]a, b[} ∈ N ∪ {∞} fu¨r s ∈
{t1, . . . , tn}∪{a, b}. Jetzt zerschneidet man [a, b[ an den Punkten {T−M(s)s |
s ∈ {t1, . . . , tn, a, b}, M(y) < ∞} und erha¨lt die halboffenen paarweise dis-
junkten Intervalle I1, . . . , IL mit L ≤ n+ 3.
Der l-te Turm ist Il, T IlT
2Il, . . . , T
MlIl, wobei Ml ≥ 1 die kleinste Zahl mit
TMlIl ∩ [a, b[ 6= ∅ ist. Dieses Ml existiert, weil mit dem Lebesguemaß λ fol-
gendes gilt: λ(Il) = λ(TIl) = λ(T
2Il) = . . . > 0. Weil [a, b[ ein endliches Maß
hat, gibt es m1 > m2 mit T
m1Il ∩Tm2Il 6= ∅. Daraus folgt Tm1−m2Il ∩ Il 6= ∅.
Und wegen Il ⊂ [a, b[ folgt Tm1−m2Il ∩ [a, b[ 6= ∅.
Als na¨chstes sollen Eigenschaften von dem l-ten Turm gezeigt werden.
Fu¨r jedes m ∈ {0, . . . ,Ml} ist TmIl ein halboffenes Intervall. Wenn dem nicht
so wa¨re, wa¨re tj ∈ (TmIl)◦ fu¨r ein m ≤Ml−1. Dann wa¨re T−mtj ∈ I◦l . Wenn
man m mit dieser Eigenschaft minimal wa¨hlt, erha¨lt man einen Widerspruch
zur Definition der Zerlegung.
Mit derselben Argumentation sind a, b /∈ (TmIl)◦ fu¨r m = Ml. Damit folgt
schon TMlIl ⊂ [a, b[.
Die TmIl sind paarweise disjunkt fu¨r l ∈ {1, . . . , L} und m ∈ {0, . . . ,Ml−1}.
Denn sei Tm1Il1 ∩ Tm2Il2 6= ∅ mit m1 ≥ m2, dann folgt Tm1−m2Il1 ∩ Il2 6= ∅.
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Dann folgt weiter Tm1−m2Il1 ∩ [a, b[6= ∅ und somit ist m1 − m2 = 0 nach
Definition von M1. Schließlich ist Il1 ∩ Il2 6= ∅ und l1 = l2.
Die TMlIl sind auch paarweise disjunkt. Sei T
Ml1Il1 ∩ TMl2Il2 6= ∅, Ml1 ≥
Ml2 ≥ 1, damit folgt TMl1−Ml2Il1 ∩ Il2 6= ∅. Nach dem eben gezeigten folgt
dann Ml1 =Ml2 und l1 = l2.
Daraus folgt, dass die TMlIl ganz [a, b[ u¨berdecken. Mit dem Lebesguemaß λ
rechnet man
λ
(
L⋃
l=1
TMlIl
)
=
L∑
l=1
λ(TMlIl)
=
L∑
l=1
λ(Il)
= λ
(
L⋃
l=1
Il
)
= λ([a, b[).
Damit folgt
⋃L
l=1 T
MlIl = [a, b[.
Setze nun
F :=
L⋃
l=1
Ml−1⋃
m=0
TmIl.
Mit den bewiesenen Eigenschaften fu¨r die Tu¨rme folgt, TF = F und F
besteht aus endlich vielen halboffenen Intervallen.
Sei t ∈ ∂F−D∞. Dann ist Tm in einer Umgebung von t stetig fu¨r alle m ∈ Z.
Damit ist O(t) ⊂ ∂F . Nach Voraussetzung folgt card (O(t)) = ∞. Das ist
ein Widerspruch dazu, dass F nur aus endlich vielen Intervallen besteht.
Es folgt ∂F ⊂ D∞, und nach dem Minimalita¨tskriterium ist F = [0, 1[. Das
gesuchte M ist dann z. B. max {Ml − 1 | l = 1 . . . , L}. ‡
2.1.7 Satz
Sei T eine IAT mit n+ 1 Intervallen mit Unstetigkeitsstellen {t1, . . . , tn}.
Falls T minimal ist, erfu¨llt T das Minimalita¨tskriterium.
Falls T das Minimalita¨tskriterium erfu¨llt, sind alle positiven Orbits dicht,
d. h. O+(t) := {Tm(t) | m ∈ N} dicht⊂ [0, 1[ ∀ t ∈ [0, 1[.
Beweis: Sei T minimal. Dann ist O(t) dicht⊂ [0, 1[ ∀ t ∈ [0, 1[ und somit muss
card (O(t)) =∞ ∀ t ∈ [0, 1[ sein.
Sei eine Menge F ⊂ [0, 1[ gegeben mit TF = F und F 6= ∅. Fu¨r t ∈ F ist dann
O(t) ⊂ F . Damit muss F dicht⊂ [0, 1[ sein. Falls F die endliche Vereinigung
von halboffenen Intervallen ist, folgt F = [0, 1[.
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Die IAT T erfu¨lle das Minimalita¨tskriterium. Sei t ∈ [0, 1[ der Art, dassO+(t)
nicht dicht in [0, 1[ ist. Dann existiert ein echtes Intervall I = [a, b[⊂ [0, 1[ mit
O+(t) ∩ I = ∅. Wegen Lemma 2.1.6 existiert M ∈ N mit ⋃Mm=0 TmI = [0, 1[.
Setze OM(t) := {Tm(t) | m ≥M}.
Es ist Tm(O(t))︸ ︷︷ ︸
⊃OM (t)
∩Tm(I) = ∅ fu¨r jedes m = 0, . . . ,M . Damit folgt OM(t) ∩
Tm(I), m = 0, . . . ,M , und weiter OM(t)∩ [0, 1[= ∅. Das ist ein Widerspruch.
‡
2.1.8 Folgerung
Sei T eine IAT.
Folgende Aussagen sind a¨quivalent:
• O(t) dicht⊂ [0, 1[ ∀ t ∈ [0, 1[.
• T erfu¨llt das Minimalita¨tskriterium.
• O+(t) dicht⊂ [0, 1[ ∀ t ∈ [0, 1[.
• O−(t) dicht⊂ [0, 1[ ∀ t ∈ [0, 1[.
Beweis: Der Beweis ist der vorangehende Satz 2.1.7. ‡
Eine Konsequenz betrifft die Schnitte Ep,q, die oben schon definiert wurden.
Desto gro¨ßer die Differenz p− q ist, desto ku¨rzer werden die Schnitte.
2.1.9 Folgerung
Sei T = (τ, (tj)j=1,...,n) eine minimale IAT mit n+ 1 Intervallen.∣∣∣Ep,qjp,...,jq ∣∣∣→ 0 falls q − p→∞.
Beweis: Nach Lemma 2.1.3 sind die Ejp,...,jq Intervalle. Es bleiben Intervalle,
wenn man sie mit T p verschiebt. Dabei a¨ndern sie nicht ihre La¨nge. Es reicht
also, Intervalle der Form Ej0,...,jq zu betrachten.
Falls Ej0,...,jq nicht beliebig klein wu¨rde, ga¨be es a < b mit ]a, b[⊂ Ej0,...,jq fu¨r
alle q ∈ Z≥0. Es existiert aber m ∈ N mit Tm(t1) ∈]a, b[, weil T minimal
ist. Dann wa¨re aber ]a, b[ 6⊂ Ejp,...,jq sobald q > m, weil fu¨r jedes m ∈ Z die
Mengen Tm(E0), . . . , T
m(En) paarweise disjunkt sind. ‡
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2.2 AF-Algebra zu einer IAT
Um aus einer IAT ein topologisches dynamisches System zu konstruieren,
gibt es verschiedene Wege, die zum selben Ziel fu¨hren. Hier wird aus der IAT
T eine kommutative unitale AF-Algebra CT konstruiert, und nach dem Theo-
rem von Gelfand-Naimark existiert ein passender kompakter Hausdorffraum
XT mit CT = C(XT ). Auf XT kann man T zu einem Homo¨omorphismus φT
fortsetzen.
Man konstruiert fu¨r die AF-Algebra eine sich verfeinernde Folge von Zer-
legungen des Einheitsintervalls. Diese Zerlegungen definieren ein Bratteli-
Diagramm, das die AF-Algebra definiert.
2.2.1 Konstruktion
Sei T eine IAT mit den Intervallen E0, . . . , En.
Es soll eine AF-Algebra konstruiert werden. Dafu¨r definiere Zerlegungen Pm,
m ∈ N0, von [0, 1[:
P0 = {E0, . . . , En} und
Pm+1 =
{
E
(m)
i ∩ φ(E(m)j ) | E(m)i , E(m)j ∈ Pm, E(m)i ∩ φ(E(m)j ) 6= ∅
}
.
Setze ν(m) := card (Pm). Jetzt kann man zwischen C(Pm) = ⊕ν(m)i=1 C(E(m)i )
und C(Pm+1) = ⊕ν(m+1)j=1 C(E(m+1)j ) die Pfeile eines Bratteli-Diagramms set-
zen. Und zwar gibt es genau dann einen Pfeil C(E(m)i ) → C(E(m+1)j ), i ∈
{1, . . . , ν(m)}, j ∈ {1, . . . , ν(m+ 1)}, falls E(m)i ⊃ E(m+1)j ist.
Die Verbindungsabbildungen heißen im+1m : C(Pm) → C(Pm+1) oder manch-
mal nur i.
Die Konstruktion des Bratteli-Diagramms aus der IAT verdeutlicht die Ab-
bildung 2.2.
Die von T erzeugte C∗-Algebra CT ist der induktive Limes
CT = lim−→
(C(Pm), im+1m ) .
Weil die Folgenglieder der AF-Algebra CT kommutativ sind, ist CT auch
kommutativ. Es gibt also einen lokalkompakten Hausdorffraum XT mit CT =
C(XT ). Man kann XT als projektiven Limes schreiben:
XT = lim←−
(
{E(m)1 , E(m)2 , . . . , Eν(m)(m)}, imm+1
)
.
Hierbei sind die Verbindungsabbildungen durch imm+1(E
(m+1)
k ) = E
(m)
l ⇔
Em+1k ⊂ Eml gegeben.
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Abbildung 2.2: Konstruktion eines Bratteli-Diagramms zu einer IAT
Weil CT unital ist, ist XT kompakt.
Die IAT T definiert *-Homomorphismen φ∗ : C(Pm) → C(Pm+1), m ∈ N,
durch φ∗(χEmk ) := χT (Emk ). Sie sind mit den Verbindungsabbildungen ver-
tra¨glich und induzieren einen *-Homomorphismus φ∗ : CT → CT . Es ist ein
Automorphismus, dessen Umkehrabbildung auf dieselbe Art mit T−1 kon-
struiert wird.
Aus φ∗ erha¨lt man einen Homo¨omorphismus φ ∈ Homo¨o (XT ). Er wird durch
die Abbildungen
φ−1 :
{
Pm+1 → Pm
E
(m+1)
j0,...,jm+1
7→ E(m)j1,...,jm+1
gegeben. Oder man kann die Abbildungen auch durch
φ−1(E(m+1)k ) = E
(m)
l ⇔ T−1(E(m+1)k ) ⊂ E(m)l
festlegen.
Die C∗-Algebra CT oφ∗ Z soll untersucht werden.
Die Bezeichnung ν(m) = card (Pm) wird spa¨ter ha¨ufiger benutzt, um die
Gro¨ße einer Zerlegung anzugeben.
Die Konstruktion klappt auch bei nicht minimalen IAT. Diesen Fall behan-
delt folgendes Beispiel.
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2.2.2 Beispiel
Sei θ = p
q
∈ Q ein geku¨rzter Bruch, und definiere
T :
{
[0, 1[ → [0, 1[
t 7→ t+ θ mod 1 als IAT mit 2 Intervallen.
Es ist XT = Z/q und der von T induzierte Homo¨omorphismus φ ist der
zyklische Shift, d. h. φ(x) = x+ 1 mod q ∀x ∈ XT .
Man kann also das verschra¨nkte Produkt mit Z/q oder Z bilden.
Fu¨r das verschra¨nkte Produkt mit Z/q gibt es einen Isomorphismus C(XT )oφ
Z/q ∼= M(q × q,C). Fu¨r das verschra¨nkte Produkt mit Z findet man eine
Moritaa¨quivalenz C(XT )oφ Z ∼M C(T).
Damit ko¨nnen die beiden C∗-Algebren nicht isomorph sein, weil M(q× q,C)
einfach, aber C(T) nicht einfach ist.
Beweis: Der Orbit von θ ist O(θ) = {θ, T (θ), T 2(θ), . . . , T q−1(θ)}, weil der
Bruch p
q
geku¨rzt ist. Da T q−1(θ) = 0, besteht [0, 1[−O(θ) aus q Intervallen.
Damit ist ν(m) := card (P) = q fu¨r jedes m ≥ q. Die Verbindungsabbildun-
gen i : Pm+1 → Pm sind bijektiv fu¨r jedes m ≥ q, und damit ist Xt = Z/q.
Fu¨r jedes t ∈ [0, 1[ ist Tm(t) = t genau dann, wenn m ∈ qZ. Damit folgt
O(x) = {x, φ(x), φ2(x), . . . , φq−1(x)} = XT , ∀x ∈ XT . φ ist also ein zykli-
scher Shift.
Seien eij ∈ M(q × q,C) die Standardmatrixeinheiten. Dann ist C(Z/p) ∼=
span {e11, . . . , eqq}. Der Automorphismus Ad (U) mit U :=
(
0 1· ·· 1
1 0
)
im-
plementiert den zyklischen Shift auf span {e11, . . . , eqq}. Die universelle Ei-
genschaft von dem verschra¨nkten Produkt gibt einen *-Homomorphismus
ψ : C(XT )oφ Z/q → M(q × q,C). Wegen eiiU j = ei,i+j mod q ist ψ surjektiv
und dim (C(XT )oφ Z/q) ≥ q2.
Da C(XT ) oφ Z/q von χ{x}U j, x ∈ Z/q, j ∈ {0, . . . , q}, erzeugt wird, ist
dim (C(XT )oφ Z/q) ≤ q2. Aus Dimensionsgru¨nden ist dann ψ ein Isomor-
phismus.
Greens symmetrisches Imprimitivita¨ts Theorem1 ergibt die gesuchte Mori-
taa¨quivalenz:
C(Z/qZ)oφ Z ∼M Co qZ
= C(Zˆ)
= C(T). ‡
1[Wil06] Chapter 4, Corollary 4.23
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Man kann in den neu konstruierten Hausdorffraum das Einheitsintervall ein-
betten. Die Einbettung ist aber nicht stetig.
2.2.3 Lemma
Sei T eine IAT mit n + 1 Intervallen und CT = C(XT ) der konstruierte
kompakte Hausdorffraum aus 2.2.1.
Es gibt eine von oben stetige Abbildung ev : [0, 1[→ XT . Das Bild von ev
kann man auch als Folge (jm)m∈N0 schreiben.
Falls T minimal ist, ist ev sogar injektiv.
Beweis: Sei t ∈ [0, 1[. Wa¨hle (jm)m∈N0 mit t ∈ Ej0,...,jq fu¨r alle q.
Solch eine Folge (jm)m∈N0 existiert, denn fu¨r jedes m ∈ N0 besteht Pm aus
disjunkten Intervallen, die ganz [0, 1[ u¨berdecken. Damit gibt es genau ein
Tupel j0, . . . , jq ∈ {0, . . . , n} mit t ∈ Ej0,...,jq . Wegen Ej0,...,jq ⊃ Ej0,...,jq ,jq+1
kann man induktiv die Folge (jm)m∈N0 konstruieren.
Damit gibt es fu¨r jedes m ∈ N0 die Abbildung
evm :
{
[0, 1[ → Pm
t 7→ Ej0,...,jq mit (jm)m∈N wie oben.
Die evm sind mit den Verbindungsabbildungen des projektiven Limes ver-
tra¨glich, und damit erha¨lt man eine Abbildung ev : [0, 1[→ XT .
Die Abbildung ev ist von oben stetig, weil T von oben stetig ist.
Sei T minimal und ev(t1) = ev(t2). Dann ordnet man t1 und t2 dieselbe
Folge (jm)m∈N0 zu, d. h. t1, t2 ∈ Ej0,...,jq ∀ q ∈ N0. Nach der vorangehenden
Folgerung 2.1.9 muss dann t1 = t2 sein. ‡
Die Einbettung ist mit der IAT und dem konstruierten Homo¨omorphismus
vertra¨glich.
2.2.4 Lemma
Sei T eine IAT mit n + 1 Intervallen und XT der konstruierte kompakte
Hausdorffraum aus 2.2.1.
Es kommutiert das Diagramm:
[0, 1[ T //
ev

[0, 1[
ev

XT
φ // XT .
φ ist der Shift nach rechts. Hierbei werden die Folgen (jm)m∈N0 auf ganz Z
fortgesetzt.
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Beweis: Das Diagramm gilt fu¨r T−1 und φ−1:
[0, 1[
ev

[0, 1[T
−1
oo
ev

XT XT .
φ−1oo
Sei t ∈ [0, 1[ und ev(t) = (j′, j0, j1, j2, . . .). Wegen
TEj0j1...jm =
n⋃
j=0
Ejj0j1...jm
⊃ Ej′j0j1...jm ,
ist
φ−1 ◦ ev(t) = φ−1(j′, j0, j1, j2, . . .)
= (j0, j1, j2, . . .).
Mit t ∈ Ej′j0j1...jm folgt T−1(t) ∈ T−1Ej′j0j1...jm ⊂ Ej0j1...jm . Und damit ist
ev ◦ T−1(t) = (j0, j1, j2, . . .). ‡
Wenn eine IAT minimal ist, ist auch das zugeho¨rige topologische System
minimal.
2.2.5 Satz
Sei T eine minimale IAT mit n+ 1 Intervallen und (XT , φ) das konstruierte
topologische dynamische System aus 2.2.1.
φ ist ein minimaler Homo¨omorphismus.
Beweis: Seien x1, x2 ∈ XT und U ∈ U (x2). Gesucht ist ein k ∈ Z mit
φk(x1) ∈ U .
Sei (jk)k∈Z die Folgendarstellung von x2, also jk = prk(x2), k ∈ Z. Dann ist
Ej0,...,jl := pr
−1
0 (j0) ∩ . . . ∩ pr−1l (jl) eine Umgebungsbasis von x2. Man kann
also U = Ej0,...,jl annehmen. Insbesondere gilt Ej0,...,jl = ev(Ej0,...,jl).
Nach Lemma 2.1.6 existiert ein K ∈ N mit ⋃Kk=1 T k(Ej0...jl) = [0, 1[, und
damit existiert fu¨r jedes t ∈ [0, 1[ ein kt ≤ K mit T−kt(t) ∈ Ej0...jl .
Sei nun (ik)k∈Z die Folgendarstellung von x1, also ik = prk(x1), k ∈ Z. Wa¨hle
t ∈ Ei0...iK iK+1...iK+l , d. h. prk(ev(t)) = prk(x1) ∀ k ≤ K + l.
Jetzt existiert kt ≤ K mit T−kt(t) ∈ Ej0...jl . Dann ist fu¨r k ≤ l
prk(φ
−kt(x1)) = ikt+k
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= prk(T
−ktev(t))
= jk.
Damit ist φ−kt(x1) ∈ Ej0...jl = U . ‡
2.2.6 Folgerung
Sei T eine minimale IAT mit n+ 1 Intervallen und (XT , φ) das konstruierte
topologische dynamische System aus 2.2.1.
Die C∗-Algebra C(XT )oφ Z ist einfach.
Beweis: Das folgt aus dem Satz 1.4.4, weil φ minimal ist. ‡
I. Putnam beschreibt in seinem Artikel [Put89] einen anderen Weg, wie man
die C∗-Algebra CT realisieren kann. Er fu¨gt zu [0, 1[ weitere Punkte hinzu,
bis Tm fu¨r jedes m ∈ Z eine stetige Abbildung wird.
2.2.7 Konstruktion
Sei T eine minimale IAT mit n+ 1 Intervallen und (XT , φ) das konstruierte
topologische dynamische System aus 2.2.1.
Seien t1, . . . , tn die Unstetigkeitsstellen von T . Dann ist die Menge aller Un-
stetigkeitsstellen D(T ) :=
⋃n
i=1O(ti)− {0} von Tm ∀m ∈ Z.
Jeder Punkt aus D(T ) wird durch zwei Punkte ersetzt.
X := [0, 1[−D(T ) ∪ (D(T )× {−,+}) ∪ {1}.
Auf X kann man eine Ordnung definieren durch t± ≤ s± falls t ≤ s und
t− < t+. Die Ordnung induziert eine Topologie.
Man hat die Einbettung
e :

[0, 1[ → X
t 7→ t+ falls t ∈ D(T )
t 7→ t sonst.
Dann gibt es die Abbildungen
ψm :
{
C(Pm) → C(X)
χ
E
(m)
j
7→ χ
e(E
(m)
j )
Nach Konstruktion sind die χe(Emj )
stetig. Die universelle Eigenschaft des
direkten Limes induziert einen *-Homomorphismus C(XT )→ C(X).
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Aber man kann auch T auf X fortsetzen:
φ :

X → X
t 7→ Tt
t+ 7→ (Tt)+
t− 7→ lims↗t(Ts)−.
Die universelle Eigenschaft liefert einen surjektiven *-Homomorphismus
C(XT )o Z→ C(X)oφ Z.
Weil C(XT )o Z einfach ist, handelt es sich sogar um einen Isomorphismus.
Eine weitere Mo¨glichkeit C(XT )o Z zu realisieren, die I. Putnam in seinem
Artikel [Put89] erwa¨hnt, benutzt einen Maßraum.
2.2.8 Satz
Sei T eine minimale IAT mit n+ 1 Intervallen und (XT , φ) das konstruierte
topologische dynamische System aus 2.2.1. Sei L2(λ) := L2([0, 1[,B, λ) ein
Hilbertraum2 mit einem T -invarianten Lebesgue-Maß λ.
Die C∗-Algebra in L (L2(λ)), die erzeugt wird von den Multiplikationsopera-
toren
M
(
χTm(Ej)
)
:
{
L2(λ) → L2(λ)
f 7→ χTm(Ej)f, punktweise Multiplikation,
m ∈ Z, j = 0, . . . , n, und dem Unita¨ren
UT :
{
L2(µ) → L2(µ)
ξ 7→ ξ ◦ T−1,
ist isomorph zu CT o Z.
Beweis: Die Algebra CT wird durch ein Brattelidiagramm definiert, dessen
Folgenglieder C(Pm) sind. Man kann die C(Pm) auf die Multiplikatoropera-
toren abbilden via
Ej0...jm 7→M (χEj0)M
(
χT 1(Ej1)
)
. . .M
(
χTm(Ejm)
)
=M (χEj0j1...jm) .
Man erha¨lt also einen *-Homomorphismus von CT in die Multiplikationsope-
ratoren.
2Der Hilbertraum L2(λ), ist z. B. im Buch [Els05] Kapitel VI. §2. beschrieben.
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Das UT ist mit φ
∗ vertra¨glich
U∗TM
(
χTm(Ej)
)
(ξ)(t) = M
(
χTm(Ej)
)
(ξ)(Tt) ξ ∈ L2(λ) t ∈ [0, 1[
= χTm(Ej)(Tt)ξ(Tt)
= χTm−1(Ej)(t)ξ(Tt)
= χTm−1(Ej)(t)(U
∗
T ξ)(t)
= M
(
χTm−1(Ej)
)
U∗T (ξ)(t).
Aus der Rechnung folgt Ad (UT ) (M (χEj)) =M
(
χT 1(Ej)
)
3.
Mit der universellen Eigenschaft gibt es einen surjektiven *-Homomorphismus
in die erzeugte C∗-Algebra. Weil CT einfach ist, handelt es sich sogar um einen
Isomorphismus. ‡
2.3 Minimalita¨tskriterien fu¨r IAT
M.Keane hat in seinem Artikel [Kea75] anwendbare Kriterien fu¨r die Mini-
malita¨t von IAT entwickelt.
2.3.1 Definition
Eine Permutation τ ∈ Sn heißt irreduzibel, falls
τ({1, 2, . . . , j}) = {1, 2, . . . , j}
nur fu¨r j = n gilt.
Eine IAT T = (τ, {t1, . . . , tn}) heißt irreduzibel, falls τ irreduzibel ist.
2.3.2 Lemma
Sei T = (τ, {t1, . . . , tn}) eine IAT mit n+1 Intervallen und card (O(tj)) =∞
∀ j ∈ {1, . . . , n}. Weiter seien die Mengen O(tj), j ∈ {1, . . . , n} paarweise
disjunkt.
Die IAT T ist irreduzibel. Beweis: Falls T nicht irreduzibel wa¨re, ga¨be
es ein j1 ∈ {0, . . . , n − 1} mit T
(⋃j1
j=0Ej
)
=
⋃j1
j=0Ej. Damit existiert ein
j2 ∈ {j1+1, . . . , n} mit T (tj2) = tj1 . Weil die Orbits der tj paarweise disjunkt
sind, ist j1 = j2. Daraus folgt aber card (O(tj)) = 1. Widerspruch. ‡
2.3.3 Lemma
Sei T = (τ, {t1, . . . , tn}) eine IAT mit n+1 Intervallen und card (O(tj)) =∞
∀ j ∈ {1, . . . , n}. Weiter seien die Mengen O(tj), j ∈ {1, . . . , n} paarweise
disjunkt.
3Ad (UT ) (M) := UTMU∗T
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Die IAT T ist minimal.
Beweis: Sei t ∈ [0, 1[. Es ist card (O(t)) = ∞ zu zeigen. Falls t ∈ D∞ ist
das klar. Sei also t /∈ D∞ und TM t = t fu¨r ein M ∈ N≥1. Wa¨hle
s := max {T−mtj | m = 0, . . . ,M, j = 1, . . . , n, T−mtj < t}.
Solch ein s existiert, weil Ttj = 0 fu¨r ein passendes tj ist. Nach Wahl von
s ist dann TM
∣∣
[s,t[
stetig und somit isometrisch. Es folgt TMs = s. Dadurch
muss ein tj periodisch sein. Widerspruch.
Sei F =
⋃J
j=1[aj, bj[ 6= ∅ mit aj, bj ∈ D∞ und TF = F . Es ist F = [0, 1[ zu
zeigen.
Sei t ∈ ∂F und t 6= 1. Dann ist Tt ∈ ∂F oder t ∈ D ∪ {0}, wobei D =
{t1, . . . , tn} ist. Falls Tt ∈ ∂F ist T 2t ∈ ∂F oder Tt ∈ D ∪ {0}. Dieses
Verfahren kann man iterieren, es wird aber abbrechen, weil F nur endlich
viele Randpunkte hat. Damit existiert ein m1 ≥ 0 mit Tm1t ∈ D ∪ {0}.
Ebenso zeigt man, dass ein m2 ≥ 1 mit T−m2t ∈ D ∪ {0} existiert.
Es treten jetzt vier Fa¨lle auf:
• Tm1t = tj1 und T−m2 = tj2 ,
• Tm1t = tj1 und T−m2 = Ttj2 = 0,
• Tm1t = Ttj1 = 0 und T−m2 = Ttj2 = 0 und
• Tm1t = Ttj1 = 0 und T−m2 = tj2 .
Weil die Orbits der tj paarweise disjunkt sind, sind in jedem Fall tj1 = tj2 .
Die Orbits der tj sind unendlich und nicht periodisch. Die ersten drei Fa¨lle
implizieren aber Periodizita¨t fu¨r tj1 . Das gilt nicht fu¨r den letzten Fall, falls
m1 = 0 ist. Damit muss t = 0 sein, und es folgt F = [0, 1[. ‡
2.3.4 Lemma
Sei T = (τ, {t1, . . . , tn}) eine irreduzible IAT mit n+1 Intervallen E0, . . . , En,
und sei |E0|+ . . .+ |En| = 1 die einzige rationale Beziehung zwischen 1 und
|E0| , . . . , |En|.
Die IAT T ist minimal.
Beweis: Es sollen die Kriterien von Lemma 2.3.3 u¨berpru¨ft werden.
Es gilt immer tj1 = tj2 ⇔j1 = j2.
Sei jetzt Tm1tj1 = T
m2tj2 . Dann ist m1 = m2 und j1 = j2 zu zeigen.
Aus der Gleichung folgt Tm1−m2tj1 = tj2 , und man kann m1−m2 ≥ 0 anneh-
men. Nach der Definition von T existieren
d0 ≥ d1 ≥ . . . ≥ dn−1 ≥ dn = 0 und
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e0 ≥ e1 ≥ . . . ≥ en−1 ≥ en = 0
mit
Tm1−m2tj1 =
n∑
j=0
ej
∣∣Eτ−1(j)∣∣− dj |Ej|
=
n∑
j=0
eτ(j) |Ej| − dj |Ej| .
Insbesondere ist d0 + e0 ≥ m1 −m2.
Dann hat man noch tj2 =
∑j2−1
j=0 |Ej|. Zusammen folgt
∑n
j=0(eτ(j)−dj) |Ej|−∑j2−1
j=0 |Ej| = 0. Mit der Definition dj :=
{
dj + 1 falls j < j2
dj sonst
folgt
n∑
j=0
(eτ(j) − dj) |Ej| = 0.
Nach Voraussetzung ist dann eτ(j) − dj = 0 und ej − dτ−1(j) = 0.
Daraus wird dj = ej = 0, j = 0, . . . , n, folgen. Es sei dk1 = 0 fu¨r ein k1 ∈
{0, . . . , n}. Dann ist dj = 0, j = k1, . . . , n. Da τ irreduzibel ist, gibt es ein
j ≥ k1 mit k2 := τ(j) < k1. Dann muss ej = 0 ∀ j = k2, . . . , n sein.
Diese Argumentation wiederholt man solange, bis dj = ej = 0 ∀ j = 0, . . . , n
gezeigt ist.
Damit ist d0 ∈ {0,−1}, und weil m1−m2 ≥ 0 ist, folgt m1 = m2. Jetzt folgt
unmittelbar j1 = j2. ‡
2.3.5 Beispiel
Sei θ ∈ [0, 1[ irrational.
Die IAT T = ((12), {θ}) ist minimal.
Beweis: Die Permutation (12) ist irreduzibel. Die einzige rationale Bezie-
hung zwischen θ und 1− θ ist θ + (1− θ) = 1. Damit sind die Kriterien von
Lemma 2.3.4 erfu¨llt. ‡
2.4 Quaderaustauschtransformationen
Die IAT ko¨nnen zu QAT verallgemeinert werden, wenn man Intervalle durch
Quader beliebiger Dimension ersetzt. Genau wie bei den IAT kann man eine
AF-Algebra konstruieren und erha¨lt ein topologisches dynamisches System.
Schwieriger wird es, die Minimalita¨t einer QAT zu zeigen.
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2.4.1 Definition
Sei d, n ∈ N und X := [0, 1[d. Sei T : X → X eine Abbildung.
T heißt Quaderaustauschtransformationen, kurz QAT, der Dimension
d mit n Quadern, falls eine Zerlegung von X in n Quader der Form Qi =
[ai1, b
i
1[× . . .× [aid, bid[, aip < bip ∈ [0, 1[, i = 1, . . . , n, p = 1, . . . , d, existiert, so
dass T auf den Quadern eine Translation ist.
Genauer: ∀ Qi, i = 1, . . . , n, ∃ xi ∈ Rd mit T |Qi (t) = t+ xi.
Zusa¨tzlich muss T bijektiv sein, d. h. T (Qi), i = 1, . . . , n, ist auch eine Zer-
legung von X.
//
Q1 Q2
Q3
T
TQ2 TQ1
TQ3
Abbildung 2.3: QAT der Dimension 2
2.4.2 Beispiel
Die IAT sind genau die QAT der Dimension 1.
QAT der Dimension 2 nennt H.Haller in seinem Artikel [Hal81] Rechteckaus-
tauschtransformationen.
Falls Tj, j ∈ N, IAT sind, so sind T1×T2× . . .×Td fu¨r jedes d ∈ N QAT der
Dimension d.
Die Konstruktion des verschra¨nkten Produkts C(XT )oφZ und der Beweis sei-
ner Eigenschaften ist auf QAT u¨bertragbar. Nur die Realisation 2.2.7 benutzt
die Ordnung auf dem Intervall. Sie ist aber unwichtig fu¨r den fortschreitenden
Text und muss nicht angepaßt werden.
Das nachpru¨fbare Kriterium 2.3.4, ob eine IAT minimal ist, kann leider nicht
fu¨r QAT u¨bernommen werden. Aber es ist mo¨glich die Minimalita¨t auf XT
zu testen.
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2.4.3 Bemerkung
Falls T1 × T2 × . . . × Td minimal ist, mu¨ssen T1, T2, . . . , Td jeweils minimal
sein.
Die Umkehrung gilt nicht.
2.4.4 Beispiel
Sei d ∈ N und a1, . . . , ad ∈ [0, 1[. Seien 1, a1, . . . , ad u¨ber Q linear unabha¨ngig.
Weiterhin sei Tj = ((1 2), aj) eine IAT mit 2 Intervallen.
Die QAT T1 × . . .× Td ist minimal.
Beweis: Man hat das kommutative Diagramm
[0, 1[d
T1×...×Td //
i

[0, 1[d
i

Td
φ // Td.
Hierbei ist φ die Translation um mit a(d) := (a1, . . . , ad) und i die Inklusion.
Nach Lemma 1.5.2 und Satz 1.5.1 ist φ minimal.
Sei t ∈ [0, 1[d. Dann ist O(t) = i−1O(i(t)). Das Urbild der dichten Mengen
O(i(t)) ist wieder dicht. ‡
Aus diesem Beispiel kann man viele QAT T konstruieren, die einen minimalen
Homo¨omorphismus φT auf XT induzieren. Grundlegend dafu¨r ist, wie sich
dichte Mengen unter Abbildungen verhalten.
2.4.5 Lemma
Seien X, Y topologische Ra¨ume, und sei O dicht⊂ X. Weiterhin sei ψ : X → Y
eine Abbildung.
Falls ψ stetig und surjektiv ist, ist ψ(O) dicht⊂ Y .
Beweis: Sei ψ stetig und surjektiv und V ⊂ Y offen und nicht leer. Dann
ist ψ−1(V ) offen und nicht leer. Weil O dicht⊂ X ist, ist O ∩ ψ−1(V ) 6= ∅. Es
folgt ψ(O) ∩ V 6= ∅.
Sei ψ offen und U ⊂ X offen und nicht leer. Dann ist ψ(U) offen und nicht
leer. Weil P dicht⊂ Y ist, ist P ∩ ψ(U) 6= ∅. Es folgt ψ−1(P) ∩ U 6= ∅. ‡
2.4.6 Beispiel
Seien S und T QAT der Dimension 2 wie in der Abbildung dargestellt und
seien 1, a1, a2 u¨ber Q linear unabha¨ngig. Seien (XS, φS) und (XT , φT ) die aus
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S und T konstruierte topologische dynamische Systeme.
//F1 F2
F3
S
SF2 SF1
SF3
//E1 E2
E3E4
T
TE2 TE1
TE3 TE4
a1
a2
Das System (XS, φS) ist minimal.
Beweis: Es sind XS = lim←−(P
n
S , iS) und XT = lim←−(P
n
T , iT ). Betrachte die
Abbildung
κ :

1 7→ 1
2 7→ 2
3 7→ 3
4 7→ 3.
Sie induziert surjektive Abbildungen
ψn :
{
PnT → PnS
Enj0,...,jn → F nκ(j0),...,κ(jn).
Die ψn sind wohldefiniert, denn falls E
n
j0,...,jn
=
⋂n
k=0 T
kEjk 6= ∅ ist, dann
muss auch F nκ(j0),...,κ(jn) =
⋂n
k=0 S
kFκ(jk) 6= ∅ sein, nach der Wahl von S und
T .
Des Weiteren hat man kommutierende Diagramme
PnT
ψn

Pn+1T
φToo
ψn+1

PnT
ψn

Pn+1T
iToo
ψn+1

PnS Pn+1S
φSoo PnS Pn+1S .
iSoo
Insgesamt erha¨lt man eine stetige und surjektive Abbildung ψ : XT → XS,
die mit φS und φT vertauscht.
Sei nun s ∈ XS und t ∈ ψ−1(s). Nach Beispiel 2.4.4 ist T minimal, und es
ist O(t) dicht⊂ XT . Weil ψ ◦ φT = φS ◦ ψ ist, ist ψO(t) = O(s). Nach Lemma
2.4.5 ist dann auch O(s) dicht⊂ XS. ‡
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2.4.7 Bemerkung
Falls das dynamische System (XT , φT ) zur QAT T minimal ist, muss T nicht
minimal sein.
Wa¨hle z. B. die IAT T := ((1 2), θ) mit θ ∈ [0, 1[−Q, dann ist S := T × id
eine QAT der Dimension 2. Die beiden dynamischen Systeme (XT , φT ) und
(XS, φS) sind identisch und insbesondere minimal. Aber die QAT S ist nicht
minimal.
2.4.8 Bemerkung
Um auf die Minimalita¨t der QAT T aus der Minimalita¨t von (XT , φT ) schlie-
ßen zu ko¨nnen, ist die Injektivita¨t der Abbildung ev : [0, 1[d→ XT hinrei-
chend.
Die Abbildung ev ist injektiv, falls die Zerlegungen Pn in jeder Dimension
beliebig fein werden.
Kapitel 3
Maße, Zusta¨nde und Spuren
3.1 Maße und Spurzusta¨nde
Zwischen topologischen dynamischen Systemen und den zugeho¨rigen Trans-
formationsgruppen-C∗-Algebren gibt es den Zusammenhang zwischen den
Eigenschaften “minimal“ und “einfach”. Ein weiterer Zusammenhang besteht
zwischen den invarianten Maßen und den Spurzusta¨nden.
Grundlegend fu¨r diesen Zusammenhang ist der Rieszsche Darstellungssatz.
Spa¨ter kann man die geordneten K-Theorie berechnen, falls der Spurzustand
eindeutig ist. Leider hat sich herausgestellt, dass es minimale IAT gibt, die
mehrere invariante Maße haben und somit auch mehrere Spurzusta¨nde indu-
zieren.
3.1.1 Lemma (1)
Sei (X,φ) ein topologisches dynamisches System.
Die φ-invarianten W-Maße bilden in C(X)′ eine konvexe und schwach-*-
abgeschlossene Menge, deren Extrempunkte genau die ergodischen Maße
sind.
Insbesondere existiert ein ergodisches Maß.
Beweis: Betrachte wie in dem Beweis von Satz 1.2.2 die Abbildung φ∗
′
:
C(X)′ → C(X)′, τ 7→ τ ◦ φ∗. Deren Fixpunkte entsprechen genau den φ-
invarianten Maßen.
Die Fixpunkte bilden eine konvexe, schwach-*-abgeschlossene Menge. Die
Abgeschlossenheit folgt, weil
(
φ∗
′ − id)−1 ({0}) die Fixpunkte sind, und φ∗′−
id schwach-*-stetig ist. Die Konvexita¨t kann man nachrechnen.
Nach dem Theorem von Krein-Milman werden die Fixpunkte von den Ex-
trempunkten aufgespannt. Die Extrempunkte sind gerade die ergodischen
1[Dav96] Proposition VIII.3.2, [Tom87] Proposition 1.1.4
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Maße.
Sei µ nicht ergodisch. Dann gibt es eine φ-invariante Menge A mit µ(A) ∈
]0, 1[. Ac ist ebenfalls φ-invariant und µ(Ac) = 1− µ(A) ∈]0, 1[. Damit defi-
niert man sich zwei verschiedene φ-invariante W-Maße
µ1(B) :=
1
µ(A)
µ(B ∩ A) und
µ2(B) :=
1
µ(Ac)
µ(B ∩ Ac).
Es folgt µ(A)µ1(B) + µ(A
c)µ2(B) = µ(B), und µ kann kein Extrempunkt
sein. Jeder Extrempunkt muss also ein ergodisches Maß sein.
Falls µ kein Extrempunkt ist, gibt es zwei verschiedene ergodische Maße, µ1
und µ2, und t ∈]0, 1[ mit µ = tµ1 + (1− t)µ2.
Nach Theorem 1.1.8 sind µ1 und µ2 singula¨r zueinander. Es existieren also
disjunkte und T -invariante Mengen A1, A2 mit A1 ∪ A2 = X und µ1(A1) =
µ2(A2) = 1.
Dann ist aber µ(A1) = tµ1(A1) = t ∈]0, 1[, µ ist also nicht ergodisch.
Damit ist gezeigt, dass genau die Extrempunkte die ergodischen Maße sind.
Das Theorem von Krein-Milman liefert auch die Existenz eines Extrempunk-
tes. ‡
3.1.2 Satz
Sei (X,φ) ein topologisches dynamisches System, und sei T :M(X)→ C(X)′
der Isomorphismus des Rieszschen Darstellungssatzes C.2.1.
Spezielle Eigenschaften inM(X) und C(X)′ verhalten sich wie in der folgen-
den Tabelle zueinander:
Eigenschaft in M(X) Eigenschaft in C(X)′
normiert normiert
positiv positiv
strikt positiv strikt positiv
W-Maß Zustand
φ-invariant φ∗-invariant
voller abgeschlossener Tra¨ger Tµ|C0(U) 6= 0 ∀U ⊂ X offen U 6= ∅
Punktmaß reiner Zustand oder Charakter
ergodisch Extrempunkt φ∗-invarianter Funktionale
Beweis: Zu “normiert”: Ein Maß µ ist genau dann normiert, wenn
µ(X) = 1 ist. Dann folgt aber schon ‖Tµ‖ = 1. Sei f ∈ C(X) mit ‖f‖ ≤ 1,
dann folgt ∥∥∥∥∫
X
f dµ
∥∥∥∥ ≤ ∫
X
‖f‖ dµ
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≤
∫
X
1 dµ
= µ(X)
= 1 und∥∥∥∥∫
X
1 dµ
∥∥∥∥ = µ(X)
= 1.
Zu “positiv”: Ein Maß µ heißt positiv, falls µ(A) ≥ 0 fu¨r jede messbare
Menge A ⊂ X ist. Das Funktional Tµ ist genau dann positiv, falls Tµ(1) =
‖Tµ‖ ist2.
Aber schon im normierten Teil wurde ‖Tµ‖ = µ(X) = Tµ(1) gezeigt.
Zu “strikt positiv”: Ein positives Maß heißt strikt positiv, falls µ(A) > 0
fu¨r jede messbare Menge A ⊂ X, A 6= ∅, ist. Tµ ist strikt positiv, falls
Tµ(f) = 0 ⇔ f = 0 fu¨r jedes f ≥ 0 ist.
Aber fu¨r f ≥ 0 kann nur dann ∫
X
f dµ = 0 sein, wenn f = 0 ist.
Zu “φ-invariant”: Dafu¨r reicht die Rechnung
Tµ(φ∗(f)) =
∫
X
φ∗(f) dµ
=
∫
X
f ◦ φ−1 dµ
=
∫
X
f dµ , weil µ φ-invariant ist,
= Tµ(f).
Zu “Punktmaßen”: Auf C(X) sind die reinen Zusta¨nde und Charaktere
dasselbe3. Falls µ ein Punktmaß ist, ist Tµ ein Charakter. Falls aber µ kein
Punktmaß ist, kann Tµ kein Charakter sein. Ein Gegenbeispiel konstruiert
man mit zwei Funktionen, die disjunkte Tra¨ger haben.
Zu “ergodisch”: Ein Maß µ ist genau dann ergodisch, falls es ein Extrem-
punkt aller φ-invarianten W-Maße ist.
Dann folgt die A¨quivalenz der Eigenschaften aus der A¨quivalenz der Glei-
chungen:
tTµ1 + (1− t)Tµ2 = Tµ ⇔ tµ1 + (1− t)µ2 = µ. ‡
2[Mur90] Corollary 3.3.4
3[Mur90] Theorem 5.1.6
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3.1.3 Folgerung
Sei (X,φ) ein topologisches dynamisches System mit genau einem ergodi-
schen Maß.
Auf C(X) gibt es genau ein normiertes und φ-invariantes Funktional.
Beweis: Die φ-invarianten W-Maße bilden eine konvexe Menge, deren Ex-
trempunkte genau die ergodischen Maße sind. Wenn also genau ein ergo-
disches Maß existiert, dann kann auch nur ein φ-invariantes W-Maß exis-
tieren. Aber die φ-invarianten W-Maße entsprechen den normierten und φ-
invarianten Funktionalen. ‡
3.1.4 Satz
Sei (X,φ) ein topologisches dynamisches System.
Es gibt eine Bijektion zwischen den φ-invarianten Zusta¨nden auf C(X) und
den Spurzusta¨nden von C(X)oφ Z.
Insbesondere gibt es auch eine Bijektion zwischen den φ-invarianten W-
Maßen und den Spurzusta¨nden.
Beweis: Die Abbildung{
{Spurzusta¨nde} → {φ− invariante Zusta¨nde}
τ 7→ τ |C(X)
ist die Bijektion.
Die Umkehrabbildung kann man konstruieren. Falls f ein φ-invarianter Zu-
stand auf C(X) und E : C(X) oφ Z → C(X) die Erwartung ist, dann ist
f ◦ E ein Spurzustand, mit f ◦ E|C(X) = f . ‡
3.1.5 Folgerung (4)
Sei (X,φ) ein minimales dynamisches System, und es existiere genau ein
φ-invariantes W-Maß µ.
Das verschra¨nkte Produkt C(X)oφ Z hat genau eine Spur.
3.2 IAT und Spuren
Zuna¨chst wird gezeigt, dass minimale IAT nur endlich viele invariante Maße
haben ko¨nnen.
4[Dav96] Corollary VIII.3.8
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3.2.1 Satz
Sei T = (τ, (tj)j=1,...,n) eine IAT mit den Intervallen E0, . . . , En, und sei CT
die von T erzeugte C∗-Algebra. Weiterhin verwende die schon fru¨her benutzte
Schreibweise Ep,qjp,...,jq :=
⋂q
m=p T
mEjm .
Es ist
CT = span
{
χTmEj | m ∈ Z, j ∈ {0, . . . , n}
}
,
wobei χTmEj := χφmEj .
Beweis: Die χp,qEjp,...,jq , p ≤ q, erzeugen CT . Sie mu¨ssen durch Linearkombi-
nationen mit χTmEj , m ∈ Z, j ∈ {0, . . . , n} erzeugt werden.
Zuna¨chst sei p = 0. Zeige nun durch Induktion u¨ber q, dass χE0,qj0,...,jq
∈
span
{
χTmEj
}
ist .
Der Induktionsanfang mit q = 0 ist klar. Insbesondere ist auch χ[0,tk[ ∈
span
{
χTmEj
} ∀ k ∈ {0, . . . , n}.
Fu¨r den Induktionsschritt q  q + 1 hat man die Voraussetzung χ[0,T q(tk)[ ∈
span
{
χTmEj
} ∀ k.
Es ist zu zeigen, dass χ[0,T q+1(tk)[ ∈ span
{
χTmEj
} ∀ k. Es existiert ein l ∈
{0, . . . , n} mit T q+1(tk) ∈ T (El). Dann hat man die disjunkte Zerlegung
[0, T q+1(tk)[ = [0, T (tl)[∪[T (tl), T q+1(tk)[
= [0, T (tl)[∪T [tl, T q(tk)[.
[ [ [ [
0 tl T q+1tk tl+1
︷ ︸︸ ︷El
Nach Induktionsvoraussetzung ko¨nnen χ[0,T (tl)[ und χ[tl,T q(tk)[ erzeugt werden.
Weil span
{
χTmEj
}
T -invariant ist, kann auch χT [tl,T q(tk)[ erzeugt werden.
Durch Addition erzeugt man dann χ[0,T q+1(tk)[. Damit lassen sich dann auch
die χE0,q+1j0,...,jq+1
erzeugen. ‡
3.2.2 Satz (5)
Sei T eine minimale IAT mit n + 1 Intervallen, und sei µ ein T -invariantes
Maß. Seien weiterhin A1, . . . , Ap ⊂ X paarweise disjunkte Mengen, die T -
invariant sind, und µ(Aj) > 0, j = 1, . . . , p erfu¨llen. Und es soll
⋃p
j=1Aj =
[0, 1[ gelten.
Fu¨r p gilt die Ungleichung: p ≤ n+ 1.
Beweis: Seien A1, . . . , Ak messbare und T -invariante Mengen mit µ(Aj) > 0,
j = 0, . . . , k, die [0, 1[ zerlegen, d. h.
⋃˙
Aj = [0, 1[.
5[CFS82] Chapter 5, §2, Theorem 1.
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Betrachte den Hilbertraum L2(µ) und den unita¨ren Operator UT ∈ U (L2(µ)),
der T implementiert. Der Unterraum von L2(µ) der UT -invarianten Elemente
sei H i := {f ∈ L2(µ) | UT (f) = f}.
Weil die Aj T -invariant sind, ist der Raum G := {f ∈ L2(µ) | f |Aj =
const ∀ j = 0, . . . , k} ⊂ H i. Es ist k = dim (G) ≤ dim (H i).
Man muss also dim (H i) ≤ n+ 1 zeigen.
Fu¨r f ∈ L2(µ) sei H(f) := span {UmT (f) | m ∈ Z}. Sei f i die Projektion von
f auf den Unterraum H i. Setze f⊥ := f − f i.
Nach von Neumanns Ergoden Theorem6 gilt limn→∞ 1n
∑n−1
m=0 U
m
T f = f
i. Da-
mit ist f i ∈ H(f). Es folgt f⊥ ∈ H(f) und H(f) = H(f i) +H(f⊥).
Zusa¨tzlich hat man H(f i) ⊥ H(f⊥) und schließlich H(f) = H(f⊥)⊕H(f i).
Nach Satz 3.2.1 und Folgerung 2.1.9 ist
span
{
χTmEj ∈ L2(µ) | m ∈ Z, j ∈ {0, . . . , n}
}
= L2(µ).
Es ist dann L2(µ) = H(χE0)+ . . .+H(χEn) und zusammengesetzt ergibt sich
H i ⊕H⊥ = L2(µ)
= H(χE0) + . . .+H(χEn)
=
(
H(χiE0) + . . .+H(χ
i
En)
)⊕ (H(χ⊥E0) + . . .+H(χ⊥En)) .
Damit ist H i = H(χiE0) + . . . + H(χ
i
En
). Weil dim
(
H(χiEi)
) ≤ 1 ∀ i ist, ist
dim (H i) ≤ n+ 1. ‡
3.2.3 Theorem (7)
Sei T eine minimale IAT mit n+1 Intervallen, und seien µ1, . . . , µp paarweise
verschiedene, normierte, T -invariante und ergodische Maße.
Fu¨r p gilt die Ungleichung: p ≤ n+ 1.
Beweis: Da die µ1, . . . , µp paarweise verschieden sind, existieren nach Theo-
rem 1.1.8 T -invariante und paarweise disjunkte Mengen A1, . . . , Ap ⊂ [0, 1[,
die [0, 1[ zerlegen, und weiterhin
µi(Aj) =
{
1 falls i = j
0 sonst
fu¨r i, j ∈ {1, . . . , p}
erfu¨llen. Definiere ein neues Maß durch µ := 1
p
∑p
i=1 µi. Es ist T -invariant
und µ(Ai) =
1
p
> 0 ∀ i = 1, . . . , p.
Die Voraussetzungen von Satz 3.2.2 sind erfu¨llt, und es muss p ≤ n+ 1 sein.
‡
6[CFS82] Chapter 1, §7, Theorem 4
7[Kea75] Theorem in §4.
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3.2.4 Folgerung
Sei T eine minimale IAT mit n + 1 Intervallen und XT der konstruierte
kompakte Hausdorffraum aus 2.2.1.
Es gibt eine Bijektion zwischen den normierten, invarianten und ergodischen
Maßen von [0, 1[ und XT . Insbesondere gibt es auf XT nur endlich viele
normierte, φ-invariante und ergodische Maße.
Beweis: Man kann die Bijektion angeben. Falls man ein Maß µ auf XT hat,
so erha¨lt man durch µ ◦ ev ein Maß auf [0, 1[.
Die Abbildung ist injektiv, weil µ(XT − Bild (ev)) = 0 ist. Das sieht man
dadurch, dass Bild (ev) eine φ-invariante Menge ist. Da µ φ-invariant ist,
folgt µ(Bild (ev)) = 0. ‡
3.2.5 Lemma (8)
Es gibt eine minimale IAT mit 4 Intervallen, die nicht eindeutig ergodisch
ist, also mehrere verschiedene ergodische Maße hat.
3.2.6 Bemerkung
Die Menge der IAT mit n Intervallen ist Sn × Σn−1, wobei Sn die Permuta-
tionen von n-Elementen sind und Σn−1 das (n− 1)-Simplex ist:
Σn−1 := {β1, . . . , βn | βj ∈ R>0,
n∑
j=1
βj = 1}.
Die βj entsprechen den La¨ngen der Intervalle, wa¨hrend die Definition 2.1.1
der IAT die Zerlegungspunkte t1 < . . . < tn−1 von dem Intervall [0, 1[ benutzt.
Man kann zwischen beiden Mo¨glichkeiten wechseln durch die Formeln:
βj = tj − tj−1 und
tj =
j∑
k=1
βk.
3.2.7 Theorem (9)
Sei n ∈ N≥4 und τ ∈ Sn. Fu¨r τ gelte τ(j) + 1 6= τ(j + 1) ∀ j = 1, . . . , n − 1
und τ irreduzibel, d. h. @ j < n mit τ({1, . . . , j}) = {1, . . . , j}.
Fu¨r fast alle β ∈ Σn−1, bzgl. des Lebesgue Maßes auf Σn+1, ist die IAT (τ, β)
eindeutig ergodisch.
8[Kea77]
9[Mas82] Theorem 1, [Vee82]
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Kapitel 4
K-Theorie mit Cantormengen
4.1 K-Theorie
Die K-Theorie von der C∗-Algebra der Cantormenge kann man wie bei jeder
AF-Algebra berechnen. Bei der Transformationsgruppen-C∗-Algebra benutzt
man die PV-Sequenz. Dabei erha¨lt man fu¨r die K0-Gruppe einen Quotienten.
Bei QAT kann man den Quotienten berechnen. Bei der Berechnung werden
Graphen benutzt, die aus der Kombinatorik bekannt sind. Als Ergebnis erha¨lt
man freie abelsche Gruppen.
4.1.1 Lemma
Sei X die Cantormenge.
Es gelten die Indentita¨ten
• K0(C(X)) = C(X,Z) und
• K1(C(X)) = 0.
Beweis: Zu K0(C(X)) = C(X,Z): Die C∗-Algebra C(X) ist eine AF-
Algebra mit
C(X) = lim−→
(C(Pm), im+1m ) .
Dann ist
K0(C(X)) = lim−→K0 (C(P
m))
= lim−→C(P
m,Z)
= C(X,Z).
Zu K1(C(X)) = 0: Das ist klar, weil C(X) eine AF-Algebra ist. ‡
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4.1.2 Theorem (1)
Sei X die Cantormenge und φ ∈ Homo¨o (X) ein minimaler Homo¨omorphis-
mus.
Fu¨r die K-Theorie gelten die Identita¨ten
• K1(C(X)oφ Z) = Z und
• K0(C(X)oφ Z) = C(X,Z)/Bild (id− φ∗).
Weiterhin ist die Sequenz
0→ Z→ C(X,Z) id−φ∗→ C(X,Z)→ K0(C(X)oφ Z)→ 0
exakt.
Beweis: Der Beweis besteht nur aus der P-V-Sequenz B.2.1. Mit den K-
Gruppen aus Lemma 4.1.1 ergibt sich mit ihr die 6-Term-Sequenz
C(X,Z) id−φ
∗
// C(X,Z) ι∗ // K0(C(X)oφ Z)

K1(C(X)oφ Z)
OO
0oo 0oo
Man muss nur noch Ker (id− φ∗) = Z zeigen.
Sei also f ∈ C(X,Z) mit (id − φ∗)(f) = 0 gegeben. Daraus folgt f = f ◦ φ.
Setze Yn := {x ∈ X | f(x) = n}, n ∈ Z. Die Yn sind φ-invariant, d. h.
φ(Yn) = Yn. Da φ als minimal vorausgesetzt wurde, muss Yn ∈ {∅, X},
∀n ∈ Z sein. Die Yn sind aber auch paarweise disjunkt. Es gibt also genau
ein n0 ∈ Z mit Yn0 = X und Yn = ∅ ∀n 6= n0.
Also muss f = n0 1X sein. Es folgt Ker (id− φ∗) = Z. ‡
4.2 K0(C(X)oφ Z) als induktiver Limes
Es ist mo¨glich K0(C(X) oφ Z) zu berechnen, wenn man die Cantormenge
X auf eine besondere Art zerlegen kann. QAT liefern Beispiele fu¨r solche
Zerlegungen.
4.2.1 Definition
Sei (X,φ) ein topologisches dynamisches System.
Eine Folge von Zerlegungen (Pn)n∈N von X heißt φ-Folge von Zerlegun-
gen, falls sie folgendes erfu¨llt:
1[Put89] Theorem 1.1
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• lim−→C(P
n) = C(X),
• C(Pn) ⊂ C(Pn+1), n ∈ N, und
• φ∗(C(Pn,Z)) ⊂ C(Pn+1,Z), n ∈ N.
Die Einschra¨nkung idC(X) : C(Pn)→ C(Pn+1) heißt in+1n oder nur i.
Eine φ-Folge von Zerlegungen heißt schlank, falls
Pn+1 =
{
E
(n)
i ∩ φ(E(n)j ) | E(n)i , E(n)j ∈ Pn, E(n)i ∩ φ(E(n)j ) 6= ∅
}
∀n ∈ N.
4.2.2 Beispiel
Sei T eine IAT mit n+ 1 Intervallen E0, . . . , En.
Der aus T in 2.2.1 konstruierte Raum XT hat nach Definition eine schlanke
φ-Folge von Zerlegungen
Pn+1 =
{
ev(Ej0,...,jn) | jm = 0, . . . , n
}
,
wobei Ej0,...,jn :=
⋂n
m=0 T
mEjm ist.
Im folgenden wird ha¨ufig der Quotient C(Pn+1,Z)/Bild (i− φ∗) benutzt. Bei
Diagrammen ku¨rze ich diesen Qutienten durch C(Pn+1,Z)/(i− φ∗) ab.
4.2.3 Lemma
Sei (X,φ) ein minimales topologisches dynamisches System und (Pn)n∈N eine
φ-Folge von Zerlegungen.
Folgende Sequenz ist exakt:
0→ Z 1→ C(Pn,Z) i−φ∗→ C(Pn+1,Z)→ C(Pn+1,Z)/Bild (i− φ∗)→ 0.
Beweis: Die Exaktheit in Z, C(Pn+1,Z) und C(Pn+1,Z)/Bild (i− φ∗) ist
klar.
Es fehlt die Exaktheit bei C(Pn+1,Z):
“Bild (1) ⊂ Ker (i− φ∗)”: (i− φ∗)(1) = i(1)− φ∗(1) = 1− 1 = 0.
“Bild (1) ⊃ Ker (i− φ∗)”: Sei Pn = {E1, . . . , Em} und f ∈ C(Pn,Z) mit
i(f) = φ∗(f). Dann gilt f |Ei = f |φ(Ei) ∀ i = 1, . . . ,m.
Wa¨hle k := f(E1).
Setze A := f−1(k) 6= ∅. Wegen i(f) = φ∗(f) ist φ(A) = A. Also ist wegen
der Minimalita¨t A = X und f = k1 ∈ Bild (Z). ‡
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4.2.4 Lemma
Sei (X,φ) ein minimales topologisches dynamisches System und (Pn)n∈N eine
φ-Folge von Zerlegungen.
Es gibt genau einen Homomorphismus
i˜ : C(Pn+1,Z)/Bild (i− φ∗)→ C(Pn+2,Z)/Bild (i− φ∗) ,
der das folgende Diagramm kommutieren la¨ßt:
0 // Z //
id

C(Pn,Z) i−φ∗ //
i

C(Pn+1,Z) pi //
i

C(Pn+1,Z)/(i− φ∗) //
i˜

0
0 // Z // C(Pn+1,Z) i−φ
∗
// C(Pn+2,Z) pi // C(Pn+2,Z)/(i− φ∗) // 0.
Beweis: Betrachte das Viereck aus dem Diagramm:
C(Pn,Z) i−φ∗ //
i

C(Pn+1,Z)
i

C(Pn+1,Z) i−φ
∗
// C(Pn+2,Z).
Es kommutiert, weil in C(X) die Gleichung idC(X) ◦ (idC(X)−φ∗) = (idC(X)−
φ∗) ◦ idC(X) gilt.
Es gibt nur eine Mo¨glichkeit i˜ so zu definieren, dass das 3. Viereck kommu-
tiert. Mit Standartargumenten sieht man die Wohldefiniertheit.
Die verbleibenden Vierecke kommutieren nach Konstruktion von i˜. ‡
4.2.5 Satz
Sei (X,φ) ein minimales topologisches dynamisches System und (Pn)n∈N eine
φ-Folge von Zerlegungen.
Es ist K0(C(X)o Z) ∼= lim−→C(P
n,Z)/Bild (i− φ∗).
Beweis: Mit den vorhergehenden Lemmata 4.2.3 und 4.2.4 und Satz C.1.2
folgt die exakte Sequenz:
0→ Z→ lim−→C(P
n,Z) i−φ
∗→ lim−→C(P
n,Z)→ lim−→C(P
n+1,Z)/Bild (i− φ∗)→ 0.
Nach den Voraussetzungen ergibt sich
0→ Z→ C(X,Z) id−φ∗→ C(X,Z)→ lim−→C(P
n+1,Z)/Bild (i− φ∗)→ 0.
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Fu¨gt man die exakte Sequenz aus Theorem 4.1.2 hinzu, erha¨lt man das kom-
mutative Diagramm
0 // Z // C(X,Z)
id−φ∗ // C(X,Z) // K0(C(X)o Z) // 0
0 // Z // C(X,Z)
id−φ∗ // C(X,Z) // lim−→C(P
n+1,Z)/(i− φ∗) // 0.
Mit dem 5er-Lemma folgt dann der Isomorphismus. ‡
4.3 Gruppen des induktiven Limes
Um die Abbildung (i−φ∗) zu verstehen, kann man einen gerichteten Graphen
konstruieren. Die Eigenschaft der Minimalita¨t erha¨lt in diesem Graphen eine
geometrische Bedeutung. Diese Geometrie gestaltet spa¨tere Beweise intuiti-
ver. Sie werden den Isomorphismus C(Pn+1,Z)/Bild (i− φ∗) ∼= Zν(n+1)−ν(n)+1
zeigen.
Die Bezeichnungen Pn+1 fu¨r eine Zerlegung und ν(n) = card (Pn+1) werden
weiterhin angewandt. In den Beweisen verwende ich fu¨r den Quotienten die
Abku¨rzung C(Pn+1,Z)/(i− φ∗) := C(Pn+1,Z)/Bild (i− φ∗).
4.3.1 Konstruktion
Sei (X,φ) ein topologisches dynamisches System und (Pn)n∈Z eine schlanke
φ-Folge von Zerlegungen. Setze Pn := {E(n)1 , . . . , E(n)ν(n)}.
Sei n ∈ N. Es soll ein gerichteter Graph Gn konstruiert werden. Seine Ecken
sind die Elemente von Pn, und seine Pfeile sind die Elemente von Pn+1.
Die Orientierung der Pfeile wird durch zwei Abbildungen s, r (source, range)
festgelegt:
s(E
(n)
i ∩ φ(E(n)j )) := E(n)i
r(E
(n)
i ∩ φ(E(n)j )) := E(n)j fu¨r E(n)i ∩ φ(E(n)j ) ∈ P(n+1).
Der Pfeil E
(n)
i ∩ φ(E(n)j ) geht also von E(n)i nach E(n)j .
Die Abbildungen i, φ∗ : C(Pn,Z) → C(Pn+1,Z) werden u¨ber die Erzeuger
definiert:
i(χ
E
(n)
i
) = χ⋃{E(n)i ∩φE(n)j |j=1,...,ν(n)}
= χ⋃{s−1E(n)i }
φ∗(χ
E
(n)
i
) = χ⋃{E(n)j ∩φE(n)i |j=1,...,ν(n)}
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Abbildung 4.1: Die Graphen G0, G1 und G2 aus der Konstruktion 2.2.1
= χ⋃{r−1E(n)i }.
Die konstruierten Graphen sollen Rauzy-Graphen genannt werden.
4.3.2 Lemma
Sei (X,φ) ein minimales topologisches dynamisches System und (Pn)n∈Z eine
schlanke φ-Folge von Zerlegungen. Setze Pn := {E(n)1 , . . . , E(n)ν(n)}, und sei
Gn = (Pn,Pn+1) der konstruierter Graph aus 4.3.1.
Von jeder Ecke erreicht man jede andere Ecke u¨ber einen gerichteten Pfad,
d. h. ∀E(n)i , E(n)j ∈ Pn existiert ein Pfad E(n+1)k(1) , E(n+1)k(2) , . . . , E(n+1)k(q) mit
• r
(
E
(n+1)
k(l−1)
)
= s
(
E
(n+1)
k(l)
)
l = 2, . . . , q,
• s
(
E
(n+1)
k(1)
)
= E
(n)
i und
• r
(
E
(n+1)
k(q)
)
= E
(n)
j .
Beweis: Seien E
(n)
i , E
(n)
j ∈ Pn. Weil φ minimal ist, existiert ein q mit
E
(n)
i ∩ φqE(n)j 6= ∅. Wa¨hle x ∈ X mit φq(x) ∈ E(n)i ∩ φqE(n)j .
Setze k(l) ∈ {1, . . . , ν(n+ 1)} mit φl(x) ∈ E(n+1)k(l) fu¨r l = 0, . . . , q.
Das ist schon der gesuchte Pfad von E
(n)
i nach E
(n)
j . U¨berpru¨fe die Eigen-
schaften:
• Es ist φl(x) ∈ φ
(
r
(
E
(n+1)
k(l)
))
und damit folgt φl−1(x) ∈ r
(
E
(n+1)
k(l)
)
.
Man hat aber auch φl−1(x) ∈ s
(
E
(n+1)
k(l−1)
)
. Da bei einer Zerlegung die
Mengen paarweise disjunkt sind, muss r
(
E
(n+1)
k(l)
)
= s
(
E
(n+1)
k(l−1)
)
, l =
2, . . . , q, sein.
• Es ist φq(x) ∈ E(n)i und φq(x) ∈ s
(
E
(n+1)
k(q)
)
. Weil die E
(n)
0 , . . . , E
(n)
ν(n)
paarweise disjunkt sind, muss E
(n)
i = s
(
E
(n+1)
k(r)
)
sein.
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• Es ist x ∈ E(n)j und x ∈ r
(
E
(n+1)
k(1)
)
. Also muss r
(
E
(n+1)
k(1)
)
= E
(n)
j sein.
‡
4.3.3 Satz
Sei (X,φ) ein minimales topologisches dynamisches System und (Pn)n ∈ Z
eine schlanke φ-Folge von Zerlegungen. Setze Pn := {E(n)1 , . . . , E(n)ν(n)}, und
sei Gn = (Pn,Pn+1) der konstruierte Graph aus 4.3.1.
Es ist C(Pn+1,Z)/Bild (i− φ∗) ∼= Zν(n+1)−ν(n)+1.
Beweis: Fu¨r den Beweis wird die Menge
{
(i− φ∗)χ
E
(n)
j
| j = 2, . . . , ν(n)
}
mit Elementen aus
{
χ
E
(n+1)
j
| j = 1, . . . , ν(n+ 1)
}
so erweitert, dass ein mi-
nimales Erzeugersystem von C(Pn+1,Z) entsteht.
Die Behauptung erha¨lt man dann durch Abza¨hlen der Erzeuger.
Der wichtigste Schritt in dem Beweis ist es, einen “Baum” B in dem Graphen
Gn zu finden. Wa¨hle eine Ecke: E
(n)
1 . Der Baum B ⊂ Gn soll seinen Ursprung
in E
(n)
1 haben, d. h. von dort aus gibt es zu jeder anderen Ecke genau einen
Pfad. Insbesondere soll er keine Schleifen besitzen.
Einen Baum mit diesen Eigenschaften kann man induktiv konstruieren: Sei
die Ecke E
(n)
j noch nicht im Baum, dann gibt es nach Lemma 4.3.2 einen
Pfad E
(n+1)
k(1) , . . . , E
(n+1)
k(r) von E
(n)
1 nach E
(n)
j . Falls der Pfad schon Ecken des
Baumes entha¨lt, verku¨rzt man ihn. Also falls r(E
(n+1)
k(l) ) ∈ B, dann betrachtet
man nur noch den Pfad E
(n+1)
k(l+1), . . . , E
(n+1)
k(r) .
Sobald der Pfad nur noch seine Startecken mit dem Baum gemeinsam hat,
fu¨gt man ihn zum Baum hinzu.
Nach endlich vielen Schritten wird der Prozess beendet sein.
E
(2)
2
// E
(2)
3

E
(2)
2
// E
(2)
3

E
(2)
1
OO =={{{{{{{{
E
(2)
4
oo E
(2)
1
OO ==
E
(2)
4
oo
Abbildung 4.2: Mo¨gliche Ba¨ume zum Graphen G2 aus der Konstruktion 4.3.1
Jetzt kann man das Erzeugersystem angeben. Setze P˜ := Pn+1 − B. Die
Menge P˜ entha¨lt also alle Pfeile, die nicht im Baum B vorkommen.
Die Menge
{
(i− φ∗)χ
E
(n)
j
| j = 2, . . . , ν(n)
}
∪
{
χE(n+1) | E(n+1) ∈ P˜
}
ist ein
Erzeugersystem.
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Man muss nur zeigen, dass alle E
(n+1)
k ∈ B auch erzeugt werden. Dafu¨r nimmt
man E
(n)
k ∈ B an einer Spitze des Baumes, d. h. es gibt kein E(n+1) ∈ B mit
s(E(n+1)) = E
(n)
k , und es gibt genau ein E
(n+1)
k′ ∈ B mit r(E(n+1)) = E(n)k .
Dann ist (i−φ∗)(χ
E
(n)
k
) = χ⋃{s−1E(n)k }−χ⋃{r−1E(n)k }. Auf der rechten Seite sind
alle Summanden bis auf χ
E
(n+1)
k′
im mutmaßlichen Erzeugersystem vorhanden.
Also kann man nach χ
E
(n+1)
k′
umstellen, und χ
E
(n+1)
k′
wird mit erzeugt.
Die Ecke E
(n)
k ∈ B und den Pfeil E(n+1)k′ entfernt man von dem Baum und
wiederholt den Prozess. Nach endlich vielen Schritten sind alle Pfeile von B
erzeugt, und es bleibt nur noch E
(n)
1 vom Baum u¨brig.
Damit erzeugt das obige System ganz C(Pn,Z). Es ist auch minimal, weil
der Baum genau ν(n)− 1 Pfeile entha¨lt. Das sieht man, weil es fu¨r jede Ecke
E(n) ∈ B bis auf E(n)1 genau ein E(n+1) ∈ B gibt, mit r(E(n+1)) = E(n).
Das System besteht also aus (ν(n) − 1) + (ν(n + 1) − ν(n) + 1) = ν(n + 1)
Erzeugern und muss somit auch minimal sein.
Nun ist Bild (i− φ∗) = span
{
(i− φ∗)χ
E
(n)
j
| j = 2, . . . , ν(n)
}
, und deswegen
ist C(Pn+1,Z)/(i− φ∗) ∼= span
{
χE(n+1) | E(n+1) ∈ P˜
} ∼= Zν(n+1)−ν(n)+1. ‡
4.3.4 Folgerung
Sei (X,φ) ein minimales topologisches dynamisches System und (Pn)n ∈ Z
eine schlanke φ-Folge von Zerlegungen. Setze Pn := {E(n)1 , . . . , E(n)ν(n)}.
Es gibt eine Zerfa¨llung λ : C(Pn+1,Z)/Bild (i− φ∗) → C(Pn+1,Z) fu¨r die
exakte Sequenz
0 // Z→ C(Pn,Z) (i−φ
∗)// C(Pn+1,Z) pi // C(Pn+1,Z)/Bild (i− φ∗) //
λ
yy
0.
4.4 Verbindungsabbildungen
4.4.1 Lemma
Sei (X,φ) ein minimales topologisches dynamisches System und (Pn)n∈N eine
schlanke φ-Folge von Zerlegungen. Setze Pn := {E(n)1 , . . . , E(n)ν(n)}.
Die Abbildung i˜ : C(Pn+1,Z)/Bild (i− φ∗) → C(Pn+2,Z)/Bild (i− φ∗) ist
injektiv.
Beweis: Sei f ∈ C(Pn+1,Z)mit i˜◦pi(f) = 0. Dann gibt es ein g ∈ C(Pn+1,Z)
mit (i− φ∗)(g) = i(f).
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Man kann f und g in ihren Erzeugern hinschreiben:
f =
ν(n)∑
i,j=1
aijχE(n)i ∩φ(E(n)j )
g =
ν(n)∑
i,j=1
bijχE(n)i ∩φ(E(n)j )
.
Damit ergibt sich
(i− φ∗)(g) =
ν(n)∑
i,j,k=1
(bij − bjk)χE(n)i ∩φ(E(n)j )∩φ2(E(n)k ) und
i(f) =
ν(n)∑
i,j,k=1
aijχE(n)i ∩φ(E(n)j )∩φ2(E(n)k )
.
Durch Koeffizientenvergleich erha¨lt man bij − bjk = aij. Die Koeffizienten
bjk ha¨ngen also nur von einem Index ab: bjk1 = bjk2 ∀ j. Deshalb muss g ∈
C(Pn,Z) sein und f ∈ Bild (i− φ∗) = Kerpi. ‡
4.4.2 Satz
Sei (X,φ) ein minimales topologisches dynamisches System und (Pn)n∈N eine
schlanke φ-Folge von Zerlegungen.
Mit den Quotientenabbildungen τ : C(Pn+1,Z) → C(Pn+1,Z)/Bild (i), n ∈
N, entsteht ein kommutierendes Diagramm, dessen Zeilen und Spalten exakt
sind. Um das Diagramm in einer handlichen Gro¨ße zu halten, lasse ich die
Bezeichnung “Bild” im Diagramm weg. Z. B. schreibe ich C(Pn+1,Z)/(i−φ∗)
statt C(Pn+1,Z)/Bild ((i− φ∗)).
0

0

0

0

0 // Z //
id

1
C(Pn,Z) i−φ∗ //
i

2
C(Pn+1,Z) pi //
i

3
C(Pn+1,Z)/(i− φ∗) //
i˜

0
0 // Z

1 //
4
C(Pn+1,Z)
τ

i−φ∗ //
5
C(Pn+2,Z) pi //
τ

6
C(Pn+2,Z)/(i− φ∗) //
τ˜

0
0 // 0

// C(Pn+1,Z)/i

i−φ∗// C(Pn+2,Z)/i pi //

X //

0
0 0 0 0 .
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Insbesondere ist
X ∼= (C(Pn+2,Z)/Bild (i)) /Bild (i− φ∗)
∼= (C(Pn+2,Z)/Bild (i− φ∗)) /Bild (˜i) .
Beweis: Im Beweis werden sta¨ndig die schon bekannten Exaktheiten und
kommutativen Relationen benutzt, ohne es jedes Mal zu erwa¨hnen.
Die Quadrate 1,2,3 und 4 kommutieren.
Die Exaktheit ist fast u¨berall klar. Die Quotientenabbildungen sind nach
Definition surjektiv und i˜ ist nach Lemma 4.4.1 injektiv. Es bleibt nur die
Injektivita¨t von (i − φ∗) : C(Pn+1,Z)/Bild (i) → C(Pn+2,Z)/Bild (i) zu zei-
gen.
Dafu¨r muss (i − φ∗) erst definiert werden. Die einzige Mo¨glichkeit dafu¨r ist
(i − φ∗) := τ ◦ (i − φ∗) ◦ τ−1. Die Definition ist wohldefiniert, denn sei g ∈
C(Pn+1,Z) mit τ(g) = 0. Dann existiert e ∈ C(Pn,Z) mit i(e) = g. Weil das
2.Quadrat kommutiert, gilt i ◦ (i− φ∗)(e) = (i− φ∗) ◦ i(e). Es folgt
τ ◦ (i− φ∗)(g) = τ ◦ (i− φ∗) ◦ i(e)
= τ ◦ i ◦ (i− φ∗)(e)
= 0.
Damit ist (i− φ∗) : C(Pn+1,Z)/Bild (i)→ C(Pn+2,Z)/Bild (i) wohldefiniert,
und mit der Konstruktion muss auch das 5. Quadrat kommutieren.
Jetzt kann man zeigen, dass (i − φ∗) injektiv ist. Sei g ∈ C(Pn+1,Z) mit
τ ◦ (i − φ∗)(g) = 0. Dann gibt es f ∈ C(Pn+1,Z) mit i(f) = (i − φ∗)(g). Es
folgt i˜ ◦ pi(f) = pi ◦ (i − φ∗)(g) = 0. Weil i˜ injektiv ist, muss pi(f) = 0 sein,
und es gibt e ∈ C(Pn,Z) mit i ◦ (id − φ∗)(e) = i(f) = (i − φ∗)(g). Dann
ist (i(e) − g) ∈ Ker (i− φ∗) = Bild (1) ⊂ Bild (i) und damit g ∈ Bild (i).
Letztendlich ist τ(g) = 0 gezeigt.
Jetzt fehlt nur noch die untere rechte Ecke des Diagramms. Dafu¨r zeigt man
(C(Pn+2,Z)/Bild (i)) /Bild (i− φ∗) ∼= (C(Pn+2,Z)/Bild (i− φ∗)) /Bild (˜i).
Der gesuchte Isomorphismus hat folgende Gestalt:
ψ :
{(C(Pn+2,Z)/Bild (i)) /Bild (i− φ∗) → (C(Pn+2,Z)/Bild (i− φ∗)) /Bild (˜i)
pi ◦ τ(h) 7→ τ˜ ◦ pi(h) fu¨r h ∈ C(Pn+2,Z).
Die Abbildung ψ ist wohldefiniert, denn sei pi ◦ τ(h) = 0 fu¨r h ∈ C(Pn+2,Z).
Dann gibt es g ∈ C(Pn+1,Z) mit τ ◦ (i − φ)(g) = τ(h). Damit existiert
f ∈ C(Pn+1,Z) mit i(f) = h− (i− φ)(g). Dann ergibt sich
τ˜ ◦ pi(h) = τ˜ ◦ pi(h− (i− φ)(g))
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= τ˜ ◦ i˜ ◦ pi(f)
= 0.
Der Homomorphismus ψ ist injektiv , denn sei τ˜◦pi(h) = 0 fu¨r h ∈ C(Pn+2,Z),
dann ist auch pi ◦ τ(h) = 0. Die Argumentation ist wie bei der Wohldefiniert-
heit.
Der Homomorphismus ψ ist surjektiv. Sei τ˜ ◦pi(h) ∈ (C(Pn+2,Z)/(i− φ∗)) /˜i.
Dann ist nach Definition ψ(pi ◦ τ(h)) = τ˜ ◦ pi(h).
Nach Konstruktion muss auch das 6. Quadrat kommutieren. ‡
4.4.3 Lemma
Sei (X,φ) ein minimales topologisches dynamisches System und (Pn)n∈N eine
schlanke φ-Folge von Zerlegungen. Setze ν(n) := card (Pn). Sei X die im Satz
4.4.2 definierte Gruppe.
Es ist X ∼= Zν(n+2)−2ν(n+1)+ν(n). Insbesondere ist die Gruppe X torsionsfrei.
Beweis: Nach der Folgerung 4.3.4 gibt es eine Zerfa¨llung λ : C(Pn+2,Z)/(i−
φ∗) → C(Pn+2,Z) und nach Definition von i gibt es eine Zerfa¨llung µ :
C(Pn+2,Z)/i→ C(Pn+2,Z).
Definiere den Homomorphismus
ψ := τ˜ ◦ pi|λ◦pi◦µ◦τC(Pn+2,Z) : λ ◦ pi ◦ µ ◦ τC(Pn+2,Z)→ X.
Es ist ein Isomorphismus.
Fu¨r die Injektivita¨t ψ braucht man Ker (pi ◦ τ) = Bild (i)+Bild (i− φ∗). Die
Richtung “⊃” ist klar.
Sei h ∈ C(Pn+2,Z) mit pi ◦ τ(h) = 0. Dann gibt es g ∈ C(Pn+1,Z) mit
τ◦(i−φ∗)(g) = τ(h). Dann muss es auch f ∈ C(Pn+1,Z)mit if = h−(i−φ∗)g
geben. Es folgt Ker (pi ◦ τ) ⊂ Bild (i) + Bild (i− φ∗).
Der Homomorphismus ψ ist injektiv. Denn sei h ∈ C(Pn+2,Z) mit τ˜ ◦pi ◦λ ◦
pi ◦ µ ◦ τ(h) = 0. Dann folgt
pi ◦ τ(h) = pi ◦ τ ◦ µ ◦ τ(h)
= τ˜ ◦ pi ◦ µ ◦ τ(h)
= τ˜ ◦ pi ◦ λ ◦ pi ◦ µ ◦ τ(h)
= 0.
Also ist h ∈ Ker (pi ◦ τ) und es existieren f, g ∈ C(Pn+2,Z) mit h = if +(i−
φ∗)g. Damit ist λ ◦ pi ◦ µ ◦ τ(h) = 0.
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Der Homomorphismus ψ ist surjektiv. Ein beliebiges Element von X kann
man als pi ◦ τ(h) schreiben, wobei h ∈ C(Pn+2,Z). Es folgt wie oben:
τ˜ ◦ pi ◦ (λ ◦ pi ◦ µ ◦ τ(h)) = τ˜ ◦ pi ◦ µ ◦ τ(h)
= pi ◦ τ ◦ µ ◦ τ(h)
= pi ◦ τ(h).
Somit ist ψ ein Isomorphismus, und man kann X in C(Pn+2,Z) einbetten.
Also ist X ∼= Zr mit r ∈ Z. Mit der Abbildung pi ergibt sich daraus ein Spalt
in folgender kurzen exakten Sequenz:
0→ Zν(n+1)−ν(n)+1 → Zν(n+2)−ν(n+1)+1 → Zr → 0.
Damit hat man r = ν(n+ 2)− 2ν(n+ 1) + ν(n). ‡
4.4.4 Folgerung
Sei (X,φ) ein minimales topologisches dynamisches System und (Pn)n∈N eine
schlanke φ-Folge von Zerlegungen. Setze ν(n) := card (Pn).
Es ist
K0(C(X)o Z) = lim−→(Z
ν(n+1)−ν(n)+1, i˜n),
wobei i˜n mit passenden Erzeugersystemen durch die (ν(n+ 2)− ν(n+ 1) +
1)× (ν(n+ 1)− ν(n) + 1) Matrix
1 0 ... 0
0 1 0
...
...
...
0 0 ... 1
0 0 ... 0
...
...
0 0 ... 0

gegeben wird.
K0(C(X)o Z) ist eine freie abelsche Gruppe.
Beweis: Der Isomorphismus K0(C(X)oZ) = lim−→(Z
ν(n+1)−ν(n)+1, i˜n) wurde
schon in Satz 4.2.5 gezeigt.
Weil nach Lemma 4.4.1 und Lemma 4.4.3 i˜n injektiv und torsionsfrei ist,
findet man Erzeugersysteme, mit denen i˜n die gewu¨nschte Matrixform erha¨lt.
‡
2[Put89] Theorem 2.1
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4.4.5 Theorem (2)
Sei T = (τ, (t1, . . . , tn)) eine minimale IAT mit n + 1 Intervallen, und sei
(XT , φ) das konstruierte minimale topologische dynamische System aus 2.2.1.
Weiterhin seien O(tj), j = 1, . . . , n, paarweise disjunkt.
Es gibt einen Isomorphismus
K0(C(X)oφ Z) ∼= Zn+1.
Beweis: XT wurde aus Zerlegungen P0,P1, . . . von [0, 1[ konstruiert. Weil
die Orbits von tj paarweise disjunkt sind, ist ν(m) = card (Pm) = nm+ 1.
Jetzt kann man Satz 4.4.4 anwenden. Fu¨r jedes m ∈ N gilt
ν(m+ 1)− ν(m) + 1 = (mn+ n+ 1)− (mn+ 1) + 1
= n+ 1.
Die i˜ : C(Pm,Z)/Bild (i− φ∗)→ C(Pm+1,Z)/Bild (i− φ∗) mu¨ssen deswegen
Isomorphismen sein, und es folgt K0(C(X)oφ Z) ∼= Zn+1. ‡
4.4.6 Beispiel
Sei d ∈ N und 1, a1, . . . , ad u¨ber Q linear unabha¨ngig. Seien Tk = ((12), ak),
k = 1, . . . , d, IAT mit 2 Intervallen, und setze T := T1 × . . . × Td als QAT
der Dimension d.
Es ist
K0(C(XT )o Z) ∼= Z∞,
wobei Z∞ die freie abelsche Gruppe mit unendlich vielen Erzeugern ist.
Beweis: Nach Beispiel 2.4.4 ist T eine minimale QAT der Dimension d. Fu¨r
die Funktion ν gilt
ν(m) = (2m+ 1)d.
Fu¨r d ≥ 2 divergiert der Ausdruck ν(m+ 1)− ν(m) + 1. ‡
4.5 Ordnung auf K0(C(X)o Z)
Man kann auch u¨ber die Ordnung auf K0(C(X)o Z) Aussagen treffen. Der
erste Punkt ist, dass u¨berhaupt eine geordnete abelsche Gruppe vorliegt.
Dafu¨r ist es hinreichend zu zeigen, dass C(X)o Z stabil endlich ist.
4.5.1 Lemma
Sei (X,φ) ein minimales topologisches dynamisches System.
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K0(C(X)oφ Z), K+0 (C(X)oφ Z), [1]
)
ist eine geordnete Gruppe mit Ord-
nungseinheit.
Beweis: Es muss gezeigt werden, dass C(X)oZ stabil endlich ist. Sei also
q ∈Mn(C(X)o Z), n ∈ N, mit 1 ∼x q ≤ 1. Betrachte die Projektion 1− q.
Nach Satz 3.1.4 existiert ein treuer Spurzustand τ auf Mn(C(X) o Z). Mit
ihm rechnet man
τ(1− q) = τ(x∗x− xx∗)
= 0.
Der Spurzustand war treu und als Projektion ist 1− q positiv, und somit ist
1− q = 0. Damit ist 1 ∈Mn(C(X)o Z) eine endliche Projektion. ‡
4.5.2 Lemma
Sei (X,φ) ein minimales topologisches dynamisches System mit einer schlan-
ken φ-Folge von Zerlegungen (Pn)n∈N.
Die Gruppe K0(C(X)oφ Z) ist schwach unperforiert.
Beweis: Nach Satz 4.2.5 ist K0(C(X) oφ Z) ∼= lim−→C(P
n,Z)/Bild (i− φ∗),
und nach Satz 4.3.3 ist C(Pn,Z)/Bild (i− φ∗) ∼= Zk(n) fu¨r ein passendes
k(n) ∈ N. Diese Gruppen sind aber schwach unperforiert und u¨bertragen
die Eigenschaft auf K0(C(X)oφ Z). ‡
4.5.3 Satz
Sei (X,φ) ein minimales topologisches dynamisches System mit einer schlan-
ken φ-Folge von Zerlegungen. C(X)oZ habe nur endlich viele Spurzusta¨nde
T (C(X)o Z) = {τ1, . . . , τp}, p ∈ N. Die Abbildung
α :
{
K0(C(X)o Z) → Rp
f 7→ (K0(τ1)(f), . . . , K0(τp)(f))t
sei injektiv.
Die Abbildung α : K0(C(X)oZ)→ Bild (α) ist ein Ordnungsisomorphismus.
Beweis: Nach den Voraussetzungen ist α ein positiver Gruppenismorphis-
mus. Man muss nur noch zeigen, dass α−1 positiv ist. Dafu¨r soll das Theo-
rem A.2.12 benutzt werden. Die Voraussetzungen dafu¨r sind erfu¨llt, weil nach
Lemma 4.5.2 K0(C(X)oZ) schwach unperforiert ist, und weil K0(C(X)oZ)
einfach ist, da C(X)o Z einfach ist.
Wegen des Satzes A.4.6 gibt es eine Bijektion zwischen den Spurzusta¨nden
T (C(X)oZ) und den Zusta¨nden S(K0(C(X)oZ)). Mit dem Theorem A.2.12
folgt die Behauptung. ‡
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Falls man zu einer IAT das topologische dynamische System (X,φ) konstru-
iert, ermo¨glicht dieser Satz die Ordnung von K0(C(X)o Z) zu bestimmen.
4.5.4 Satz
Sei T = (τ, (t1, . . . , tn)) eine minimale IAT mit den Intervallen E
0
0 , . . . , E
0
n und
(XT , φ) das zugeho¨rige minimale topologische dynamische System aus 2.2.1
mit den konstruierten Zerlegungen (Pm)m∈N von Xmit den Intervallen Pm =
{Em0 , . . . , Emn }. Weiterhin seien die Orbits O(tj), j = 1, . . . , n, paarweise
disjunkt. Auf [0, 1[ exitiere ein T -invariantes und ergodisches Maß µ1 der
Art, dass {µ(E0j ) | j = 0, . . . , n} u¨ber Q linear unabha¨ngig sind. Und seien
µ1, . . . , µp alle T -invarianten und ergodischen Maße auf [0, 1[. Nach Theorem
3.2.3 gibt es ho¨chstens endlich viele.
Es gibt einen Ordnungsisomorphismus
K0(C(X)oφ Z) ∼= Z(µ1(E00), . . . , µp(E00)) + . . .+ Z(µ(E0n), . . . , µp(E0n)),
wobei auf der rechten Seite die Ordnung durch Rp induziert wird.
Beweis: Der Beweis gliedert sich in zwei Schritte. Im ersten Schritt wird
gezeigt, dass C(P0,Z) i→ C(X,Z) K0(pi)→ K0(C(X) o Z) ein Gruppenisomor-
phismus ist. Im zweiten Schritt kann dann K0(C(X)oZ) ordnungserhaltend
in Rp einbetten.
Fu¨r die Injektivita¨t von K0(pi) ◦ i betrachte das Diagramm
C(P0,Z)
i

C(P1,Z)
i

pi // C(P1,Z)/Bild (i− φ∗)
i˜

C(X,Z)
K0(pi)
// K0(C(X)o Z).
Nach dem Theorem 4.4.5 ist i˜ ein Isomorphismus. Man muss also nur zeigen,
dass pi ◦ i : C(P0,Z) → C(P1,Z)/Bild (i− φ∗) injektiv ist. Sei f ∈ C(P0,Z)
mit pi ◦ i(f) = 0. Dann existiert g ∈ C(P0,Z) mit (i − φ∗)(g) = i(f). Mit
passenden aj, bj ∈ Z erha¨lt man
n∑
j=0
ajχE0j = i(g − f)
= φ∗(g)
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=
n∑
j=0
bjχφ(E0j ).
Weil die Orbits O(tj), j = 1, . . . , n, paarweise disjunkt sind, mu¨ssen alle aj, bj
den gleichen Wert haben. Daraus folgt f = 0.
Die Surjektivita¨t von pi ◦ i sieht man ebenfalls an dem Diagramm. Ein Ele-
ment h ∈ C(P1,Z) hat die Form h = ∑j ajχE1j . Die Unstetigkeitsstellen
von h ko¨nnen bei t1, . . . , tn und bei T (t1), . . . , T (tn) sein. Durch passendes
Addieren von (i − φ∗)(g), g ∈ C(P0,Z), kann man die Unstetigkeitsstellen
T (t1), . . . , T (tn) entfernen. Dabei a¨ndert man nicht pi(h), und weil pi surjektiv
ist, muss auch pi ◦ i surjektiv sein.
Fu¨r die Ordnung hat man die Einbettung (
∫
dµ1, . . . ,
∫
dµp)◦i : C(P0,Z)→
Rp, weil die µ(E0j ), j = 0, . . . , n u¨ber Q linear unabha¨ngig sind. Um den
vorherigen Satz 4.5.3 benutzen zu ko¨nnen, betrachte die Abbildung
α :
{
K0(C(X)o Z) → Rp
f 7→ (K0(τ1)(f), . . . , K0(τp)(f))t ,
wobei die τ1, . . . , τp die Spurzusta¨nde sind, die zu den µ1, . . . , µp geho¨ren. We-
gen der Bijektion zwischen den T -invarianten W-Maßen und den Zusta¨nden
von K0(C(X)o Z), ist
Bild
((∫
dµ1, . . . ,
∫
dµp
)
◦ i
)
= Bild (α) .
Weil (
∫
dµ1, . . . ,
∫
dµp)◦ i injektiv ist, ist auch α injektiv, und mit dem Satz
4.5.3 folgt die Behauptung.
‡
Dieser Satz erlaubt es, die geordnete K-Theorie von IAT zu berechnen, wenn
sie nur ein einziges ergodisches Maß besitzen.
4.5.5 Beispiel
Sei T eine minimale IAT mit den Intervallen E00 , . . . , E
0
n. Sei λ das Lebes-
guemaß auf [0, 1[, und λ(E00), . . . , λ(E
0
n) seien u¨ber Q linear unabha¨ngig. Sei
weiterhin λ das einzige ergodische W-Maß auf [0, 1[.
Wenn (X,φ) das aus T konstruierte topologische dynamische System ist,
dann istK0(C(X)oZ) ∼= Zλ(E00)+. . .+Zλ(E0n) ein Ordnungsisomorphismus,
wobei auf der rechten Seite die Ordnung von R induziert wird.
4.5.6 Beispiel
Sei θ ∈ R/Q. Setze T = ((12), θ) als IAT mit 2 Intervallen.
Es gibt einen Ordnungsisomorphismus K0(C(XT )o Z) ∼= Zθ + Z(1− θ).
Kapitel 5
Kombinatorik
5.1 Kombinatorik
Man kann die gesamte Arbeit auch aus dem Blickwinkel der Kombinatorik
betrachten. Bei der Kontruktion der Zerlegungnen betrachtete man immer
wieder Ausdru¨cke der Form Ej0∩T (Ej1)∩. . .∩T p(Ejp), wobei die Ej Intervalle
oder Quader waren. Stattdessen kann man die Ej nur als Symbole sehen, die
ein Alphabet bilden. Man kann es noch weiter verku¨rzen, indem man nur die
Indizes j beru¨cksichtigt.
Dabei werden Punkte von X zu unendlichen Wo¨rtern und der Homo¨omor-
phismus φ wird zu einem Shift.
Zuna¨chst werden die gebra¨uchlichsten Begriffe wiederholt.
5.1.1 Definition
• Ein Alphabet An mit n Buchstaben ist eine n-elementige Menge.
• Wo¨rter sind endliche oder unendliche Folgen von Buchstaben.
• Die Menge der endlichen Wo¨rter heißt A+<∞.
• Die Menge der unendlichen Wo¨rter heißt A+.
• Die La¨nge des Wortes w = w1w2 . . . wk ist |w| := k.
• Das leere Wort Λ ist die leere Folge mit |Λ| = 0.
• Mit der Operation des Hintereinanderschreibens wird A+<∞ zu einem
Monoid, das freie Monoid u¨ber A∗.
• Ein Faktor von einem Wort w ist ein endliches Wort v, fu¨r das die
Wo¨rter p, q existieren mit w = pvq.
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• F (w) := {v ∈ A+ | v ist ein Faktor von w}.
• Der Hemmingabstand zwischen w1, w2 ∈ A+ ist
d(w1, w2) :=
∑
m∈Z
2|m|δ(w1(m), w2(m))
mit δ(a, b) =
{
0 falls a = b
1 sonst.
5.1.2 Definition
Sei A ein Alphabet und w ∈ A+ ein Wort.
Der k-te Rauzy-Graph Gk(w) von w ist der Graph, dessen
• Ecken die Faktoren der La¨nge k sind, und dessen
• Pfeile Faktoren der La¨nge k + 1 sind. Den Ursprng des Pfeils erha¨lt
man, wenn man den rechten Buchstaben entfernt, und das Ziel erha¨lt
man wenn man den linken Buchstaben entfernt.
Ein Pfeil u der La¨nge k + 1 hat die eindeutige Darstellung v1a1 = a2v2 = u
mit a1, a2 ∈ A und v1, v2 Faktoren der La¨nge k. Der Pfeil geht dann von v1
nach v2.
5.2 Kombinatorik bei IAT
5.2.1 Lemma
Sei T eine IAT mit den Intervallen E0, . . . , En und XT der konstruierte kom-
pakte Hausdorffraum aus 2.2.1. Sei An+1 := {0, 1, . . . , n} das Alphabet mit
n+ 1 Buchstaben.
Es gibt Abbildungen
w : [0, 1[ → A+n+1 und
w : XT → A+n+1,
die im folgenden Diagramm kommutieren:
[0, 1[ ev //
w ""F
FF
FF
FF
F
XT
w||zz
zz
zz
zz
A+n+1 .
Weiterhin gilt t ∈ Ewp...wq mit w(t) = (wm)m∈Z fu¨r t ∈ [0, 1[.
Beweis: Die gesuchten Folgen wurden schon in 2.2.3 benutzt. ‡
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5.2.2 Bemerkung
Die in 4.3.1 konstruierten Graphen sind gerade Rauzy-Graphen.
5.2.3 Satz
Sei T eine minimale IAT mit den Intervallen E0, . . . , En und XT der kon-
struierte kompakte Hausdorffraum aus 2.2.1. Sei An+1 das Alphabet mit
n + 1 Buchstaben. Wa¨hle weiterhin die Abbildungen w : [0, 1[→ A+n+1 und
w : XT → A+n+1 aus 5.2.1, und betrachte den Shift nach rechts
S :
{
A+n+1 → A+n+1
(wm)m∈Z → (wm−1)m∈Z
.
Betrachte A+n+1 als metrischen Raum mit dem Hemmingabstand.
• Die Abbildung w ist stetig.
• Die Abbildung w ist von oben stetig.
• Es kommutieren das Diagramm
[0, 1[ T //
ev

w

[0, 1[
ev

w
  
XT
φ //
w

XT
w

A+n+1
S // A+n+1.
• Falls T minimal ist, sind w und w injektiv.
Beweis: Man hat das kommutative Diagramm
P0
w0

P1
w1

oo P2
w2

oo . . .oo XT
w

oo
An+1 A
2
n+1
oo A3n+1oo . . .oo A
+
n+1,oo
wobei wq :
{
Pq → Aq+1n+1
Ew0w1...wq 7→ (w0, w1, . . . , wq).
Daraus folgt die Stetigkeit von
w und die Stetigkeit von oben von w.
Bei dem Diagramm muss man nur das untere Quadrat untersuchen. Die
anderen Teile kommutieren nach Lemma 2.2.4.
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Sei x ∈ XT und w(x) = (wm)m∈Z. Dann ist φ−m(x) ∈ ev(Ewm), und es folgt
φ−m(φ(x)) ∈ ev(Ewm−1). Damit folgt die Kommutativita¨t:
w(φ(x)) = (wm−1)m∈Z
= S(wm)m∈Z
= Sw(x). ‡
Anhang A
K-Theorie
A.1 K0-Funktor
In diesem Kapitel werden grundlegende Eigenschaften des K0-Funktors wie-
derholt, um auf sie besser verweisen zu ko¨nnen. Die Beweise werden wegge-
lassen.
A.1.1 Definition (1)
Sei A eine C∗-Algebra.
Setze
• Pn(A) := P(Mn(A)), n ∈ N,
• P∞(A) =
⋃∞
n=1Pn(A),
• Addition auf P∞(A) fu¨r p ∈ Pn(A) und q ∈ Pm(A):
p+ q := p⊕ q,
• Murray-vonNeumann A¨quivalenz auf P∞(A) fu¨r p ∈ Pn(A) und q ∈
Pm(A):
p ∼ q :⇔ ∃ v ∈M(m× n,A) : v∗v = p und vv∗ = q und
• die A¨quivalenzklassen bilden eine Halbgruppe D(A) bzgl. der Addition.
A.1.2 Definition (2)
Sei A eine C∗-Algebra.
Setze
1[RLL00] Paragraph 2.3
2[RLL00] Paragraph 3.1.5 und Definition 4.1.1
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• K00(A) := Groth (D(A)),
• Fu¨r die gibt es die kurze spaltende Sequenz
0 // K00(A)
K00(ι)// K00(A˜)K00(pi)
// K00(Z)
K00(λ)
}}
// 0 und
• K0 := Ker (K00(pi)).
A.1.3 Bemerkung (3)
Sei A eine unitale C∗-Algebra.
Es ist K0(A) ∼= K00(A).
A.1.4 Satz (4)
K0 ist funktoriell. Es gibt also fu¨r jeden *-Homomorphismus φ : A → B
einen Gruppenhomomorphismus K0(φ) : K0(A)→ K0(B) mit
• K0(idA) = idK0(A),
• K0(ψ ◦ φ) = K0(ψ) ◦K0(φ) und
• K0(0 : A→ B) = 0 : K0(A)→ K0(B).
A.1.5 Satz (5)
Seien A und B C∗-Algebren.
Der Funktor K0 ist homotopieinvariant, d. h.
1. falls φ, ψ : A→ B homotope *-Homomorphismen sind, so ist K0(φ) =
K0(ψ), und
2. falls A,B homotop sind, so ist K0(A) ∼= K0(B).
A.1.6 Satz (6)
Sei eine kurze exakte Sequenz von C∗-Algebren gegeben
0→ I φ→ A ψ→ B → 0.
Der Funktor K0 ist halbexakt, d. h. folgende Sequenz ist exakt:
K0(I)
K0(φ)// K0(A)
K0(ψ)// K0(B).
3[RLL00] Lemma 3.2.8
4[RLL00] Proposition 4.1.3
5[RLL00] Proposition 4.1.4
6[RLL00] Proposition 4.3.2
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A.1.7 Satz (7)
Sei eine spaltungsexakte Sequenz von C∗-Algebren gegeben
0 // I
φ // A
ψ
// B
λ

// 0 .
Der Funktor K0 ist spaltungsexakt, d. h. folgende Sequenz ist exakt:
0 // K0(I)
K0(φ)// K0(A)
K0(ψ)
// K0(B)
K0(λ)
~~
// 0.
A.1.8 Folgerung (8)
Seien A und B C∗-Algebren.
Es gilt K0(A⊕B) ∼= K0(A)⊕K0(B).
A.1.9 Folgerung (9)
Sei A eine C∗-Algebra.
Der Funktor K0 ist stabil, d. h. es ist K0(A) ∼= K0(Mn(A)) ∀n ∈ Z.
A.1.10 Satz (10)
Sei A eine unitale C∗-Algebra, und sei [·]0 : P∞(A)→ K0(A) die Abbildung
aus der Grothendieck-Konstruktion.
Sei G eine abelsche Gruppe und ν : P∞(A)→ G eine Abbildung mit:
• ν(p⊕ q) = ν(p) + ν(q) fu¨r p, q ∈ P∞(A),
• ν(0) = 0,
• falls p ∼ q, so ist ν(p) = ν(q) fu¨r p, q ∈ P∞(A).
Dann gibt es genau einen Gruppenhomomorphismus α : K0(A) → G, der
das folgende Diagramm kommutieren la¨sst:
P∞(A)
[·]0

ν
##F
FF
FF
FF
FF
K0(A) α
// G.
7[RLL00] Proposition 4.3.3
8[RLL00] Proposition 4.3.4
9[RLL00] Proposition 4.3.8
10[RLL00] Proposition 3.1.8
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A.2 Geordnete Gruppen
A.2.1 Definition
Sei G eine abelsche Gruppe und G+ ⊂ G eine Untermenge.
(G,G+) heißt geordnete abelsche Gruppe :⇔
• 0 ∈ G+,
• G+ +G+ = G+,
• G+ ∩ (−G+) = {0} und
• G+ −G+ = G.
Fu¨r g1, g2 ∈ G definiere g1 ≤ g2 :⇔ g2 − g1 ∈ G+.
G+ nennt man den positiven Kegel von G.
A.2.2 Definition
Sei (G,G+) eine geordnete abelsche Gruppe
u ∈ G+ heißt Ordnungseinheit, falls ∀ g ∈ G ein n ∈ N existiert mit
−nu ≤ g ≤ nu.
(G,G+, u) heißt dann geordnete abelsche Gruppe mit Ordnungsein-
heit oder skalierte geordnete Gruppe.
A.2.3 Bemerkung
Sei (G,G+, u) eine skalierte geordnete Gruppe und H ⊂ G eine Untergruppe.
Sei u ∈ H.
(G,H ∩G+, u) ist eine skalierte geordnete Gruppe.
Beweis: Das schwierigste ist (H ∩ G+) − (H ∩ G+) = H zu zeigen. Sei
h ∈ H. Dann ist h = h+ nu︸ ︷︷ ︸
∈H∩G+
−nu︸︷︷︸
∈−H∩G+
. Hierbei muss n ∈ Z hinreichend groß
gewa¨hlt werden. ‡
A.2.4 Definition
Seien (G,G+, u) und (H,H+, v) geordnete abelsche Gruppen mit Ordnungs-
einheit.
• α : (G,G+) → (H,H+) heißt Ordnungshomomorphismus, falls α
ein Gruppenhomomorphismus ist mit α(G+) ⊂ H+.
• α : (G,G+, u) → (H,H+, v) heißt ordnungseinheiterhaltender
Ordnungshomomorphismus oder nur skalierter Ordnungsho-
momorphismus, falls α ein Ordnungshomomorphismus mit α(u) = v
ist.
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• α : (G,G+) → (H,H+) heißt Ordnungsisomorphismus, falls α ein
Gruppenisomorphismus ist mit α(G+) = H+.
• α : (G,G+, u) → (H,H+, v) heißt ordnungseinheiterhaltender
Ordnungsisomorphismus oder nur skalierter Ordnungsisomor-
phismus, falls α ein Ordnungsisomorphismus mit α(u) = v ist.
A.2.5 Definition
Sei (G,G+) eine geordnete Gruppe.
G heißt einfach. :⇔ Jedes g ∈ G+ ist eine Ordnungseinheit.
A.2.6 Definition
Sei (G,G+) eine geordnete Gruppe.
• (G,G+) heißt unperforiert. :⇔ (g ∈ G, n ∈ N>0, ng ≥ 0⇒ g ≥ 0).
• (G,G+) heißt schwach unperforiert. :⇔ (g ∈ G, n ∈ N>0, ng >
0⇒ g > 0).
A.2.7 Definition
Sei (G,G+, u) eine geordnete abelsche Gruppe mit Ordnungseinheit.
Ein Zustand f ist ein ordnungseinheiterhaltender Ordnungshomomorphis-
mus f : (G,G+, u)→ (R,R+, 1).
Die Menge der Zusta¨nde von (G,G+, u) nennt man den Zustandsraum
S(G).
A.2.8 Lemma (11)
Der Zustandsraum S(G) ist kompakt bzgl. der Topologie der punktweisen
Konvergenz.
A.2.9 Lemma (12)
Sei (G,G+, u) eine skalierte geordnete Gruppe und H ⊂ G eine Untergruppe.
Sei u ∈ H, f ∈ S(H, h ∩G+, u) und t ∈ G+. Setze
p := sup
{
f(x)
m
| x ∈ H,m ∈ N, x ≤ mt
}
und
q := inf
{
f(y)
n
| y ∈ H,n ∈ N, nt ≤ y
}
.
Es gelten folgende Aussagen:
1. 0 ≤ p ≤ q <∞,
11[Bla98] Paragraph 6.8
12[Bla98] Lemma III.6.8.2
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2. wenn g ∈ S(H + Zt, u), g|H ≡ f |H , dann p ≤ g(t) ≤ q und
3. wenn r ∈ R≥0 mit p ≤ r ≤ q, dann existiert genau ein g ∈ S(H+Zt, u)
mit g|H ≡ f |H und g(t) = r.
Beweis: Zu 1.: Setze x := 0, m := 1. Dann ist x ≤ mt und p ≥ f(x)
m
= 0.
Da u eine Ordnungseinheit ist, gibt es k ∈ Z mit t ≤ ku. Setzt man y :=
ku ∈ H und n = 1, so folgt nt ≤ y und q ≤ f(y)
n
= k <∞.
Falls x ≤ mt und nt ≤ y, so ist nx ≤ mnt ≤ my und es folgt f(x)
m
= f(nx)
nm
≤
f(my)
mn
= f(y)
n
.
Zu 2.: Sei x ∈ H und m ∈ N mit x ≤ mt. Dann ist f(x) = g(x) ≤ g(mt) =
mg(t). Damit folgt f(x)
m
≤ g(t), und im Supremum wird daraus p ≤ g(t).
Sei nun y ∈ H, n ∈ N mit nt ≤ y. Dann ist f(y) = g(y) ≥ ng(t) und es folgt
f(y)
n
≥ g(t). Mit dem Infimum erha¨lt man dann q ≥ g(t).
Zu 3.: Falls g ∈ S(H + Zt) existiert, muss es folgende Form haben:
g(z + kt) = f(z) + kr z ∈ H, k ∈ Z.
Nun muss man die Wohldefiniertheit von g zeigen, also dass aus z1 + k1t =
z2 + k2t die Gleichung f(z1) + k1r = f(z2) + k2r folgt fu¨r zi ∈ H, ki ∈ Z.
Dafu¨r reicht es, z + kt = 0⇒ f(z) + kr = 0 zu zeigen.
Sei also z ∈ H, k ∈ Z mit z + kt = 0.
Zeige f(z) + kr ≤ 0:
Fall k = 0: Dann ist z = 0 und f(z) + kr = 0 ≤ 0.
Fall k > 0: Dann ist kt = −z, insbesondere kt ≤ −z. Also ist f(−z)
k
≥ q ≥ r,
und es folgt 0 ≥ f(z) + kr.
Fall k < 0: Dann ist z = −kt, insbesondere −kt ≥ z. Also ist f(z)−k ≤ p ≤ r,
und es folgt f(z) + kr ≤ 0.
Zeige f(z) + kr ≥ 0:
Fall k = 0: Dann ist z = 0, und f(z) + kr = 0 ≥ 0.
Fall k > 0: Dann ist kt = −z, insbesondere kt ≥ −z. Also ist f(−z)
k
≤ p ≤ r,
und es folgt 0 ≤ f(z) + kr.
Fall k < 0: Dann ist z = −kt, insbesondere −kt ≤ z. Also ist f(z)−k ≥ q ≥ r
und es folgt f(z) + kr ≥ 0.
Damit ist g wohldefiniert. Die Positivita¨t von g wurde schon mitbewiesen. ‡
A.2.10 Theorem (13)
Sei (G,G+, u) eine skalierte geordnete Gruppe und H ⊂ G eine Untergruppe.
Sei u ∈ H und f ∈ (H,H ∩G+, u).
13[Bla98] Lemma III.6.8.3
A.2. GEORDNETE GRUPPEN 89
Es gibt g ∈ S(G) mit g|H = f . Insbesondere ist S(G) 6= ∅
Beweis: Es soll Zorns Lemma angewandt werden. Betrachte die Menge
K := {K ⊂ G Untergruppe | H ⊂ K, ∃ gK ∈ S(K, k ∩G+, u : gk|H = f} .
Durch die Inklusion “⊂” ist eine Ordnung gegeben. Nach Zorns Lemma gibt
es dann ein maximales Element K˜.
Angenommen K˜ 6= G, dann ist G+ − K˜ 6= ∅. Wa¨hle t ∈ G+ − K˜, und mit
dem vorhergehenden Lemma A.2.9 findet man eine Fortsetzung von gK˜ auf
K + Zt. Also kann K˜ nicht maximal sein.
Fu¨r den Zusatz muss man sich nur S(Zu) 6= ∅ u¨berlegen. ‡
A.2.11 Lemma (14)
Sei (G,G+, u) eine skalierte geordnete Gruppe. Definiere die Abbildungen
f∗, f∗ wie p, q in Lemma A.2.9 mit H = Zu:
f∗(g) :=
{
G+ → R≥0
t 7→ sup{ n
m
| nu ≤ mt,m ≥ 0} und
f ∗(g) :=
{
G+ → R≥0
t 7→ inf { n
m
| mt ≤ nu,m ≥ 0} .
Es gilt folgendes:
• 0 ≤ f∗(g) ≤ f ∗(g) <∞ ∀ g ∈ G+,
• f ∈ S(G) ⇒ f∗(g) ≤ f(g) ≤ f ∗(g) ∀ g ∈ G+ und
• sei r ∈ R und t ∈ G+ mit f∗(t) ≤ r ≤ f ∗(t), dann existiert f ∈ S(G)
mit f(t) = r.
Beweis: Wir haben hier dieselbe Situation wie im Lemma A.2.9 mit H =
Zu. ‡
A.2.12 Theorem (15)
Sei (G,G+, u) eine einfache, schwach unperforierte skalierte geordnete Grup-
pe.
Die Ordnung von G wird durch seine Zusta¨nde S(G) gegeben, d. h. G+ =
{0} ∪ {t | f(t) > 0 ∀ f ∈ S(G)}.
Beweis: “⊂”: Sei t > 0. Zeige f(t) > 0 ∀ t ∈ G+ − {0}. Da G einfach ist,
ist t eine Ordnungseinheit. Es gibt also m ∈ N mit u ≤ mt. Nach Definition
14[Bla98] Lemma III.6.8.4
15[Bla98] Lemma III.6.8.5
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folgt dann f∗(t) ≥ 1m > 0 und f(t) ≥ f∗(t) > 0 ∀ f ∈ S(G) nach Lemma
A.2.11.
“⊃”: Sei t ∈ G mit f(t) > 0 ∀ f ∈ S(G). Nach Lemma A.2.11 ist f∗(t) =
inf {f(t) | f ∈ S(G)}. Da S(G) nach Lemma A.2.8 kompakt ist, folgt f∗(t) >
0. Nach Definition von f∗ existieren n,m ∈ N mit 0 < nu ≤ mt. Weil G
schwach perforiert ist, muss t > 0 sein. ‡
A.3 Geordnete K-Theorie
A.3.1 Definition (16)
Sei A eine unitale C∗-Algebra.
Der positive Kegel von K0(A) ist
K0(A)
+ := {[p]0 | p ∈ P∞(A)}
A.3.2 Definition (17)
Sei A eine unitale C∗-Algebra.
• Eine Projektion p ∈ P(A) heißt unendlich, falls q ∈ P(A) existiert,
mit p ∼ q  p.
• Falls p ∈ P(A) nicht unendlich ist, ist p endlich.
• A heißt endlich, falls 1A endlich ist.
• A heißt unendlich, falls 1A unendlich ist.
• A heißt stabil endlich, falls Mn(A) endlich ist ∀n ∈ N.
A.3.3 Satz (18)
Sei A eine unitale C∗-Algebra, und sei A stabil endlich.
(K0(A), K0(A)
+, [1A]) ist eine geordnete Gruppe mit Ordnungseinheit.
A.3.4 Satz
Seien A und B unitale C∗-Algebren, und seien (K0(A), K0(A)+, [1A]) und
(K0(B), K0(B)
+, [1B]) skalierte geordnete Gruppen. Weiterhin sei φ : A→ B
ein *-Homomorphismus.
K0(φ) : K0(A)→ K0(B) ist ein skalierter Ordnungshomomorphismus.
16[RLL00] Proposition 5.1.4
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A.4 Spuren
A.4.1 Definition (19)
Sei A eine C∗-Algebra.
Eine Abbildung τ : A+ → R+ heißt Quasispur, falls sie die folgenden
Bedingungen erfu¨llt:
• τ stetig,
• τ(x∗x) = τ(xx∗) ∀x ∈ A und
• τ(a+ b) = τ(a) + τ(b) ∀, a, b ∈ A+ mit ab = ba.
A.4.2 Definition
Sei A eine unitale C∗-Algebra.
Eine Spur ist eine Abbildung τ : A→ C, die folgendes erfu¨llt:
• τ ist linear,
• τ ist beschra¨nkt,
• τ(A+) ⊂ R≥0 und
• τ(a1a2) = τ(a2a1) ∀ a1, a2 ∈ A.
Falls zusa¨tzlich τ(1A) = 1 gilt, nennt man τ einen Spurzustand.
A.4.3 Satz
Sei A eine unitale C∗-Algebra, und sei (K0(A), K0(A)+, [1A]) eine geordne-
te abelsche Gruppe mit Ordnungseinheit. Sei weiterhin τ : A+ → C eine
Quasispur.
K0(τ) : K0(A)→ R ist ein Zustand von (K0(A), K0(A)+, [1A]).
Beweis: Man kann τ auf P∞(A) fortsetzen.
Falls p, q ∈ P∞(A) Murray-vonNeumann a¨quivalent sind, so folgt τ(p) =
τ(q). Damit ist die universelle Eigenschaft von K0(A) (A.1.10) erfu¨llt, und
es gibt eine Abbildung K0(τ) : K0(A)→ R mit K0(τ)([p]) = τ(p).
Nach der Definition des Spurzustands ist K0(τ) ein skalierter Ordnungsho-
momorphismus. ‡
19[RLL00] Paragraph 5.2
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A.4.4 Theorem (20)
Sei A eine unitale C∗-Algebra, und sei (K0(A), K0(A)+, [1A]) eine skalierte
geordnete Gruppe.
Fu¨r jeden Zustand f ∈ S(K0(A)) existiert eine Quasispur τ von A mit
K0(τ) = f .
A.4.5 Theorem (21)
Sei A eine exakte C∗-Algebra, und sei τ eine Quasispur.
τ ist ein Spurzustand.
A.4.6 Satz
Sei T (C(X)oZ) die Menge der Spurzusta¨nde von C(X)oZ. Weiterhin sei
S(K0(C(X)oZ)) die Menge der Zusta¨nde auf (K0(C(X)oZ), K+0 (C(X)o
Z), 1).
Die mit Hilfe von Satz A.4.3 definierte Abbildung{
T (C(X)o Z) → S(K0(C(X)o Z))
τ 7→ K0(τ)
ist eine Bijektion.
Beweis: Man kann die Umkehrabbildung konstruieren. Sei ein Zustand f ∈
S(K0(C(X)oZ)) gegeben. Dann gibt es nach Theorem A.4.4 eine Quasispur
τ mit K0(τ) = f . Nach den Theoremen B.1.7 und B.1.6 ist C(X)oZ exakt.
Dann muss nach Theorem A.4.5 τ schon ein Spurzustand sein. ‡
20[BR92]
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Anhang B
Verschra¨nkte Produkte
B.1 Verschra¨nkte Produkte mit Z
B.1.1 Definition
Sei A eine C∗-Algebra, und sei φ ∈ Aut (A) ein Automorphismus.
Das Tripel (A,Z, φ) nennt man ein C∗-dynamisches System.
B.1.2 Definition
Sei (A,Z, φ) ein C∗-dynamisches System.
Das verschra¨nkte Produkt AoφZ ist das von A erzeugte Ideal innerhalb
der universellen C∗-Algebra der Erzeuger A, u mit den Relationen von A,
unita¨ren u und zusa¨tzlich unau−n = φn(a) ∀n ∈ Z. Weiterhin wird u∗u =
uu∗ = 1M(A) gefordert.
Manchmal schreibt man nur Ao Z.
B.1.3 Lemma
Sei (A,Z, φ) ein C∗-dynamisches System.
Es ist {
m∑
n=−m
anu
n | m ∈ N, an ∈ A
}
dicht⊂ Aoφ Z.
Die Norm ist∥∥∥∥∥
m∑
n=−m
anu
n
∥∥∥∥∥ := sup
{∥∥∥∥∥σ(
m∑
n=−m
anu
n)
∥∥∥∥∥ | σ ∗ -Darstellung
}
.
B.1.4 Definition
Seien A ⊃ B C∗-Algebren.
E : A→ B heißt Erwartung auf B falls
93
94 ANHANG B. VERSCHRA¨NKTE PRODUKTE
• E B-linear ist,
• E surjektiv ist,
• E positiv ist,
• E idempotent ist (E2 = E) und
• ‖E‖ ≤ 1.
E heißt treu, falls fu¨r positive a ∈ A+ folgendes a¨quivalent ist: E(a) = 0 ⇔
a = 0.
B.1.5 Satz
Sei A eine unitale C∗-Algebra, und sei φ ∈ Aut (A) ein Automorphismus.
Es gibt eine treue Erwartung E : Aoφ Z→ A.
Fu¨r die Erwartung gilt E(
∑m
n=−m anu
n) = a0.
Beweis: Sei λ ∈ T. Dann erfu¨llen λu und A auch die Relationen von AoZ.
Mit der universellen Eigenschaft findet man dann einen *-Automorphismus
ρλ : Ao Z→ Ao Z mit ρλ(u) = λu und ρλ(a0) = a0 ∀ a0 ∈ A.
Setze
E :
{
Ao Z → A
a 7→ ∫ 1
0
ρexp(2piit)(a) dt.
Das Integral ist wohldefiniert, weil t 7→ ρexp(2piit)(a) normstetig ist ∀ a ∈ AoZ.
Man kann die Normstetigkeit erst auf Cc(Z, A) u¨berpru¨fen und dann auf ganz
Ao Z ausweiten.
Wegen
E(uk) =
∫ 1
0
exp(2piikt)uk dt
=
{
1 falls k = 0
0 sonst
ist wirklich Bild (E) ⊂ A.
Aus E(a0) = a0 ∀ ao ∈ A folgt, dass E surjektiv und idempotent ist.
E ist A-linear, weil ρλ(a0) = a0 ∀λ ∈ T, ao ∈ A.
E ist positiv, weil ρλ ∀λ ∈ T positiv ist.
‖E‖ ≤ 1, weil ‖ρλ‖ ≤ 1 ∀λ ∈ T.
E ist treu, weil ρλ ∀λ ∈ T treu und positiv ist.
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Die geforderte Gleichung rechnet man nach:
E
(
m∑
n=−m
anu
n
)
=
∫ 1
0
m∑
n=−m
an exp(2piit)
nun dt
=
m∑
n=−m
anu
n
∫ 1
0
exp(2piit)n dt
= a0. ‡
B.1.6 Theorem (1)
Sei A eine kommutative C∗-Algebra.
Dann ist A ist nuklear.
B.1.7 Lemma (2)
Sei (A,G, α) ein C∗-dynamisches System, und sei A nuklear.
Dann ist Aoα G ist nuklear.
B.2 Exakte Pimsner-Voiculescu-Sequenz
B.2.1 Satz (3)
Sei (A,Z, φ) ein C∗-dynamisches System.
Die exakte Pimsner-Voiculescu-Sequenz oder kurz PV-Sequenz ist eine zykli-
sche exakte 6-Term Sequenz:
K0(A)
id−K0(φ)// K0(A)
K0(i)// K0(Ao Z)

K1(AoZ)
OO
K1(A)
K1(i)oo K1(A)
id−K1(φ)oo
1[Bla00] Kapitel II 9.4.4 S.185
2[Bla00] Kapitel IV 3.5 S.391
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Anhang C
Verschiedenes
C.1 Induktiver Limes und AF-Algebren
C.1.1 Definition
Seien An, n ∈ N, Gruppen bzw. C∗-Algebren, und seien φn+1n : An → An+1
Gruppen- bzw. *-Homomorphismen
(An, φ
n+1
n ) ist ein induktives System. Die φ
n+1
n heißen Verbindungsab-
bildungen. Der induktive Limes lim−→(An, φ
n+1
n ) ist die Gruppe bzw. C
∗-Al-
gebra, die folgende universelle Eigenschaften erfu¨llt:
• Es gibt Gruppen- bzw. *-Homomorphismen
φn : An → lim−→(An, φ
n+1
n )
mit dem kommutativen Diagramm
Am
φm+1m //
φm
::
Am+1
φm+1 // lim−→(An, φ
n+1
n ).
• Falls B eine Gruppe bzw. C∗-Algebra ist, und es existieren Gruppen-
bzw. *-Homomorphismen ηn : An → B mit dem kommutativen Dia-
gramm
Am
φm+1m //
ηn
))RR
RRR
RRR
RRR
RRR
RRR
R Am+1
ηm+1
""E
EE
EE
EE
E
B,
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dann gibt es einen Gruppen- bzw. *-Homomorphismus
η : lim−→(An, φ
n+1
n )→ B
mit dem kommutativen Diagramm
An
φn //
ηn
&&MM
MMM
MMM
MMM
M lim−→(An, φ
n+1
n )
η

B.
C.1.2 Satz
Seien An, Bn, Cn, n ∈ N, Gruppen. Das folgende Diagramm soll fu¨r jedes
n ∈ N kommutieren und jede Zeile soll exakt sein.
An
αn //

Bn
βn //

Cn

An+1
αn+1 // Bn+1
βn+1 // Cn+1.
Folgende Zeile ist exakt:
lim−→An
α // lim−→Bn
β // lim−→Cn.
Beweis: Mit der universellen Eigenschaft der induktiven Limiten kann man
α und β u¨berhaupt definieren.
Ker (β) ⊂ Bild (α): Sei (bn)n ∈ Ker (β). Dann existiert N ∈ N mit ibn = bn+1
und βbn = 0 fu¨r alle n ≥ N .
Nach Voraussetzung kann man aN ∈ AN mit αN(aN) = bN wa¨hlen. Definiere
weiter induktiv an+1 := i(an). Jetzt kann man αn(an) = bn fu¨r n ≥ N zeigen,
und es folgt α((an)) = (bn).
Ker (β) ⊃ Bild (α): Sei (an)n ∈ lim−→An. Dann ist β◦α((an)) = (βn◦αn(an)) =
0. ‡
C.1.3 Definition
Eine C∗-Algebra, die als induktiver Limes lim−→(An, φ
n+1
n ) geschrieben werden
kann, wo die An endlichdimensionale C
∗-Algebren sind, heißt AF-Algebra.
Das “AF” steht fu¨r “approximately finite”.
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C.1.4 Lemma
Sei A eine endlichdimensionale C∗-Algebra.
Es existieren m, r1, . . . , rm ∈ N mit A ∼= Mr1 ⊕ . . .⊕Mrm .
C.1.5 Lemma
Sei A ∼= Mr1 ⊕ . . . ⊕Mrn , B ∼= Ms1 ⊕ . . . ⊕Msm , und sei φ : A → B ein
*-Homomorphismus. Setze Φij := Spur
(
φi(e
(j)
11)
)
.
Durch die Matrix (Φij)i=1,...,m
j=1,...,n
ist φ bis auf unita¨re A¨quivalenz eindeutig fest-
gelegt.
C.1.6 Definition
Sei lim−→(An, φ
n+1
n ) eine AF-Algebra mit An =Mrn,1 ⊕ . . .⊕Mrn,k(n) . Sei Φn+1n
die Matrix fu¨r φn+1n aus dem vorangehenden Lemma C.1.5.
Der gerichtete Graph mit den Ecken rn,j, n ∈ N, j = 1, . . . , k(n) und den
(Φn+1n )ij-maligen Pfeilen von rm,j nach rm+1,i heißt Bratteli-Diagramm vom
induktiven System (An, φ
n+1
n ).
rm,1 // //
))SS
SSS
SSS
SSS
SSS
SS
rm+1,1
...
...
rm,k(m)
22eeeeeeeeeeeeeeeee
22eeeeeeeeeeeeeeeee
22eeeeeeeeeeeeeeeee // rm+1,k(m+1).
C.1.7 Lemma
Seien A und B AF-Algebren.
Falls A und B dasselbe Bratteli-Diagramm haben, sind sie isomorph.
C.2 Verschiedenes aus der Funktionalanaly-
sis
C.2.1 Theorem (Rieszscher Darstellungssatz1)
Sei X ein kompakter topologischer Raum.
Die folgende Abbildung ist ein Isomorphismus:
T :
{
M(X) → C(X)′
µ 7→ Tµ mit (Tµ)(f) = ∫
X
f dµ.
1[Wer00] Theorem II.2.5
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C.2.2 Satz (Theorem von Markov und Kakutani2)
Sei V ein lokal konvexer Hausdorffraum, und sei M ⊂ V eine kompakte
und konvexe Untermenge. Sei φi :M →M eine kommutierende Familie von
stetigen affinen Endomorphismen.
Es gibt einen gemeinsamen Fixpunkt von (φi)i∈I in M , d. h. ∃ v ∈ M mit
φi(v) = v ∀ i ∈ I.
Fu¨r den Beweis braucht man das folgende Lemma.
C.2.3 Lemma
Sei V ein lokal konvexer Hausdorffraum und M ⊂ V eine kompakte und
konvexe Untermenge. Sei weiterhin φ : M → M ein stetiger affiner Endo-
morphismus.
Die Abbildung φ hat einen Fixpunkt in M .
Beweis: Falls T keinen Fixpunkt hat, so haben die Diagonale ∆ := {(v, v) |
v ∈ M} und der Graph Γ := {(v, φ(v)) | v ∈ M} keinen gemeinsamen
Schnitt. Da ∆ und Γ in V ×V konvex und kompakt sind, existiert nach dem
Theorem von Hahn-Banach3 ein Funktional τ ∈ (V × V )′ und  > 0 mit
Re (τ(v, v))+ < Re (τ(v, φ(v))) ∀ v ∈ V . Damit ergibt sich durch Subtrakti-
on und Iteration Re (τ(0, φ(v)− v)) >  und Re (τ(0, φn(v)))−Re (τ(0, v)) >
n ∀n ∈ N. Da M aber kompakt ist, muss Re (τ(0,M)) beschra¨nkt sein.
Widerspruch. ‡
Beweis: [Beweis von Theorem C.2.2] SeiMi die Menge der Fixpunkte von φi
fu¨r i ∈ I. Nach dem vorhergehenden Lemma ist Mi 6= ∅. Mi ist eine konvexe
und kompakte Menge. Fu¨r jedes j ∈ I ist φj(Mi) ⊂ Mi. Durch wiederholtes
Anwenden des vorigen Lemmas erha¨lt man Fixpunkte von φj in Mi. Damit
ist Mi ∩Mj 6= ∅, und induktiv folgt
⋂
i∈F Mi 6= ∅ fu¨r alle endlichen F ⊂ I. ‡
2[Wer]
3[Wer00](Aufgabe III.6.11)
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