Abstract -Parkinson's disease (PD) is characterized by motor symptoms such as rigidity and bradykinesia that prevent normal movement. Beta band oscillations (13-30 Hz) in neural local field potentials (LFPs) have been associated with these motor symptoms. Here, three PD patients implanted with a therapeutic deep brain neural stimulator that can also record and wirelessly stream neural data played a neurofeedback game where they modulated their beta band power from sensorimotor cortical areas. Patients' beta band power was streamed in real-time to update the position of a cursor that they tried to drive into a cued target. After playing the game for 1-2 hours each, all three patients exhibited above chance-level performance regardless of subcortical stimulation levels. This study, for the first time, demonstrates using an invasive neural recording system for at-home neurofeedback training. Future work will investigate chronic neurofeedback training as a potentially therapeutic tool for patients with neurological disorders.
single neurons [1] [2] [3] [4] , on the mesoscale using brain areaspecific local field potentials (LFPs) or electrocorticography (ECoG) signals [5] [6] [7] [8] [9] , and on the macroscale using large cortical network signals measured with electroencephalography (EEG) or functional magnetic resonance imaging (fMRI) [10] [11] [12] [13] [14] [15] . Using neurofeedback at any of these scales can disrupt or enhance behaviors that rely on the conditioned neural activity. Neurofeedback training has been shown to influence visual perception tasks, motor execution, the incidence of chronic pain, and even seizure frequency in epilepsy patients [4] , [7] , [12] [13] [14] [15] . These findings establish neurofeedback as a tool with the potential to first inform how neural signals may be related to a particular behavior, and second be used as a training tool to enable subjects to learn to cognitively control specific, possibly pathological, neural activity.
Neurofeedback studies to date either utilize invasive or noninvasive neural recordings. Studies making use of invasive recording systems often require subjects to be in a hospital setting (e.g., [8] ) and have not been developed for patients to use while going about their normal daily activities. While acquiring non-invasive signals is more convenient, the signal itself suffers from reduced spatial resolution and attenuated high frequency activity, which may be needed for isolating the neural signal of interest. Further, non-invasive systems are sensitive to ambient electronic noise as well as biological artifacts from muscle and eye movements. An ideal neurofeedback system would combine the high signal quality of invasive studies with the convenience of a non-invasive setup. In addition, it would support real-time data streaming and not exert excessive power demands on the device.
The Medtronic Activa PC + S neurostimulator coupled with the Medtronic Nexus-D communication link system enables such capabilities [16] [17] [18] . This device is an investigational pulse generator capable of delivering continuous constant frequency electrical stimulation, similar to commercially available pulse generators used in DBS for movement disorders such as PD, dystonia, and essential tremor. In addition to delivering therapeutic subcortical stimulation, bipolar ECoG neural signals can also be recorded. Recently, recording invasive cortical ECoG signals chronically with the Activa PC + S has been demonstrated in a nonhuman The patient then must make the cursor enter the target and hold (in all sessions reported, hold < 400 ms making the hold time effectively 0 ms) after which the target turns yellow and the score count is incremented. An inter-trial interval of 1.6 s follows before the next trial begins.
primate by implanting a quadripolar lead over sensorimotor cortical regions and routing leads (with lead extensions) into the neurostimulator [19] . Coupled with the Nexus-D communication link, the system allows for real-time, wireless transfer of ECoG signals. Here, we leverage the fully embedded, wireless streaming capabilities of the device to investigate whether PD patients can learn to perform a neurofeedback task driven by invasively recorded cortical signals. We choose to have patients modulate their sensorimotor beta band (13-30 Hz) activity due to its relevance in PD motor symptoms. Many groups hypothesize that a biomarker of worsened motor symptoms may be related to excessive beta band synchrony in the basal ganglia, and note that dopamine therapy and subcortical deep brain stimulation (DBS) therapy reduce beta band power in these regions [20] [21] [22] [23] [24] [25] [26] . There is also evidence for changes in motor cortical activity in PD such as increased motor cortico-cortico coherence at 10-35 Hz [27] , increased cell synchrony [28] , and increased coupling of high frequency (50-200 Hz) amplitude to beta frequency phase [29] . The increased beta synchrony observed throughout the basal ganglia and motor areas may be responsible for impaired computation in primary motor cortex (M1), the final output area in movement generation, potentially resulting in abnormal motor execution in PD.
One strategy for overcoming excessive synchronization of beta frequencies in motor areas may be to reduce M1 beta power. Cortical beta power has been noted to be similar in PD and non-PD patients [29] , [30] and in PD patients on DBS or levodopa therapy compared to PD patients off therapy [31] . Despite these baseline similarities, there is evidence of excessive task-related desynchronization of cortical beta power in PD patients during cued movement tasks, interpreted as a compensatory mechanism for reducing abnormal coupling of spiking activity to beta power [30] . Neurofeedback training may be a tool that helps patients develop enhanced cognitive strategies to modulate pathological neural activity, in the same way that some PD patients may have already developed to modulate beta power in [30] . Here, we aim to show that PD patients can learn to modulate their cortical beta band signals using a chronically implanted device. Future long-term studies will then quantify effects of beta-band neurofeedback training on PD symptoms.
Each of the three study subjects gained control in the cortical beta band-driven neurofeedback task. Though each patient used slightly different combinations of task and device configurations, we show that subjects are able to perform above chance level. One patient exhibited significant learning over the course of a single session of training. To the best of our knowledge, this is the first demonstration of patients performing neurofeedback using a chronically implanted and fully embedded device that can acquire real-time invasive neural signals in a home setting. Efficacy of this system for neurofeedback control could impact not only PD patients, but also patients with other motor and neurological disorders that may benefit from training to modulate pathological neural activity. Furthermore, it paves the way for chronic neurofeedback studies that patients will be able to perform in the comfort of their homes.
II. MATERIALS AND METHODS

A. Consent and Regulatory Approvals
This protocol was approved by the UCSF institutional review board (protocol # 13-10878) under a physician sponsored investigational device exemption (IDE #G120283 to PAS). The study was registered at Clinical Trials.gov (NCT01934296). Informed consent was obtained under the Declaration of the Principles of Helsinki.
B. Patient Characterization and Surgery
Study subjects were evaluated by a movement disorders neurologist and met criteria for a diagnosis of PD (i.e., presence of bradykinesia and at least one other parkinsonian cardinal symptom and responsiveness to levodopa). Baseline motor function in the on medication and off medication states were characterized using the Unified Parkinsons Disease Rating Scale, motor subscale (UPDRS III). Patients were evaluated by a neuropsychologist to exclude significant cognitive impairment or untreated mood disorder. In all three patients, the 4-contact cortical ECoG lead (Medtronic model 3587a) was placed in the subdural space through the same burr hole used for the therapeutic subthalamic nucleus (STN) lead. The STN lead was placed with standard methods [32] . At least one contact covered the posterior precentral gyrus (presumed primary motor cortex). Localization of the ECoG strip was confirmed using intraoperative CT merged to the patients preoperative MRI, as previously described [33] . Then, the free ends of the cortical and subthalamic leads were each connected to 40 cm lead extender (Medtronic model 37087) and tunneled down the neck to a Medtronic Activa PC+S bidirectional neural interface placed in a pocket over the pectoralis muscle. Sessions occurred at 13.5, 11, and 18 months post-surgery for patients 1-3, respectively (see Table I ).
C. Contact Selection and Fitting Beta Band Limits
All neural recordings were bipolar. Contact selection occurred prior to the training session using both recorded neural data from previous neural recordings sessions and anatomical location. Contacts that were over sensorimotor areas and exhibited a strong beta desynchronization during overt movement tasks were selected.
For Patients 1 and 3, to estimate the beta band limits to be used for online control, patients performed a 1-2 minute elbow flexion and extension movement in response to quasi-random auditory cues. These tasks elicit strong beta synchronizations and desynchronizations [34] . Using the neural recording during this baseline task, the power spectral density was estimate in windows of 400 ms at steps of 400 ms (no overlap, see section II.D Estimating Beta Power Online). The variance of the spectrum at each frequency was plotted. The frequency band in the beta region (10-40 Hz) that yielded the local maxima on the frequency versus variance plot was selected (see Fig. 2 
for beta band limits used). For Patient 2 a different procedure was used (see Streaming Power Estimates Versus Time Domain Signals below). D. Estimating Beta Power Online
For patient 1, the multi-taper method (using 5 tapers) was used to estimate the baseline spectrum as well as beta power online [6] , [7] . In patient 2, however, STN stimulation resulted in a noisier signal. Due to artifacts from stimulation and the processor clock (at multiple frequencies, see [35] ), the smoothing from the multi-taper method spread artifacts to other frequency band estimates, yielding a noisy estimate of the spectrum. To mitigate this issue in future patients, estimates of beta power using the time domain signal used a method without smoothing (Welch's method with a Hamming window, pwelch in Matlab).
E. Streaming Power Estimates Versus Time Domain Signals
The Activa PC + S accommodates different sampling rates, channel streaming configurations, and filtering options. The sampling rate utilized in this study was 422 Hz (maximum sampling rate supported when devices is streaming data). At this sampling rate, the device can stream one channel of time-domain data per lead (packets of 169 points sent every 400 ms). It can also stream pre-calculated on-chip power estimates of a frequency band (two points sent every 400 ms for an effective sampling rate of 5 Hz). The benefit of the on-chip power calculation option is that it substantially reduces the battery consumption of the neurostimulator device. In contrast to streaming time-domain data which consumes 2.5 mA, streaming power channels consumes only 90 μA (both estimates do not include additional drain of 220 μA due to stimulation) [35] . In order to validate that our experimental paradigm would function in a setting where the lower-power on-chip spectral power estimate is used we chose to use the on-chip power estimate of beta power for Patient 2's online control instead of using beta power calculated from the timedomain channel. Prior work has shown that with stimulation on in the Activa PC+S device, artifacts can be introduced into time domain data and power estimate data at multiple frequencies, corrupting the underlying neural signal [35] . In order to avoid the stimulation artifact from compromising beta band recordings, we selected a bandwidth of 15+/−2.5 Hz (recommended for a stimulation frequency of 130 Hz) instead of optimizing the beta band frequency limits with the baseline calibration task (as was done for Patients 1, 3).
The Activa PC + S is also outfitted with a number of filter and gain options. Our real-time streamed data was filtered through a low-pass anti-aliasing filter at 260 Hz and a 0.5 Hz high pass filter. We used the maximum gain (2000) that the device allowed. The Activa PC+S also has a data compression features that must be used when streaming data in real-time with Nexus-D.
F. Fitting Beta Power to Cursor Mappings
To fit the mapping between beta power estimates and cursor position, either a simple linear regression (Patients 1, 2) or a Kalman filter (Patient 3) was used. To fit the simple linear regression model, a distribution of baseline beta Power estimates from a 1-2 minute baseline movement task was first acquired (see Contact Selection and Fitting Beta Band Limits). The slope and offset of the linear regression was fit using two points ((x 1 , y 1 ) and (x 2 , y 2 )) where the 25th and 50th percentiles of the beta power distribution from the movement task were x 1 and x 2 and the cursor positions at the bottom of the screen and middle of the screen were y 1 and y 2 . This mapping makes the median beta power estimate result in a cursor position in between the mid-low and mid-high target.
For patient 3, the Kalman filter utilized had constant A, W, C, and Q matrices which were related with the following expressions:
where y t represents cursor position, and β t represents beta power estimate. C was fit by estimating the target position from the baseline movement task where it was assumed that at all times when beta was in the 0-25th percentile of the overall baseline beta power distribution, its 'intended' cursor position was the location of the low beta target. Similarly, beta power in the 25th-50th percentile, 50th-75th percentile, and 75th-100th percentile were assumed to be aiming at the midlow, mid-high, and high target, respectively. Then, beta power (β t ) was regressed against these inferred target positions (y t ). Q was calculated as the covariance of (β t − Cy t ) where y t is the inferred target position. A was calculated by adding minimal Gaussian noise to the inferred target position and calculating the correlation between time t and t − 1. W was calculated as the covariance of (y t +1 − Ay t ). Matrices remained constant throughout the task, and the standard time-update and measurement-update steps were utilized to estimate cursor position from neural input and previous cursor state [36] .
G. Online Cursor Control
Once a mapping was set, patients began to play the neurofeedback game (see Video 1, Fig. 1b) . The task includes four targets each centered at −6, −2, 2, and 6 on a y axis that extends from −10 to 10 (arbitrary units). Targets had a radius of 2 (1.75 in early training for Patient 1 only) and the cursor was a point that was represented by Mario, a popular video game character. The cued target for that particular trial was indicated by one of the four targets turning green. Once subjects got their cursor (Mario) in the target, an auditory cue was sounded, and the target turned yellow to indicate success. The score counter on the task interface incremented. Finally, an inter-trial interval time of 1.6 s elapsed before the next target was cued (turned green). The GUI and custom code for interfacing with the Activa PC + S using Nexus D and the Medtronic-provided Matlab API functions are available on http://github.com/pkhanna104/nexusbmi
H. Assistive Feature
In order to help patients reach targets in early training an assistive feature was used to bring the cursor closer to the final where α is a value between 0 (no assist) and 1 (full assist) that corresponds to how much the assistive feature determines the position of cursor (Fig. 3 for parameters used) . Patients provided verbal input during breaks in between blocks indicating what value of α they wanted for the next block.
I. Chance Level Calculation
In order to assess performance above chance level of the task, we re-simulated the patient cursor trajectory from late sessions through many task simulations with shuffled target orders. Included in the task simulation are the target and cursor size, hold time, timeout times, and inter-trial intervals.
In Fig. 4 , we only report counts for those of the four targets that took longer than an average of 2 seconds for patients to acquire. Due to the natural variance in the cursor position, patients reported that sometimes the middle two targets were acquired before they could pay attention or even recognize that a new target had appeared. In addition, the targets that patients reported as being acquired spuriously had notably faster reaction times (<2 s) than other targets (see Table II for time-to-target means for each patient). To see if these quickly acquired targets were too fast to be considered 'volitionally acquired', we tested if the distribution of time-to-target was better modeled as a single Gaussian, or as a mixture of two Gaussians (one for the quickly acquired targets, one for the more slowly acquired targets). First, all time to target data across three subjects from their late learning sessions [data used in Fig. 4(a)-(c) ] was pooled. The mean and standard deviation was estimated for the pooled data, and the resultant probability distribution function was used to calculate the loglikelihood of the data. Then, a second model was fit that used one Gaussian for the quickly acquired targets, and a second Gaussian for the volitionally acquired targets (see Table II for TABLE II  MEAN TIME TO TARGET ( . The x-axis is total rewards from simulated performance and the y-axis is a cumulative normalized count of how many simulation runs yielded that number of rewards. Actual patient performance (total rewards) is shown with the vertical orange line. P-values are printed and are the percent of chance level simulations greater than actual performance (one-tailed test). Only data from late learning (constant assist) and from targets with mean time to target greater than four seconds are included in the chance level performance calculation (targets included are denoted in title). (D-F) For each patient, the time to target is plotted versus session time for the target with most improvement (restricted to late session data). Note that for patient 3, the negative slope indicative of reduced time to reach target is significantly different than zero (two-tailed Student's t-test, p <0.05).
target designation for each patient) and log-likelihood of the data was estimated for the second model. Finally, Akaike information criterion (AIC) and Bayesian information criterion (BIC) were estimated to account for the greater number of parameters in the second model.
The finding that indeed a two-Gaussian distribution better accounted for the time to target data than a single distribution, as well as patient reports, caused us to remove the quickly acquired targets in our calculation of patient performance. For example, if the middle two targets were deemed to be spuriously acquired by the mixture of Gaussians analysis and a patient has a final target count of 30 in a particular block, but 15/30 of the acquired targets were trials to the spuriously acquired targets, we would only count the other 15 targets in their final count. Then, if a simulation of the block was performed and the simulation scored 40 targets but 30/40 of the simulated targets were trials to the spuriously acquired targets, we would only count the 10 simulated trials to volitionally acquired targets. Thus, the final count for the actual performance would be 15 and the simulated performance would be 10, in contrast to the original comparison of 30 targets acquired versus 40 simulated targets. Thus, Fig. 4(a) -(c) represents performance above chance level for targets that patients had to exert volitional effort to get to.
Note that Patient 1's chance level calculation [ Fig. 4(a) ] included blocks where assist was off, whereas Patient 2 and 3's chance level included blocks with assist on at a constant level [ Fig. 4(b), (c) ]. When the additive assist component was removed from the cursor position trajectory, and the rectified cursor positions were used to calculate chance (as though assist had been off), Patient 2 and 3 still exhibit significantly above chance performance.
J. Statistics
In Fig. 4(a) -(c) we report p-values for bootstrapped distributions. Here, p-values represent the percent of simulated task performance runs that are greater than actual task performance (one-tailed test). In Fig. 4(d)-(f) , the slopes of the linear regression are tested with a two-tailed Student's t-test. In Fig. 5(a)-(f) , all beta power data is aggregated and separated by location of cued beta target for a total of four groups. Each group is z-scored and tested for normality against a standard normal distribution using the Kolmogorov-Smirnov (KS) test. Since at least one group of the four failed the KS test at a significance level of 0.05, nonparametric statistics are used for comparisons in Fig 5. The two-tailed Kruskal Wallis test at a significance level of 0.05 was used for tests in Fig. 5(a)-(f) , and Fig. 5(g)-(i) .
III. RESULTS
Three patients completed the cortical beta power driven neurofeedback task (Fig. 1) . Two patients visited the UCSF Movement Disorders and Neuromodulation Center, and one patient completed the task at home. All patients had one Activa PC + S device that supports two quadripolar leads. The lead for DBS therapy was placed in the subthalamic nucleus, while the lead for recording covered sensorimotor cortex. Patients with bilateral therapy also had a separate Activa SC unit (for clinical therapy only). Depending on severity of patient condition, patients were tested either on or off stimulation for the entirety of the neurofeedback training session (Table I) . Because ECoG contact locations and the limits of the beta frequency band vary slightly by subject, contact selection and band limits were defined through an initial calibration Fig. 3.) . Asterisks indicate significant group differences (Kruskal Wallis test, * p <0.05, ** p <0.01, *** p <0.001). (g-i) Modulation of full spectrum during neurofeedback task. Traces show trial-averaged z-scored power spectral densities (z-scored by subtracting mean and dividing by standard deviation of spectral estimates for all trials from late training session) calculated in the 800 ms before target acquisition. Red traces are for the high beta target, teal traces are for the lowest beta target (g, h), and blue trace is for the mid-low beta target (i). Shaded gray indicates significant differences between the top and bottom target plotted for each subject (Kruskal-Wallis test, p <0.05).
procedure at the beginning of each patients' training session (see section II.C Contact Selection and Fitting Beta Band Limits).
After contact selection and beta band frequency limits were selected, a linear mapping between beta band power and the one-dimensional height of a cursor was fit (see section II.F Fitting Beta Power to Cursor Mappings). The mapping was fit such that median beta power during the baseline calibration procedure positioned the cursor in the middle of the 1D workspace, and beta power above and below that baseline level moved the cursor higher and lower respectively. This position-based mapping is in contrast to many velocity-driven neurofeedback systems.
Patients then proceeded to play a neurofeedback game where they controlled a cursor shaped like Mario, a videogame character from the Nintendo Mario franchise. The Mario cursor could move in one dimension and was controlled by patients changing their endogenous sensorimotor beta power. On each trial one of the four targets that were uniformly spaced along the 1D workspace was illuminated. The patient's goal was to move the cursor to a position within the illuminated target before the trial timed out (Fig. 1 B and Video 1 and 2) . Patients completed 5-10 blocks of 5-15 min each where they practiced moving the cursor into targets. In early blocks, an assistive feature that moved their cursor closer to the desired target was utilized to make the task easier for patients.
As training progressed, the assist was either maintained or reduced (Fig. 3) . Patients completed 1-2 hours of training each.
During online control Patients 1 and 3 exhibited beta power peaks that were similar to their baseline recording peak illustrated by the match between the beta peak in the power spectral density plot calculated from online control sessions and the horizontal line representing the beta band used for online control that was calculated from baseline recordings (Fig. 2) . Patient 2's baseline beta peak was not used to fit the beta band limits used for online control, which is why the peak in the PSD from online control appears mismatched to the horizontal line illustrating the beta band used for neurofeedback (see section II.E Streaming Power Estimates Versus Time Domain Signals for details on Patient 2's beta band fitting procedure).
A. Chance Performance
When examining the average time to target, there was a natural division where trials to one or two of the four targets were acquired on average in <2 s and trials to the other of the four targets were acquired on average in >4 s (see Table II ). It is possible that the trials to the quickly acquired targets were just due to the natural variation of the cursor, in contrast to the patient trying to get the cursor in the target. To determine whether these two groups of times-to-target were better described by a single Gaussian or a mixture of two Gaussians we fit a Gaussian mixture model to the time-totarget data, and compared the one-Gaussian model to the twoGaussian model. Using Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC), we found that times to target were better explained by two Gaussians (AIC, BIC of one Gaussian: 947.13 and 948.01, and of two Gaussians: 547.06, 548.82). In addition, patients reported that they did not need to exert effort in order to acquire these easier targets. Because of our analysis showing that these times to target are better described by a mixture of two Gaussians and because patients reported a lack of voluntary control to certain targets, we proceeded to only include the targets with mean acquisition times of >4 s in the subsequent chance analyses.
In order to assess whether task performance was above chance level, the cursor trajectory from late training blocks with constant assist level was replayed through a targetshuffled version of the task 1000 times (see section II.I Chance Level Calculation). The actual number of successes by each patient was compared to the distribution of successes in simulated performance for targets deemed to be acquired by voluntary control [ Fig. 4(a)-(c) ]. Subject performance significantly exceeded the distribution of chance performance (Fig. 4(a)-(c 
B. Task Improvement
Through the course of training, subjects had access to an assistive feature (see section II.H Assistive Feature for details) that they could use at a level varying between 0 (no assist) to 1 (full assist). Subjects' beta cursor was determined by a linear summation of the cursor position estimated by their neural activity weighted by 1-α, and the desired target position weighted by α. The assist feature thus served to nudge the cursor closer to the cued target. Patients provided verbal input in between blocks indicating what value of α they wanted for the next block. All patients exhibited a trend of reducing or maintaining a constant assist level over blocks indicating that patients felt they were either improving or doing the task proficiently over the course of the session (Fig. 3) .
In addition to the reduced reliance on the assist feature, we also analyzed improvement in time to target for late training blocks where patients had a constant assist level. Patient 3 improved significantly in time to target for the mid-low target which was the lowest target achieved by this patient [Fig. 4(f) ]. Other patients exhibited non-significant reduction in time to target over the course of late training evidenced by linear regression slopes less than zero [ Fig. 4(d)-(e) ]. These improvements are promising but not significant, likely because subjects did too few trials with assist at a constant level.
Interestingly, Patient 1 and 3 exhibited few overt movements during their training sessions, but Patient 2 explored the movement space and converged on a movement strategy (raising his right hand and holding it up) to make their beta power increase. It is possible that he was activating the beta rebound generated post-movement, or persistent beta activity produced during posture maintenance [37] . Discovery of this strategy may have contributed to Patient 2's reduction in time to the highest target whereas Patient 1 and 3 exhibited improvements with mental strategies.
C. Neural Modulation Becomes More Distinct with Training
As subjects relied less on the assist, they learned to generate distinct target-specific neural patterns. We analyzed the beta band input signal preceding successful target acquisition for each patient from early in the session and late in the session [early: Fig. 5(a) -(c), late: Fig. 5(d)-(f) ]. Early in the session patients relied more heavily on the assist feature to move the cursor close to the target, and thus only needed to change their endogenous beta power by a small amount to acquire the target. Thus, the distribution of the beta power produced for each target was not very different. By late in the session though [ Fig. 5(d)-(f) ] subjects learned to generate beta band power at distinct levels: they produced their highest beta power for the highest target, and lowest beta power for the lowest target. Further, late in the session, this target-based separation of beta band power occurred for longer periods of time prior to patients entering the target. Patients 2 and 3 exhibited a significant difference in beta band power at 0.4 s (and 0.8 s for Patient 2) before their cursor enters the target, compared to early learning where there was no difference (Patient 2: p < 0.05 at 0.8 s before target acquisition, p <0.01 at 0.4 s before target acquisition, Patient 3: p <0.01 at 0.4 s before target acquisition, in contrast to no significant differences at these time points in early session data). Overall, patients learned to generate sensorimotor cortical signals containing different amounts of beta power to move the cursor to each of the four targets.
D. Subjects Begin to Converge Broadly on Beta Band Modulation
We investigated how other frequencies co-modulate during the beta power task for the top most and bottom most targets [ Fig. 5(g)-(i) ]. We calculated the full power spectrum for successful trials to the highest target (in red) and successful trials to the lowest target achieved (lowest beta target in teal for Patients 1, 2 and mid-low target in blue for Patient 3) for late session performance. The spectrum was calculated from the 800 ms prior to the time of target acquisition. Grey rectangles represent significant differences between spectral estimates at each frequency for the highest target achieved and lowest target achieved (Kruskal-Wallis test, two-tailed, p <0.05 Here we show for the first time to our knowledge use of a chronic, fully embedded implantable device for neurofeedback training in human patients. While neurofeedback paradigms using mesoscale and macroscale neural activity have been demonstrated in humans before, these studies were limited to either one-time invasive recordings with epilepsy patients who were undergoing monitoring for seizures [8] , were done with paralyzed patients [38] , or were done chronically but in non-human primates [5] [6] [7] . This paradigm demonstrates the feasibility of chronic neurofeedback training in patients at their homes with an invasive, fully embedded neural recording system accessible without the need to visit a hospital or clinic (Video 2). This study is a proof of principle for future work on the effects of chronic neurofeedback training utilizing similar implanted devices for access to invasive cortical signals.
Implantable neural devices with better power consumption, artifact rejection, streaming latency, and signal-to-noise ratio (SNR) are in development [39] . All these improvements will further enhance neurofeedback learning by reducing concerns about battery consumption, increasing feedback rate and responsiveness of the system to the patient, and improving the SNR of the desired neural features.
B. Robust Neural Signals in Many Device Configurations
Despite the different device configurations and task parameters used in the three patients (Table I: beta power extraction method, beta frequency limits, cursor estimation method, stimulation settings, and training session environment), all subjects still performed above chance level. This suggests the cortical beta band signal quality was sufficiently robust to be estimated either by calculating the spectrum from a streamed time-domain signal or a streaming on-chip power estimate. Remarkably, in both cases (streamed time domain or power estimate) the signal was not corrupted by the stimulation signal on the STN lead despite the same device being responsible for generating stimulation and sensing neural data. Further, despite the slow feedback rate (400 ms) in comparison to typical brainmachine interface cursor control studies (≤ 100 ms), subjects were still able to process the feedback and use it to update their endogenous beta power.
C. Patients Improve Their Beta-Specific Modulation
We had subjects modulate cortical sensorimotor beta band power due to its relevance in PD motor symptoms. Patients exhibited modulation to distinct target-specific beta band power levels [ suggesting that target difficulty must vary from patient to patient. This was likely due to variance in baseline beta power calculations which then translated to an offset bias in the betato-cursor map fitting. It is of interest that Patient 3 exhibited significant improvement in performance to the lowest beta target [ Fig. 4(f) ]. Given that literature suggests PD patients may need to compensate for their excessive beta synchrony throughout the basal ganglia and motor areas through earlier and more drastic desynchronizations prior to movement [30] , it is perhaps not surprising that one of the patients (Patient 3) learned desynchronization faster. Potentially, this patient had practice at desynchronizing aberrant beta activity from using it as a compensation during normal motor control, which allowed the patient to exhibit faster improvement to the lower target. Patients 1 and 2 exhibit most improvement in the high beta target [ Fig. 4(d) -(e)]. Patient 2 did find an overt movement strategy that worked for the high target, potentially explaining why improvement was quicker for that target compared to others. Further investigation of synchronization versus desynchronization difficulty can be addressed in longer-term neurofeedback training studies.
D. Limitations
While subjects demonstrate they can learn to increase and decrease cortical beta power, modulating it may not alleviate symptoms. It is possible that changing cortical beta power will not affect beta synchrony and thus will not affect PD symptoms. It is also possible that the cognitive strategy used to generate or inhibit beta activity is a distinct circuit from the one creating pathological activity.
With respect to the neurostimulator device, streaming time domain neural data for many hours requires substantial battery power. Streaming from the power channel requires less power but still drains the battery [35] . Future systems will use rechargeable batteries eliminating this challenge [39] , but current patients implanted without rechargeable batteries may limit their engagement in neurofeedback training to avoid invasive battery replacement surgeries.
E. The Future of Neurofeedback as a Therapeutic
While DBS is currently an FDA-approved therapy only for PD, essential tremor, and dystonia, it is being piloted as a therapy for numerous other neurological disorders such as medication-resistant depression, Tourette syndrome, epilepsy, and neuropsychiatric disorders [40] [41] [42] [43] . For many of these disorders, symptom characterization is more challenging than it is in PD. Exploring neural activity in relevant circuits may shed light on signals that can be used as biomarkers for symptom onset, as well as potential targets for neurofeedback therapy. Since neurofeedback has been shown to be effective at influencing neural signals relevant to specific behaviors [4] , [7] , [12] , [14] , it is a promising tool to work in tandem with DBS, with both therapies striving to relieve the patient of pathological neural activity.
