This paper proposes a new variational pansharpening model with joint spectral and spatial consistency priors, which aims to fuse a low resolution (LR) multispectral (MS) image and a high resolution (HR) panchromatic (Pan) image to produce a pan-sharpened HR MS image. Specifically, the proposed model combines three consistency terms into a unified variational framework, which are (1) Local spectral consistency fidelity term, which enforces the degradation relation-based local spectral consistency constraint between the HR MS and LR MS images; (2) Hessian feature-enforced spatial consistency prior term, which particularly models the Hessian feature consistency constraint between the HR MS and Pan images to enforce spatial consistency; and (3) Wavelet-based spectral-spatial consistency prior term, which models the consistency between the HR MS image and the constructed Wavelet-based matching image to enforce spectral-spatial consistency. Moreover, the proposed model is efficiently solved by designing an optimization algorithm under the forward-backward splitting framework. Finally, experiments on the QuickBird, Pleiades and GeoEye-1 satellite datasets systematically illustrate that the proposed method performs better spectral and spatial qualities than various compared methods.
I. INTRODUCTION
As a challenging research task in remote sensing, pansharpening is to fuse a low resolution (LR) multispectral (MS) image together with a high resolution (HR) panchromatic (Pan) image of the same earth scene to produce a pan-sharpened HR MS image, which has both high spatial and spectral resolutions. Consequently, the pan-sharpened HR MS images are widely used for such important applications as change detection, object recognition, classification and vegetation mapping.
More specifically, the major points of pansharpening are spatial information transferring (i.e., transferring the spatial geometric information of the Pan image to the HR MS image) and spectral information preserving (i.e., preserving the spectral information of LR MS image).
Until now, various approaches had been successfully proposed for pansharpening [1] - [4] . As two most common and popular kinds of pansharpening methods, the component sub-The associate editor coordinating the review of this manuscript and approving it for publication was Shiqi Wang. stitution (CS) and multi-resolution analysis (MRA) methods are popular for their easy implementation with high efficiency. Specifically, the CS methods, including principalcomponent-analysis (PCA) [5] , Gram-Schmidt (GS) [6] , intensity-hue-saturation (IHS) [7] - [10] , band-dependent spatial detail (BDSD) [11] , can better preserve the spatial geometric information while causing some spectral distortion at different degrees. The MRA methods, including Wavelet [12] , generalized Laplacian pyramid (GLP) with context-based decision (GLP-CBD) [13] , [14] ,à trous wavelet transform (ATWT) [15] , additive wavelet luminance proportional (AWLP) [16] , can better preserve spectral information while causing some blocky and aliasing artifacts. Generally, the MRA methods and the CS methods can not reach balanced results between spectral information preserving and spatial information transferring.
To reach more balanced results between spatial information transferring and spectral information preserving for pansharpening, the promising variational methods recently have attracted great attention, which provide an innovative idea for modeling the pansharpening problem. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ As well known, the first variational pansharpening method was proposed by Ballester et al. [17] , which was called P+XS. Specifically, the P+XS method particularly enforced the linear combination constraint between the Pan image and the pan-sharpened MS bands, as well as the alignment constraint between the edges of the Pan image and the pan-sharpened MS bands. After that, various other variational pansharpening methods were successfully proposed, e.g., variational wavelet pansharpening (VWP) [18] , alternate VWP (AVWP) [18] , nonlocal variational pansharpening (NVP) [2] , [19] , total variation (TV) prior based methods [20] - [22] , sparse representation based methods [23] - [25] , total generalized variation (TGV) prior based method [26] , low-rank prior based method [27] , and so on. Specifically, comparing with the MRA and CS methods, the variational methods can reach a relatively more balanced result in the aspect of spatial information transferring and spectral information preserving with suitable spatial and spectral priors. However, the variational methods particularly show much higher computational complexity than the the MRA and CS methods. Nevertheless, the variational methods still have much space to be improved with more effective spectral and spatial priors. Thus, this paper also focuses on investigating more effective spatial and spectral priors for variational pansharpening modeling.
In fact, P+XS, VWP, AVWP and the TV prior based methods modeled the spatial geometric information of the Pan and MS images with the gradient features and proposed the gradient feature-based spatial consistency constraints for spatial information transferring. Specifically, the normal directions of level lines of Pan and pan-sharpened MS images should be aligned in P+XS and AVWP [17] , [18] , i.e., ∇u i
, where ∇ denotes the gradient operator.
Fang et al. [20] enforced a linear combination constraint between the gradient of the Pan image and those of the pan-sharpened MS bands, i.e., N j=1 α i ∇u i = ∇p, where α i denotes the weighted coefficient. Moreover, Chen et al. [22] proposed the dynamic gradient sparsity (DGS) method, which enforced a consistency constraint between the gradient of the Pan image and those of the pan-sharpened MS bands, i.e., ∇u i = ∇p. As a result, some TV-based spatial consistency prior terms were proposed to enforce these gradient-based spatial consistency constraints, which well preserved image edges sharp but caused the staircase effects in the pan-sharpened MS images. Unfortunately, some other important spatial geometric information, such as image corners and texture, can not be characterized by the gradient feature. Fortunately, the Hessian feature (i.e., a higher-order image feature) can well characterize image corners as well as strong texture regions. Moreover, the Hessian feature norm-regularized prior models were successfully proposed and adopted in image processing [28] - [31] . Inspired by them, more effective Hessian feature-based spatial consistency prior models as well as spectral-spatial prior models will be investigated for spatial information transferring and spectral information preserving together in this paper.
To this end, this paper proposes a novel variational method with joint spectral and spatial consistency priors for pansharpening, which is very different with my previous work [26] , [27] , which particularly exploited the TGV-induced spatial difference prior [26] and the spectralspatial low-rank prior [27] for pansharpening. Specifically, the modeling idea of the proposed model is shown in Fig. 1 . Moreover, the modeling idea of the proposed model can be summarized as:
(1) First, the local spectral consistency fidelity term is presented for imposing the degradation relation constraint between the HR and LR MS images. Second, the Hessian feature is used to model the spatial geometric information of MS and Pan images, and a new Hessian feature-enforced spatial consistency prior term modeling the Hessian featureenforced spatial consistency constraint between the HR MS and Pan images, is proposed for spatial information transferring. Third, the traditional Wavelet method is applied to construct a matching image which combines the homogeneous parts of upsampled LR MS image and the texture and edges of Wavelet-based pan-sharpened MS image. Furthermore, the Wavelet-based spectral-spatial consistency prior term enforcing the consistency prior between HR MS image and matching image is presented for spectral and spatial information preserving. Therefore, a novel variational pansharpening model with joint spectral and spatial consistency priors is proposed by combining abovementioned three consistency terms together.
(2) Under the forward-backward splitting framework, an optimization algorithm which efficiently solves the proposed model is designed.
II. PROPOSED VARIATIONAL MODEL WITH JOINT SPECTRAL AND SPATIAL CONSISTENCY PRIORS
In this section, some notations are first given to simplify the analysis. Then, the variational pansharpening model with joint spectral and spatial consistency priors is proposed.
Specifically, p ∈ n×n denotes the Pan image.
where N stands for the number of bands of m and ρ stands for the ratio between the spatial resolution of LR MS and Pan images. u = (u 1 , · · · , u N ) ∈ n×n×N denotes the pan-sharpened HR MS image with each band u i ∈ n×n . m = (m 1 , · · · ,m N ) ∈ n×n×N denotes the upsampled LR MS image with each bandm i ∈ n×n produced by applying bicubic interpolation to m. · F is the Frobenius norm, · * is the nuclear norm, · 2 is the Euclidean norm and ( · ) T is the transpose operator.
A. LOCAL SPECTRAL CONSISTENCY FIDELITY TERM
First, the relation between the HR MS and LR MS images will be modeled for preserving spectral information. To this end, the LR MS image m i is assumed as the blurred, downsampled P. Liu: Joint Spectral and Spatial Consistency Priors for Variational Pansharpening 
where S : n×n −→ n ρ × n ρ is the degradation operator with simultaneous blurring and downsampling via a sampling factor ρ, n i denotes additive Gaussian noise.
To enforce the degradation relation-based consistency constraint between the HR MS and LR MS images for preserving spectral information, the local spectral consistency fidelity term is then formulated as
B. HESSIAN FEATURE-ENFORCED SPATIAL CONSISTENCY PRIOR TERM
To effectively model the spatial consistency constraint between the Pan and HR MS images for spatial information transferring, a novel image Hessian feature-enforced spatial consistency prior model will be proposed in this section. On the one hand, for the Pan image p ∈ n×n being a three dimensional surface, the Hessian matrix ∇ 2 p(r, c) at pixel (r, c) is defined as
where ∇ 2 denotes the Hessian operator, p xx , p xy , p yy are the second order derivatives of p. Furthermore, two eigenvalues of ∇ 2 p(r, c) are denoted as λ 1 (r, c) and λ 2 (r, c), respectively. More specifically, the authors [29] claimed that λ 1 (r, c) and λ 2 (r, c) corresponded to the principal curvatures of this three dimensional surface at that pixel. Consequently, the Hessian feature-based image prior terms, which fully exploit the curvature as well as higher order image information, were successfully proposed to eliminate the staircase effect.
On the other hand, some Hessian detectors [30] , [31] were also successfully applied for image interest point detection, which can effectively detect the corners, blobs and strongly textured regions. Please see [30] , [31] for more details. Thus, the Hessian feature has effective yet strong capacity to characterize image spatial geometric information in the field of image processing.
Inspired from above, this paper particulary proposes to apply the Hessian feature to model the spatially geometry information of MS and Pan images. Consequently, a Hessian feature-enforced spatial consistency constraint between the Pan and HR MS images is enforced as
Based on the above Hessian feature-enforced spatial consistency constraint (4), a new Hessian feature-enforced spatial consistency prior term is proposed as
where ||∇ 2 p|| * ,1 is the Hessian nuclear norm defined as ||∇ 2 p|| * ,1 = n r=1 n c=1 || ∇ 2 p(r, c)|| * [29] , which particularly provides better results than the Hessian spectral norm VOLUME 7, 2019 and Hessian Frobenius norm [29] for image linear inverse problems, that is why this paper chooses the Hessian nuclear norm to model the Hessian feature-enforced spatial consistency constraint.
C. WAVELET-BASED SPECTRAL-SPATIAL CONSISTENCY PRIOR TERM
In this subsection, a wavelet-based spectral-spatial consistency prior term is further applied to preserve the jointly spectral and spatial information of the LR MS and Pan images, which aims to keep the homogeneous parts of upsampled LR MS imagem (with more spectral information but less edges and texture) for spectral information preserving, and at the same time improve the contrast on the edges and texture parts for spatial information preserving.
Inspired by the idea of AVWP model [18] , the Wavelet fusion method [12] is first applied to produce the Wavelet fused image w = (w 1 , · · · , w N ). Then, the exponential edge detector exp −σ/|∇p| 2 acted on Pan image (with more spatial geometric information) is used to detect the edges and texture parts of w, and 1 − exp −σ/|∇p| 2 is used to detect the homogeneous parts of upsampled LR MS imagẽ m, where σ is a constant. Consequently, a matching image z = (z 1 , · · · , z N ) combining the edges and texture parts of w as well as the homogeneous parts ofm is computed as
Therefore, the Wavelet-based spectral-spatial consistency prior term, which imposes the spectral-spatial consistency constraint (6) between pan-sharpened MS image u and matching image z, is presented as
D. THE PROPOSED MODEL By the union of local spectral consistency fidelity term E d (u), Hessian feature-enforced spatial consistency prior term E h (u) and Wavelet-based spectral-spatial consistency prior term E w (u) together, thus a novel variational model with joint spectral and spatial consistency priors for pansharpening is proposed aŝ
where λ and µ denote two positive parameters.
III. THE OPTIMIZATION ALGORITHM
In this section, an optimization algorithm will be described for solving the proposed pansharpening model (8) .
As clearly described in model (8), E d (u) has the Lipschitz continuous gradient whose upper bound is a constant |||S||| 2 , where |||·||| is spectral norm operator. Consequently, the popular forward-backward splitting scheme [32] is applied to iteratively solve the proposed model (8) as follows:
where β ∈ 0, 2 |||S||| 2 and the superscript (k) is k th iteration. For the u (k) i subproblem (9), its top two Frobenius norm terms can be combined into one term. Consequently, the u (k) i subproblem (9) can be equivalently formulated as
By using the linearity of the Hessian operator ∇ 2 , and denoting v i = u i − p and γ = 1 1+λβ , then the u (k) i subproblem (10) can be further equivalently formulated as
which thus becomes the well-known Hessian nuclear norm model. Furthermore, the classic primal-dual method [29] is applied to solve the Hessian nuclear norm model (10) in this paper.
Thus, the pan-sharpened MS image u (k) i is obtained by
Specifically, Algorithm 1 gives the detailed algorithm of proposed model. Hereafter, the proposed method is denoted as the Wavelet and Hessian Nuclear Norm based Pansharpening (WHNNP) for simplicity. for i = 1 to N do 5: Compute the Wavelet fused image w i 6:
Compute the matching image z i via (6) 7: end for 8: Iteration: 9: for k = 1 to Maxiter do 10: for i = 1 to N do 11: Compute q end for 15: end for 16 : Output: pan-sharpened MSû.
IV. EXPERIMENTAL RESULTS

A. EXPERIMENTAL SETTING
In this section, lots of pansharpening experiments on the QuickBird, Pleiades and GeoEye-1 satellite datasets are shown to validate the performance of proposed WHNNP method. Specifically, the real Pan and MS images of Quick-Bird, Pleiades and GeoEye-1 satellites have spatial resolutions of 0.7m and 2.8m, 0.5m and 2m, and 0.5m and 2m, respectively. In this case, ρ = 4 is set in this paper. Moreover, both the simulated data experiments following the Wald's protocol [33] and the real data experiments are conducted to systematically illustrate the pansharpening performance.
Specifically, the WHNNP method is compared with various representative methods, such as adaptive IHS (AIHS) [10] , GLP-CBD [13] , [14] , AWLP [16] , P+XS [17] , AVWP [18] and DGS [22] .
To evaluate the pansharpening performance quantitatively, this paper uses the spectral angle mapper (SAM), root mean squared error (RMSE), relative dimensionless global error in synthesis (ERGAS), Q4 [34] and correlation coefficient (CC) for assessing the simulated data experiments, and the spatial distortion index D s [35] , spectral distortion index D λ [35] as well as quality with no reference (QNR) index [35] for assessing the real data experiments. Specifically, the reference values of SAM, RMSE, ERGAS, D λ and D s are 0, while the reference values of QNR, Q4 and CC are 1.
B. PARAMETER ANALYSIS
For the proposed WHNNP method described in Algorithm 1, few main parameters need to be set, such as, λ, µ, β, γ and Maxiter. As we already know that β ∈ 0, 2 |||S||| 2 and γ = 1 1+λβ , thus β = 1 is first set empirically in the experiments and Maxiter = 200 is then set according to many experiments. Without loss of generality, Fig. 2 shows the relative error evolution results of proposed WHNNP method versus iterations on the simulated QuickBird and Pleiades satellite datasets which will be displayed in Figs. 6 and 8 , where the relative error is
with u ref denoted the reference HR MS image. As plotted in Fig. 2 , the WHNNP method is actually convergent at about 200 th iteration. Moreover, the maximal number of iterations set to be 200 (i.e., Maxiter = 200) is enough to ensure the convergence of proposed WHNNP method.
Consequently, only the parameters λ and µ need to be set now, which generally affect the pansharpening performance. To this end, some examples are shown to discuss how the setting of λ and µ will influence the pansharpening performance of WHNNP method. Specifically, Figs. 3 and 4 show the SAM and Q4 results of WHNNP method versus λ and µ on the simulated QuickBird and Pleiades satellite datasets, respectively. As clearly displayed in Figs. 3 and 4 , the different setting of λ and µ significantly affects the SAM and Q4 results. Thus, λ and µ are set to reach the best compromise results between the SAM and Q4 results in the experiments. More specifically, λ = 9 × 10 −5 and 
C. ANALYSIS OF DIFFERENT SPECTRAL AND SPATIAL CONSISTENCY PRIOR TERMS
Moreover, some analysis of the proposed WHNNP method with different spectral and spatial consistency prior terms are provided to discuss how different spectral and spatial consistency prior terms will influence the performance of the WHNNP method. Specifically, the following two cases are considered:
1) WHNNP without the Hessian feature-enforced spatial consistency prior term E h (u), i.e., µ = 0 in the model (8);
2) WHNNP without the Wavelet-based spectral-spatial consistency prior term E w (u), i.e., λ = 0 in the model (8) . To this end, Fig. 5 shows both the pan-sharpened results and the residual results of WHNNP with different spectral and spatial consistency prior terms on the simulated QuickBird satellite dataset shown in Fig. 6 . Specifically, Table 1 also gives their corresponding quantitative results of the example shown in Fig. 5 . As shown in Fig. 5 and Table 1 , the different spectral and spatial consistency prior terms can directly influence the performance of WHNNP method, where WHNNP without E w (u) performs much better results than WHNNP without E h (u) in both qualitative and quantitative assessments. Thus, the Hessian feature-enforced spatial consistency prior term E h (u) plays a more important role than the Wavelet-based spectral-spatial consistency prior term E w (u) for variational pansharpening modeling.
D. RESULTS ON THE SIMULATED DATASETS
In this subsection, the experiments on the simulated Quick-Bird and Pleiades satellite datasets are shown and analyzed.
Figs. 6 and 8 display the pansharpening experiments on the simulated QuickBird and Pleiades satellite datasets, Figs. 7 and 9 , respectively. Specifically for better visual comparisons, the residual image is denoted by û − u ref in this paper, where the brighter pixels in residual images mean the larger residuals, i.e., the worse fusion results.
As clearly shown in Figs. 6 and 8, these AIHS, GLP-CBD, AWLP, P+XS, AVWP, DGS and WHNNP methods can significantly enhance the spatial resolution of LR MS images. Based on these reference HR MS images displayed in Figs. 6(a) and 8(a), the AIHS method preserves image structures well while causing some spectral distortion especially in the areas of red buildings shown in Fig. 6(d) , and in the areas of vegetations shown in Fig. 8(d) . The GLP-CBD method and the AWLP method can effectively eliminate the spectral distortion, but they cause few aliasing artifacts at different degrees with a closer look in the fused images and the residual images, especially for the GLP-CBD method in the left-bottom boundary areas of the rivers shown in Fig. 8(f) , and the AWLP method in the image boundary areas of the residual image shown in Fig. 7(b) . The P+XS method causes the staircase effect as well as the blurring artifacts, which are clearly shown in Fig. 6 (g) and Fig. 8(g) . The AVWP method causes some blocky artifacts. The DGS method reduces the spectral distortion and preserves some sharp edges, but causes some staircase effect especially in the left-bottom areas of the rivers shown in Fig. 8(i) . Specially, the WHNNP method reduces these blocky, blurring and aliasing artifacts better and particularly preserve edges and texture sharper than the other compared methods, which leads to produce the best pan-sharpened MS images.
More specifically, with the residual images displayed in Figs. 7 and 9 , the WHNNP method clearly produces the best residual images, i.e., the least fusion errors for pansharpening.
Moreover, Tables 2 and 3 quantitatively give the assessment results on simulated QuickBird and Pleiades satellite datasets displayed in Figs. 6 and 8. As displayed in Tables 2 and 3 , the WHNNP method clearly performs the best spectral and spatial fusion qualities, which gives the best results of SAM, ERGAS, CC, RMSE and Q4 metrics. Therefore, these results on simulated satellite datasets clearly illustrate the fusion performance of WHNNP method.
E. RESULTS ON THE REAL DATASETS
In this subsection, the experimental results are also conducted on the real datasets to demonstrate the effectiveness of WHNNP method.
Specifically, Figs. 10-12 further show three pansharpening examples on real QuickBird, Pleiades and GeoEye-1 satellite datasets, respectively. Without loss of generality, the detailed analysis on real QuickBird dataset displayed in Fig. 10 is particularly provided in this subsection. As shown in Fig. 10 , the AIHS method causes few spectral distortion especially in the regions of red buildings. The GLP-CBD method and the AWLP and method suffer from few aliasing artifacts, while producing less spectral distortion. The AVWP method causes few blocky artifacts. The P+XS method causes many blurring artifacts. The DGS method causes some staircase effect especially in the smooth regions. Specifically, the WHNNP method can preserve image textures and edges sharper, while better reducing the blocky, blurring and aliasing artifacts.
Moreover, Tables 4-6 Table 7 to evaluate their computational performance. As we know, the AIHS, GLP-CBD and AWLP methods are easy to be implemented with much lower computational cost than the P+XS, AVWP, DGS and WHNNP methods. As shown in Table 7 , the AWLP method spends the least time. However, the WHNNP method spends the longest time mainly owing to the WHNNP model is the most complex of all the compared methods. Nevertheless, the WHNNP method is so competitive with the P+XS method as well as the AVWP method. Therefore, the WHNNP method also shows some computational efficiency for pansharpening. 
G. ACCURACY COMPARISON WITH VARIATIONAL METHODS
Finally, the proposed WHNNP method is also compared with P+XS, AVWP and DGS from the accuracy point of view. Thus, Fig. 13 shows the relative error comparisons of P+XS, AVWP, DGS and WHNNP on simulated QuickBird and Pleiades datasets displayed in Figs. 6 and 8. As displayed in Fig. 13 , the WHNNP method gives the least relative error results, which leads to the best accuracy results for pansharpening. Moreover, the WHNNP method not only shows much faster convergence speed than P+XS and AVWP, but also obtains more accurate results than P+XS and AVWP. Although the DGS method shows the fastest convergence speed mainly owing to the DGS model is the simplest of all, its relative errors are relatively worse than that of the WHNNP method. Thus, these results also demonstrate the accuracy superiority of WHNNP method.
V. CONCLUSION
This paper had proposed a new variational pansharpening model with joint spectral and spatial consistency priors, which combines the local spectral consistency term to impose the degradation relation-based consistency constraint between LR and HR MS images, the Hessian feature-enforced spatial consistency prior term to impose the Hessian feature-enforced spatial consistency constraint between HR MS and Pan images, and the Wavelet-based spectral-spatial consistency prior term to impose the spetralspatial consistency constraint between constructed matching image and HR MS image for further preserving spectral and spatial information. Moreover, the proposed model was efficiently solved by designing an optimization algorithm under the forward-backward splitting framework. At last, experiments demonstrated that the WHNNP method performed better fusion qualities than the compared methods, which particularly preserved edges and texture sharper. In the future work, more effective spatial geometry transferring prior models as well as spectral information preserving prior models will be investigated for pansharpening.
