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I. INTRODUCTION
The past two decades have witnessed enormous activity and progress in the eld of critical phenomena at boundaries, such as surfaces, interfaces, or walls 1{4]. This has led to the development of a fairly satisfactory theory for static phenomena of this kind in thermal equilibrium systems. As far as quantitative predictions are concerned, the theory has not quite yet reached the degree of accuracy of the theory of bulk critical phenomena. However, practically all the sophisticated quantitative techniques of the modern theory of critical phenomena have been extended to systems with boundaries. Thus there are no fundamental reasons that would prevent one from achieving the same numerical precision as in the bulk case. The quality of quantitative results that can be attained through theoretical analyses is mainly determined by how much e ort one is willing to spend 5{8].
An equally important and impressive development has taken place on the experimental side. During the past decade powerful surface-sensitive techniques have been developed and re ned 3]. As a consequence, accurate experimental studies of static critical phenomena at surfaces and their quantitative comparison with theoretical predictions have become possible.
The situation is much less satisfactory if one considers dynamic critical phenomena at surfaces. Despite the high level of sophistication of the available experimental techniques, the quantitative study of such dynamic surface critical behavior remains a major challenge. On the theoretical side, the pertinent knowledge accumulated is rather limited: only a few semi-in nite extensions of known bulk models 18] have been examined in some detail 9{17], and reliable quantitative results are scarce. Furthermore, from a more fundamental point of view one would like the theory to achieve a classi cation of the possible types of dynamic critical behavior at surfaces into corresponding dynamic surface universality classes and their representation in terms of appropriate prototype continuum models. This analog of the program expounded in Ref. 18 ] for dynamic bulk critical behavior has only just been started.
In a previous paper 17], hereafter referred to as I, the dynamic surface critical behavior of semi-in nite systems with the following properties was studied:
(i) Their dynamic bulk critical behavior is represented by model B of Ref. 18] .
(ii) Their static surface critical behavior is described by the semi-in nite 4 model of Ref . 2] .
Because of (i), the order parameter must be a conserved density away from the surface, but it need not have this property in the vicinity of the surface. Such a local violation of the continuity equation was found to correspond to a relevant surface perturbation whose strength could be parametrized by a surface variablec 0 . The corresponding extensions of model B to the d-dimensional half-space z 0 for the casesc 0 > 0 with, andc 0 = 0 without, nonconservative surface terms were called models B A and B B , respectively. Both represent distinct dynamic surface universality classes. Hence each one of the static universality classes in question | namely, those of the ordinary, special, and extraordinary transitions 2] | splits up into two distinct dynamic ones.
In I, models B A and B B were investigated using eld-theoretic renormalization group (RG) methods in 4 dimensions. Invoking a combination of arguments, the general structure of the necessary counterterms was derived. This led to the assertion that the required renormalization functions could all be expressed in terms of known ones. In turn, this implied that the dynamic (bulk and surface) critical indices can all be written in terms of known static (bulk and surface) exponents.
The aim of the present paper is twofold: to verify the ndings of I by explicitly carrying through the eld-theoretic RG program to two-loop order, and to compute quantities that discriminate between the dynamic surface universality classes represented by models B A and B B . Obvious candidates for such quantities are the universal scaling functions associated with dynamic surface susceptibilities. Using RG-improved perturbation theory, we have calculated such scaling functions to one-loop order for the case of the special transition. Owing to the complicated form of the free dynamic propagators, these calculations are rather demanding. This has kept us from computing more scaling functions to the same order of RG-improved perturbation theory.
The remainder of the paper is organized a follows. In Sec. II we brie y recapitulate the de nition of models B A and B B and their functional-integral representation. In Sec. III we describe details of the calculations needed to verify the renormalization of the theory to twoloop order. In Sec. IV our one-loop results for susceptibility scaling functions are presented. This includes a discussion of their crossover from critical to hydrodynamic behavior. Section V contains a brief discussion of our results and conclusions. In Appendices A{F various calculational details are explicated.
II. DEFINITION AND FUNCTIONAL-INTEGRAL REPRESENTATION OF MODELS B A AND B B
We consider a time-dependent n-component order-parameter eld (x; t) ( (x; t)) on the half-space V = fx = (x k ; z) j x k 2 IR d 1 ; z 0g bounded by the surface @V = f(x k ; z = 0) j x k 2 IR d 1 g. As expounded in I, the models we are concerned with are de ned by the Langevin equation
Here 0 is a constant, and
is the Hamiltonian of the semi-in nite 4 model. The operator D is de ned through its action
on functions f over V satisfying the boundary condition (5) produced by the functional derivative H= in (1).
The Gaussian noise has mean zero and variance h (x; t) (x 0 ; t 0 )i = 2 0 D xx 0 (t t 0 ) ; (6) where D xx 0 is the integral kernel associated with D. Writing it in the formally symmetric form
one sees that the variablec 0 measures indeed the strength of the nonconservative surface terms. The above equations withc 0 > 0 andc 0 = 0 de ne models B A and B B , respectively. In order to apply renormalized perturbation theory, it is convenient to transform to the equivalent functional-integral representation. According to I, this gives the dynamic action 17] (8) in which~ is the usual auxiliary eld 20]. The singularity / (0) is a boundary term that arises from the surface potential / (z) in (2) upon integration by parts. To avoid it, one can replace the latter -function by an appropriate regularized one, such as B (z) B e Bz (9) with arbitrarily large but nite B. Then (0) gets replaced by B. Since the boundary conditions found in I, 
Here the superscript C indicates cumulant averages. The variables x, r, t represent the N +Ñ points o the surface, the M +M parallel coordinates of the surface points, and the set of all time arguments, respectively. According to the arguments given in I, to renormalize these functions in 4 dimensions, it should be su cient to supplement the usual static 
should be ultraviolet-nite. Utilizing dimensional regularization, we will verify this to the order of two-loops for the functions G (0;1;1;0) R and W (0;1;1;0) R . To this end we shall rst compute these functions for = c = 0. In a second step we shall then check the cancellation of cdependent poles by expanding about the special point. For notational simplicity we will set the number of components n = 1 henceforth.
A. Graphical notation
The Feynman graphs of the functions we are interested in involve the free propagators G(x; t; x 0 ; t 0 ) = h (x; t)~ (x 0 ; t 0 )i f (18) and C(x; t; x 0 ; t 0 ) = h (x; t) (x 0 ; t 0 )i C f : (19) It is favorable to work in a pz! representation. For their Fourier transforms, de ned bŷ (20) we use the graphical notation
and p, ω z z =Ĉ(p; z; z 0 ; !) : (22) In order to indicate whether external points, such as the above ones labelled z and z 0 , are o or on the surface, we use open circles (as shown) for points with z > 0 and crossed circles (as in Fig. 1 ) for surface points. The explicit expression for the response propagator (21) may be gleaned from I; since it is rather lengthy, even in the special case = c = 0, we have relegated it to Appendix A see Eq. (A1)].
The correlation propagatorĈ can be expressed in terms ofĜ, exploiting the uctuationdissipation theorem. One has 
where the full triangle stands for the negative Lapacian p 2 @ 2 z , and 0] is a zero-loop susceptibility.
In conformity with these conventions, we represent the four-point vertex of the action (8) by : (24) As a further graphical element, we shall need the vertex representing insertions of the operator 0 In Fig. 1 the graphs of G (0;1;1;0) are depicted up to two-loop order. The corresponding graphs of W (0;1;1;0) = 0 are obtained from these by putting a full triangle on one external leg.
To compute the latter graphs, it is convenient to proceed as follows. We amputate the free propagator lines attached to the external points. The resulting amputated graphs must then be considered as distributions with respect to their dependence on z and z 0 . Regularized by analytic continuation in , these distributions are well-de ned and can be Laurent 
where n 0 is the order of the highest pole. In the next step one has to nd distributions
This yields the desired expansion
In Appendix A the expansion of the amputated two-point graphs resulting from the graphs of Fig. 1 are given to the required order in . From these results the corresponding expansion of each W and G-function with N +Ñ + M +M = 2 can be obtained in a straightforward fashion by applying the distributions to the respective products of free propagators that the amputated external legs represent. The explicit expressions one obtains for the graphs of G (0;1;1;0) and W (0;1;1;0) are given in Appendix B.
To determine the renormalized functions, we substitute these results into (16) and (17) 
Here C E is Euler's number, and the quantities E , F , and k are de ned by Eqs. (B3) and (C5), by (B10) and (C11), and by (C3) of Appendices B and C, respectively.
C. Expansion about the special point Until now our calculations were restricted to the case of critical surface enhancement, c = 0. We now wish to check whether the chosen reparametrization also absorb the additional poles that appear for c 6 = 0. In order to bypass the complicated computation of c-dependent graphs, we expand about the multicriticaltheory. Since the critical bare surface enhancement c sp vanishes in our perturbative approach based on dimensional regularization, this amounts to an expansion in powers of c 0 for the bare theory. For simplicity, we will restrict ourselves to the case of model B B in this calculation, settingc = 0.
From the action (8) 
where the functions on the right-hand side are taken at c 0 = 0, and it is understood that the inserted operator has P = 0 and = 0. A word of caution must be added here: We wish to use this expansion in the massless case = 0, where it becomes problematic because of infrared singularities 23] . Strictly speaking, we should take the limit P ! 0 of the massless functionsĜ (Ñ;N;M;M;I) only after the infrared singularities have been resummed via the RG 24] . For the graphs ofĜ (Ñ;N;M;M;1) we are going to consider, setting P = 0 causes no problems as their ultraviolet poles can be safely identi ed. According to the reparametrizations (13a){(15b), the renormalized G-functions with insertions should be given by 
We will verify to the order of two loops that all ultraviolet poles cancel in G (0;1;1;0;1) R , if we use the previously given two-loop expressions for the renormalization factors together with the known n = 1 result 24,2]
The graphs of G (0;1;1;0;1) contributing to this order are shown in Fig. 2 . Appendix D contains the expansions of the required distributions and of the graphs themselves. Upon making the transition to renormalized quantities and summing the contributions, one arrives atĜ In the enlarged parameter space of the dynamic theory, each static xed point (describing the ordinary, special, or extraordinary transition) unfolds into a linec 0 between pairs of dynamic xed points with these two values ofc. The xed points corresponding to models B A and B B are infrared-stable and infrared-unstable in thec-direction, respectively (see the ow diagram depicted in Fig. 5 of I) . The members of each of these pairs of xed points represent, distinct dynamic surface universality classes with the same static critical behavior. Since the dynamic critical exponents can be expressed in terms of static ones, we must look at other universal properties to see the di erence between these universality classes | and hence between the dynamic surface critical behavior of model B A and of model B B .
As a simple illustrative quantity we will examine the surface susceptibility 11 (r; t) h j s (r; t)i 
Here sp 11 = (1 sp k ) is the usual surface susceptibility exponent of the special transition, = 4 denotes the dynamic bulk exponent, and the C i are nonuniversal constants.
As is borne out by our perturbative results (see Appendix E and below), the left-hand side of (42) 
A well-known general property of our model is that dynamic susceptibilities^ (!; 
To elucidate further these di erences between the corresponding dynamic surface universality classes of models B A and B B , we consider the behavior of 11 as a function of t. Fourier transformation of (42) yields 11 A (p=0; t) and B (p=0; t) one obtains with set equal to one are plotted in Fig. 3 . Since at criticality, the p = 0 susceptibility 11 has a long-time tail t The asymptotic forms of A; B (0; t) in the large-t limit re ect the time-dependence of 11 (p = 0; t; > 0;c) forc > 0 andc = 0. Since the order parameter is a conserved density away from the surface, one anticipates a hydrodynamic long-time tail even in the case of model B A . The asymptotic small-frequency dependencies given in (54) and (55) suggest distinct algebraic decays t 5=2 and t 3=2 for models B A and B B , respectively.
In Appendix F the large-t behavior of the zero-loop scaling functions =0 A;B (p; t) is worked out in detail. We nd the asymptotic forms 
Since the above large-t behavior is of a noncritical, purely hydrodynamic, origin, its form should already be correctly obtained at zero-loop order. Terms beyond this order will a ect the (suppressed) universal amplitudes involved in (60) and (61), but should neither change the exponents in these equations nor the exponential decay on a time scale / p 2 predicted in (58) and (59). Our one-loop results shown in Fig. 3 are in conformity with these expectations.
V. CONCLUDING REMARKS
Let us conclude by summarizing the principal results of the present work. Using eld-theoretic RG methods, we investigated the dynamic surface critical behavior of the semi-in nite models B A and B B introduced in I and Ref. 16 ]. These models represent the dynamic surface universality classes of surface-bounded macroscopic systems whose dynamic bulk critical behavior is described by the familiar model B of Ref. 18] ). They di er by the presence or absence of nonconservative surface terms.
Our rst goal was to check whether the dynamic eld theories of these models can indeed be renormalized in the manner asserted in I. To this end, we presented a variety of two-loop calculations through which we con rmed the claim of I that all renormalization factors involved are given by the known renormalization factors of the static theory. The resulting RG equation then lead to the conclusion that the critical exponents of the dynamic theory are expressible in terms of static (bulk and surface) critical indices. Since models B A and B B have the same thermodynamic equilibrium state, the dynamic critical exponents of both models are the same and hence do not di erentiate between the respective two distinct dynamic surface universality classes that are associated with the same static surface universality class.
Our second goal was to investigate a characteristic dynamic quantity that is sensitive to the di erences between models B A and B B , and hence distinguishes between the corresponding dynamic surface universality classes. Using RG-improved perturbation theory, we computed the dynamic surface susceptibility^ 11 (p; !) for the static universality class of the special transition (c = 0) and the associated scaling functions^ A and^ B . The expansions of the latter functions are given in (45) and (46). Their analogs A (0; t) and B (0; t) for 11 (p = 0; t) are depicted in Fig. 3 . They are clearly di erent; in particular, their asymptotic behavior for large values of the scaling argument t t is markedly di erent.
As our calculations show, detailed studies of dynamic critical behavior at surfaces by means of eld-theoretic RG methods and the expansion, including the calculation of scaling functions, are feasible, albeit technically rather demanding. Unfortunately, we are at present not aware of experimental studies of dynamic surface critical behavior of systems belonging to the bulk universality class of model B. Once such studies become available, the measured observables could be computed by the methods described above.
VI. ACKNOWLEDGEMENTS In a similar fashion we get
The graph that contains the static one-loop graph (A4) twice is not simply proportional to a static one. The expansion of this distribution can be determined by computing its action on the test function e z+ z 0 (cf. Sec. III.A). This yields 
Since we restrict ourselves to two-loop order, we must retain only terms to order u 2 . Hence for the two-loop graphs of Appendix B, the reparametrization amounts to the sub- The results listed below were obtained by following our previous strategy: We rst computed the Laurent expansion of the distributions associated with amputated graphs of G (0;1;1;0;1) , relating them to expressions known from the static theory whenever possible. Subsequently we utilized these results together with those of Appendices A{C to compute the Laurent expansion of the graphs of G (0;1;1;0;1) to the required order in .
The graphs of the static theory appearing in the formulae below involve an insertion of the surface operator 1 2 ( 2 ) s ] P , the static analog of 0 ( ~ ) s ] P; . As discussed in the main text (cf. Sec. III.C), we have set P = 0 and = 0.
It should also be recalled that we restrict ourselves to the case of model B B , setting 
For the one and two-loop graphs we nd the results (45) and (46), respectively. In addition we explain how the asymptotic long-time behavior quoted in (60) and (61) 
We use the expansion 
