Abstract. We present a variant of the AINV factorized sparse approximate inverse algorithm which is applicable to any symmetric positive definite matrix. The new preconditioner is breakdownfree and, when used in conjunction with the conjugate gradient method, results in a reliable solver for highly ill-conditioned linear systems. We also investigate an alternative approach to a stable approximate inverse algorithm, based on the idea of diagonally compensated reduction of matrix entries. The results of numerical tests on challenging linear systems arising from finite element modeling of elasticity and diffusion problems are presented.
Introduction.
We consider the solution of sparse linear systems Ax = b, where A is a symmetric and positive definite (SPD) matrix, by the preconditioned conjugate gradient method. In the last few years there has been considerable interest in explicit preconditioning techniques based on directly approximating A −1 with a sparse matrix M ; see, e.g., [7] , [8] , [16] , [18] , [23] , [24] , [27] , [31] , and the recent survey [10] . Sparse approximate inverses have been shown to result in good rates of convergence of the preconditioned iteration (comparable to those obtained with incomplete factorization methods) while being well suited for implementation on vector and parallel architectures; see, e.g., [6] , [9] , [12] , [21] .
Although the main motivation for the development of sparse approximate inverse preconditioners comes from parallel processing, it is becoming clear that these techniques are also of interest because of their robustness. Sparse approximate inverses are often applicable to difficult problems where other preconditioners may break down [4] . For instance, incomplete factorization preconditioners, while widely popular and fairly robust, are not always reliable, in that the incomplete factorization process may suffer from various types of instability [17] , [20] . Even in the SPD case, existence of the standard incomplete Cholesky (IC) factorization [34] is guaranteed only for special classes of matrices, such as H-matrices [33] . For general SPD matrices, breakdown in the IC process may occur due to exceedingly small or negative pivots. For this reason, variants of IC have been developed which are applicable to any SPD matrix without breakdowns; see [1] , [25] , [28] , [37] , [38] . However, some of these modifications are expensive, while others require diagonal perturbations which introduce additional parameters in the algorithm.
We are interested in parallel preconditioners that are widely applicable, reliable, and effective at reducing the number of iterations. The factorized sparse approximate inverse (FSAI) method developed by Kolotilina and Yeremin in [31] is one of the very few naturally parallel techniques that are also quite effective and highly stable for arbitrary SPD matrices. In this method, a lower triangular matrix G is computed as a sparse approximation to L −1 , where A = LL T is the Cholesky factorization of A. The algorithm does not require any information about L and works exclusively with A. Entries of G are computed as solutions of small "local" linear systems having principal submatrices of A as coefficient matrices. These are SPD and can be solved in a stable way by standard direct methods. Hence, no breakdowns are possible in computing G. Also, G is necessarily nonsingular, and the preconditioner M := G T G ≈ A −1 is SPD and can be used with the conjugate gradient method. The standard form of this algorithm requires a prescribed sparsity pattern for G. Some ideas for determining sparsity patterns can be found in [16] and [26] , but the effectiveness of these heuristics for factorized approximate inverses remains to be investigated.
A different factorized sparse approximate inverse preconditioner, based on incomplete conjugation (A-orthogonalization) of the unit basis vectors, is the AINV preconditioner [7] , [8] . This method does not require the sparsity pattern of the approximate inverse factors to be specified in advance; rather, a good sparsity pattern is determined dynamically as the preconditioner is being computed. This is done by applying a drop tolerance to the computed entries of the inverse factors. As shown in [6] , the calculation of the preconditioner can be parallelized using graph partitioning. However, the preconditioner may not be well defined for a general SPD matrix, due to breakdowns-see the next section for the definition of breakdown in the context of AINV. A sufficient condition for AINV to be breakdown-free is that A be an H-matrix [7] . We recall that M -matrices and diagonally dominant matrices are examples of Hmatrices. If A is far from being an M -matrix or diagonally dominant, for example, if A has large positive off-diagonal entries, the preconditioner may not be defined or may fail to be positive definite. This is indeed the case for many problems arising from finite element modeling of structures and thin shells [5] and for certain diffusion problems involving highly distorted meshes [35] .
In this paper we present a variant of the AINV preconditioner which is well defined (in exact arithmetic) for an arbitrary SPD matrix. We refer to the resulting preconditioner as the stabilized AINV, or SAINV, preconditioner. It is mathematically equivalent to the standard AINV algorithm when no dropping is applied.
The price to pay for the added robustness is the slightly higher cost of computing the preconditioner with respect to the standard AINV algorithm. However, for most problems the cost of forming the preconditioner is still reasonable. As we will see, matrix reorderings and scalings can be used to reduce costs.
We mention that breakdown-free variants of AINV have also been developed, independently, by Bridson [14] and by Kharchenko et al. [29] . Bridson's scheme is different from ours. The variant of Kharchenko et al., on the other hand, is identical to ours. Their paper offers independent further evidence of the reliability of this approach.
Together with SAINV, we explore another approach to preventing breakdowns in the AINV process, based on the notion of diagonally compensated reduction of positive off-diagonal entries. This technique, introduced and analyzed by Axelsson and Kolotilina in [3] , associates with any SPD matrix a Stieltjes matrix (that is, a symmetric and necessarily positive definite M -matrix) in a natural way. The standard AINV process can be applied to this new matrix, without breakdowns, resulting in an approximate inverse that can be used as a preconditioner for the original system.
The remainder of the paper is organized as follows. In section 2 we recall the standard AINV algorithm and review the techniques that have been used so far to handle breakdowns. In section 3 we introduce the stabilized AINV algorithm for SPD matrices, and in section 4 we describe the alternative approach based on diagonally compensated reduction. Section 5 is devoted to numerical experiments using challenging matrices from finite element modeling, including some experiments with other methods. Finally, in section 6 we make some concluding remarks and suggestions for further work.
The AINV algorithm. From now on, A ∈ R
n×n is assumed to be SPD. The AINV algorithm [7] builds a factorized sparse approximate inverse of the form
where Z is a unit upper triangular matrix and D is diagonal. The approximate inverse factor Z is a sparse approximation of the inverse of the L T factor in the LDL T decomposition of A. When the inverse factorization is performed exactly, the diagonal matrix D is the same in the two decompositions and contains the pivots down the main diagonal.
The AINV algorithm computes Z and D directly from A by means of an incomplete A-orthogonalization process applied to the unit basis vectors. In this process, small elements are dropped to preserve sparsity. The underlying assumption is that most entries in L −1 are small in magnitude. This is true for many problems of practical interest, particularly for discretizations of partial differential equations of elliptic type. Sparsity can also be achieved by combining the dropping of small entries with suitable sparse matrix orderings, such as nested dissection and minimum degree. These orderings are beneficial in that they result in smaller time and space requirements for forming and storing the preconditioner, while at the same time improving the quality of the preconditioner in a significant number of cases; see [11] , [15] , [22] .
In order to describe the procedure, let a T i denote the ith row of A. Also, let e i denote the ith unit basis vector. The basic A-orthogonalization procedure can be written as follows.
Algorithm 2.1.
End do (6) if i = n go to (11) (7)
For
Sparsity is preserved by dropping off-diagonal entries in the z-vectors after the updates at step (8) . The resulting (incomplete) algorithm is sometimes referred to as the right-looking AINV process. A left-looking variant also exists [9] , which is sometimes advantageous. These algorithms can be extended in a straightforward manner to the nonsymmetric case [8] .
A breakdown is defined as a negative or zero value of a pivot p i . When no dropping is applied,
The incomplete procedure is well defined, i.e., no breakdown can occur, if A is an H-matrix (in the absence of round-off). When no breakdown occurs, the resulting sparse approximate inverse preconditioner is usually quite effective; see [9] , [10] for comparisons between AINV and other preconditioners. In the general case, breakdowns can occur. Breakdowns have a crippling effect on the quality of the preconditioner. A negative p i would result in an approximate inverse which is not positive definite; a zero pivot would force termination of the procedure, since step (8) cannot be carried out. In practice, exactly zero pivots are very unlikely to occur, but exceedingly small pivots can happen, resulting in uncontrolled growth of the entries of Z and extremely high fill-in.
In [7] , a dynamic strategy to shift negative or numerically small pivots away from zero was proposed. Unfortunately, in the vast majority of cases the resulting sparse approximate inverse is not a good preconditioner. A somewhat better strategy is to adapt to AINV the a priori diagonal shift technique introduced by Manteuffel [33] for the IC factorization. Whenever a negative or exceedingly small pivot is encountered, the AINV process is terminated and reattempted on a new matrix A := A+αdiag(A). Here diag(A) denotes the main diagonal of A, and α > 0 denotes a parameter such that A has a stable approximate inverse factorization, to be determined by trial and error. That such an α must exist is clear, since the AINV process cannot break down on a diagonally dominant matrix, and α can be chosen so large as to make A diagonally dominant. However, the optimal value of α is usually much smaller than the one that makes A diagonally dominant. Although this shifting strategy has proved successful in handling some difficult problems, it is expensive and frequently produces preconditioners of poor quality.
In the next section we propose a reformulation of the AINV algorithm that is applicable, without breakdowns, to any SPD matrix.
Stabilized AINV.
First we need to take a close look at the mechanism of breakdown. We begin by writing down the explicit formula for the p j 's:
Here a ij is the (i, j) entry of A, and z , and the corresponding pivots are given
(We explicitly stipulate that no dropping is applied to the diagonal entries of Z or to the diagonal pivots.) When A is an M -matrix, it is easily seen by induction that all thez (i−1) lj are nonnegative [7] . Because the off-diagonal entries of A are nonpositive, the action of dropping one entry in the z-vector cannot cause the (inexact) pivot p (i−1) i to decrease; it either remains unchanged, or it increases, depending on whether the corresponding coefficient a il is zero or not. Because the exact pivots are positive, the AINV process cannot break down. Indeed, dropping has the effect of stabilizing the AINV process even further. This is in perfect analogy with the IC factorization for M -matrices [34] .
Dropping an entry at step (i−1) of the AINV process amounts to settingz
and z
then the inexact pivot will be smaller than the exact pivot. In particular, if either one of a il or z
is positive and large and the other is positive and not small, the inexact pivot can be significantly smaller than the exact one and can even become negative. In reality, the dropping rule will cause many of thez (i−1) lj to be zero, and the net change in the ith pivot will be the result of cumulative effects, some of which tend to increase and others to decrease the value ofp
. Such effects may cancel each other out. Nevertheless, we have observed in numerical experiments performed on matrices with relatively large positive off-diagonal entries that the inexact pivots can become negative and, in fact, rather large in absolute value. The matrices for which this behavior has been observed were not artificial examples but came from real applications in structural analysis. It is no surprise that just setting these negative pivots equal to some arbitrary positive quantity resulted in preconditioners of very poor quality.
The way to avoid nonpositive pivots is simply to recall that in the exact Aorthogonalization process, the p i 's are the diagonal entries of matrix D which satisfies the matrix equation
since A is SPD and z i = 0. (Recall that the ith entry of z i is equal to 1.) In the exact process, the following equality holds:
This identity follows immediately from the fact that Z is unit upper triangular and AZ is lower triangular. Clearly, it is more economical to compute the pivots using the expression on the right-hand side of (3.3) rather than that in the middle. The same goes for the p j 's:
(For brevity, we have omitted the (i−1) superscripts in the above formulas.) However, because of dropping and the resulting loss of A-orthogonality in thez-vectors, such identities no longer hold in the inexact process, and for some matrices one can have
with the concomitant possibility of breakdowns.
These simple observations point to several reformulations of the AINV algorithm that are breakdown-free in exact arithmetic. The simplest thing to do is to use the standard AINV process (Algorithm 2.1 with dropping) as far as possible, and to switch to formulap i =z T i Az i whenever a negative or exceedingly small pivot shows up. Unfortunately, this simple fix is not good enough. It typically results in slow convergence of the PCG iteration, and for really hard problems there may be no convergence within a reasonable number of steps. The reason is that by the time a negative pivot occurs, the loss of information about the true inverse due to dropping has already been so great that no "local" trick can succeed in recovering a good preconditioner. A more global strategy is needed.
We found that a robust algorithm requires that thep i 's be computed using the quadratic formz Because the vectorv i has already been computed as part of the calculation ofp i , this approach is only slightly more expensive than using formula (3.1). The difference depends on how much more densev T i is compared to a T i . It turns out that using the bilinear form (3.4) results in a preconditioner of much higher quality for nearly the same cost, so it definitely pays off to use the more expensive approach.
Hence, we obtain a reliable version of the AINV algorithm based on the following reformulation of Algorithm 2.1.
Algorithm 3.1. , z 2 , . . . , z n ] and D = diag(p 1 , p 2 , . . . , p n ) . Obviously, Algorithms 2.1 and 3.1 are mathematically equivalent. However, the incomplete process obtained by dropping in the z-vectors after step (9) of Algorithm 3.1 leads to a reliable approximate inverse procedure. This algorithm, in exact arithmetic, is applicable to any SPD matrix without breakdowns. Of course, instabilities due to positive but extremely small pivots may occur in finite precision, and a thresholding technique may still be necessary to guard against such possibility. However, we have not met this situation in our tests, and the resulting preconditioner appears to be reliable in practice. This new preconditioner will be hereafter referred to as the SAINV (for stabilized AINV) preconditioner.
What about the cost of SAINV? At first sight it might look very expensive to compute the preconditioner on the basis of Algorithm 3.1, which requires the computation of n matrix-vector products v i = Az i . To see that this is not nearly as expensive as it looks, it should be noticed that in the incomplete process thez i vectors are kept sparse through the use of dropping (and possibly through reorderings). Hence, the n matrix-vector products can be performed in sparse-sparse mode, to borrow the term used in [18] . Hence, computingv i amounts to forming a linear combination of a few columns of A, namely, those that correspond to nonzero entries inz i . Also, becausez i is the ith column of an upper triangular matrix, it is clear that at step i only the first i columns of A enter the matrix-vector product. Assuming that the drop tolerance is chosen so that the final Z contains O(n) nonzeros, and assuming an even distribution of nonzeros across the columns of Z, the cost of computing all thep j 's in the form of sparse bilinear expressions involving A is linear in the dimension n of the problem. As we shall see in the section on numerical experiments, the run time for computing the SAINV preconditioner is only slightly higher than that for the standard AINV algorithm when the latter does not break down, and the run time tends to be dominated by the time required to perform the iteration phase.
In the next section we briefly describe an alternative, inexpensive approach to systematically avoid breakdowns in the AINV process, based on the diagonally compensated reduction of positive off-diagonal matrix entries.
Diagonally compensated reduction approximate inverse.
The method of diagonally compensated reduction of positive off-diagonal entries, due to Axelsson [2] and Axelsson and Kolotilina [3] , associates with any SPD matrix A an SPD MmatrixÂ. In the simplest variant of this technique,Â is obtained by setting to zero the positive off-diagonal entries a ij of A (reduction), which are subsequently added to the corresponding diagonal entry a ii (diagonal compensation). Formally, the idea is to split A as
where R contains the off-diagonal positive entries of A, and to let
where ∆ is the diagonal matrix satisfying ∆e = Re, where e denotes the vector of all ones. Thus,
A = A + (∆ − R).
Notice that the symmetric matrix ∆ − R is a singular M -matrix, since it has nonpositive off-diagonal entries and zero row sums; see [13] , page 147. In particular, ∆ − R is symmetric positive semidefinite. In turn, this shows thatÂ is SPD, because it is the sum of an SPD matrix and a positive semidefinite one. BecauseÂ has nonpositive off-diagonal entries, it must be an M -matrix [13] .
The standard AINV process can be applied toÂ without breakdowns, and the corresponding approximate inverse M ≈Â −1 can be used as a preconditioner for the original linear system Ax = b. It is hoped that M will be a good preconditioner for A, provided that A is not too far from being an M -matrix. A rough way to estimate how much a given A deviates from being an M -matrix is to compute the Frobenius norm R F of the matrix R which contains the positive off-diagonal entries of A. To make this quantity invariant under global scalings, we divide it by A F . That is, we let
Notice that 0 ≤ η < 1, with η = 0 if and only if A is an M -matrix. In the next section we will try to ascertain whether there is a correlation between the size of η and the quality of the preconditioner M obtained by applying the standard AINV approximate inverse algorithm toÂ. See [25] for results on the use of diagonally compensated reduction in the context of IC factorizations.
Numerical experiments.
The standard AINV preconditioner is often applicable, with good results, to matrices that do not satisfy the H-matrix condition [7] . There are, however, applications that lead to matrices for which the standard AINV approach is unstable and produces unreliable preconditioners. This is typically the case for matrices from structural engineering, including finite element modeling of elasticity and thin shell problems [5] .
Another class of problems for which the standard AINV method fails due to breakdowns consists of diffusion equations discretized on highly distorted finite element meshes (e.g., Kershaw meshes). Such meshes arise frequently in codes developed at Los Alamos and elsewhere for the modeling of phenomena with complex physics, e.g., radiation diffusion [35] .
In this section we present the results of a number of numerical tests performed on a selection of 16 matrices from the 2 areas mentioned above. Of these, 14 are from structural analysis and the remaining 2 are diffusion problems. Most of the matrices from structural analysis can be downloaded from the Matrix Market website [36] . The exceptions are the NASA examples, extracted from the University of Florida Sparse Matrix Collection [19] , and the SMT matrix, which was provided by R. Kouhia of the Helsinki University of Technology. The two diffusion problems were extracted from a Los Alamos diffusion package, AUGUSTUS, developed by Mike Hall. These are three-dimensional, steady-state problems defined on the unit cube discretized on a highly skewed Kershaw mesh using the scheme described in [35] .
Some basic information about the tests problems is provided in Table 1 . For each matrix we provide the problem size n, the number of nonzeros in the lower triangular part nnz, the value of η as defined in the previous section, and the application area. In the last column we give the number of iterations and time (in seconds) required to solve the linear system using the conjugate gradient method with Jacobi preconditioning (JCG). The iteration was terminated when the 2-norm of the initial residual was reduced by at least 8 orders of magnitude, or when a maximum of 10,000 iterations was reached. The initial guess was the zero vector, and the right-hand side was constructed as b = Ax, where x is a vector with random entries, uniformly distributed in (0, 1). Similar results were obtained for other choices of the right-hand side. All the runs were performed on a SUN Ultra 5 workstation, except for those with SMT and the AUGUSTUS diffusion problems, for which one processor of an SGI Origin 2000 was used. The codes were written in standard Fortran77 and compiled with the -O3 optimization option. As can be seen, several of these problems are rather difficult to solve and have substantial positive off-diagonal part R. The standard AINV algorithm is unstable on all these problems, except BCSSTK16, which is the easiest in our data set. The most challenging problems are BCSSTK25 and the thin shell S3RMQ4M1.
In the following tables we present a number of results obtained with various preconditioners. We provide the time for computing the preconditioner (P-time), the number of PCG iterations (Its), the time to perform the PCG iterations (It-time), the total time (Tot-time), and the density ρ of the preconditioner. This is defined as the ratio between the number of nonzeros in the approximate inverse factor and the number of nonzeros in the lower triangular part of A. The preconditioners considered are FSAI [31] and variants of the standard AINV algorithm and of SAINV. The variants correspond to various preliminary transformations operated on the coefficient matrix. These are symmetric diagonal scaling (J), reordering with the multiple minimum degree (MMD) algorithm [32] , diagonally compensated reduction of positive off-diagonal entries (DCR), and combinations of these. Thus, for instance, J-DCR-MMD-AINV stands for the standard AINV algorithm applied to the matrix obtained from the diagonally compensated reduction of the original matrix after diagonal scaling and MMD reordering. For AINV and SAINV, the value τ = 10 −1 of the drop tolerance is used throughout.
In Table 2 we present results obtained with the FSAI preconditioner [31] . This algorithm already incorporates a sophisticated scaling strategy; therefore, no diagonal scaling was applied. We found that MMD reordering had a beneficial effect on the quality of FSAI preconditioning for most problems, especially the larger ones, and this ordering was used in the experiments. The sparsity pattern for the approximate inverse factor G was the same as that of the lower triangular part of P T AP , where P is the permutation matrix corresponding to the MMD ordering.
These results clearly demonstrate the robustness of FSAI. This algorithm is generally more reliable and efficient than JCG. Note, however, the relatively poor performance on BCSSTK21. We mention that the performance of FSAI can be significantly improved using a better choice for the sparsity pattern and by postprocessing the preconditioner; see, e.g., the suggestions in [30] .
In Table 3 we present results for BCSSTK16 using a variety of preconditioners. We show these results because the standard AINV is stable for this matrix and we wish to compare it with the new variants. The fastest total timing is in boldface.
There are several observations worth making. We note that AINV and SAINV both produce very sparse and yet quite effective preconditioners. Because of such sparsity, the cost of SAINV is not much higher than that of AINV, particularly with symmetric scaling. On the other hand, diagonally compensated reduction (which is not needed here since AINV is stable), which also produces very sparse preconditioners, results in slower convergence and higher overall timings. These experiments suggest that SAINV can be superior to AINV even when AINV is stable, provided that the preconditioner is sufficiently sparse.
In Table 4 we show the results for a more difficult problem, BCSSTK18. These results are fairly typical, and this is why we discuss them in some detail. For this example, AINV is unstable. Applying symmetric scaling and reordering for sparsity improves the situation only slightly: convergence is extremely slow. Using diagonally compensated reduction with AINV is somewhat more effective, but worse than MMD-FSAI. We performed some experiments with a smaller value of the drop tolerance to see if a denser preconditioner would help, but this was not the case. The number of iterations was somewhat reduced but not the timings. Better results are obtained with SAINV, particularly in combination with scaling and MMD reordering. Notice that SAINV results in preconditioners which are fairly sparse, although not as much as for the previous example. The time for computing the approximate inverse with SAINV and its variants is still quite small.
In Table 5 we show the results of using AINV with diagonally compensated reduction. We see that this method is reliable but generally not very effective. On difficult matrices, such as BCSSTK18 and S3RMQ4M1, the performance is poor. In some cases, improved results can be obtained in combination with symmetric scalings and MMD reordering, but no clear trend emerges and it is difficult to make specific recommendations. Table 6 contains results for the SAINV preconditioner. For most problems, the performance is better than that of DCR-AINV and comparable with that of MMD-FSAI. Note that MMD-FSAI performs better on the shell problems.
Finally, in Table 7 we show the results for SAINV used in conjunction with symmetric scaling and MMD reordering. While this combination is not always optimal, it was the best or nearly so in a majority of cases. Therefore we feel comfortable recommending to use this combination in practice. Note in particular that J-MMD-SAINV is on average a factor of three faster than Jacobi preconditioning. Also notice that this approach is better than using AINV with diagonally compensated reduc- mention that for the matrices from structural analysis, which are fairly dense, the right-looking version of the SAINV code was found to be faster and it was the one used in the experiments. For the diffusion problems, which are comparatively sparse, the left-looking version is faster and was used for the runs presented here. The experiments in this section suggest that SAINV is a robust and effective general purpose preconditioner for the conjugate gradient method, especially when used in combination with symmetric scalings and MMD ordering. The standard AINV preconditioner can be used in connection with diagonally compensated reduction, resulting in a preconditioner which is also reliable but not nearly as effective, with the possible exception of diffusion problems. Concerning this approach, we note that it is difficult to predict the performance on the basis of η. Some correlation is present, e.g., in the three shell problems, for which η increases with the difficulty of the problem. However, η is too coarse an indicator of performance to be useful in deciding when to use diagonally compensated reduction.
The SAINV preconditioner is also easy to use. As already mentioned, we have used the standard value τ = 10 −1 for the drop tolerance in all the tests with AINV and SAINV. Much better results can be obtained in some cases with a different value of τ , but we deliberately avoided fine-tuning because we wanted to show that this is a good choice in general. Also, the performance of the algorithm is only moderately affected by the choice of τ , provided that it is not chosen too small or too large; see [12] .
Conclusions.
We have developed SAINV, a reliable version of the AINV factorized approximate inverse preconditioner for the conjugate gradient method. The algorithm is applicable to general SPD matrices, is easily parallelized, and performs well on challenging linear systems arising in finite element modeling of elasticity and diffusion problems. The new preconditioner is easy to use, as it does not require the user to specify a sparsity pattern for the approximate inverse but only the value of the drop tolerance τ . Typically, setting τ = 10 −1 gives good results. While the setup phase is slightly more expensive than for the standard AINV preconditioner, the cost of computing the preconditioner is still reasonable and the overall algorithm is cost effective.
Our experiments indicate that the performance of SAINV can be significantly improved by applying some preliminary transformations to the matrix A, namely, symmetric diagonal scaling and MMD reordering. With these transformations the storage required for the SAINV preconditioner is often significantly less than that for the coefficient matrix A itself. We stress that the cost of these preprocessings is negligible compared to that of solving the linear system, and we recommend using them as the default options in practice.
We have also investigated the use of diagonally compensated reduction of positive off-diagonal matrix entries as an alternative, inexpensive means to stabilize the AINV preconditioner. While this approach gave good results on some of our test problems, it proved to be generally less effective than SAINV applied to the original matrix.
