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§ 1 Elen~o histo~i~o sabre el desarrollo de las
Probabilidades y l~ Estad1stica.
En 2238 AoCo~ En China, se observo que en los
estados y en las grandes ciudades9 e1 cociente en~
tre los niftos varones nacidos y e total de naci-
m'ent s en cad a aBo era, practicamente9 constante:
prime fen6meno observade de "estabi1idad estadis-
(*) Ponencia presentada per e1 autor en la I Reu-
nion sobre Metodos Estadlsticos en la Agricultura,
realizada en Manizales los dfas 30 de Noviembre y
10 de Diciembre de 19760 No del Eo
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tica".
1654 La correspondencia entre Pascal y Fer-
mat sobre el problema de los dados, sienta las ba
ses del "Calculo de Probabilidades" y el problema
de tomar decisiones razonables en la incertidum-
bre se plantea en terminos de "esperanzasmatemati
cas"o
1662 John Grount publica IiNatural and politi.
cal observations on the Bills of mortality" apli=
cado a estudiar e1 crecimiento y la merma de las
poblacioneso
1693 Edmund Halley escribe !iAn estimate of
the Degrees of the mortality of Mankind drawn
from curious tables of the Births and Funerals of
the City of Breslaw" donde se da, pOI' primera vez~
una tabla de vida con las llprobabilidades de su-
pervivencia" para las personas entre e1 nacim:ien=
to y una edad x, 0 entre dos edadeso
1713 So Bernoulli da a conocer liArs Cojectan
" -
di" donde se aplica, pOl' primera vez, la idea de
,
la probabilidad ~ la conducta humana.
1718 Ao de Moivre en Stl "Doctrine des Chan-
ces" escrLbe ~ "Otro uso que es posible hacer de
esta Doctrina del azar" es, en union de otras pa!.
tes de laMatematicas, "como una introduccion ade
cuada al arte del razonamiento".
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1735 Ao De Moivre3 aproximando la suma de Be~
noulli: (a + b)n 3 vislumbra 1a Ley de distribu-
cion Normal.
1798 To Malthus~ publica el "Ensayo sobre el
principio de la Poblac:l.on"donde se estudia el pa-
pel de esta en el erecimiento~ la estructura y la
organizacion de una Sociedado
1812 Laplace~ en la "Teorla Anall.tica de la
Probabilidad" sugiere que cada medida de una mag-
nitud €s una entre muchas posibles que resulta de
1a aeeioD simultanea de fiuchos factores aleatorlos
(errores elementales). En ciertas condiciones, la
superposici6n de muchos errores elementalesg cond~
ce a la Ley Universal de los errores (Ley Normal
de Laplace)o Las probabilidades en cadena~ precu£
soras de los procesas de Markov~ figuran tambien
en esta obra.
1814 Laplace en "Essai Philasophique des pro-
babilites" trata a las probabilidades como "reglas
de 1a inferencia razonable"o
1816 Gauss, en "Determinacion de la exactitud
de las observaciones" establece la idea del "error
media" y sienta el principio de los "m!nimos cua-
drados": una incognita debe determinarse con la
condicion de que la suma de los cuadrados de los
errores medios sea minima. En 1820 estudia exha-
ustivamente las propiedades de la Ley Normal (Ley
de Laplace-Gauss)o
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1827 Ro Brown observa el movimiento erratico
de pequenas particulas en suspension {movimiento
browniano}o
1853 Quetelet organiza los Congresos Interna-
cionales de Estadistica e introduce conceptos ta-
les como tIelhombre promedio", "variabilidad"~etco
1855 Ao Guil1ard publica "t:lements de statis-
tique humaine" con e1 propos ito de hacer e1 "estu-
dio matematico de las poblaciones~ de sus movimien
tos generales, de sus condiciones f1sicas~ civi-
les inte1ectua1es y moraleso
1859 Co Darwin realiza experimentos biologi-
cos sobre velocidad de crecimiento y plantea la
cuestion de saber sf u.n efecto puede ":suponerse ra
zonablemente debido al azar"o
1865 Mendel publica sus. "Experimentos sobre
hibridos en las plantas"o
1888 Sir F'r-ancLs Galton senaLa que los biolo-
I . .
gos se .ven frecuegtemente abocados a mediI' canti-
dades inter-relacionadaso Introduce la idea de
"media condicionada" y de "regres:lon sabre la me~
dia" : la t endenc fa de los 'padres altos. para ori-
ginar hijos de talla media.
1889 Galton discute el problema de la estadl~
tica en la herencia natural y el de la ext inc ion
de los apellidos, planteado, este ultimo pOl' Adol-
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phe Candolle (1873).
1900 Re-descubrimiento de las Leyes de Mendel
por Schermak y Correns.
1901 Fundaci6n de la revista "Biomitrica" por
Weldon y Pearson.
1903 Pearson rnuestra que las Leyes de Mendel
cumplen Is Ley Normal y que los valores de las co
rrelaciones observadas sa deben a la combinacion
de los factores mendelianos.
1904 Weldon realiza el experimento de los da
dagg (En 3150672 ensayos observo 106,602 veces
las caras 5 y 6~ en vez de 105.22~ que podian es~
perarsB en caso de que la probabilidad fuera un
tarcio, Sa planteo la cuestion~ l D~bemos dese~
char 1a hipotesisg p ~ 1/3 ?
1905 Pearson propone la prueba de "Chi cuadra
2do" (X ) para probar la compatibilidad entre fre-
cuencias esperadas y observadas y explicar la dis
crepancia de Weldon.
1908 Student (W.S. Gpsset) desarrolla la "di~
tribucion t Ii en "The probable error of a mean".
Se inicia el metodo de la distribucion de los par!
metros (estadisticos) y la estimacion de los ~is-
mos con las "pruebas de significacion".
1914 Mc Kendrick, trabajando en un modelo p~
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ra enfermedades contagiosas encontro la distribu
cion binomial negativac
1915 Sir RcAc Fischer encontr6 la ley z de
distribuci6n del coeficiente de correlaci6n r,
que aplica al problema de la significacion de es
teo
1919 RcAo Fischer es llamado pOI' sir John Ru
ssel a la Rothemstead Experimental Stationc
1920-25 RoAo Fischer establece la "TeoI'1.a de
las pruebas de hipotesis" y 1a "Teori.a de 1a Va~
rianza"o
1925 RoAc Fischer en "Theory of statistical
estimation" establece los "tres criterios de es-
imaci6n"; a) de conslstencla: cuando la muestra
coincide con la poblacion, el estadistico debe
ser igual al parametro: b) de eficfencia: es de
las muestras grandesj cuando la distribuci6n de
los estadi.sticos tiende a la normalidad; se ftebe
escoger a1 estadistico que tenga el menor proba-
ble; c) de suficiencia: el estadistico elegido~
debe recoger teda la infox-macion pert inente inclu.i-
da en la muestrao
1925 Dublin y Lotka publican su articulo "Ta
sa intrinseca del crecimiento de las poblaciones"c
1926 RoAc Fischer en "Contributions to mathe
matical statistics", define exactamente el conce£
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to de "verosimilitud maxima" (maximum likelihood),
diferenciandolo de "probabilidad rnatematica".
1926 FoP 0 Ramsay en "Truth and Probabili t y "
plantea el punto de vista "personalista" de la teo
ria de la decisi6n, en contraste con la teorta nob
jetivista" de De F:inetti ("La prev:ision~ ses lois
logiques9 ses sources objetives" )0
1927 Uo Yule introdujo nuevos metodos para a-
nalizar oscilaciones en series tempora1es.
1935-49 Fischer, Yates y Mahalanobis, estab1e
cen la Teo!'ia del Diseno Experimental que :inc1uye
el muestreo~ como caso particularo
1950 Ao Wald en "Statistical decision func-
tions" re-examina el problema de las pruebas de hi
p6tesis y la teorta general de 1a decisi8n y las
aplica a la teor1a del control de 1a calidad.
1954 Lo Savage en "Foundations of statistics"
y Milnor en "Decision Processes" presentan, el pri-
mero, una nueva fundamentacion de 1a estadistica
seg G n las lfneas "personal 0 st as" y e1 segundo 9 10
mismo para 1a teor1a de 1a decision. Segun esto
la probabilidad mide la confianza de un individuo
particular en una proposicion espec!fica y en las
decisiones interviene radicalmente el criterio del
juezo
La investigacion continua en estas direcciones
polemicaso 133
§ 2 Comentarioso
Esta somera resena historica, que cubre 3 si-
glos 1654-1954, permite algunas observacionesg
10 El fen6meno de las "regularidades estad!~
ticas" 0, como se dice tambien~ de la "estabili-
dad de las frecuencias" se conoce desde la mas
remota antiguedad humana: no finicamente la cons-
tancia de la proporeion de ninos nacidos sobre el
total de nacimientos en un ano~ comentada por La-
place en el "Essa! Philosophique", sino tambien
otras constantes observadas a partir de los si-
glos 17 y 18, tales como el porcentaje de defun-
clones en cada tramo de edad para distintos sect£
res poblacionales; la distribucion de las perso-
nas (en cada s~xo, edad, nacionalidad) en cuanta
altura, peso, longitud del paso~ etc., las fre~
cuencias en experimentos con monedas, dados y agu
jas que, inclusive fueron utilizadas para dar a-
proximaciones para el numero pi. En nuestra epo-
ca, con la generaci6nde nGmeros aleatorios con
los metodcs computables' deM'~pte Carlo, se han b~
rajado los digitos 0, 1, 2,~.0, 9 en tandas su-
cesivas para observa~ laaparici6n del dig ito 7,
con los siguientes resuLtados g en el primer lote
.; c ,
de mil nfimer-os.ap~reci69._5 veces ; en el segundo"
88; en el tercero 95; en el cuarto 112; en el
quinto 95; 10 eual da f~ecueneias de aparieion
de 0.095; 0.088; 0.095; 0.112 y 0.095, res-
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pectivamente que~ aunque fluct6ang siempre 10 ha-
cen alrededor de 001 que es el valor de la "pro
babi lidad II teorica de eleg ir 7 l aL azar, entre
los 10 d!gitos 0 Esta es la "Ley "niversal del A-
zar" 0 "Ley de los grandes numeros"o Mas exac-
tamente: si notamos con m el numero de casos en
que aparece un suceso A entre n iipruebas inde-
pendientes"~ se encuentra que el cociente min I
para n bastante grande9 en la gran mayoria de
las series de observaciones, permanece cas! cons-
tante9 slendo cada vez mls raras las desviacl0nes
a medida que n aumentao
Aparece aS1, nitidamente9 10 estad1stico anhe-
lado en la teoria matematica de las probabilidades.
Esta. t:iene como ob j et o , segfin la conocLda definicion
del Prof. Khintchine: Ii El estudio de los fen5menos
grupales, 0 sea.9 fenomenos que ocurren en conjunto
numeroso de objetos esencialmente de la misma natu
raleza y el descubrimiento de las leyes generales
implicadas pOI' el caracter masivo de tales fenome-
nos y que dependen relativamente poco de la natu-
raleza de los objetos individuales"o
Pero~ entonces lcual es 10 especffico de la
"Estadfstica" ?
En nuestros cursos acostumbramos distinguir:
Estadistica descriptiva 0 empirica. Teoria Esta-
distica que, a veces, subdividimos en Estadistica
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Matematlca y Procesos Aleatorioso Pe~o es posi-
bIe que en esta nomenclatura perdamos el consen-
so; por eso, digamos9 mas bien~ que la Estadisti
ca se ocupa de objetos que pueden contarse 0 me~
dirse apropiadamente can el objeto de desentra-
nar las regularidades masivasj latentes detras de
las fluctuaciones9 y cuya interpretacion e ila-
cion debe hacerse en e1 cuerpo de una teor13 es-
tadistica (1a cual contempla diversos modelos y
procesos matematico-probabilisticosJo
20 La resena historica demuestra que los es~
tudios estadisticos se aplicaron primero a 10 hu-
mano y 10 social; luego a 10 biologico y finalmen
te a 10 f151000 Asi en 1833~ cuando se funde 1a
Sociedad Estadfstica Britanica, bajo los auspi~
ci05 de Quetelet~ se declaro como objetivo; "in-
vestigar los hechos relativos a las comunidades
humanas, que puedan expresarse por medio de TIume-
ros y que al extenderse a un numero grande de in~
dividuos, revelen leyes generales"o Los estudios
estadisticos en Biologia empezaron en 1859 con
Charles Darwin quien fue, como justamente 10 ha
senalado Schrodinger~ "la primera persona que 10-
gro concie~cia del papel vital de la estad1sticao
Su teoria se apoya en la Ley de los Grandes Nume-
ros". En Fisica9 dejando aparte el problema de
controlar los errores de las observaciones astro-
n6micas que atac6 Gauss, la Estad1stica ingresa
en forma franca con el estudio de las velocidades
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moleculares realizado por Maxwell y Boltzmann en
1860, con la conex ion entre ent re pfa y probab i1idad
logrado por, Boltzmann en 1876 y con la Mecanica Es"
tadfstica de Wo Gibbs de 18890 Ahora todas las ra
mas de la ciencias desde la Medicina a las Teleco-
municacioness estan impregnadas por los metodos es
tadfsticoso
Pero el cuadro historico muestra que el desa-
rrollo de la Estadfsticag como cuerpo de teoria au
ton6mo, tuvo lugar entre 1880 y 19549 hace apenas
90 anos, can las siguientes etapas principales~
a) 1888 - 19080 En" estos 20 aftos, dominados
par las personalidades de Galton, Weldon y Pear-
sons 5e introducen las ideas de correlacion y re-
g~esion~ 5e establece la correspondencia entre di~
versos fenomenos con modelos estadisticos como en
los casos de la extincion de los apellidos famili~
res y de 1a transmisi6n de los caracteres mendelia
nos y sep1antea' 1a cuesti6n de 1a significaci6n
de las observaciones contra e1 marco de una hipo-
tesis, que conduce a Pearson a 1a distribucion de
Chi cuadradoo
b) Entre 1908 y 1915, con los nombres de Stu-
dent, Mckendrik y otros9 e1 proble~a dominante es
de la "estimaci6n", 0 sea9 encontrar metodos para
ca1cular, a partir de una muestra, promedios, va-
r ian zas , en general, "estad i sticos ", que permi ten
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estimar los parametros de una poblacion hipoteti~
CG$ cuestion que se reduce al problema matematico
de determinar Is distribucion muestral de cada es
tadistico, por ejemplos Is distribucion de Studento
c) Entre 1915 y 1950 corren 35 anos de bri~
llantes desarrollos centrados en el nombre de sir
Ronald Fischero Despues de resolver el problema
de la distribucion del eoefieiente de correlacion
con su famosa ley z, Fischer ingreso en la Esta~
cion Experimental de Rothamsteado Se propuso, en
tonces, realizar un re~planteamiento general y co
herente de toda la problematica estadistica que
estaba sobre el tapete en esa epoea y edifiear los
"metodos de inferencia estadfstica induct iva" su-
~
geridos pOI' e1 problema de Interpretar y disefiar~
en forma valida y eficiente los experiment os agr!
colas, en los cuales la variabilidad de los facto-
res observables e inobservables debe inclu1rse i-
nexorablementeo Progresivamente, Fischer estable-
ci6 el An&lisis de la Varianza que desplaz6 el ml-
todo de la correlaci6n de Galton y que permite ex-
plorar y descomponer +as fuentes de variacion mul
tiple; con esto, re-planteo los problemas de las
pruebas de hip6tesls, de }~ estimaci6n de los pa-
r&metros. y cr~~ el m~todo.de la "m&xima verosimili
tud" y la Teoria del·Disefio Experimental que inclu
ye al Muestreo como caso particuLar, para 10 cual,
debi6 idear nuevos metodos comb la teoria del con-
founding en experimentos facturiales utilizando la
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teoria de los grupos y tambien los cuadrados lati-
nos de Euler.
5e disponla ahara de una tecnica campleta para
la Bxperimentacion estadlstica exacta, que asegur~
ba la aleatoriz8clon estricta y permit1a estable~
cer relaciones causales cuantitativas y bien deter
minadas entre tratamientos y resultados.
El genic innovador de Fischer queda patentiza-
do con las palabras que &1 mismo interca16 en la
memoria N° 11 de sus "Contributions to mathemati
cal Btati~tics" de 1926: "Los experimentos gran-
des y complicados tienen mucha mayor eficiencia
que los senciIlo~. Ningun aforismo se repite con
mayor frecuencia9 en conexion con las pruebas de
campo, que esteg debeffios formular a Ia Naturaleza
poca~ preguntas9 OJ en e1 caso ideal, solo una pr~
gunta cad a vezo Quien esto escribe esta convenci-
do de que esta opinion es completamente equivocadao
Sugiero que la Naturaleza respondera optimamente
a un cuestionario logi~o y cuidadosamente elabora-
do; de hecho~ si Ie formularnos una sola pregunta~
frecuentemente se negarA a responder hasta que otre
terns.11aya side elucidado".
3. Pero, naturalmente9 nuevas vetas de desa-
rrollo de ~ Estadlstica se abr1an en otras direc-
clones. Como puede verse en el listado historico,
el "problema de 1a decision" que estaba latente
139
desde los tiempos de Pascal y de Laplace, y al
cual el mismo Fischer contribuyo significativa-
mente, fue retomado en 1926 por Ramsay con su no-
vedoso pla.nteamiento de las "probabilidades sub-
jetivas"; en 1950 por A. Wald con la teor!a de las
funciones de decision" y en 1954 por Milnor con
la teoria de la intervene ion crucial de los cri-
terios del juez. En este campo de controversia,
la investigacion prosigue en nuestros d!as.
Por otrolado9 es claro que la teoria de la
experimentacion exacta de Fischer tiene un limi-
tante emp1rico per el hecho de que no es posible
extrapolar mas alIa de las condicione~ particula-
res dec ada exper imen to. De aqu1. 1a necesidad' de
enriquecer y extender estos res uLtados engLobdndo>
los en el marco de la "Teoria Estadistica" 0 sea
de los Modelos Estadisticos y de los Fraceses Es
tadisticos.
En efecto, en muchos procesos que ocurren en
poblaciones discretas, los cambios aleatorios son
los elementos decisivos: en la evolucion por ~ele~
cion natural, en el regimen de una poblacion que
evoluciona por nacimiento y muerte, en el progre-
so de una epidemia, en las coyunturas ecologicas,
en el comportamiento de ~na serie temporal, etc.;
en estos casos, la dinamica y las fluctuaciones
estadisticas deben analizarse sobre el telon de
fondo de un modelo adecuadamente especificado que
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responda pOI' l~ interacciones de las variables cIa
ves. Se comprende~, entonces, que las obs~rvaciones
de estos fenomenos~ 0 sea~ las realizaciones de pr~
cesos estocasticos, no pueden analizarse con los
metodos estadisticos corrientes; pero, dentro del
marco de 1a: Estadlstica clasica queda el "problema
de la especificaci6n"~ 0 sea~ de a elecci6n del
modela hipotetica mas adecuado; par ejemplo~ mode-
10 de Poisson para el regimen de los accidentes de
trAnsito; modela bfuomia1 para la transmisi6n de ca
racteres mendelianos; modele binomial negative para
1a propagacion de las epidemias; modele de Pareto
.para 1a distribucion del ingrese, etc. Queda tam~
bien en el terreno claslco el problema de la i1infe
rencia estad1stica" para verifiear el modele eleg..!.
do contra la informacion disponible, para estimar
promedios y otros estadistieos del modelo y para
redueil" los datos a dimensiones manejables. En es
te campo, 0 sea, en la Teor!a titadistica de los
procesos dinamicos, la teoria matematica de las
probabilidades es inevitable y ocupa el lugar cen-
tral.
§ 3 El problema de la ensefianza estadistica.
Quisiera itilizar las observaciones que ante-
ceden para decir unas palabras sobre el problema
de la ensefianza de la Estadfstica en la Universi-
dad. Expl"eso mi conviccion de que la retrospec-
cion historica permite val oraI' la ~ignificacion
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de las distintas contribuciones, trazar perlodos
determinantes y senalar niveles de desarrollo de
una ciencia, Sostengo que los materiales que han
logrado una consolidacion diafana, deben ensenar-
se en forma sencilla y nltida, con la fundamenta
cion necesaria y suficiente para asegurar la ca~
bal comprension de los conceptos, de los metodos
y de las aplicacloneso Los materiales mas avanza
dos que muestran como se lograron los resultados
cristalizados 0 que tocan con las nuevas direccio
nes investigativas, deben ensenarse en un nivel
mas elevado, teniendo en mira la formacion de es-
pecialistas, capaces de aclarar, de hacer asequi~
bles y de impulsar esas investigaciones.
Con estos criterios, si tuviera que diseftar
un curso sernestral de Estadistica, elemental y
universal, 0 sea, dedicado a poner a disposicion
de tecnicos e ingenieros los metodos estad1sti-
cos definitivamente establecidos, procederia par~
lelamente al desarrollo historico de esta ciencia,
en la siguiente forma: ,
CAPo I Resena Historica. (3 ho)
CAP, II La informacion emp1rica. Calidad de
los datos graficos y diagramas, Manejo aritmeti-
co y tablas, Minimos cuadrados. (8 h.)
CAP. III Distribucion de frecuencias. Medidas
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eentrales. Medidas de dispersion. Caleulos simpli-
fieados. Momentos. ·(6 h.)
CAPo IV Correlacion y regresion. Diversas eir
eunstancias de calculo. (6 ho)
CAPoV Teorla de Probabilidade~. Regularidades
estad1stieas. Ley de los grandes numeroso Teoremas
de la suma y del producto de probabilidades. Ex-
tensiones y consecuenciaso Distri~ucion de proba-
bilidado Esperanza matemat~ea. Funcion generatriz
de momentos y Funcion caracterlstica. Pruebas de
Bernoullio(8 ho}
CAP. VI Algunas distribuciones importantes. La
distribucion biomial, la distribuci6n de Poisson.
La distribucion normal. Tablas yaplicaciones.(5h.)
CAP. VII Pruebas de significacion: Asociacion9
contingencia, bandad de ajuste. La distribuci6n X2
(utilizacion de) (5 ho)
CAP; VIII Muestreo simple. Muestras grandes y
pequeBas. Estimacion de los parametros9 Distribu-
cion muestral. Error estandar. Empleo de las dis-
tribuciones t y z. (8 ho)
CAP.IX Analisis de varianza y covarianza. Em-
.plea de la distribuci6n F. (5 h.)
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CAP.X La Teor1a general de la estimacion y
la inferencia inductiva. Disefio de experimentoso
Diseflo factorial. Cuadrados latinos Aleatorioza-
ciono (8 ho)
El total de horas es de 64; por tanto, el cur
so podrfa dictarse en 4 meses habiles con una in-
tensidad de 4 h/so Quedarla el problema del ni~
vel y de la amplitud con que se tratarlan los t~
maso La unica forma efectiva de resolverlo es
redactar las notas del cursoo
***
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