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Critical Behavior of a Strongly Disordered 2D Electron System:
The Cases of Long-Range and Screened Coulomb Interactions
Ping V. Lin∗ and Dragana Popovic´†
National High Magnetic Field Laboratory, Florida State University, Tallahassee, Florida 32310, USA
(Dated: April 6, 2018)
A study of the temperature (T ) and density (ns) dependence of conductivity σ(ns, T ) of a highly
disordered, two-dimensional (2D) electron system in Si demonstrates scaling behavior consistent
with the existence of a metal-insulator transition (MIT). The same critical exponents are found
when the Coulomb interaction is screened by the metallic gate and when it is unscreened or long
range. The results strongly suggest the existence of a disorder-dominated 2D MIT, which is not
directly affected by the range of the Coulomb interactions.
PACS numbers: 71.30.+h, 73.40.Qv, 71.27.+a
The metal-insulator transition (MIT) in 2D systems
remains one of the most fundamental open problems
in condensed matter physics [1–3]. There is consider-
able experimental evidence that suggests that electron-
electron interactions are responsible for a variety of phe-
nomena observed in the metallic regime of low-disorder
2D systems near the apparent MIT, including a large
increase of conductivity σ with decreasing temperature
T (dσ/dT < 0) [4]. Many-body effects have been most
pronounced in a 2D electron system (2DES) in Si metal-
oxide-semiconductor field-effect transistors (MOSFETs).
Since the most striking experimental features are not
sensitive to weak disorder (see, e.g., the thermopower
study in Ref. [5]), they have been interpreted as evidence
that the MIT in such low-disorder systems is driven by
electron-electron interactions and that disorder has only
a minor effect. In highly disordered systems, on the other
hand, dσ/dT < 0 is usually not observed. However, care-
ful studies of σ(ns, T ) (ns – the electron density) and
glassy charge dynamics in a 2DES in Si have provided
ample evidence for the MIT and for the importance of
long-range Coulomb interactions also in these systems
[6]. The following key questions thus arise: (1) What is
the nature of the MIT in a high-disorder 2DES with in-
teractions? More precisely, is it dominated by disorder,
or is it the same as the MIT in a low-disorder 2DES,
which is believed to be driven by interactions? (2) What
is the effect of the range of electron-electron interactions
on the MIT in a high-disorder 2DES?
Here we report a study of σ(ns, T ) in high-disorder
2DES in Si MOSFETs, which demonstrates scaling be-
havior consistent with the existence of a quantum phase
transition (QPT). Measurements were done on devices in
which the long-range part of the Coulomb interaction is
screened by the metallic gate. Scaling analysis was also
performed on another sample of the same type, studied
previously [7–12], but in which the electron-electron in-
teraction is long range. The comparison of our results
to those on low-disorder systems provides clear evidence
that sufficiently strong disorder changes the universality
class of the MIT. We also find that, in such a disorder-
dominated transition, the range of the Coulomb interac-
tions does not appear to affect the critical exponents.
The use of a nearby metallic gate or ground plane
to limit the range of the Coulomb interactions between
charge carriers in 2D systems is a well-known technique
that has been explored both theoretically (see, e.g., [13–
19]) and experimentally, e.g. in the investigation of the
melting of the Wigner crystal formed by electrons on a
liquid He surface [20]. In the context of the 2D MIT,
it has been used to explore the role of Coulomb interac-
tions in the metallic [21] and insulatorlike [22] regimes of
a 2D hole system (2DHS) in “clean”, i.e. low-disorder Al-
GaAs/GaAs heterostructures and in the metallic regime
of low-disorder Si MOSFETs [23]. In contrast, we report
on the screening by the metallic gate in a high-disorder
2D system. Our conclusions are based on σ(ns, T ) be-
havior on both metallic and insulating sides of the MIT.
The metallic gate at a distance d from the 2DES
creates an image charge for each electron, modifying
the Coulomb interaction from ∼ 1/r to ∼ [1/r −
1/
√
r2 + 4d2]. When the mean carrier separation a =
(pins)
1/2 ≫ d, this potential falls off in a dipolelike
fashion, as ∼ 1/r3. Therefore, in Si MOSFETs, the
range of the electron-electron Coulomb interactions can
be changed by varying the thickness of the oxide dox = d.
Our study was performed on two sets of Si MOSFETs
that were fabricated simultaneously using the 0.25-µm
Si technology [24], the only difference being the value
of dox. In “thick-oxide” samples, dox = 50 nm, com-
parable to that in other Si MOSFETs used in the vast
majority of studies of the 2D MIT [1–3, 6]. In the low-
ns regime of interest near the MIT, the corresponding
5.3 . d/a ≤ 8.0. On the other hand, in our “thin-oxide”
devices with dox = 6.9 nm, substantial screening by the
gate is expected in the scaling regime of ns near the MIT,
where 0.7 . d/a . 1.0. For comparison, in other ground-
plane screening studies, 0.8 ≤ d/a ≤ 1.8 in Ref. [23],
1.1 . d/a ≤ 5 in Ref. [22], and 2 ≤ d/a ≤ 19 in Ref. [21].
The samples were rectangular n-channel (100)-Si
MOSFETs with poly-Si gates, self-aligned ion-implanted
contacts, and oxide charge Nox ≈ (1− 1.5)× 1011 cm−2.
2We focus on two samples that are representative of the
two sets of devices: sample Bthin, with dox = 6.9 nm,
substrate doping Na ∼ 5 × 1017 cm−3, and dimensions
L × W = 2 × 50 µm2 (L – length, W – width); sam-
ple A1 with dox = 50 nm, Na ∼ 2 × 1017 cm−3, and
L ×W = 1 × 90 µm2 [7, 12]. In analogy with previous
studies on thick-oxide devices [7–12], the substrate (back-
gate) bias of −2 V was applied, resulting in a 4.2 K peak
mobility µpeak of ∼ 0.04 m2/Vs and ∼ 0.06 m2/Vs for
Bthin and A1, respectively. Such low values of µpeak re-
flect the presence of a large amount of disorder. Detailed
measurements were performed on sample Bthin; the pre-
viously obtained data on A1 [7] were also analyzed.
σ was measured using a standard two-probe ac method
at ∼ 11 Hz with an ITHACO 1211 current preamplifier
and a SR7265 lock-in amplifier in a 3He system (base
T = 0.24 K). The contact resistances and the contact
noise were determined to be negligible relative to those
of the 2DES, as described in Ref. [7]. The excitation
voltage Vexc was constant and low enough (5 − 10 µV)
to ensure that the conduction was Ohmic. A precision
dc voltage standard (EDC MV116J) was used to apply
the gate voltage Vg, which controls ns: ns(10
11cm−2) =
31.25(Vg[V] − 1.48) for sample Bthin. Similar to studies
of thick-oxide devices [7–12], ns was varied at T ≈ 20 K
[26], followed by cooling to a desired T with a fixed ns.
σ was measured as a function of time, up to several
hours at the lowest ns and T . Some Vg sweeps using
a HP3325B function generator were also performed to
verify that T ≈ 20 K was (a) high enough for the 2DES
to be in a thermal equilibrium, as there were no visi-
ble relaxations, and (b) low enough for the background
potential (disorder) to remain unchanged, as evidenced
by the reproducible fluctuations of σ(Vg) at low T . The
study of fluctuations with Vg or with time, however, is
beyond the scope of this work. Here we focus instead on
the behavior of the average conductivity 〈σ〉 [25].
Figure 1(a) shows 〈σ〉 as a function of T for different ns
near the MIT, as discussed below. In general, the behav-
ior of 〈σ(ns, T )〉 is similar to that in thick-oxide devices
[7, 12], although the absolute values of 〈σ〉 for the same
ns and T are lower here. We note that the mere decrease
of σ with decreasing T (i.e. d〈σ〉/dT > 0) at a given ns
does not necessarily imply the existence of an insulating
state (〈σ(T = 0)〉 = 0). Indeed, the existence of a 2D
metal with d〈σ〉/dT > 0 has been already demonstrated
in three different types of 2DES in Si MOSFETs: 1) in
the presence of scattering by disorder-induced local mag-
netic moments, both in zero magnetic field (B = 0)[28]
and in parallel B [29]; 2) in low-disorder samples in par-
allel B [30]; and 3) in high-disorder, thick-oxide samples
(B = 0) [7]. Therefore, nc, the critical density for the
MIT, in our high-disorder, thin-oxide system [Fig. 1(a)]
also has to be determined from the fits to 〈σ(ns, T )〉 on
both metallic and insulating sides of the transition.
For the lowest ns and T , the best fit to the data is ob-
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FIG. 1: (Color online) Sample Bthin. (a) Conductivity 〈σ〉 vs.
T for different ns, as shown. ns was varied at high T ≈ 20 K.
Solid lines guide the eye. All data are in the regime of T ≪ TF
(TF – Fermi temperature [26]) and kF l ≪ 1 (kF – Fermi
wave vector, l – mean free path). (b) 〈σ〉 vs. T−1/3 for
several ns in the insulating regime. The solid lines are fits to
〈σ〉 ∝ exp[−(T0/T )
1/3]. Inset: T0 vs. ns with a linear fit, and
an arrow showing nc. Only ns with the activation energies
EA(T ) = T
1/3
0
T 2/3 & 0.6 K were used in the fit. In both (a)
and (b), the error bars show the size of the fluctuations with
time.
3tained with 〈σ〉 ∝ exp[−(T0/T )1/3] [Fig. 1(b)], which cor-
responds to the 2D Mott variable-range hopping (VRH).
The vanishing of the activation energy, as extrapolated
from the insulating phase, is often used as a criterion
to determine nc (see, e.g., Refs. [7, 30–33]). Here the
extrapolation of T0(ns) to zero (Fig. 1(b) inset) yields
nc = (4.2± 0.2)× 1011 cm−2.
For ns > nc, the low-T data are best described by
the metallic (〈σ(T = 0)〉 > 0) power law 〈σ(ns, T )〉 =
〈σ(ns, T = 0)〉 + b(ns)T 1.5 [Fig. 2(a)]. The same T 3/2
non-Fermi-liquid correction was observed in the metallic,
glassy phase (nc < ns < ng; ng - glass transition density)
of both thick-oxide, high-disorder samples at B = 0 [7]
and low-disorder 2DES in parallel B [30], consistent with
theoretical predictions [34, 35]. This simple and precise
form of 〈σ(T )〉 allows a reliable extrapolation to T = 0
[Fig. 2(a)]. The extrapolated 〈σ(T = 0)〉 go to zero at
ns ≈ 4.26 × 1011 cm2 [Fig. 2(b)], in agreement with the
nc value obtained from the VRH fit. Moreover, a sim-
ple power-law T dependence 〈σ(nc, T )〉 ∝ T x found here
(Fig. 2(a); x = 1.5), is consistent with the one expected
in the quantum critical region of the MIT based on gen-
eral arguments [36]. Likewise, the power-law behavior
〈σ(ns, T = 0)〉 ∝ δµn [Fig. 2(c)] is in agreement with the-
oretical expectations near a QPT, such as the MIT. The
critical exponent µ = 2.7± 0.3.
In addition, very general considerations have suggested
[36] that the conductivity near the MIT can be described
by a scaling form 〈σ(ns, T )〉 = 〈σc(T )〉f(T/δzνn ), where
z and ν are the dynamical and correlation length expo-
nents, respectively, and the critical conductivity 〈σc〉 =
〈σ(ns = nc, T )〉 ∝ T x. Figure 3 shows that, in the vicin-
ity of nc, all 〈σ(ns, T )〉/〈σc(T )〉 ∝ 〈σ(ns, T )〉/T 1.5 col-
lapse onto the same function f(T/T0) with two branches:
the upper one for the metallic side of the transition and
the lower one for the insulating side. As expected for a
QPT, the scaling parameter T0 is the same, power-law
function of δn on both sides of the transition, T0 ∝ |δn|zν
(Fig. 3 inset), with zν ≈ 2.0 within experimental error.
From standard scaling arguments [36], it follows that
the critical exponent µ can be determined not only from
extrapolations of 〈σ(ns, T )〉 to T = 0 [Fig. 2(c)], but
also from µ = x(zν) based on all data taken at all T
and values of ns for which scaling holds. Indeed, using
x = 1.5 ± 0.1 (Figs. 2(a) and 3) and zν ≈ 2 (Fig. 3
inset), we find the value µ = x(zν) = 3.0 ± 0.3 that is
in excellent agreement with µ = 2.7 ± 0.3 found from
the T = 0 extrapolation of 〈σ(ns, T )〉. This confirms the
consistency of the analysis.
In a similar way, we analyze 〈σ(ns, T )〉 near nc =
5.22 × 1011 cm2 in a thick-oxide, high-disorder MOS-
FET [7], in which the electron-electron interaction is
long range. Figure 4 demonstrates that, near nc, the
〈σ(ns, T )〉/〈σc(T )〉 ∝ 〈σ(ns, T )〉/T 1.5 data exhibit dy-
namical scaling, a signature of the QPT, also in this sys-
tem. The scaling parameter T0 ∝ |δn|zν (Fig. 4 inset),
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FIG. 2: (Color online) Sample Bthin. (a) 〈σ〉 vs. T
1.5 for a
few ns > nc, as shown. The solid lines are linear fits. For
ns = 4.26 × 10
11 cm2, 〈σ(T = 0)〉 = 0, i.e. 〈σ(nc, T )〉 ∝ T
x
with x = 1.5±0.1. (b) 〈σ(ns, T = 0)〉 vs. ns. The dashed line
guides the eye. (c) 〈σ(ns, T = 0)〉 vs. δn = (ns − nc)/nc, the
distance from the MIT. The solid line is a fit with the slope
equal to the critical exponent µ = 2.7± 0.3.
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FIG. 3: (Color online) Scaling of 〈σ〉/〈σc〉 ∝ 〈σ〉/T
x, x = 1.5,
with T for sample Bthin (dox = 6.9 nm). Different symbols
correspond to ns from 3.40× 10
11 cm−2 to 6.70× 1011 cm−2;
nc = 4.26× 10
11 cm2. It was possible to scale the data below
about 1.5 K. Inset: T0 vs. δn. The lines are fits with slopes
zν = 1.98 ± 0.03 and zν = 1.91 ± 0.02 on the insulating and
metallic sides, respectively.
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FIG. 4: (Color online) Scaling of 〈σ〉/〈σc〉 ∝ 〈σ〉/T
x, x = 1.5,
with T for sample A1 (dox = 50 nm). Different symbols
correspond to ns from 3.45× 10
11 cm−2 to 8.17× 1011 cm−2;
nc = 5.22× 10
11 cm2. It was possible to scale the data below
∼ 0.3 K down to the lowest T = 0.13 K. Inset: T0 vs. δn. The
lines are fits with slopes zν = 2.13±0.01 and zν = 2.13±0.03
on the insulating and metallic sides, respectively.
with zν ≈ 2.1 within experimental error. Therefore, the
critical exponents are the same as those in thin-oxide,
high-disorder samples, and thus not sensitive to the range
of the Coulomb interactions.
The critical exponents have been summarized in Ta-
ble I. The Table also shows critical exponents obtained in
2DESs with much lower disorder (i.e. high µpeak) [30, 39–
45], including those in which scattering by local magnetic
moments dominates [28, 29]. The values obtained in low
parallel B (i.e. B not high enough to fully spin polarize
the 2DES [46, 47]) are also included, where available. It is
apparent that such low fields do not seem to affect any of
the critical exponents. On the other hand, we find a ma-
jor difference between zν ≈ 2.0 in our low-µpeak devices
and, consistently lower, zν = 1.0−1.7 in high-µpeak 2DES
[28, 39–44]. This result indicates that sufficiently strong
disorder changes the nature of the MIT from interaction-
driven in high-µpeak samples to disorder-dominated in
low-µpeak 2DES. In such a disorder-dominated MIT, it
is plausible that the range of the Coulomb interactions
does not seem to play a major role. The possibility of
a disorder-dominated 2D MIT has been demonstrated
theoretically [48] for both long-range and short-range in-
teractions. Although there is currently no microscopic
theory that describes the detailed properties of the ob-
served MIT, it is interesting that in the available theories
[36, 48], the range of the Coulomb interactions does not
play a significant role. We also note that percolation
models [49] cannot describe our findings, e.g. the 2D
percolation µ ≃ 1.3, as opposed to the much larger ex-
perimental µ ≃ 3 (Table I). Interestingly, the same large
µ ≃ 3 was observed in a high-µpeak 2DES (zν ≈ 1.3)
TABLE I: Critical exponents x, zν, µ (determined from
〈σ(ns, T = 0)〉 ∝ δ
µ
n), and µ = x(zν) for 2D electron sys-
tems in Si MOSFETs with different disorder. The 4.2 K peak
mobility µpeak[m
2/Vs] is a rough measure of the amount of
disorder. dox[nm] is the oxide thickness, nc[10
11 cm−2] is the
critical carrier density for the MIT in zero magnetic field. In
low parallel B, [nc(B)/nc(0)− 1] ∝ B
β with β = 1.0± 0.1 for
both low-disorder samples [30, 32, 37, 38] and those in which
scattering by local magnetic moments dominates [29]. “–”
indicates that the data are either insufficient or unavailable.
High-disorder system Special disorder:
local magnetic moments
Low-disorder
system
thin oxide thick oxide
µpeak 0.04 0.06 ∼ 1 ∼ 1− 3
dox 6.9 50 43.5 40-600
B = 0 B = 0 B = 0 [28] B 6= 0 [29] B = 0 B 6= 0
nc 4.2± 0.2 5.0± 0.3 0.5-1 [nc(B)nc(0) − 1] ∝ B ∼ 1 [
nc(B)
nc(0)
− 1] ∝ B
x 1.5± 0.1 1.5± 0.1 2.6± 0.4 2.7± 0.4 – 1.5± 0.1 [30]
zν 2.0± 0.1 2.1± 0.1 1.3± 0.1 0.9± 0.3 1.0− 1.7 [39–44] –
µ 2.7± 0.3 – 3.0± 0.1 3.0± 0.1 1-1.5 [45] 1.5± 0.1 [30]
µ = x(zν) 3.0± 0.3 3.3± 0.4 3.4± 0.4 2.4± 1 – –
in the presence of scattering by local magnetic moments
[28]. Therefore, unlike zν, the exponent x seems to be
more sensitive to the type (e.g. magnetic vs. nonmag-
netic), rather than to the amount of disorder.
Our study demonstrates the critical behavior of σ con-
sistent with the existence of a metal-insulator quantum
phase transition in a highly disordered 2DES in Si MOS-
FETs. The results strongly suggest that, in contrast to
the MIT in a low-disorder 2DES, the MIT reported here
is dominated by disorder. We have also established that
the range of the Coulomb interactions does not seem to
affect the properties, i.e. the critical exponents, of such
a disorder-dominated MIT. On the other hand, the ef-
fect of the range of electron-electron interactions on the
critical behavior of a low-disorder 2DES remains an open
question.
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