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Abstract 
Liquid Metal Batteries (LMBs) are a promising grid-scale energy storage technology that offer low 
costs per kilowatt-hour, high energy and current densities, as well as low fade rates. The all-liquid 
composition of LMBs, as well as the presence of temperature gradients and electric and magnetic 
fields, results in the occurrence of multiple fluid phenomena. These fluid phenomena can affect the 
hydrodynamic stability and resulting operation of the battery, making it critical to understand how 
they interact. In this work, the interaction of Rayleigh-Bénard convection (RBC) and Electro-vortex 
flow (EVF) is considered as these flow types will be present in LMBs from lab to grid-scale. A single-
layer electrode is simulated, and the computed results compared to experimental data. It is found that 
Rayleigh-Bénard convection will take a pattern representative of the cell structure due to the presence 
of non-isothermal walls. The introduction of a 2 A current is found to stabilise the central convection 
cell, while the introduction of a 40 A current leads to the dominance of Electro-vortex flow at the 
centre of the electrode. The interaction of Rayleigh-Bénard convection and Electro-vortex flow 
characterised in this work is indicative of the flow that will be found in the anodes of all discharging 
LMBs. 
Introduction 
The international community is increasingly looking to renewable energies as an alternative power 
source, however, they are variable by nature and power production can be out of sync with demand 
[1]. To enable the increasing penetration of renewable energy in global electricity grids there is a 
requirement to store and release electricity to align generation and consumption. Liquid Metal 
Batteries (LMB) hold promise as a grid-scale storage solution due to their potential for high current 
densities and low cost per kilowatt-hour [2]. 
LMBs are comprised of three molten layers; an electropositive low density metal that is the anode, an 
intermediate density salt electrolyte, and an electronegative high density metal that is the cathode [2]. 
The three layers are immiscible when they are molten and separated by gravity stratification due to 
their different densities. Systems such as the Li||Pb-Sb system have been shown to have very low fade 
rates at 0.004% per cycle [3]; other chemistries such as Li||Te-Sn have energy densities of 495 Wh/kg 
[4] and can achieve discharge current densities of 3 A/cm2 [5]. 
Despite these favourable performance characteristics LMBs still have significant developmental 
challenges to overcome before they can be utilised effectively at a grid-scale. Of particular importance 
is the preservation of the integrity of the gravity stratified layers. The electrode-electrolyte interface is 
formed by surface tension and preserved by buoyancy force only. Consequently, large magnitude 
flows can overcome this stabilising force, causing one of the electrodes to pierce the electrolyte layer 
and contact the other electrode, thus causing a short-circuit [6], [7]. The flows in LMBs are induced 
by temperature gradients which drive convection, and the interaction of the liquid metal electrodes 
with electric and magnetic fields which drive magnetohydrodynamic flows. The flows depicted in 
Figure 1 typify these two types of fluid phenomena.  Both the size of the temperature gradient, and the 
intensity of the electric and magnetic fields, increase with the size of the battery. This leads to more 
vigorous flows and creates an upper bound on battery size for safe operation [7–10]. 
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Figure 1: Flow phenomena  in  the different layers of liquid metal batteries t (a) the composition of a liquid metal battery (b)  
Electro-vortex flow in the cathode (c) convection in the anode.  
Convection in LMBs is caused by joule heating from charging and discharging, heat loss to the 
environment, and electrochemical reactions. Joule heating occurs in all layers in a LMB, however the 
majority of the heat is generated in the middle electrolyte layer since its resistivity is an order of 
magnitude higher than the liquid metal layers [11]. Exothermic and endothermic reactions also occur 
at the electrode-electrolyte interface making the heat generated or consumed in this layer critical for 
determining the modes of convection that occur [12]. In LMBs the convection regimes in the top and 
middle layer are likely to be classical Rayleigh-Bénard convection (RBC) [11], while in the bottom 
layer anti-convection can be expected at certain states of charge (SOC), and classical RBC at others 
[12]. Convection will be unsteady and has been shown not to cause electrolyte layer rupture for cells 
with a radius less than 1.33m [8]. Compositional convection from the alloying and dealloying of the 
positive and negative electrode will create unsteady flows of a similar magnitude to RBC during 
charging [13]. 
Magnetohydrodynamic instabilities that occur in LMBs are likely to further reduce the critical size. 
These instabilities include the Tayler instability (TI) and the Metal Pad Roll instability (MPRI). The 
TI is triggered when the ratio of the toroidal to poloidal components of the magnetic field inside the 
battery exceeds a critical value [14–16]. Multiphase modelling of the Mg||Sb chemistry showed that 
with the current densities of this particular chemistry, the critical current could only be reached in 
LMBs with radii larger than R=0.43m which, while smaller than 1.33m, is larger than the current 
prototypes [9]. 
The MPRI was originally studied in the context of aluminium refining. During operation of refining 
cells, waves were found to be forming at the aluminium-electrolyte interface due to Lorentz forces 
[17], [18]. This was caused by deformation of the electrolyte layer which, due to its low conductivity, 
resulted in current redistribution. The same instability occurs in LMBs since the molten salt 
electrolyte used in both refining cells and LMBs is similar. When the MPRI occurs, the induced 
waves can propagate and grow resulting in the rupture of the layers. This effect further limits the 
critical size for LMBs, with the threshold size being estimated as a side length of 0.7077m[10] or a 
radius of 0.35m. 
Electro-vortex flow (EVF) could potentially limit the size of LMBs further. EVF is caused by the 
divergence of the current away from the vertical axis as it approaches the current collectors inducing a 
jet-like vortical flow structure [19], [20]. This jet can either be poloidal or toroidal depending on the 
direction of the current supply to the electrode [21]. When the jet is poloidal it can cause the 
electrolyte layer to pinch which results in short-circuiting of the battery [7]. EVF has the potential to 
limit the critical size of LMBs to lab-scale prototypes; R = 0.1m [7]. 
Critically, the interaction of these flow types and the effects of their combined action on LMBs has 
not been thoroughly explored. Experimental results have not used traditional fluid visualisation 
techniques to characterise the flow due to the opacity of molten metal. Instead, one-dimensional 
Ultrasound Doppler Velocimetry (UDV) measurements of a single component of velocity have been 
used to characterise the interaction of EVF and RBC in single layers of molten metal [22–24]. Kelley 
& Sadoway found in their experiments that the introduction of EVF in to a liquid metal layer at low 
current densities caused a reduction in spatial variability as well as an acceleration of the fluid [22]. 
As the current density increased the magnitude of the flow continued to increase and a fast-oscillatory 
motion appeared. It was concluded that changes in the measurements recorded could either be due to 
ohmic heating or traditional magnetoconvection. Experimentally, these observations were confirmed 
by Ashour et al. [24]. Numerical simulations of RBC, Joule heating, and EVF were performed 
separately in the same work to determine which flow type was responsible for the observed patterns 
and it was concluded that thermal convection had significantly higher velocity magnitudes and 
dominated the flow [24]. However, the results from the simulations did not match the experiments 
which can be attributed to the fact that the effects of EVF and RBC were evaluated in separate models 
without coupling. 
Therefore, the objective of this paper is to develop a coupled model that can reproduce flow 
phenomena occurring during operation of an LMB. as well as to validate this model against 
experimental data. This model will be used as a tool to better understand the interaction of RBC and 
EVF. In the following sections the details of the experiment performed by Ashour et al. [24] will be 
listed, the numerical model explained, and the computed results will be compared to the available 
experimental data for the convection, 2 A, and 40 A cases. 
Numerical Model 
To reproduce the experimental set-up of [24] the computational model was built with geometry shown 
in  Figure 2. The experiment was run with a single layer of eutectic Pb-Bi. While RBC and EVF are 
flows typical of an anode, a cathode alloy was used due to the much lower melting temperature. The 
temperature dependent material properties of eutectic Pb-Bi were sourced from [25–27]. The 
properties of the alloy at T =  160°C are: a dynamic viscosity of 𝑣 = 2.7 × 10−7 𝑚2/𝑠, a thermal 
expansion coefficient of 𝛽 = 1.3 × 10−4 1/𝐾, an electrical conductivity of 𝜎 = 9 × 105 𝑆/𝑚, a 
density of 𝜌 = 10505𝑘𝑔/𝑚3, an isobaric heat capacity of 𝑐𝑝 = 148𝐽/𝑘𝑔𝐾, and a thermal 
conductivity of 𝜆 = 10 𝑊/𝑚𝐾. These properties match those used in [24]. It was assumed that the 
alloy also had a relative permeability and permittivity of 1. 
The fluid was assumed to be incompressible with the buoyancy changes captured by the Oberbeck-
Boussinesq approximation. The Navier-Stokes, continuity, and energy equations for an 
incompressible flow are given by Equations (1), (2) and (3): 
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where u, p, t are terms for velocity, pressure and time respectively. The heat source term 𝑄𝐽 denotes 
the Joule heating from the current density given by Equation (4): 
𝑄𝐽 =
𝐽2
𝜎
(4) 
where J is the current density. The force terms denoted 𝑓𝐿 and 𝑓𝑇 in the Navier-Stokes equation are 
the source terms for the Lorentz force and buoyancy force respectively. The buoyancy force is given 
by Equation (5): 
𝒇𝑻 = 𝒈ℎ(1 − 𝛽(𝑇 − 𝑇0)) (5) 
where g and h are terms for gravitational acceleration and height. The Lorentz force is given by 
Equation (6): 
𝒇𝑳 = 𝑱 × 𝑩 (6) 
where B is the total magnetic field. The magnetic field is a summation of the externally applied 
magnetic field and the induced magnetic field given by Equation (7): 
𝑩 = 𝑩𝟎 + 𝑩𝜽 (7) 
where 𝑩𝟎 and 𝑩𝜽 are the induced and applied magnetic field respectively. The induced magnetic field 
is from the current supplied to the geometry and the applied magnetic field is the Earth’s magnetic 
field. The induced magnetic field was calculated after consideration of the magnetic Reynold’s 
number given by Equation (8): 
𝑅𝑚 = 𝜎𝜇0𝑈𝑚𝑎𝑥𝑙 (8) 
Considering the work of [24] the max velocity of the fluid was not expected to exceed ~30mm/s. 
Taking the electrical conductivity of PbBi at 160ᵒC, the vacuum permeability, and the characteristic 
length of the geometry 𝑙 =  0.011 m, leading to 𝑅𝑚 ≪ 1. Accordingly, in both the 40 A and 2 A 
case, a static magnetic field was used.  
Consequently, the induced magnetic field and current density were found using Biot-Savart law and 
ohm’s law – Equations (9), (10): 
𝑩𝟎(𝒓) =
𝜇0
4𝜋
∫
𝑱(𝒓′) × (𝒓 − 𝒓′)
|𝒓 − 𝒓′|3
𝑑𝑉′ (9) 
𝑱 = 𝜎(−∇𝜑 + 𝒖 × 𝑩) (10) 
And finally, the electric potential was found using Equation (11): 
∇ ∙ 𝜎∇𝜑 = ∇ ∙ 𝜎(𝒖 × 𝑩) (11) 
Grid convergence was tested by averaging the instantaneous volumetric average velocity for 60s and 
comparing the values. It was found that there was a 1% difference between a mesh with 6.3 × 106 
elements and 4 × 106 elements with a current of 62 A. Therefore, a grid with 4 × 106 mesh elements 
was used in all simulations with a constant timestep of 0.04s. The equations above were solved using 
the software package COMSOL Multiphysics which utilises the finite element method. 
Geometry and Boundary Conditions 
The dimensions of the numerical geometry can be seen in Figure 2, these match the experimental 
setup of [24]. The details of the experiment [24] will be briefly summarised below in order to provide 
context for the boundary conditions imposed in the numerical model. For greater detail refer to [22–
24]. 
The Pb-Bi electrode was contained in a stainless-steel vessel made from stainless-steel 304. The 
vessel had a diameter of ∅88.9 mm and was heated from below and insulated on the top and sides. A 
current was supplied through the base of the stainless-steel vessel. A ∅4 mm nickel-plated copper 
wire was used to collect the current at the top of the electrode. The base of the vessel was maintained 
at a temperature of approximately 160ᵒC using a PID controller. A temperature gradient of 7-9K 
formed between the top and the bottom of the liquid layer due to heat dissipation. A UDV probe, 
immersed in the electrode through a port, captured and averaged the horizontal velocity in cross-
sectional cuts. The profile of the beam can be found on the sound processing website [28] and is 
represented in Figure 2. 
 
Figure 2: Dimensions (in m) of the three-dimensional numerical geometry used in the simulations 
For all fluid boundaries a no-slip wall condition was used. This includes the Argon-Pb-Bi free-
boundary to account for the presence of an oxide layer on top of the electrode [24], [29]. The no-slip 
condition (u=0) was used at the walls. 
In the experiment heat was supplied to the electrode by pulsing on and off resistive heaters located 
under the base of the vessel. The time between the pulses was significant and so the temperature on 
the base and top of the fluid would not have been uniform, rather, they would have been determined 
by the flow. Heat loss was also assumed to occur on the sidewalls due to the presence of pinned 
normal rolls at the boundaries evident in the experimental results of [22–24]. This was replicated in 
the numerical model by imposing heating through the base, and cooling on the walls and top interface 
using a constant flux. Finger cooling occurred at the electrode which was also achieved through 
imposition of a heat flux. These boundary conditions are described by Equation (9): 
𝑞0 = 𝒏 ∙ 𝒒 (9) 
Where 𝑞0 is the total heat supplied, 𝒏 is the normal surface, and 𝒒 is the heat flux. As described in 
[24], the temperature gradient in the experiment was 7-9 K between the top and bottom of the liquid 
metal layer. Simulations with Dirichlet boundary conditions for temperature were used to find the 
magnitude of the heat fluxes required to form the same temperature gradients. These values were used 
in the absence of greater detail on the experimental boundary conditions present in [24]. The heat 
fluxes used can be found in Table 1. 
Table 1: Heat fluxes imposed on the numerical model. Positive values are heat lost and negative values are heat gained 
Boundary Heat Flux (𝑾/𝒎𝟐) 
Bottom Surface -13126 
Sidewalls 2360 
Top surface 11983 
Current Collector 18245 
The distribution for the current density was simulated using a terminal condition on the steel base and 
an electric ground in place of the copper current collector. The ground condition is a suitable 
simplification for the copper current collector due to the high relative conductivity of copper when 
compared to lead-bismuth. The ground and terminal boundary conditions are given by Equation 11 
and 12 respectively: 
𝑉 = 0 (11) 
𝐼0 = ∫ 𝑱 ∙ 𝒏
 
𝜕Ω
𝑑𝑆 (12) 
Where V is the voltage and 𝐼0 is the current supplied. An external magnetic field equivalent to the 
earth’s magnetic field, 𝑩 = (15 ∙ 𝒆𝑥, 5 ∙ 𝒆𝑦, 36 ∙ 𝒆𝑧)𝜇𝑇 was applied to all surfaces. 
Results 
Initially, the convection only case was considered and compared with experimental data. Since 
cooling has been imposed on the side walls of the geometry the convection pattern initially reflects 
the cell structure as in [30]. It consists of four concentric circles that create an annulus pattern as seen 
in Figure 1 (a). The number of rolls on the x-z and y-z midplane is eight which matches the aspect 
ratio of the cylinder. The umbilicus, or central convection cell, begins moving off centre after 𝑡 ≅
40𝑠. This becomes very pronounced at 𝑡 ≅ 50𝑠 as seen Figure 1 (b), with instability onset occurring 
after the external roll touches the side wall. This appears to be triggered by the increase in size of the 
umbilicus which compresses the other cells leading to deformation of the circular pattern and the 
nucleation of dislocations. This is known as the focus instability [31]. Interestingly, as seen in the 
simulations presented in [32], this initial pattern formation still exists when an EVF jet is present at 
t=0s although instability occurs rapidly, potentially due to the increased heat transfer from the jet. 
Similar to the simulations in this work, the convection patterns in the layers of LMBs will likely 
reflect the cell structure since the sidewalls will never be isothermal. 
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Figure 3: w-velocity contours on the x-y midplane and velocity magnitude contours on the y-z midplane (a) t=23s (b) t=50s 
Convection in the electrode is unstable and patterns similar to those seen in Figure 4 (c) and (d) form 
and then disappear. Mean velocity magnitudes for the times t=108-208s along the UDV probe for the 
convection case are shown on Figure 4 (a). Experimental values taken from [24] are also presented on 
Figure 4 (a) for comparison purposes. As can be seen from the figure, computed predictions for both 
the velocity magnitude and the velocity profile closely match the experimental data. However, while 
there is a close match between the two, there is a slight shift in the simulated data to the left when 
compared to the experimental data. This is most likely due to the heat loss on the sidewalls being 
different between the two systems which would result in different positions of the umbilicus. 
Regardless, the physical system is well represented by the simulation. 
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Figure 4: Convection in a Liquid metal electrode (a) Comparison of the mean velocity profile for t=108-208s and 
experimentally obtained in [24] (b) the mean xz velocity contour for the times used in the probe plot (c) and (d) 
instantaneous w-velocity contour plots of the xy mid-plane at t=196s and t=208s respectively 
The probe measures horizontal velocity, with flow towards the transducer corresponding to a negative 
value, and flow away from the probe a positive value. When solely convection is considered the 
computed and experimental mean probe readings show four rolls on the x-z midplane. This is 
reflected in Fig 3b which is a mean velocity contour plot compiled from the times used in the probe. 
The mean velocity contour shows a well-formed perimeter roll indicating a more stable cell. This is 
caused by the heat loss on the side walls which drives a normal flow stabilising the perimeter located 
convection roll [33]. The centre rolls are less distinct and this is due to the instability of the umbilicus 
as shown in Figures 4 (c) and (d). The unsteadiness of the flow is to be expected of a fluid with a 
Prandtl number as low as Pb-Bi, Pr =v/k= 0.04. Fluids with Prandtl numbers less than one have lower 
critical Rayleigh numbers for the onset of instability in RBC [34–37]. This finding is consistent with 
previous studies on convection in LMBs [8], [11], [38]. 
Next, the effects of EVF are considered through the introduction of 2 A of current to the electrode. 
Since the induced current would have been exceedingly small an electrostatic field is used. To include 
the electromagnetic force a current is supplied through the base and collected at the axially located 
current collector. Convection can exhibit hysteresis [39], and so the initial conditions supplied to the 
model are taken from the convection case at t=244s. The induced EVF from the current does not 
immediately stabilise the convection in the electrode. From t=0s to t=80s, where 0s signifies the time 
at which current is supplied, the layer is as unstable as the convection case. However, after 80s the 
action of the EVF becomes evident in the layer and by t=100s the umbilicus is clearly more stable 
when compared to the convection case. Figure 5 (d) shows the pattern observed from t=100s to 200s 
and these are the times used to compare to the experimental values in Figure 5 (a). 
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Figure 5: Convection with 2A of current (a) Comparison of the mean velocity profile for t=100-200s and the experimentally 
obtained profile in [24] (b) the mean xz velocity contour for the times used in the probe plot (c) streamlines for an 
Electrovortex flow and joule heating coupled simulation and (d) shows the instantaneous w-velocity contour plot of the xy 
mid-plane at t=100s 
While the profile of the flow matches, the magnitudes of the simulated data are smaller than the 
experimental data. It is possible that the small discrepancies in the velocity are caused by differences 
between the external Earth’s magnetic field measured in Dresden and the local magnetic field inside 
of the experimental room as was described in [40]. According to [40] fluctuations in the local 
background magnetic field can be induced by the equipment surrounding the experimental apparatus 
changing the magnitudes of the velocity induced. Since the UDV probe only measures horizontal 
velocity, any differences seen in the results presented in Figure 5 (a) could be due to the sensitivity of 
the EVF to possible inaccuracy of  the magnitude of the external magnetic field reported in [24]. 
Despite this, like in the convection case, the physics of the system for the 2 A case has been captured 
adequately. 
To analyse the effects of the applied EVF a simulation with a 160°𝐶 top boundary, isothermal 
current collector, 2 A of current, and the measured magnetic field in Dresden was computed. The 
streamlines for this simulation are shown in Figure 5 (d). From this it is apparent that the induced 
EVF has effects beyond stabilising the convection rolls. There is an asymmetry in the streamlines 
due to the earth’s magnetic field that is evident in the mean convection rolls on the y-z midplane 
shown in Figure 4 (b). As well as this asymmetry, the swirling effects from the external field 
induce a rotation in the umbilicus that is evident in animations of the flow. This result is different 
from those found in [8] who considered the effects of a homogeneous current density on convection 
but is easily explained by the significant divergence of the current density in this model. 
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Figure 6: Convection with 40A of current (a) Comparison of the mean velocity profile for t=105-170s and the 
experimentally obtained profile in [24] (b) the mean xz velocity contour for the times used in the probe plot (c) and (d) 
instantaneous velocity profiles at t=101.75s and t=158.75 after application of current respectively. 
The current applied to the electrode is increased to 40A. In this model, the current density is 
recalculated at each timestep to account for induction. Like the 2 A case, the initial conditions 
supplied to the model are taken from the convection case at t=244s. The results obtained for the 
increased 40A current are shown in Figure 5. As can be seen in Figure 5 (a) computed predictions for 
the mean velocity profile along the UDV probe agree well with experimental data. The difference 
between the computed and experimental velocity magnitudes, though, is increased in this case. Again, 
this is due to the sensitivity of the experiment to the external magnetic field. 
Unlike in the 2 A case, where the effects of the induced EVF are only evident after 80s of application 
and only in the mean flow, a jet is evident from the time of application of the 40 A of current. Figure 
5b shows the mean x-z velocity contour and it is evident that the EVF jet always dominates in the 
centre of the electrode. While the jet dominates in the centre of the electrode, convection dominates 
outside of the centre as seen in Figure 6 (b)-(d) and Figure 7 (a). This localised dominance of flow 
types is similar to the interaction of buoyancy and Lorentz force in [41]. Unlike [41] though, there is 
still considerable interaction of the EVF with the convection cells with the induced jet oscillating from 
side-to-side in Figure 6 (c) and (d). It is this interaction that creates the spike in velocity in the centre 
of the electrode seen in both the experimental and simulation probe plots. The tail to the right of the 
spike is due to the recirculating fluid that feeds the EVF. From these results, it is evident that the 
oscillatory instabilities observed in both the experimental data of Kelley & Sadoway [22] and Ashour 
et al. [24] are from the EVF interacting with convection rolls. 
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Figure 7: Velocity streamlines with 40A of current (a) the coupled model (b) streamlines for an Electrovortex flow and joule 
heating coupled simulation (c) no-slip free-surface and a purely vertical external magnetic field (d) slip free-surface and a 
purely vertical external magnetic field. (c) and (d) were computed with an electrostatic field. 
Interestingly, swirl flow, characterised by domination of the poloidal EVF motion by a toroidal 
component is not observed in Figure 6 (a) and (b), similar to the work of Ashour et al. [24]. The lack 
of swirl flow as the applied current is increased from 2 A to 40 A explains the lack of rotation at the 
centre of the electrode seen when 2 A is applied to a convecting layer. According to Davidson et al. 
[41], swirl flow should occur when the external magnetic field accounts for as little as 1% of the 
induced magnetic field. Considering that the external magnetic field is ~0.39G while the induced field 
is ~35G swirl flow should occur. The only difference between the two models is that in the work of 
Davidson et al.[41], the free-surface has a slip boundary condition while in this model it is a no-slip 
condition due to the oxide layer. Simulations of EVF with a purely vertical external magnetic field of 
0.5G were carried out to test the effect of the free-surface boundary condition. Figure 6 (c) depicts the 
velocity streamlines with a no-slip boundary condition, and Figure 6 (d) the velocity streamlines with 
a slip boundary condition. Figure 6 (d) clearly shows the toroidal domination predicted in [41] and 
[42], while in Figure 6 (c) the poloidal flow still dominates. This suggests that the no-slip condition 
raises the intensity of the external magnetic field needed to induce swirl flow due to the addition of an 
Ekman layer that dissipates the toroidal motion of the fluid. 
This has positive implications for LMBs in stack configurations; the cathode will naturally be 
resistant to swirl flow, and swirl flow in the anode can be suppressed by addition of nickel-iron foam 
to the current collector to dissipate the toroidal motion. 
Conclusion 
A numerical model has been developed and used to explore the interaction of Rayleigh-Bénard 
convection and Electro-vortex flow in Liquid Metal Batteries. Convection only in a eutectic Pb-Bi 
electrode was simulated first and used as the initial condition for the cases where 2A and 40A currents 
were applied. 
It was found that heat loss on the sidewalls of the electrode forced a convective pattern that reflects 
the cell structure however, the convective flows were unsteady. Application of 2A of current to the 
electrode was found to stabilise the flow in good agreement with experimental results. Evidence of the 
induced Electro-vortex flow was found in the asymmetry of the convection rolls, however, Rayleigh-
Bénard convection was clearly the dominant flow-type. When 40A of current was applied, Electro-
vortex flow was found to dominate in the centre of the electrode. The electrically induced jet at the 
centre of the electrode was found to oscillate due to its interaction with the convection rolls explaining 
the experimental results of both Kelley & Sadoway [22] and Ashour et al. [24]. 
In simulations that varied the boundary condition on the Argon-PbBi free surface it was found that 
toroidal suppression of poloidal flow in Electro-vortex flow does not occur when there is a no-slip 
condition on the top-surface. This is possibly due to the presence of an additional dissipative Ekman 
layer on the free surface. This suggests that cathodes in LMBs will be resistant to swirl flow in stack 
configurations and it provides a path forward to suppress swirl in anodes. 
In future work it is important to determine when the Electro-vortex jet first appears in a layer 
subjected to Rayleigh-Bénard convection. As convection dominated flow is less likely to lead to a 
short-circuiting of the battery this will have implications for assessing the threshold for the stability of 
LMBs. Another valuable research area is to find the strength of the magnetic field which induces swirl 
flow in the cathode and viable methods to prevent swirl flow in the anode. 
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