F(w) = (F(t), K(w, t)) holds for ever}' F(z) in 3C(£). As shown in [2] , a Hubert space, whose elements are entire functions, which satisfies (HI), (H2), and (H3), and which contains a nonzero element, is equal isometrically to 3C(£) for some such choice of entire function E(z) which satisfies (1).
Let
VfJ(l) 7(0/ be a given nondecreasing, matrix valued function, defined for 0 <i == 1, with absolutely continuous, real valued entries, such that a(t) >0 for £>0 and 0 = a(0) =lim a(t) Otherwise, a number b in (0, l] is said to be regular with respect to m(t). We write Let E(z) be a given entire function which satisfies (1), has no real zeros, and has value 1 at the origin. As shown in [5; 6], it determines a family (E(t, z)) of entire functions which satisfy (1), 0<¿ = 1, and which have these properties: each function E(a, z) has no real zeros and has value 1 at the origin; for each complex number w, E(t, w) is a continuous function of t; when 0<a<6s¡l, (A(b, w), B(b, w))I -(A(a, w), B(a, w))I (2) rh = w I (A(t, w), B(t, w))dm(t) Ja holds for some choice of matrix valued function m(t), as above; lim K(a, w, w) =0 as a\0; E(l, z) =E(z) identically. When a<b are regular points with respect to m(t), X(E(a)) is contained isometrically in 5C(E(b)). The family (E(t, z)) so constructed is uniquely determined by E(z) except for the choice of parametrization. If E(z) is an entire function which satisfies (1), has no real zeros, and has value 1 at the origin, let <p(x) be the continuous determination of the phase of A(x) which vanishes at the origin. The phase function is a strictly increasing function of x which determines £(z) except for a factor of an entire function real for real z and without zeros. Therefore, a knowledge of <p(x) is sufficient in principle to determine mit). In applications discussed in [lO] , it is important to evaluate the number T associated with c/>(x) by = f V(0y' holds almost everywhere in (0, 1), then
holds for all real x.
An unsolved problem (which it is the main purpose of this paper to state) is to determine whether some inequality like (5) on phase functions can be used to obtain (4), which implies that ti^T2. Proof of Theorem I. From (2) we find that A(t, x) and B(t, x) are absolutely continuous functions of / for each fixed x and B'(t, x) = xA(t, x)a'(t) + xB(t, x)ß'(t) -A'(t, x) = xA(t, x)ß'(t) + xB(t, x)y'(t) holds almost everywhere. Since tan (p(t, x) = B(t, x)l'A(t, x), <p(t, x) is an absolutely continuous function of t for each fixed x and <j)'(t, x) = x cos2 d>(t, x)a'(t) + 2x cos qb(t, x) sin <f>(t, x)ß'(t) + x sin2 <j>(t, x)y'(t) almost everywhere. This implies (3). It follows that <p(a, x)/x is a nondecreasing function of a for each fixed x. Therefore, $(0, x) = lim <p(a, x) exists as a\0.
But -iB(a, z)/A(a, z) is analytic for y>0 and has a non-negative real part because of (1) where the derivative of <p(a, t) is taken with respect to / and summation is over values of t such that <p(a, t) =w/2 modulo w. By monotonie properties of the convergence, the same formula must hold in the limit a = 0. Since a(a) =p(a) + £¿-2</>'(a, t)~l goes to zero with a by hypothesis, this formula implies that c/>(0, x) =0 identically. Proof of Theorem II. The conclusion of the theorem will first be derived in a simple special case. More general cases can then be obtained by approximation.
Suppose that each mi(t) is piecewise linear and that the non-negative matrix
is strictly positive (in the sense of having kernel zero) whenever 0^a<&^l. If (a, b) is a common interval of linearity for miit) and m2it), and if we can always deduce that e/>i(è, x)/x^e/>2(ô, x)/x from the hypothesis that e/>i(a, x)/x^<b2(a, x)/x, then (5) can be obtained by recursion in a finite number of steps from the trivial inequality e/>i(0, x)/x^(p2(0, x)/x. To see that this conclusion is indeed valid, observe that (pi(t, x) is a continuously differentiable function of / in (a, b), for each fixed x, and that cpi (t, x)/x = ai cos2 4>¿(t, x) + 2/3/ cos 4>i(t, x) sin d>i(t, x) + y'i sin2 d>i(t, x).
Therefore, e/>2(¿, x)/x-<biit, x)/x is a continuously differentiable function of t whose derivative is strictly positive at all zeros. If this difference is non-negative for t = a, it must certainly remain so for t = b. This proves the theorem when each m^t) is piecewise linear and (6) is an entire function Gi(z), which is real for real z and has no zeros,
we obtain <pi(x) =lim qbin(l, x). But the theorem has already been proved for piecewise linear functions. Therefore, 0i"(l, x)/x <p2n(l, x)/x holds for every n, and (5) follows on letting n->oo. This completes the proof of the theorem when each 7i(0) is finite.
In the general case, let win(i) be the matrix valued function equal to w,(i) for t = \/n (i = \, 2) and defined by
for t^l/n. If Min(a, z) is defined by (7), the entire function Ein(a, z) = Ain(a, z)-iBin(a, z) satisfies (1) for every n, as we have seen. Since Y;"(0) is finite for every n, the inequality 4>ln(a, x)/x ^c/>2n(a,x)/x holds by a special case of the theorem already established. The theorem will follow if we can show that <pi(x) =lim 0,"(1, x) as «->oo. To see this let MJA/n, t, w) be the unique matrix valued function of t in [l/n, l] such that Mi(l/n, a, w)I -I = w I M ¡(l/n, t, w)dmi(t) J l/n holds, for every complex number w. By formula (55) of [5] , Min(a, z) is a matrix valued entire function of z such that
holds whenever 1/w^a^l. The desired limit <bi(a, x) =lim 4>in(a, x)
will follow if we can show that iDiil/n, a, z)Biil/n, a, z) -iB{(l/n, a, z)Di(l/n, a, z) and radius 1 iDi{l/n, a, z)Biil/n, a, z) -iB^l/n, a, z)Diil/n, a, z)
and SD¿(l/re, a, z) is contained in ©¿(1/ire, a, z) when mf^n. Because of (8) and (9), B{(a, z)/A{(a, z) and Bin(a, z)A4in(a, z) both belong to 3i)¿(l/re, a, z). Formula (10) follows immediately if the radius of D¿(l/re, a, z) goes to zero as re->». Otherwise, 7i(0) is finite by the proof of Theorem VIII of [4], and (10) can be obtained by arguments earlier in the proof.
