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Abstract: The energetic usage of fuels from renewable sources or waste material is associated
with controlled combustion processes with industrial burner equipment. For the observation of
such processes, camera systems are increasingly being used. With additional completion by an
appropriate image processing system, camera observation of controlled combustion can be used
for closed-loop process control giving leverage for optimization and more efficient usage of fuels.
A key element of a camera-based control system is the robust segmentation of each burners flame.
However, flame instance segmentation in an industrial environment imposes specific problems
for image processing, such as overlapping flames, blurry object borders, occlusion, and irregular
image content. In this research, we investigate the capability of a deep learning approach for the
instance segmentation of industrial burner flames based on example image data from a special waste
incineration plant. We evaluate the segmentation quality and robustness in challenging situations
with several convolutional neural networks and demonstrate that a deep learning-based approach is
capable of producing satisfying results for instance segmentation in an industrial environment.
Keywords: flame segmentation; image instance segmentation; afterburner chamber; combustion
process control; multi-fuel swirl burner; industrial automation
1. Introduction
The segmentation of flames is motivated by applications that require geometric in-
formation about flames in image or video data, see, e.g., in [1], where the authors use
growing fire regions as a criterion to identify dangerous fire in outdoor and indoor scenery.
Similarly, [2] use segmentations of burner flame images to derive a geometric stability
measure for combustion processes. The flame stability can be used to analyze combustion
and optimize process control. The procedure essentially require precise and reliable flame
segmentation. In this context, the search for suitable segmentation methods for flame re-
gions is a contribution to combustion process control that opens the door for more capable
and energy-efficient combustion processes.
The issue of flame segmentation has already been addressed by other research. Many
propositions use a characteristic color criterion to find flames in image frames [3–5] or a
combination of color criterion and region filtering based on dynamic properties in between
multiple frames of video sequences [6–9]. Other approaches include geometric criteria,
such as roundness or area change [6,7], and texture criteria [7]. The computation of task-
specific data properties isolates relevant image information for further classification and is
often referred to as feature engineering. Simple classification methods use thresholds in
the regarded feature space to determine the class label on pixel scale [10]. Ref. [2] use the
Otsu threshold method for flame segmentation in an industrial context. Other methods
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channel multiple features into a more complex classification process such as SVM [7], Bayes
classifier [4,6], neural network [3], or fuzzy logic classifier [5].
The authors of [11] demonstrate flame segmentation obtained with a level set method.
The level set method optimizes a functional in the image plane to find a contour which
satisfies a homogeneity criterion. The algorithm cannot be adapted easily to instance
segmentation, as it struggles to separate multiple objects in homogeneous regions of
overlapping flames.
The cited methods produce segmentations of flames; however, they focus on flame
detection or single flame segmentation. Therefore, instance distinction between multiple
flames has been neglected. None of the cited methods are capable of performing instance-
level segmentation that allows to distinguish overlapping flame areas from different sources.
For the purpose of combustion analysis as mentioned in [2], the distinction between flame
instances is essential, because for effective combustion control a flame’s properties must be
analyzed with respect to its burner’s source.
The recent advances in detection and segmentation with convolutional neural net-
works (CNNs) [12,13] suggest that instance segmentation can be performed with this
approach. Algorithms like those in [14,15] achieve remarkable results in computer vision
benchmarks [16] and can be considered state-of-the-art.
The authors of [17–21] make use of CNNs to detect and localize flame regions in
outdoor images but do not provide segmentation.
To our knowledge, it has still not been shown whether CNN-based methods can
produce flame instance segmentation results that meet the requirements of an industrial
process such as in [2]. Some properties of flames, such as transparency, low contrast, and
high variability in shape and texture, can even trick human visual perception and make
flame segmentation more difficult than segmentation of regular objects. Consequently,
we investigate the potential of CNNs for instance segmentation on overlapping flames
in an industrial environment. In this research, we analyze images from the afterburner
chamber of a research plant for special waste incineration. Similar observation perspectives
on burner flames can be found for example in other special waste incineration facilities and
also in many coal-fired power stations worldwide. For this reason, the investigations in
this paper are transferable to these processes.
2. Experimental Setup and Image Acquisition
The resource for our investigation is the afterburner chamber in a research plant used
for waste incineration as shown in Figure 1. Multiple burners are mounted horizontally
in the chamber to treat the exhaust gas from a rotary kiln process. A camera provides
continuous top-view images of the process in the visual spectrum.
Figure 1 displays example images from the afterburner chamber at different operation
conditions. These and similar images are the objects of investigation in this work. We use
3000 images from 30 different sequences. In all sequences, there are two active burners.
The arrangement of the active burners can be either parallel or orthogonal. When referring
to a flame we use the name “flame 1” for flames propagating from the left image side and
consequently “flame 2” for the other flame as labeled in Figure 1.







Figure 1. (a) Schematic of the afterburner chamber in a waste incineration plant. Gases are induced
from a rotary kiln and pass through the chamber to the outlet at the top. The chamber is a vertical
cylinder of about 2 m in diameter and several meters in height. At multiple positions burners are
mounted horizontally in the chamber wall, producing characteristic flames. The process can be
observed from top-view perspective by a camera (b).
3. Convolutional Neural Networks for Segmentation
From a high-level perspective, computer vision tasks can be categorized into problem
types, such as image classification, object recognition, semantic segmentation, or instance
segmentation. Historically, many of these problems have been tackled with feature engi-
neering approaches. However, in the last decade, the focus of computer vision research
has partially shifted to deep neural networks. The main advantage of neural networks is
their ability to automatically learn relevant representations when trained with appropriate
data. In contrast, feature engineering requires task-specific expert knowledge and includes
significant low-level design effort to create effective algorithms. Convolutional neural
networks are a subtype of neural networks which have been proven to be particularly
effective in high-level computer vision tasks.
As mentioned in the introduction, we aim to obtain an individual flame segmentation
for each burner in an image. This type of problem can be related to the field of instance
segmentation. Therefore, naturally, we want to investigate networks that allow instance
segmentation. However, in our particular case, we can also adapt semantic segmentation
networks to the task. Due to the stationary burner setup in our experimental environment,
we already know that there can only be a total of two unique flames in every image.
Labeling each of the two flames as a separate semantic class allows flame distinction
on a per-flame level. Additionally, we can introduce a third class label for the area of
overlapping flames. With the prior knowledge about the total amount of flames, we
formalize the task for instance segmentation and semantic segmentation with three classes
as shown in Figure 2. Using CNN of both types allows us to make a direct comparison of the
segmentation accuracy and inference speed between semantic and instance segmentation
networks at our task of flame instance segmentation.













Figure 2. Difference in the class partition between semantic and instance segmentation. (a) Flame
image example, (b) corresponding semantic (“instance-like”) ground truth, and (c,d) one partition
per flame for instance segmentation. The colors encode class information. In the semantic example
each flame segment is a different class (“flame 1”, “flame 2”, “flame overlap”), whereas for true
instance segmentation each instance has its own partition of the same general class ‘flame’.
As we adapt semantic segmentation networks to produce results that appear as
instance segmentation, the formal difference between the methodological approach cannot
always be distinguished based on visual inspection of the final segmentation results.
When comparing results which show segmentations with multiple flames, we can use the
term instance-like segmentation for segmentations produced by semantic networks and
true instance segmentation for results produced by instance segmentation networks. One
major difference between the semantic and the instance segmentation approach is that
instance segmentation hypothetically allows an infinite amount of flame instances and also
overlapping regions in the general case, whereas in semantic segmentation, we have to
manually introduce extra classes.
In the experiments, we train existing network architectures in a supervised manner
with annotated flame images from our data. We evaluate and compare the instance segmen-
tation network Mask R-CNN [15] and the semantic segmentation network DeepLabv3+ [22].
DeepLabv3+ uses an encoder–decoder structure [23]. The encoder subnetwork ex-
tracts complex images features, whereas the decoder network is used to transform the
feature representation into a segmentation and restore information at the original image res-
olution. For many networks, the encoder is interchangeable between different architectures.
We investigate the potential of different encoder networks with different computational
complexity for DeepLabv3+ [22], namely, ResNet 18, ResNet 50 [24], and Inception ResNet
v2 [25]. For visual clarity, we use the abbreviations DeepLabv3+ RN18, DeepLabv3+ RN50,
and DeepLabv3+ Inc.-RN.
The Mask R-CNN network [15] is a network for true instance segmentation. It has a
modular architecture based on four subnetworks which perform different tasks:
• The base network is a deep neural encoder network for image feature extraction.
The extracted features are shared with other more specific subnetworks. For the
Mask R-CNN implementation in this investigation, we use a ResNet 101-based [24]
encoder network.
• The region proposal network uses the features provided by the base network to predict
regions of interest (RoIs) which likely contain a relevant object. The region proposal
network uses sliding windows that mark a grid of cropped images. In the next step,
the cropped images are further classified as positive or negative RoIs. The RoIs are a
preprocessing stage to object instances that can be found in an image.
• The class prediction network refines and classifies all RoIs, deciding which object can
be seen in the region.
• The mask prediction network predicts a binary segmentation image for each RoI.
The combination of image, RoI, binary segmentation, and class information forms the
instance segmentation.
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4. Training Data and Task-Specific Image Augmentation
The conventional training of CNNs requires annotated image data for supervised
learning and additional images for evaluation. Our image acquisition disposes a raw data
base of 30 video sequences with thousands of images per sequence. We randomly choose
100 images per sequence to a total of 3000 images. In the next step, we generate the ground
truth annotation to all 3000 images. At the third step, we form three subsets from the
3000 images. Per sequence we select 80% images randomly (to a total of 2400) for training
and 10% images (to a total of 300) for validation. Additionally, we choose another 10%
images per sequence (to a total of 300) for testing. Sampling the images per sequence
ensures a subset content’s variety as each subset consists of equally sized image portions
from each sequence.
It is difficult to train a large neural network from randomly initialized weights for
our specific problem with a limited amount of labeled data available. We overcome this
problem using transfer learning. Transfer learning for neural networks makes use of the
observation that neural networks can learn meaningful data representations for a broader
field of tasks even when originally trained for a different task, see, e.g., in [26]. We follow
this procedure and initialize DeepLabv3+ RN18, DeepLabv3+ RN50, and DeepLabv3+
Inc.-RN using (ImageNet [27]) pretrained weights. For Mask R-CNN, we use weights
pretrained with images from the COCO challenge for object recognition [28]. In each case,
we keep only the encoder weights and reinitialize subsequent layers according to the He
initialization method [29]. In our standard learning procedure, we train DeepLabv3+ RN18,
DeepLabv3+ RN50, and DeepLabv3+ Inc.-RN with a reduced learning rate of 0.001 for
the encoder network, and a learning rate = 0.01 for the subsequent structures. The authors
of [26] reach their best results in their transfer learning experiment when also training the
encoder weights with the same learning rate as for the rest of the network. We investigate
if we can achieve a similar positive effect with our networks by varying the learning rate in
some of our encoder networks. Therefore, we also train some of our semantic networks
with a global learning rate of 0.01. In our experiments we describe these networks with
the attribute -all (e.g., DeepLabv3+ RN18-all). We found that for our semantic networks
the validation loss converges after 5 epochs of training which we consequently adapt to
our standard learning procedure. For Mask R-CNN we train 30 epochs with a global
learning rate of 0.001. We use stochastic gradient descent with momentum as optimizer
during training.
We know from experience that a characteristic problem for image processing in real
industrial combustion facilities can arise from the disturbance in image acquisition via
pollution from the combustion process even when using an air purge system. A camera
with a dirty lens produces partially stained images that challenge further image processing
algorithms. In order to estimate the impact of stained images on the segmentation quality
of convolutional neural networks, we artificially imitate the effect with task-specific image
augmentation. To conduct augmentation, we use element-wise multiplication of an image
I with a darkening image mask A to produce darkened images Idark. In order to adapt to
different stains, we create seven different mask types: two different sizes of image-centered
disks, one annulus, and sidewise obscuration from four different directions. In Figure 3,
we visualize examples of augmentation masks and their application to data. In this work,
we denote this procedure as dark augmentation. The notion dark10 with a data set (e.g.,
training data) describes a data set with 10% of the images obscured by augmentation.
Unfortunately, we do not possess enough naturally obscured images to make a proper data
set. Therefore, we use the dark augmentation on the test data to get enough samples for
our evaluation.
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(a) (b)
Figure 3. Visualization of a task-specific image augmentation for obscuration (dark). (a) Darkening
image masks A. (b) Obscured images Idark.
5. Segmentation Quality Metrics
For segmentation tasks, there are many established metrics [30] which can be used
for evaluation. Different metrics emphasize different aspects of the result. Therefore,
an evaluation metric should be chosen to suit to the intention of the task. For their
definition of a geometric flame stability measure, [2] refer to the area of overlap of flames in
between consecutive video frames. We think that a metric directly coupled to the correctly
segmented flame area is a suitable measure to judge the segmentation quality for the
use with a method that relies on the analysis of overlapping flame area. A commonly
used metric that implements this idea is the intersection over union metric (IoU), which
we therefore use as metric in our evaluation. When comparing the pixel labels between
prediction and its ground truth, every pixel can either be in a true positive (TP), true
negative (TN), false positive (FP), or false negative (FN) condition. From the conditions of
an image, the IoUf is then computed using
IoUf =
TPf
TPf + FPf + FNf
. (1)
The subscript f denotes an evaluation per flame, as we want to analyze different flame
instances separately. Visually, the IoU is the fraction of the area of overlap and the area of
union between segmentation prediction and ground truth map.
Yet another important criterion in industrial environments is the robustness of a pro-
cess. We think that the quality of a flame segmentation algorithm for industrial application
is not only determined by the highest mean in IoUf, but also by the minimum performance
on single images over the entire data set. For this reason, we present a new metric for





we define icrit by the proportion of images from a data set with an evaluation score in a spe-
cific metric below a critical threshold αcrit. αcrit denotes a threshold value in a segmentation
evaluation metric that allows to separate a set of segmentations into subsets of high and
low quality. As we use the IoUf as primary evaluation metric, we use an IoUf,crit as our
αcrit, but other segmentation metrics could be used instead. Ncrit represents the number of
critically rated images out of a data set and NTest denotes the total amount of images in the
test set.
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We use the per flame IoUf and an IoUf,crit based critical image rate icrit as segmentation
quality metrics.
6. Experiments
In our experiments, we investigate the performance of the different networks for seg-
mentation of our flame images. We follow a general procedure for training and evaluating
neural networks. For each network, we start with pretrained weights and retrain with our
selected training and validation data until validation loss converges. In the next step, we
conduct segmentation interference with the network models on the 300 images in our test
set. Finally, we evaluate the segmentations and analyze the results.
6.1. Instance Segmentation
In our first experiment, we investigate general instance segmentation of the burner
images with several CNNs. We evaluate and compare DeepLabv3+ RN18, DeepLabv3+
RN50, DeepLabv3+ Inc.-RN, DeepLabv3+ RN18-all, DeepLabv3+ RN50-all, DeepLabv3+
Inc.-RN-all, and Mask R-CNN. We compute flame 1 and flame 2 IoUf separately, because we
assume that in most applications, a high segmentation quality of flame 1 cannot compensate
a low segmentation quality of flame 2, and vice versa.
Figure 4 depicts the IoUf distribution of the test images for each network. The IoUf
results of flame 1 are higher than for flame 2. We can possibly relate the difference to
more difficult visual properties of flame 2. In many images, flame 2 has low contrast to its
surroundings. This is an implication of the different fuel conditions and therefore a natural
variation of the combustion process. We present the results in the order of median IoUf of
flame 1 starting at the lowest score. DeepLabv3+ Inc.-RN-all (median IoUf: Flame 1 = 0.823,
Flame 2 = 0.615), Mask R-CNN (median IoUf: Flame 1 = 0.866, Flame 2 = 0.820) DeepLabv3+
Inc.-RN (median IoUf: Flame 1 = 0.886, Flame 2 = 0.786) have lower median IoUf and also
lower minimal IoUf compared to the other networks. DeepLabv3+ RN50-all (median IoUf:
Flame 1 = 0.905, Flame 2 = 0.841), DeepLabv3+ RN18 (median IoUf: Flame 1 = 0.925, Flame
2 = 0.877), DeepLabv3+ RN18-all (median IoUf: Flame 1 = 0.930, Flame 2 = 0.875), and
DeepLabv3+ RN50 (median IoUf: Flame 1 = 0.931, Flame 2 = 0.864) and similarly achieve
the highest median IoUf scores in our evaluation.
(a) (b)
Figure 4. IoUf on test set for instance segmentation. Each box shows the IoUf of the segmentations
obtained with different convolutional neural networks (CNNs). The boxed line represents the median,
whereas the boxes itself include the 25 to 75 percentiles. The whiskers indicate the most extreme
values. (a) Evaluation of flame 1. (b) Evaluation of flame 2.
Contrary to expectations, a larger backbone network does not increase the median
IoUf results in our experiments. The Inception ResNet v2 backbone network has more
weight parameters and performs more operations [31] than ResNet 50, but in Figure 4
DeepLabv3+ Inc.-RN scores lower IoUf results than DeepLabv3+ RN50. Furthermore,
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the use of a global learning rate of 0.01 does not have a clear positive effect on the IoUf
distribution of DeepLabv3+. In our experiment, the median IoUf slightly increases for
DeepLabv3+ RN18-all (vs. DeepLabv3+ RN18), but it decreases for DeepLabv3+ Inc.-RN-all
(vs. DeepLabv3+ Inc.-RN) and DeepLabv3+ RN50-all (vs. DeepLabv3+ RN50).
In Figure 5, we use the metric icrit to visualize the robustness of the instance segmenta-
tion results. In instance segmentation, we consider an image to be critical if either flame
1 or flame 2 has an IoUf below the IoUf,crit threshold. Applying the logical “or” classifies
each image by its worst contributing element and is rather strict. A low sum of icrit over
all samples indicates good general performance and a flat curve in the intervals of a low
IoUf,crit indicates robustness. For instance, segmentation the icrit of DeepLabv3+ Inc.-RN,
DeepLabv3+ Inc.-RN-all, and DeepLabv3+ RN50-all steadily increases over all thresholds.
The icrit curve of Mask R-CNN increases abruptly between IoUf,crit = 0.0 and IoUf,crit = 0.05,
then it continues almost constant until IoUf,crit ≈ 0.55. We analyze the step increase in
Section 6.3 to understand the phenomenon. DeepLabv3+ RN18, DeepLabv3+ RN18-all,
and DeepLabv3+ RN50 achieve low icrit in the low IoUf,crit region. With these three net-
works, we obtain instance segmentation IoUf ≥ 0.7 on both flames for more than 90% of
our test images which is our best results with respect to robustness. At high thresholds
IoUf,crit > 0.7 the icrit increases rapidly across all networks.
















DeepLab v3+ ResNet-18 all
DeepLab v3+ ResNet-50 all
DeepLab v3+ Inception-ResNet-v2 all
Mask R-CNN
Figure 5. icrit Curves over incremental IoUf,crit thresholds for instance flame segmentation. For each
segmentation network we sample icrit at 21 IoUf,crit levels from 0.0 to 1.0. At increasing IoUf,crit, the
fraction of critical Images icrit rises, resulting in a characteristic curve for each segmentation method.
The image gallery in Figure 6 visualizes increasing segmentation qualities from top
to bottom. At the top example the network does not split the area between flame 1 and
flame 2 correctly. The middle example represents the segmentation quality that we reach
for more than 90% of the test images. As shown in the middle and bottom examples, we
can successfully perform instance-like segmentation of flames with overlapping regions.
We also record the inference processing speed of the networks. DeepLabv3+ inference
is executed within a MATLAB (Mathworks, ver. R2019b) environment and Mask R-CNN
network we use a Python implementation. We use GPU-accelerated execution with a
Nvidia GeForce GTX 1050 Ti GPU. The results in Table 1 show that the fastest network is
DeepLabv3+ RN18 with an average processing time of 0.149 seconds. Our ranking of the
tested networks with respect to speed is analogous to the backbone network benchmark
speed evaluation of [31]. A processing speed of about 1 s to 0.149 s is not fast enough for
video processing, but we assume it can be sufficient for an online process control in many
applications, where the properties of the process change at a slower rate.
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IoUf1 = 0.5453 IoUf2 = 0.1546
IoUf1 = 0.7217 IoUf2 = 0.7274
IoUf1 = 0.9576 IoUf2 = 0.8897
(a) (b) (c) (d) (e)
Figure 6. Gallery of instance flame segmentation with CNNs. From top to bottom, the figure shows
different image series with increasing IoUf scores at our evaluation. (a) An original image example in
our test data set. (b) The corresponding ground truth and (c) segmentation inference with a CNN.
The segmentation in the upper two series have been obtained with DeepLabv3+ Inc.-RN. whereas
the series at the bottom is produced with DeepLabv3+ RN18. (d,e) Vsualizations of the differences
between the ground truth and the prediction of flame 1 (d) and flame 2 (e). The green mark-up
indicates matching pixels between ground truth and prediction, whereas red mark-up indicates
mismatched pixels.
Table 1. Inference speed of convolutional segmentation networks.
Network Avg. Time Max. Time
DeepLabv3+ RN18 0.149 s 0.227 s
DeepLabv3+ RN50 0.270 s 0.291 s
DeepLabv3+ Inc.-RN. 1.044 s 1.134 s
Mask R-CNN (RN101) 0.722 s 0.756 s
6.2. Effect of Image Augmentation
In this section, we investigate the effect of image augmentation on flame instance
segmentation. For this purpose, we train two separate models for each network type. For
one model, we use dark10 image augmentation, as introduced in Section 4 on the training
data, and in another case, we train without any augmentation. Furthermore, we can also
test each of the two differently trained models on two different sets of test data, one without
augmentation and one with dark10 augmentation. This comprises a total of four different
evaluation scenarios which we can compare for each network. We further use the notation
(train: 0aug, test: dark10) to characterize a scenario where a CNN model has been trained
with images without augmentation and evaluated on dark10 augmented test images.
In Figure 7, we visualize the icrit curves of all four evaluation scenarios for the network
DeepLabv3+ RN50. The curve (train: 0aug, test: 0aug) is the bottom-line scenario that we
have already analyzed in Section 6.1. When we evaluate the same model with augmented
test data (train: 0aug, test: 10dark), the icrit increases, marking the highest curve at most
IoUf,crit thresholds in Figure 7. The comparison between (train: 0aug, test: 0aug) and (train:
0aug, test: 10dark) allows us to estimate how darkened test image content affects the results
produced by a model which has not been trained with similar images. We report the largest
difference at medium IoUf,crit thresholds between 0.45 and 0.85 with all different networks
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we test. This reveals the negative influence of the darkened image content, when the model
has not been adapted by specific training with augmented image data.













train: 0aug, test: 0aug
train: dark10, test: 0aug
train: 0aug, test: dark10
train: dark10, test: dark10
Figure 7. icrit Curves over incremental thresholds for DeepLabv3+ RN50, for instance, segmentation
at different augmentation scenarios. We sample icrit at 21 IoUf,crit levels from 0.0 to 1.0. At increasing
IoUf,crit, the fraction of critical Images icrit rises, resulting in a characteristic curve. The different
curves visualize different augmentation scenarios for the network DeepLabv3+ RN50.
On the other hand, when applying dark10 augmentation during training, we report
an icrit curve lower than the scenario (train: 0aug, test: dark10) in both test scenarios (train:
dark10, test: 0aug) and (train: dark10, test: dark10)at most IoUf,crit thresholds. In general,
the difference of icrit between augmented and unaugmented test data is much smaller
between our models which use augmented training data as compared to training with
unaugmented data. This indicates an equal adaption of the model to unaugmented and
augmented test data. Compared to the bottom-line scenario (train: 0aug, test: 0aug), we
do not observe a one-sided positive or negative effect of the training data augmentation
on the icrit achieved with our models. In our experiment, the icrit with (train: dark10, test:
0aug) and (train: dark10, test: dark10) is higher or lower than (train: 0aug, test: 0aug) at
different IoUf,crit thresholds.
In summary, the training with dark10 augmentation positively affects the icrit test
results of our networks when evaluating with augmented test data. At the same time,
training with dark10 augmentation has an ambiguous effect on the icrit with unaugmented
test data.
In Figure 8, we depict the described effect on the image level. The bottom-line scenario
(train: 0aug, test: 0aug) is a typical example from our test data with regular IoUf results
in the range close to the median for both flame 1 and flame 2. However, darkening the
test image with an augmentation decreases the IoUf on both flames and also disturbs the
visual segmentation quality for the model trained with unaugmented data (train: 0aug, test:
dark10). On the other side, the model (train: dark10, test: dark10) trained with augmented
data achieves higher IoUf of both flames and better visual segmentation quality on the
augmented test image than the model trained with unaugmented data.
We demonstrate that we can positively affect evaluation results on darkened image
data with a specific dark10 image augmentation. However, we also find it notable that all
network variations reach at least a similar curve on dark10 augmented test images. The low
icrit in the range of low IoUf,crit thresholds in Figure 7 shows that the effect of darkening
augmentation does not produce fully degenerated segmentation results. This is even the
case for the scenario (train: 0aug, test: dark10), in which the network model is unaware of
the augmentation used in the test data. This indicates that the flame representation learned
by all networks is already resilient to a certain degree to the degradation induced by the
dark10 augmentation.
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IoUf1 = 0.9419 IoUf2 = 0.7615
(I) Training: 0aug, test: 0aug
IoUf1 = 0.7657 IoUf2 = 0.3027
(II) Training: 0aug, test: dark10
IoUf1 = 0.9532 IoUf2 = 0.7975
(III) Training: dark10, test: 0aug
IoUf1 = 0.9251 IoUf2 = 0.7069
(IV) Training: dark10, test: dark10
(a) (b) (c) (d) (e)
Figure 8. Effect of image augmentation on segmentation. I–IV show series of an image at different
conditions of training or test data darkening augmentation as specified underneath each series. In
every series image, subfigure (a) shows an original image example in our test data set. (b) The
corresponding ground truth and (c) segmentation inference with a CNN. (d,e) Visualizations of the
differences between the ground truth and the prediction of flame 1 (d) and flame 2 (e). The green
mark-up indicates matching pixels between ground truth and prediction, whereas red mark-up
indicates mismatched pixels.
6.3. Failure Cases and Future Work
In Figure 5, we have seen that we obtain a significant amount of segmentations below
IoUf,crit < 0.05 on test images with the network Mask R-CNN. The phenomenon is related
to the issue that Mask R-CNN sometimes detects additional (false-positive) flame instances
or misses them (false-negative), e.g., in Figure 9.
By visual inspection we find that the false-positive flames correspond to images with
disconnected flame bodies. The ambiguous flame bodies are a natural property of flame
images and hence additional flame segmentations are difficult to avoid. One approach to
deal with additional flame instances could be a postprocessing procedure that eliminates
superfluous instances based on application specific criteria, such as size.
On the other hand, we have identified two sources that contribute to false-negative
flame instances. First, we have identified a critical role of non-maximum suppression based
on IoU, which is used in the Mask R-CNN pipeline to filter out redundant object instances.
In some cases of images with high flame overlaps, a flame is accidentally removed from
the final results. This can be avoided by fine-tuning the threshold parameters for the
non-maximum suppression at the cost of more false positive instances. In other examples,
flames are not found by the region proposal network.







Figure 9. Challenging scenarios with Mask R-CNN in instance segmentation. (a) The original
flame image, (b) the ground truth, (c) the segmentation inference with Mask R-CNN, and (d) the
segmentation inference with DeepLabv3+ RN18. In the top example, Mask R-CNN detects a third
flame instance (purple) on top of flame 1 (yellow, but visually adds up with purple to pink). In the
bottom image, only flame 1 is detected by Mask R-CNN.
With the semantic networks we segment the correct amount of two flames in all test
images. As semantic segmentation networks are limited to a predetermined maximum
amount of flames instances by the class definition, it is impossible to segment false positive
instances. Fort the case of false negative flame instances, we can try to explain the success
with the differences between Mask R-CNN and the semantic networks. As mentioned
previously, we report two sources for missing predictions with Mask R-CNN, first the
non-maximum suppression and second missing predictions at the region proposal network
stage. The semantic networks do not use these structures. It seems to be an easy task to find
all flame regions without these elements. When we analyze the examples in Figure 9, we
can see that our best semantic model DeepLabv3+ RN18 also segments the two additional
flame bodies in the image content contrarily to our ground truth. However, DeepLabv3+
RN18 considers the areas as extensions of flame 1 and flame 2. We see this as an indication
that the network has learned a generalized flame representation, as it detects these flame
regions based on image features without explicit learning from our ground truth. On the
other hand, it indicates that the network has not learned a representation which allows the
class distinction based on area connection as labeled in the ground truth.
In our investigation of instance segmentation of flames, we reach better results with
instance-like segmentation from the semantic DeepLabv3+ network than with true instance
segmentation with the network Mask R-CNN. We have related the main differences of the
results to the challenge of false positive and false negative predictions. However, we think
that from a general perspective the approach of Mask R-CNN has a theoretical advantage
over the instance-like semantic segmentation performed with semantic networks. As it
is not limited to a fixed number of flames, Mask R-CNN could anticipate to segment
images with more flames including overlaps, without retraining, whereas for the same
task a semantic network would need a retraining along with a work over of the ground
truth to adapt to new classes. Furthermore, as Mask R-CNN does not learn each flame as
separate class, it is also supposed to learn a more general representation of flames, which
could make it more adaptive to different process conditions and environments. We want
to outline that, despite the challenges with Mask R-CNN, the concept of true instance
segmentation remains an attractive goal for flame instance segmentation. It is open to
future work to show whether our challenges can be solved either with modifications to
Mask R-CNN or other instance segmentation networks.
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7. Conclusions
We evaluated several recent CNN architectures for the task of instance segmentation
on combustion images in an industrial plant. With the best networks, we obtained experi-
mental instance segmentation results with an IoUf ≥ 0.7 of both flames on more than 90%
of our test images. We also tested the networks on images with simulated darkened regions
that imitate an optical lens soiling typical in combustion processes. We could show that the
network segmentation is robust to this type of disturbance and can further be adapted with
specific image augmentation. In summary, we provided evidence that with CNN-based
segmentation methods, remarkable results can be achieved even on difficult images with
overlapping flame regions. Our contribution is a verification of the capability of CNN-
based methods for instance segmentation of burner flames. With regard to its applications,
we think that these methods can be used in the context of closed loop combustion process
control to give leverage on process capability and energy efficiency.
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