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ON TWO TYPES OF ULTRAFILTER EXTENSIONS OF
BINARY RELATIONS
DENIS I. SAVELIEV
Abstract. There exist two distinct types of ultrafilter extensions of
binary relations, one discovered in universal algebra and modal logic,
and another, in model theory and algebra of ultrafilters. We show that
the extension of the latter type is properly included in the extension
of the former type, and describe their interaction with the relation
algebra operations. Then we provide topological characterizations of
both extensions and show that the larger extension continuously maps
the space of ultrafilters into the space of filters endowed with the Vietoris
topology.
1. Introduction
There exist two known ways to extend a binary relation R on a set X to
a binary relation on the set βX of ultrafilters over X (where X is identified
with the subset of βX consisting of principal ultrafilters), both canonical in
a certain sense. We denote these two extensions of R by R˜ and R∗. They
are defined by letting, for all u, v ∈ βX,
R˜(u, v) ↔ {x : {y : R(x, y)} ∈ v} ∈ u,
R∗(u, v) ↔ (∀S ∈ v) {x : (∃y ∈ S) R(x, y)} ∈ u.
The extension R∗ comes from universal algebra [9], later [5], [7], and modal
logic [11] where it is used e.g. to characterize modal definability [6] (see [12],
[21], [22]). The extension R˜ is recently discovered in model theory [16],
[17] and has as precursors multiplication of ultrafilters arising in iterated
ultraproducts [10], [4] (see [1]) and especially so-called algebra of ultrafilter
essentially dealing with ultrafilter extensions of semigroups and known by
its numerous applications (see [8]).
In fact, in [9], [5], [7] the ultrafilter extension R∗ is defined for n-ary
relations R, and also in [16], [17] the ultrafilter extension R˜ is defined for n-
ary R, with any finite n. Moreover, [7] and [16], [17] define also (one type of)
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ultrafilter extension of n-ary maps (which generalizes continuous extension
of unary maps as well as the mentioned constructions of multiplication of
ultrafilters and of ultrafilter extension of semigroups). Thus in fact [7], [16],
[17] study two types of ultrafilter extensions of arbitrary first-order models.
In this article, however, we deal only with binary relations, and with both
types of their extensions. The extension R˜ of binary relations R of special
form, namely, linear orders, are studied in [18]. For basic definitions and
properties of both types of ultrafilter extensions of first-order models, as well
as for some historical information, we refer the reader to the introductory
part of [14]. Some further information of ultrafilter extensions of first-order
models can be found in [20] and [14].
This article goes as follows. In Section 2, we study the relationships of the
two types of ultrafilter extension of binary relations, and describe their inter-
play with operations of relation algebra. We also characterize the ∗-extension
via projections. In Section 3, we provide topological characterizations of
both extensions. The ∗-extension is characterized via the closure operation
in the square βX × βX, while the -˜extension via certain operations of left
and right closure, and also via continuous extensions of homomorphisms. We
also consider there generalizations of the left and right closure to arbitrary
topological spaces. In Section 4, we show that the ∗-extension of relations
on X can be considered as continuous extension of certain associated maps
into the space εX of filters over X endowed with the Vietoris topology (by
identifying the filters with closed sets in βX).
2. Relationships between R∗ and R˜ and relation algebra
In this section we study relationships between two extensions, ∗ and ˜ ,
of binary relations, and their interplay with operations of relation algebra.
Relationships between R∗ and R˜. The following lemma contains a half of
information required for Theorem 1. Note that in it, (0) describes a given R
as a relation on βX, while (i) and (v) describe R∗ and R˜, respectively.
Lemma 1. Let R ⊆ X× X and u, v ∈ βX. The implications between the
following formulas
(0) (∃x, y ∈ X) ({x} ∈ u ∧ {y} ∈ v ∧R(x, y)),
(i) (∀S ∈ v) {x : (∃y ∈ S)R(x, y)} ∈ u,
(ii) (∀S ∈ u) {y : (∃x ∈ S) R(x, y)} ∈ v,
(iii) (∃S ∈ v) {x : (∀y ∈ S)R(x, y)} ∈ u,
(iv) (∃S ∈ u) {y : (∀x ∈ S) R(x, y)} ∈ v,
(v) {x : {y : R(x, y)} ∈ v} ∈ u,
(vi) {y : {x : R(x, y)} ∈ u} ∈ v
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are as follows:
(vi) −−−−→ (i) (ii)x x
(0) −−−−→ (iii) (iv) −−−−→ (v)
Proof. (0)→(iii) Easy.
(i)→(ii) Let u, v ∈ βX be such that (i) holds. Toward a contradiction,
assume that (ii) fails:
(∃S ∈ u) {y : (∃x ∈ S) R(x, y)} /∈ v.
Since v is ultra, this is equivalent to
(∃S ∈ u) {y : (∀x ∈ S) ¬R(x, y)} ∈ v.
Fix an S witnessing this. Denote the set {y : (∀x ∈ S)¬R(x, y)} by B. We
have B ∈ v. Therefore, by (i),
{x : (∃y ∈ B)R(x, y)} ∈ u.
Denote the set {x : (∃y ∈ B) R(x, y)} by A. We have A ∈ u. Hence
A ∩ S ∈ u, so pick some x0 ∈ A ∩ S. On the one hand, since x0 ∈ A, there
exists y0 ∈ B such that R(x0, y0). On the other hand, we have ¬R(x0, y0)
since x0 ∈ S and y0 ∈ B. A contradiction.
(ii)→(i) This follows from (i)→(ii) since (i) turns into (ii) and conversely
by interchanging x, u with y, v and taking R−1 rather than R.
(iii)↔ (iv) This follows from (i)↔ (ii) since (iii) and (iv) are the negations
of (i) and (ii) applied to ¬R rather than R.
(v)→(i) Let u, v ∈ βX be such that (v) holds. Denote the set {x : {y :
R(x, y)} ∈ v} by A and, for any given x, the set {y : R(x, y)} by Ax. We
have A ∈ u and Ax ∈ v whenever x ∈ A.
Toward a contradiction, assume that (i) fails:
(∃S ∈ v) {x : (∃y ∈ S) R(x, y)} /∈ u.
Since u is ultra, this is equivalent to
(∃S ∈ v) {x : (∀y ∈ S) ¬R(x, y)} ∈ u.
Fix an S witnessing this and denote the set {x : (∀y ∈ S)¬R(x, y)} by B.
We have B ∈ u.
Since A,B ∈ u, we get A ∩ B ∈ u, so pick some x0 ∈ A ∩ B. It follows
from x0 ∈ A that Ax0 ∈ v, whence Ax0 ∩ S ∈ v, so pick some y0 ∈ Ax0 ∩ S.
On the one hand, we have R(x0, y0) since x0 ∈ A and y0 ∈ Ax0 . On the
other hand, we have ¬R(x0, y0) since x0 ∈ B and y0 ∈ S. A contradiction.
(vi)→(ii) This follows from (v)→(i) since (i) turns into (ii) and (v) into (vi)
by interchanging x, u with y, v and taking R−1 rather than R.
(iii)→(v) This follows from (i)↔ (v) since (iii) and (v) are the negations
of (i) and (v) itself applied to ¬R rather than R. 
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The extensions versus relation algebra. In the sequel, we denote by −
the complement operation; e.g.−((−R)∗) written explicitly is (βX× βX)\
((X×X)\R)∗.
Theorem 1. The inclusions (depicted by arrows) between any given R ⊆
X×X and its extensions R∗, R˜, −((−R)∗), (R˜−1)−1 are as follows:
(R˜−1)−1 −−−−→ R∗ ((R−1)∗)−1x x
R −−−−→ −((−R)∗) −−−−→ R˜ −(−˜R)
In general, these inclusions are non-reversible; moreover, each of all possible
relationships between the extensions is satisfied in some model.
Proof. By definition, R∗ consists of the pairs (u, v) satisfying (i), while
R˜ consists of the pairs (u, v) satisfying (v). And, as easy to see, in the
same manner (ii) defines ((R−1)∗)−1, (iii) defines −((−R)∗), (iv) defines
−((−R−1)∗)−1, and (vi) defines (R˜−1)−1. Now the inclusions are immediate
from Lemma 1; let us comment only that −((−R)∗) ⊆ (R˜−1)−1 follows from
(v)→(i)↔ (ii) since (vi) to (ii) is the same that (v) to (i).
It remains to provide examples of all possible relationships between the
four discussed extensions. Below X is an infinite set; < and ≤ denote
a strict and non-strict linear orders resp., =Y the equality relation, and
UY the universal relation on a set Y .
R −((−R)∗) (R˜−1)−1 R˜ R∗
∅ ∅ ∅ ∅ ∅
UX UβX UβX UβX UβX
=X =X =X =X =βX
UX\=X UβX\=βX UβX\=X UβX\=X UβX\=X
< ⊳ (>˜)−1 <˜ E \=X
≤ ⊳ ∪ =X (≥˜)
−1 ≤˜ E
All these extensions are calculated immediately, except for the cases of
< and ≤. As for the latters, note that the relations <˜ and (>˜)−1 are
incomparable by inclusion, their intersection is ⊳, and their union is E
\ =X ; the relationships between the extensions of ≤ are analogous. The
extensions of linear orders can be described in terms of so-called supports
of ultrafilters over linearly ordered sets; we refer the reader to [18] for
a necessary information about the supports, the extensions <˜ and >˜, and
the relations ⊳ and E. 
The facts concerning distributivity of the extensions w.r.t. the operations
of relation algebra are listed in the next theorem.
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Theorem 2. Let R,S ⊆ X×X. The following equalities hold:
−R˜ = −˜R, R˜ ∪ S = R˜ ∪ S˜, R˜ ∩ S = R˜ ∩ S˜.
(R∗)−1 = (R−1)∗, (R ∪ S)∗ = R∗ ∪ S∗, (R ◦ S)∗ = R∗ ◦ S∗,
Moreover, the following inclusions hold:
−R∗ ⊆ (−R)∗, (R ∩ S)∗ ⊆ R∗ ∩ S∗, R˜ ◦ S˜ ⊆ R˜ ◦ S,
neither of them, in general, cannot be replaced by an equality. Finally, R˜−1
and R˜−1, in general, are ⊆-incomparable.
Proof. 1. The equalities (R∗)−1 = (R−1)∗ and −R˜ = −˜R are immediate
from R∗ = ((R−1)∗)−1 and R˜ = −(−˜R), which we have already observed.
Also the equality R˜ ∩ S = R˜ ∩ S˜ is clear as for all u, v ∈ βX,
(u, v) ∈ R˜ ∩ S ↔
{
x : {y : R(x, y) ∧ S(x, y)} ∈ v
}
∈ u
↔
{
x : {y : R(x, y)} ∈ v ∧ {y : S(x, y)} ∈ v
}
∈ u
↔
{
x : {y : R(x, y)} ∈ v
}
∈ u ∧
{
x : {y : S(x, y)} ∈ v
}
∈ u
(the second equivalence holds since v is a filter while the third since so is u).
It follows that ˜ distributes with all Boolean connectives. Let us handle two
remaining equalities.
Show (R ∪ S)∗ = R∗ ∪ S∗. We have (writting ∗ as in (ii) in Lemma 1)
(u, v) ∈ (R ∪ S)∗ ↔ (∀A ∈ u) {y : (∃x ∈ A) R(x, y) ∨ S(x, y)} ∈ v
↔ (∀A ∈ u)
(
{y : (∃x ∈ A)R(x, y)} ∈ v
∨ {y : (∃x ∈ A) S(x, y)} ∈ v
)
and
(u, v) ∈ R∗ ∪ S∗ ↔ (∀A ∈ u) {y : (∃x ∈ A) R(x, y)} ∈ v
∨ (∀A ∈ u) {y : (∃x ∈ A) S(x, y)} ∈ v,
whence (R∪S)∗ ⊇ R∗ ∪S∗ clearly follows. To prove the converse inclusion,
assume that it fails, so there exists A0 ∈ u such that either {y : (∃x ∈
A0)R(x, y)} /∈ v or {y : (∃x ∈ A0)S(x, y)} /∈ v; assume e.g. that the
first holds. But then for any A ∈ u, we have A0 ∩ A ∈ v, and therefore,
{y : (∃x ∈ A0 ∩A)S(x, y)} ∈ v, and so {y : (∃x ∈ A)S(x, y)} ∈ v a fortiori,
as required.
Show (R◦S)∗ = R∗ ◦S∗. The inclusion ⊇ is clear. To handle the converse
inclusion, we firstly establish the following auxiliary fact: For all B ⊆ X,
R(−R−1B) ⊆ B
(where SAmeans the image of A under S, i.e. the set {y : (∃x ∈ A)S(x, y)}).
Indeed, R−1B = {x : (∃y ∈ B)R(x, y)}, hence, −R−1B = {x : (∀y ∈
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B)¬R(x, y)} whence
R(−R−1B) = {z : (∃x ∈ −R−1B)R(x, z)}
= {z : (∃x) (∀y ∈ B)¬R(x, y) ∧R(x, z)},
and therefore,
−R(−R−1B) = {z : (∀x) (∃y ∈ B)R(x, y) ∨ ¬R(x, z)}
= {z : (∀x) (R(x, z)→ (∃y ∈ B)R(x, y))},
which obviously includes B.
Now pick u, v ∈ βX such that (u, v) ∈ (R ◦S)∗ and show (u, v) ∈ R∗ ◦S∗.
Let
W = {SA : A ∈ u} ∪ {R−1B : B ∈ v}.
Check that W has the finite intersection property. Clearly, it suffices to
verify that SA ∩ R−1B is non-empty for any A ∈ u and B ∈ v. Toward
a contradiction, assume the opposite. Then SA ⊆ −R−1B and hence
(R ◦ S)A = R(SA) ⊆ R(−R−1B) ⊆ B
(the latter inclusion was established above), thus showing that ((R◦S)A)∩B
is empty. However, we have (R ◦ S)A ∈ v (by our conditions A ∈ u and
(u, v) ∈ (R◦S)∗, look at (ii) in Lemma 1) andB ∈ v, hence ((R◦S)A)∩B ∈ v;
a contradiction. This proves that W has the finite intersection property.
Now extend W to some w ∈ βX. We have (u,w) ∈ S∗, (v,w) ∈ (R−1)∗,
hence (w, v) ∈ R∗ (since ∗ and −1 commute, as we have already proved),
and therefore (u, v) ∈ R∗ ◦ S∗, as required.
2. Let us now prove the claims about the inclusions and non-inclusions.
First, −R∗ ⊆ (−R)∗ follows from −((−R)∗) ⊆ R, which we have already
observed.
Moreover, if R is =X then −R
∗ is (βX×βX)\=βX while (−R)
∗ is (βX×
βX)\=X , which gives an example of −R
∗ 6= (−R)∗.
Next, (R ∩ S)∗ ⊆ R∗ ∩ S∗ is clear since
(u, v) ∈ (R ∩ S)∗ ↔ (∀A ∈ u) {y : (∃x ∈ A) R(x, y) ∧ S(x, y)} ∈ v
and
(u, v) ∈ R∗ ∩ S∗ ↔ (∀A ∈ u)
(
{y : (∃x ∈ A) R(x, y)} ∈ v
∧ {y : (∃x ∈ A) S(x, y)} ∈ v
)
↔ (∀A ∈ u) {y : (∃x ∈ A) R(x, y) ∧ (∃x ∈ A) S(x, y)} ∈ v
(the last equivalence holds since v is a filter).
Moreover, if R is =X and S is (X× X)\ =X , then (R ∩ S)
∗ is ∅ while
R∗ ∩ S∗ is =βX\=X , which gives an example of (R ∩ S)
∗ 6= R∗ ∩ S∗.
Show R˜ ◦ S˜ ⊆ R˜ ◦ S. We have
(u, v) ∈ R˜ ◦ S˜ ↔ (∃w ∈ βX)
({
x : {z : R(x, z)} ∈ w
}
∈ u
∧
{
z : {y : S(z, y)} ∈ v
}
∈ w
)
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and
(u, v) ∈ R˜ ◦ S ↔
{
x : {y : (∃z) R(x, z)} ∧ S(z, y)} ∈ v
}
∈ u.
Suppose (u, v) ∈ R˜ ◦ S˜ and pick w ∈ βX witnessing this. Let A be the set
{x : {z : R(x, z)} ∈ w} and B the set {z : {y : S(z, y)} ∈ v}. We have A ∈ u,
B ∈ w, and {z : R(x, z)} ∈ w whenever x ∈ A. Hence {z : R(x, z)} ∩B ∈ w
whenever x ∈ A, so{
x : {z : {y : R(x, z) ∧ S(z, y)} ∈ v
}
∈ w
}
∈ u,
whence {
x : {y : (∃z) R(x, z)} ∧ S(z, y)} ∈ v
}
∈ u
and thus (u, v) ∈ R˜ ◦ S follows.
Moreover, if R is =X and S is X×X, then R˜ ◦ S˜ is X× βX while R˜ ◦ S
is βX× βX, which gives an example of R˜ ◦ S˜ 6= R˜ ◦ S.
Finally, if R is a linear order that is not a well-order, then R˜−1 and R˜−1
are ⊆-incomparable; see [18] for details (actually, the fact that −1 and ˜ do
not commute was already pointed out in [18], p. 35). 
Remark 1. It can be seen from the proof that in fact the ∗-extension dis-
tributes w.r.t. arbitrary unions and intersections:
(⋃
iRi)
∗ =
⋃
iR
∗
i and(⋂
iRi)
∗ ⊆
⋃
iR
∗
i . It follows that it distributes w.r.t. the transitive closure
of relations. Besides, it distributes w.r.t. the reflexive closure (since =X
∗ equals =βX , as pointed above). As for the˜ -extension, the subextension
consisting of κ-complete ultrafilters distributes w.r.t. κ-ary Boolean opera-
tions. It follows that the subextension consisting of σ-complete ultrafilters
also distributes w.r.t. the transitive closure.
We partly summarize the information about distributivity of the exten-
sions w.r.t. operations of relation algebra in the following table, where we
mark 1 if a given instance of distributivity holds, and 0 otherwise.
− ∩ ∪ ◦ −1
˜ 1 1 1 0 0
∗ 0 0 1 1 1
We see that the two extensions have, in a sense, an opposite character
w.r.t. these operations: ˜ distributes with Boolean operations but not
with ◦ and −1, while, conversely, ∗ distributes with the “inverse-semigroup”
fragment of relation algebra but not its “Boolean” fragment.
We note also that both extensions distribute w.r.t. homomorphisms, in
the sense that any homomorphism of (X,R) into (Y, S) extends to a homo-
morphism of (βX, R˜) into (βY, S˜) as well as to a homomorphism of (βX,R∗)
into (βY, S∗). Actually, this is a partial case of general facts about arbitrary
first-order models; see [16] and [7] for the ˜ and ∗ extensions, respectively.
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Characterizing of R∗ via projections.
Lemma 2. For any R ⊆ X ×X and u, v ∈ βX,
R∗(u, v) ↔ (∀A ∈ u) (∀B ∈ v) R ∩ (A×B) 6= ∅.
Proof. In the right direction, if R∗(u, v) then by Lemma 1, for all A ∈ u we
have RA ∈ v, and hence for any B ∈ v we have B ∩RA ∈ v, whence
R ∩ (A×B) = R ∩ (A× (B ∩RA)) 6= ∅.
In the converse direction, pick A ∈ u. Then for all B ∈ v we have RA∩B 6= ∅,
hence RA ∈ v since v is an ultrafilter. 
Theorem 3. Let R ⊆ X ×X and u, v ∈ βX. Then R∗(u, v) iff there exists
w ∈ β(X ×X) such that R ∈ w and
{pr1(S) : S ∈ w} = u and {pr2(S) : S ∈ w} = v.
Proof. “If”. Let w ∈ β(X × X) be such that R ∈ w and (pr1w,pr2w) =
(u, v). Pick any A ∈ u, B ∈ v, and show R∩ (A×B) 6= ∅; by Lemma 2, the
latter is equivalent to R∗(u, v).
Since A ∈ u and pr1w = {pr(S) : S ∈ w} = u, it follows that there is S1 ∈
w such that pr1(S1) = A. Similarly, there is S2 ∈ w such that pr2(S2) = B.
Since R ∈ w, also R∩S1∩S2 ∈ w. But S1∩S2 ⊆ pr1(S1)×pr2(S2) = A×B,
so R ∩ (A×B) ∈ w, and thus R ∩ (A×B) 6= ∅ a fortiori.
“Only if”. Suppose R ∩ (A ×B) 6= ∅ for any A ∈ u, B ∈ v, which means
R∗(u, v) by Lemma 2, and show that there is w ∈ β(X × X) as required.
Since
⋂
i<n(Ai ×Bi) =
(⋂
i<nAi
)
×
(⋂
i<nBi
)
if n < ω, the family
D = {R ∩ (A×B) : A ∈ u ∧B ∈ v}
is centered. Pick any w ∈ β(X ×X) that extends D and show that w is as
required.
Clearly, if A ∈ u, B ∈ v, then A × B ∈ w. Hence, if S ∈ w then
S ∩ (A×B) ∈ w, whence A∩ pr1(S) 6= ∅ and B ∩ pr2(S) 6= ∅. Thus for any
A ∈ u we have A∩pr1(S) 6= ∅ whence it follows that pr1(S) ∈ u as u is ultra;
and similarly pr2(S) ∈ v. This shows (pr1w,pr2w) = (u, v), completing the
proof. 
3. Topological characterizations of R∗ and R˜
Characterization of R∗ via closure. We consider βX endowed with the
standard topology generated by sets {u ∈ βX : S ∈ u} for all S ⊆ X, and
βX×βX endowed with the standard product topology. The closure and the
interior operations of βX× βX are denoted by cl and int resp.
Theorem 4. If R ⊆ X×X then R∗ = clR and −((−R)∗) = int (clR).
Proof. First we observe that R is dense in R∗. Indeed, let R∗(u, v), i.e. {x :
(∃y ∈ S)R(x, y)} ∈ u for each S ∈ v, and let U be a neighborhood of
(u, v). W.l.g. U is given by some A ∈ u and B ∈ v, i.e. U = {(u′, v′) : A ∈
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u′ and B ∈ v′}. Taking B as S, we get {x : (∃y ∈ B)R(x, y)} ∈ u and so
A ∩ {x : (∃y ∈ B)R(x, y)} ∈ u, thus finding some x ∈ A and y ∈ B such
that R(x, y), as required.
We complete the proof of the first formula by verifying that R∗ is closed.
Let u′ and v′ be such that (u′, v′) ∈ clR∗, so for all A ∈ u′ and B ∈ v′ there
exist u and v such that A ∈ u, B ∈ v, and R∗(u, v). To show (u′, v′) ∈ R∗,
pick any B ∈ v′ and check that {x : (∃y ∈ B)R(x, y)} ∈ u′. Assume the
converse:
{x : (∃y ∈ B)R(x, y)} /∈ u′.
Since u′ is ultra, this is equivalent to
{x : (∀y ∈ B)¬R(x, y)} ∈ u′.
Hence there exist u and v such that {x : (∀y ∈ B)¬R(x, y)} ∈ u, B ∈ v, and
R∗(u, v). However, B ∈ v and R∗(u, v) imply {x : (∃y ∈ B)R(x, y)} ∈ u.
A contradiction.
The second formula follows from the first one. Indeed, as −((−R)∗) means
then (βX× βX) \ cl ((X×X) \R) while int (clR) is (βX× βX) \ cl ((βX×
βX) \ clR), it suffices to verify
cl ((X×X) \R) = cl ((βX× βX) \ clR).
But the inclusion ⊇ is a general fact (we have cl (A \ B) ⊇ cl (clA \ clB)
in any topological space), while the inclusion ⊆ follows from the fact that
X×X consists of points isolated in βX× βX (as easy to see, cl (A \ B) ⊆
cl (clA \ clB) whenever A consists of isolated points). 
Left and right closure operations. To describe topologically the exten-
sion ˜ , we provide more special topological constructions. If R ⊆ X× Y , let
R(x) and R(y) denote the left and right sections of R given by x ∈ X and
y ∈ Y resp.:
R(x) = R ∩ ({x} × Y ) and R(y) = R ∩ (X × {y}).
As easy to see,
(
(R−1)(y)
)−1
= R(y) and
(
(R−1)(x)
)−1
= R(x).
Given a topology on the set X × Y , we introduce two closure-like oper-
ations on its subsets, the left closure and the right closure, denoted by lcl
and rcl resp.:
lclR =
⋃
x∈X
clR(x) and rclR =
⋃
y∈Y
clR(y).
Note that in the first union we could take only x ∈ domR, and in the second,
only y ∈ ranR. Observe also that if all the sets {x}×Y are closed in X×Y
(e.g. if the topology on X × Y is the standard product of a T1-topology
on X and an arbitrary topology on Y ), then we could replace clR(x) by
cl {x}×YR
(x); and similarly for the right closure.
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Lemma 3. Let X× Y be a topological space and R,S ⊆ X× Y .
1. lcl ∅ = ∅, R ⊆ lclR, lcl (lclR) = lclR, and lclR ∪ lclS = lcl (R ∪ S).
2. rcl ∅ = ∅, R ⊆ rclR, rcl (rclR) = rclR, and rclR ∪ rclS = rcl (R ∪ S).
3. (lclR−1)−1 = rclR and (rclR−1)−1 = lclR.
Proof. 1. The three first statements are obvious, for the fourth we argue as
follows:
lclR ∪ lclS =
( ⋃
x∈X
clR(x)
)
∪
( ⋃
x′∈X
clS(x
′)
)
=
⋃
x,x′∈X
(
clR(x) ∪ clS(x
′)
)
=
⋃
x∈X
(
clR(x) ∪ clS(x)
)
=
⋃
x∈X
cl
(
R(x) ∪ S(x)
)
=
⋃
x∈X
cl (R ∪ S)(x) = lcl (R ∪ S).
2. Dually.
3. As −1 distributes w.r.t. arbitrary unions, we have:
(lclR−1)−1 =
( ⋃
y∈Y
cl
(
(R−1)(y)
))−1
=
⋃
y∈Y
(
cl
(
(R−1)(y)
))−1
=
⋃
y∈Y
cl
(
(R−1)(y)
)−1
=
⋃
y∈Y
clR(y) = rclR.
Here −1 and cl commute in the sense that the implied topology on Y ×X
consists of sets S such that S−1 belong to the considered topology on X×Y .
The second formula is proved dually. 
Clause 1 of Lemma 3 states that the left closure is indeed a closure
operation. Given a topology τ on X× Y , we let τlcl to denote the topology
defined by lcl , i.e. with closed sets of form S = lclS. Clearly, τlcl refines τ
and, in general, is stronger. Moreover, if all sets {x}× Y are τ -closed
(as happens e.g. if τ is the standard product of a T1-topology on X and
a topology on Y ), then they are τlcl -clopen, so X× Y endowed with τlcl is
their topological sum.
Clause 2 states that the right closure also defines a topology τrcl with the
dual properties. The topology generated by τlcl ∪ τrcl is discrete in natural
cases (e.g. if τ is the product of T1-topologies on X and Y ) while τlcl ∩ τrcl
refines τ and, in general, still is stronger (e.g. if R×R is the real plane with
its usual topology and S is =R \{(0, 0)}, then S = lclS = rclS 6= clS).
We shall say that R ⊆ X × Y is left closed on A ⊆ X iff the left
sections R(x) are closed for all x ∈ A, and right closed on B ⊆ Y iff the
right sections R(x) are closed for all y ∈ B. The terms left open on a set,
right clopen on a set, etc. have the expected meaning. E.g. R ⊆ X× Y is
right open on Y iff R ∈ τrcl . (In fact, the right versions of these concepts
were defined in [16] for arbitrary n-ary relations.)
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Proposition 1. In general, rcl ◦ lcl and lcl ◦ rcl are not closure operators.
Moreover, there exists R ⊆ ω × ω such that
lcl (rcl (lclR)) 6= rcl (lclR) and rcl (lcl (rclR)) 6= lcl (rclR)
in the space βω × βω with the product topology.
Proof. Let us first show that the usual order ≥ on ω satisfies the first of the
two inequalities: lcl (rcl (lcl (≥))) 6= rcl (lcl (≥)). We have:
lcl (≥) =
⋃
u∈βω
cl
(
≥(u)
)
=
⋃
u∈βω
cl
(
≥ ∩ ({u}× βω)
)
=
⋃
m∈ω
cl
(
≥ ∩ ({m}× ω)
)
.
Since for any fixed m ∈ ω the set ≥ ∩ {m}× ω = {(m,n) : m ≥ n} is finite,
it is closed. Hence the latter union is equal to
⋃
m∈ω{(m,n) : m ≥ n} = ≥.
Thus we have lcl (≥) = ≥ and so rcl (lcl (≥)) = rcl (≥). Next,
rcl (≥) =
⋃
v∈βω
cl
(
≥(v)
)
=
⋃
v∈βω
cl
(
≥ ∩ (βω×{u})
)
=
⋃
m∈ω
cl
(
≥ ∩ (ω×{m})
)
=
⋃
m∈ω
cl
(
(ω \m)×{m}
)
=
⋃
m∈ω
β(ω \m)×{m}.
Finally,
lcl (rcl (≥)) =
⋃
u∈βω
cl
(
rcl (≥)(u)
)
=
⋃
u∈βω
cl
(
rcl (≥) ∩ ({u}× βω)
)
=
⋃
u∈βω
cl
(( ⋃
m∈ω
β(ω \m)×{m}
)
∩ ({u}× βω)
)
.
Note that for any fixed u ∈ βω,( ⋃
m∈ω
β(ω \m)×{m}
)
∩ ({u}× βω) = {(u,m) : m ∈ ω ∧ u /∈ m},
and this set equals {(n,m) : m ≤ n} if u is principal, and {(u,m) : m ∈ ω} =
{u}× ω otherwise. Hence, the closure of this set equals {(n,m) : m ≤ n}
if u is principal, and {u}× βω otherwise. Therefore, the union of these sets
for all u ∈ βω is⋃
u∈βω
cl {(u,m) : m ∈ ω ∧ u /∈ m} = ≥ ∪ ((βω \ ω)× βω).
The latter set properly includes rcl (≥), thus showing lcl (rcl (≥)) 6= rcl (≥),
as reqired.
Furthermore, a dual argument shows that rcl (≤) = ≤ and rcl (lcl (≤)) 6=
lcl (≤). Now, let A and B be two disjoint copies of the discrete space ω,
e.g. consisting of even and odd natural numbers resp., and let R be the
union of ≥ on A and ≤ on B. Then R satisfies both required inequalities,
completing the proof. 
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This observation can be improved in two ways. First, ω can be replaced
with any infinite discrete X. Second, it can be shown that for many ordi-
nals α, even αth iterations of rcl ◦ lcl and lcl ◦ rcl are not closure operators.
We leave this for the reader.
Characterization of R˜ via left and right closures. Now we provide
a topological characterization of the extension ˜ by using the same product
topology on βX × βX as for the extension ∗ but in terms of the left and
right closures.
Theorem 5. If R ⊆ X×X then R˜ = rcl (lclR) and (R˜−1)−1 = lcl (rclR).
Proof. The first formula was in fact proved in [16] (see Section 3 there)
though without using of the terms “left and right closures”. The second
formula follows from the first one:
(R˜−1)−1 = (rcl (lclR−1))−1 = lcl ((lclR−1)−1) = lcl (rclR).
Two last equalities here twice use clause 3 of Lemma 3. 
Clearly, the ˜ -extension can be expressed via only the left closure (of only
the right closure) combined with the inversion:
Corollary 1. If R ⊆ X×X then
R˜ = (lcl (lclR)−1)−1 = rcl ((rclR−1)−1),
(R˜−1)−1 = lcl ((lclR−1)−1) = (rcl (rclR)−1)−1.
Proof. Theorem 5 and Lemma 3. 
More topological properties of both types of extensions:
Proposition 2. Let R ⊆ X×X.
1. R∗ is left and right clopen on βX; in general, it is not open in βX× βX.
2. −((−R)∗) is left and right clopen on βX; in general, it is not closed in
βX× βX.
3. R˜ is right clopen on βX; it is also left clopen on X but, in general,
neither left closed nor left open on βX.
4. (R˜−1)−1 is left clopen on βX; it is also right clopen on X but, in general,
neither left closed nor left open on βX.
Proof. Let us comment only that if R is =X then R
∗ is not open, while
if R is (X× X)\=X then −((−R)
∗) is not closed, and that <˜ and (>˜)−1
are neither left closed nor left open on βX (the examples in the proof of
Theorem 1). 
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Characterizations of R˜ and R∗ via continuous extensions of homo-
morphisms.
Theorem 6. Let X be a discrete space and R ⊆ X × X, and let Y be
a compact Hausdorff space and S ⊆ Y ×Y right closed in the product topology
on Y × Y . Then the continuous extension h˜ of any homomorphism h of
(X,R) into (Y, S) is a homomorphism of (βX, R˜) into (Y, S). Moreover,
R˜ is a unique extension of R with this property.
Proof. Theorem 4.2 in [16]. 
Theorem 7. Let X be a discrete space and R ⊆ X × X, and let Y be
a compact Hausdorff space and S ⊆ Y ×Y closed in the product topology on
Y ×Y . Then the continuous extension h˜ of any homomorphism h of (X,R)
into (Y, S) is a homomorphism of (βX,R∗) into (Y, S). Moreover, R∗ is
a unique extension of R with this property.
Proof. Fix any u, v ∈ βX and show that R∗(u, v) implies S(h˜(u), h˜(v)).
Since S is closed in the product topology on Y ×Y , it suffices to verify that
for any neighborhood U of h˜(u) and any neighborhood V of h˜(v), there exist
y′ ∈ U and y′′ ∈ V with S(y′, y′′).
By continuity of h˜ : βX → Y , h˜−1U is a neighborhood of u and h˜−1V
is a neighborhood of v. Fix any A ∈ u such that A˜ ⊆ h˜−1U (where A˜ =
cl βXA). By R
∗(u, v), we get RA ∈ v, thus R˜A is a neighborhood of v, and
hence, so is
R˜A ∩ h˜−1V.
Therefore, there are x′ ∈ A and x′′ ∈ h−1V such that R(x′, x′′). So we
have h(x′) ∈ hA ⊆ U and h(x′′) ∈ V , and as h is a homomorphism,
S(h(x′), h(x′′)). Thus letting y′ = h(x′) and y′′ = h(x′′), we get y′ ∈ U ,
y′′ ∈ V , and S(y′, y′′), as required.
That R∗ is a unique extension of R having this property easily follows
from the uniqueness of the Stone–Cˇech compactification of X and the fact
that R∗ is closed in the product topology on βX × βX (Theorem 4). 
Generalizations to topological spaces. The topological characteriza-
tions of R∗ and R˜ allow to expand the ∗ and ˜ extensions from relations R
on X to relations R on βX, and further, on any topological spaces. Thus
instead of the ∗ and ˜ operators we can consider the cl and rcl ◦lcl operators
in the product topology on the square of the given space.
Theorem 8. Let X be a topological space and R,S ⊆ X×X. The following
equalities hold:
cl (R ∪ S) = clR ∪ clS, rcl (lcl (R ∪ S)) = rcl (lclR) ∪ rcl (lcl S),
cl (R−1) = (clR)−1, cl (R ◦ S) = clR ◦ clS if X is compact T2.
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Moreover, the following inclusions hold:
−(clR) ⊆ cl (−R), −(rcl (lclR)) ⊆ rcl (lcl (−R)),
cl (R ∩ S) ⊆ clR ∩ clS, rcl (lcl (R ∩ S)) ⊆ rcl (lclR) ∩ rcl (lclS),
cl (R ◦ S) ⊆ clR ◦ clS,
neither of them, in general, cannot be replaced by an equality. Finally,
rcl (lcl (R−1) and (rcl (lclR))−1, in general, are ⊆-incomparable.
Proof. The claims about interplay with Boolean operations are trivial.
Show that cl (R−1) = (clR)−1 holds for any topological space X. Indeed,
(a, b) ∈ cl (R−1) means that for all neighborhoodsO of (a, b) there is (a′, b′) ∈
R−1 ∩O. Since any neighborhood in the product topology includes a basic
neighborhood of form U×V for some U and V open in X, the latter means
that for all neighborhoods U of a and V of b there are a′ and b′ such that
a′ ∈ U , b′ ∈ V , and (a′, b′) ∈ R−1, i.e. (b′, a′) ∈ R. But this is clearly
equivalent to (b, a) ∈ clR, and thus to (a, b) ∈ (clR)−1, as required.
Show that the inclusion cl (R ◦ S) ⊆ clR ◦ clS holds in any topological
space. Indeed, on the one hand, the formula (a, b) ∈ cl (R ◦ S) is clearly
equivalent to the assertion that for all neighborhoods U of a and V of b
there are a′, b′, c such that a′ ∈ U , b′ ∈ V , S(a′, c), and (c, b′) ∈ R.
On the other, the formula (a, b) ∈ clR ◦ clS means that there is c with
(a, c) ∈ clS ∧ (c, b) ∈ clR. The first conjunct is equivalent to the assertion
that for all neighborhoods U of a andW ′ of c there are a′, c′ such that a′ ∈ U ,
c′ ∈ W1, and S(a
′, c′); and the second, that for all neighborhoods W ′′ of c
and V of b there are c′′, b′ such that c′′ ∈W ′′, b′ ∈ V , and R(c′′, b′). Letting
W = W ′ ∩W ′′, we see that the formula is equivalent to the existence of c
such that for all neighborhoods U of a, W of c, V of b there are a′, c′, c′′, b′
satisfying a′ ∈ U , {c′, c′′} ⊆ W , b′ ∈ V , and S(a′, c′) ∧ R(c′′, b′). This is
clearly weaker that the first formula, which shows the required inclusion.
Show now that if X is compact Hausdorff then the converse inclusion
clR ◦ clS ⊆ cl (R ◦ S) holds as well, thus getting the equality cl (R ◦ S) =
clR ◦ clS. As easy to see, this is equivalent to the following assertion:
If X is compact Hausdorff and both R and S are closed in
the space X ×X with the standard product topology, then
so is R ◦ S.
So let us verify that, for any closed R and S, we have (a, b) ∈ R◦S whenever
(a, b) ∈ cl (R◦S), i.e. whenever for all neighborhoods U of a and V of b there
are a′, b′, c such that a′ ∈ U , b′ ∈ V , (a′, c) ∈ S and (c, b′) ∈ R.
For any open U ∋ a let
AU = {x ∈ X : (∃a
′ ∈ clU) (a′, x) ∈ S}.
Thus AU = pr1((clU ×X) ∩ S), and so AU is a non-empty closed set. (It
is closed as a continuous image of the compact set (clU ×X) ∩ S into the
Hausdorff space X.) Similarly, for any open V ∋ b let
BV = {x ∈ X : (∃b
′ ∈ clV ) (x, b′) ∈ R}.
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Thus BV = pr2((X × clV )∩R), and so BV is a non-empty closed set. Now
let CU,V = AU ∩BV . Thus
CU,V = {x ∈ X : (∃a
′ ∈ clU) (a′, x) ∈ S ∧ (∃b′ ∈ clV ) (x, b′) ∈ R}
= {x ∈ X : (∃a′ ∈ clU) (∃b′ ∈ clV ) (a′, x) ∈ S ∧ (x, b′) ∈ R},
and so CU,V is a non-empty closed set, too.
Let C = {CU,V : a ∈ U, b ∈ V, and U, V are open}. The family C is
centered (i.e. has the finite intersection property) since, for any n < ω,⋂
i<n
CUi,Vi = CU,V 6= ∅ where U =
⋂
i<n
Ui, V =
⋂
i<n
Vi.
Therefore, since X × X is compact,
⋂
C 6= ∅. Pick any c ∈
⋂
C. We have
got: for all neighborhoods U of a and V of b there are a′ ∈ clU and b′ ∈ clV
such that (a′, c) ∈ S and (c, b′) ∈ R. Moreover, a stronger conclusion is true:
there are a′ ∈ U and b′ ∈ V such that (a′, c) ∈ S and (c, b′) ∈ R. Indeed,
since X is compact Hausdorff, it is regular, and so for any neighborhood O
of any x ∈ X there is a neighborhood O′ of x with clO′ ⊆ O; hence we can
replace clU and clV with U and V resp.
Now note that, since S is closed and for all neighborhoods U of a there
is a′ ∈ U with (a′, c) ∈ S, we have (a, c) ∈ S. Similarly using that R is
closed, we get (c, b) ∈ R. Together we obtain (a, c) ∈ S ∧ (c, b) ∈ R, and
thus (a, b) ∈ R ◦ S, as required.
Finally, let us show that we can weaken neither compactness to local
compactness, nor T2- to T1-axiom, even for R = S. Indeed, if R is the
hyperbole {(x, x−1) : x ∈ R \ {0}}, then R is closed in the usual (locally
compact Hausdorff) topology on the real plane, however, R ◦ R is =R \
{(0, 0)} and so is not closed. Also, if we consider the Zariski topology on
the real plane (whose closed sets are generated by real polynomial curves),
which is a compact T1-topology, the same R provides a second required
counter-example. 
4. Extending relations as multi-valued maps
In this section, we show that ∗-extensions of relations are in fact contin-
uous extensions of appropriate maps.
Continuous extensions of maps. Recall that the ultrafilter extensions
of functions, as defined in [16], in the case of a unary function F : X → X
gives the standard continuous extension F˜ : βX → βX defined by letting
for all A ⊆ X and u ∈ βX,
A ∈ F˜ (u) ↔ F−1A ∈ u.
An easy observation is that, if a relation R on X is functional, then
R∗ coincides with its ultrafilter extension as a map of X into itself:
Lemma 4. For any function F : X → X,
F˜ = F ∗.
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Proof. Clear from the definitions. 
This observation leads to the query whether a similar fact holds for
arbitrary (not neccessarily functional) relations. A natural step in achieving
this guess is to consider relations R ⊆ X × Y as multi-valued maps of X
into Y , which in turn can be understood as (one-valued) maps of X into
the powerset of Y . Again avoiding any new notation, we continue to denote
them by the same symbol R; thus we regard R as the map
R : X → P (Y )
defined by letting R(x) = {y : R(x, y)}, for all x ∈ X.
In general, given a map F of a discrete set X to a compact Hausdorff
space Y , its (unique) continuous extension F˜ : βX → Y is defined by letting
for all u ∈ βX,
F˜ (u) = y such that {y} =
⋂
A∈u
cl βXFA.
We point out that the map F˜ is also closed, i.e. takes closed sets to closed sets
(since continuous maps from compact spaces into Hausdorff spaces always
are closed). If Y = βX, this coincides with the extension defined above as
it should do (see Lemma 3.2 in [16]).
The following easy observation shows that R∗ regarded as the map
R∗ : βX → P (βX)
can be expressed by a similar formula.
Lemma 5. For any R ⊆ X ×X,
R∗(u) =
⋂
A∈u
cl βXRA.
Proof. We have
R∗(u) = {v ∈ βX : R∗(u, v)}
=
{
v ∈ βX : (∀A ∈ u) {y : (∃x ∈ A)R(x, y)} ∈ v
}
=
{
v ∈ βX : (∀A ∈ u)RA ∈ v
}
=
⋂
A∈u
{v ∈ βX : RA ∈ v} =
⋂
A∈u
R˜A =
⋂
A∈u
cl βXRA.
Here R˜A is the basic open set of βX given by RA ⊆ X. 
This tells in favour of our guess that R∗ is a continuous extension of an
appropriate map generated by R though does not tell yet what such a map
should be. One can try to start from R itself, regarded as the map between
the discrete spaces X and P (X). However its continuous extension
R˜ : βX → βP (X)
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has the range βP (X), while R∗ regarded as the map has the range P (βX), or
rather, its subset consisting of closed sets of βX. As well-known, the latter
set, with any reasonable topology on it, is not homeomorphic to βP (X).
Before we shall be able to mark the right way, we should make some
preparations concerning reasonable topologies on the set of closed sets of βX.
Vietoris topologies on the set of non-empty closed sets. If X is
a topological space, let Pcl (X) denote the closed topology minus the empty
set:
Pcl (X) = {C ⊆ X : C is non-empty and closed in X}.
For any A ⊆ X let
A− = {B ∈ Pcl (X) : B ⊆ A},
A+ = {B ∈ Pcl (X) : B ∩A 6= ∅}.
Note that A− = PclA and that the operations
− and + are dual in the
following: for any A ⊆ X, we have A− = Pcl (X) \ (X \ A)
+ and A+ =
Pcl (X) \ (X \ A)
−.
The family {C− : C ∈ Pcl (X)} is a closed subbase of the lower Vietoris
topology on Pcl (X), and the family {C
+ : C ∈ Pcl (X)}, of the upper
Vietoris topology on the same set. In fact, the latter family is a closed base
since it is closed under finite unions. Indeed, for any family {Ci : i ∈ I} of
subsets of X we clearly have
⋃
iC
+
i =
(⋃
i Ci
)
+, and if the Ci are closed and
the family is finite, then the latter set is of form C+ for a closed set C. For
τ an (open) topology of X, we shall denote the lower and upper Vietoris
topologies on Pcl (X) by τ
− and τ+ resp.
Observe that {O+ : O ∈ τ} is an open base of τ−, and {O− : O ∈ τ} is
an open subbase of τ+, and that for all S ⊆ Pcl (X), we have
cl τ−S =
⋂{ ⋃
C∈F
C− : F ∈ Pω(Pcl (X)) ∧ S ⊆
⋃
C∈F
C−
}
,
cl τ+S =
⋂{
C+ : C ∈ Pcl (X) ∧ S ⊆ C
+
}
,
where, as usual, Pω(Y ) is the set of finite subsets of Y .
The Vietoris topology on Pcl (X) is the supremum of these two. It can
be given by the open base consisting of sets
〈F 〉 =
{
B ∈ Pcl (X) : B ⊆
⋃
F ∧ (∀O ∈ F )B ∩O 6= ∅
}
=
⋂
O∈F
O− ∩
⋂
O∈F
O+,
for all F ∈ Pω(τX) where τX is the original (open) topology on X. Letting
τ to denote the Vietoris topology, we clearly have for all S ⊆ Pcl (X),
cl τ S = cl τ−S ∩ cl τ+S
(by a general fact that the closure in the supremum of a family of topologies
is the intersection of the closures in each of the topologies in the family).
As well-known, if X is compact Hausdorff then so is Pcl (X) with the
Vietoris topology. In particular, for any discrete X the space Pcl (βX) is
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compact Hausdorff. It is however not extremally disconnected (as e.g. it
contains countable convergent sequences). Also ifX is T1-space, then Pω(X)
is dense in Pcl (X). In particular, Pω(βX) is dense in Pcl (βX), whence it
easily follows that even Pω(X) is dense in Pcl (βX).
A number of several facts about the Vietoris topology can be found in [13].
For a more general construction of Vietoris-type topologies, see [15].
Vietoris topologies on the set of filters. If X is a set, let εX denote
the set of filters over X, and if D ∈ εX, let D denote the set of ultrafilters
extending it: D = {u ∈ βX : D ⊆ u}.
Lemma 6. Let X be arbitrary set.
1. If D ∈ εX, then D ∈ Pcl (βX).
2. If S ⊆ βX, then
⋂
S ∈ εX and moreover
⋂
S = cl βXS.
Consequently,
⋂
is an anti-isomorphism of (Pcl (βX),⊆) onto (εX,⊆), and
is the inverse of it.
Proof. See e.g. [8], Theorem 3.20. 
Thus Pcl (βX) can be identified with εX. This allows to endow εX with
the lower, upper, and standard Vietoris topologies. As the inclusion of
closed subsets of βX corresponds to the converse inclusion of filters over X,
we redefine: For any C ∈ εX, let now C−, C+ ⊆ εX be the following sets:
C− = {B ∈ εX : C ⊆ B},
C+ = {B ∈ εX : B ∪ C is centered}
(notice that B ⊆ C iff C ⊆ B, and B ∩ C 6= ∅ iff B ∪C is centered).
The following lemma describes the closure in the Vietoris topologies on εX.
Lemma 7. Let S be a set of filters over X.
1. cl τ−S consists of all filters D such that for every finite set F ⊆ εX, if
each filter in S extends some C ∈ F then D extends some C ∈ F .
2. cl τ+S consists of all filters D such that for every filter C, if each filter
in S is compatible with C then C and D are compatible.
3. cl τ S consists of all filters D such that for every finite set F ⊆ εX, if each
filter in S extends some C ∈ F then D extends some C ∈ F , and if each
filter in S is compatible with some C ∈ F then C and D are compatible.
Proof. 1. A filter D belongs to cl τ−S iff it belongs to any closed basic set
that includes S. The latter means that for all F ∈ Pω(εX), S ⊆
⋃
C∈F C
−
implies D ∈
⋃
C∈F C
−, i.e.
S ⊆
⋃
C∈F
{B ∈ εX : C ⊆ B} implies D ∈
⋃
C∈F
{B ∈ εX : C ⊆ B},
in other words, (∀E ∈ S) (∃C ∈ F )C ⊆ E implies (∃C ∈ F )C ⊆ D, as
required.
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2. This is handled likewise and in fact easier: A filter D belongs to cl τ+S
iff for all filters C, S ⊆ C+ implies D ∈ C+, i.e. (∀E ∈ S)C ∩E 6= ∅ implies
C ∩D 6= ∅, as required.
3. Since cl τ S = cl τ−S ∩ cl τ+S, this follows from clauses 1, 2. 
Continuity of R∗. Given R : X → P (X), define R : X → Pcl (βX) as
follows:
R = cl βX ◦R.
In other words, for all x ∈ X we have R(x) = cl βXR(x), thus
v ∈ R(x) ↔ v ∈ cl βXR(x) ↔ v ∈ R˜(x) ↔ R(x) ∈ v
for any v ∈ βX. Note that the values of R are basic clopen sets in βX and
that R regarded as the relation
R = {(x, v) : v ∈ R(x)} = {(x, v) : R(x) ∈ v}
coincides with lclR, the left closure of R, introduced in Section 3.
Since the Vietoris topology on Pcl (βX) is compact Hausdorff, R
 uniquely
extends to the continuous map R˜ : βX → Pcl (βX) by the aforementioned
rule:
R˜(u) = C such that {C} =
⋂
A∈u
cl Pcl (βX)R
A
for all u ∈ βX.
It may be noticed that this formula looks quite similar to the formula
R∗(u) =
⋂
A∈u
cl βXRA
obtained in Lemma 5 for R∗ regarded as the map R∗ : βX → Pcl (βX). The
difference is that now we deal with the sets RA ⊆ Pcl (βX) and their closures
in the Vietoris space Pcl (βX), rather than with the sets RA ⊆ X(⊆ βX)
and their closures in βX.
(To avoid misreading, let us comment that RA here denotes the image
of A under the map R, i.e. {R(x) : x ∈ A}, while RA there denoted
the image of A under the relation R, i.e. {y : (∃x ∈ A)R(x, y)}. We
emphasize that the image of A under the map R is not the same that
the image of A under the relation R = {(x, v) : v ∈ R(x)}; the latter is
{v : (∃x ∈ A)R(x, v)} =
⋃
x∈AR
(x).)
The difference of these two formulas, however, is only the difference of
two ways to construct the same object. We are going now to show R∗ = R˜ ,
thus confirming the guess that R∗, regarded as a map of βX into Pcl (βX),
continuously extends an appropriate map generated by R; namely, R .
Theorem 9. The maps R∗ and R˜ coincide.
Proof. Since the continuous extension R˜ of R is unique, it suffices to verify
that R∗ extends R and that it is continuous in the Vietoris topology on
Pcl (βX).
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The first claim is immediate: For all x ∈ X,
R∗(x) = {v ∈ βX : (∀A ∋ x)RA ∈ v}
= {v ∈ βX : R(x) ∈ v}
= R˜(x) = cl βXR(x) = R
(x).
Before proving that R∗ is continuous, recall the following concepts (due
to Kuratowski; see [3], 1.7.17).
Let X and Y be topological spaces, and F : X → Pcl (Y ). The map F
is lower , resp. upper (semi-)continuous iff for any open O ⊆ Y , the set
{x : F (x) ∩ O 6= ∅}, resp. {x : F (x) ⊆ O} is open in X. Equivalently, iff
for any closed C ⊆ Y , the set {x : F (x) ⊆ C}, resp. {x : F (x) ∩ C 6= ∅} is
closed in X.
As well-known, F is lower, resp. upper continuous iff it is continuous
in the lower, resp. upper Vietoris topology on Pcl (Y ), and F is lower and
upper continuous simultaneously iff it is continuous in the Vietoris topology
on Pcl (Y ) (see [13]).
Therefore, to prove that R∗ is continuous, it suffices to show that R∗ is
lower and upper continuous simultaneously.
Show first that R∗ is lower continuous. Thus we must check that for any
open O ⊆ βX, the set {u ∈ βX : R∗(x) ∩O 6= ∅} is open in βX. W.l.g. we
can pick O a basic open set: O = B˜ for some B ⊆ X. Observe that
(∃v)R∗(u, v) ∩B ∈ v ↔ R−1B ∈ u.
Indeed, the implication from the left to the right holds by the definition
of R∗. For the converse implication note that the family {RA : A ∈ u} is
centered and pick any v ∈ βX extending it; for any A ∈ u we have RA ∈ v,
so R∗(u, v), and in particular RR−1B = B ∈ v.
Now we get:{
u ∈ βX : R∗(u) ∩ B˜ 6= ∅
}
=
{
u ∈ βX : (∃v)R∗(u, v) ∩ v ∈ B˜
}
=
{
u ∈ βX : (∃v)R∗(u, v) ∩B ∈ v
}
=
{
u ∈ βX : R−1B ∈ u
}
= R˜−1B,
thus showing that the set {u : R∗(u) ∩ B˜ 6= ∅} is (basic) open in βX, which
proves the lower continuity of R∗.
Now we must verify that R∗ is upper continuous. Before that, we intro-
duce the filter extension of relations, used in the rest of the proof but also
having an independent interest. We shall denote it by the same symbol ∗
since on ultrafilters, it gives the previous concept.
For all R ⊆ X ×X and C,D ∈ εX, we let
R∗(C,D) ↔ (∀A ∈ C)D ∪ {RA} is centered.
(As usual, S is centered iff it has the finite intersection property.) Note that
for C,D ∈ βX ⊆ εX, the meaning of R∗(D,C) is the same as earlier.
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Recall that for D a filter, D denotes the set of ultrafilters extending D.
The next result reformulates the filter extension in terms of the ultrafilter
extension.
Lemma 8. For all R ⊆ X ×X and C,D ∈ εX,
R∗(C,D) ↔ (∃u ∈ C) (∃v ∈ D)R∗(u, v).
Proof. The (←) part is clear. So assume R∗(C,D), i.e. that D ∪ {RA} is
centered for every A ∈ C, and find u ∈ C and v ∈ D such that R∗(u, v) in
the former meaning, i.e. that RA ∈ v for each A ∈ u.
Observe that the set G = D∪{RA : A ∈ C} is centered. Indeed, if m < ω
and Ai ∈ C for all i < m, then A =
⋂
i<mAi is in C and hence D∪{RA} is
centered by the assumption. Since the inclusion RA ⊆
⋂
i<mRAi holds
always, this shows that G is centered.
Now pick any v ∈ βX extending G. As D ⊆ G, we have v ∈ D. Consider
the family of filters that extend C and have the required connection to v:
S = {E ∈ εX : C ⊆ E ∧ (∀A ∈ E)RA ∈ v}.
It easy to see that S is closed under ⊆-increasing chains. By Zorn’s lemma,
S has a maximal element E. We verify that E ∈ βX.
Assume the converse: E /∈ βX, so there is A ⊆ X such that both E∪{A}
and E ∪{X \A} are centered, and hence, can be properly extended to some
filters E′ and E′′, resp. Observe that RX ∈ v. Hence, as R
⋃
iAi =
⋃
iRAi
holds always, RA ∈ v or R(X \ A) ∈ v. If RA ∈ v then E′ ∈ S, and if
R(X \ A) ∈ v then E′′ ∈ S; thus in each of both cases, E is not maximal
in S; a contradiction.
This completes the proof of Lemma 8. 
Now we turn back to the proof of the upper continuity of R∗. We show
that for any closed C ⊆ βX, the set {u ∈ βX : R∗(u) ∩ C 6= ∅} is closed
in βX. Indeed, let C ∈ Pcl (X) and let E ∈ εX be such that C = E, i.e.
E =
⋂
C. We have:{
u ∈ βX : R∗(u) ∩ C 6= ∅
}
=
{
u ∈ βX : (∃v ∈ C)R∗(u, v)
}
=
{
u ∈ βX : (∃v ∈ C) (R−1)∗(v, u)
}
=
{
u ∈ βX : (∃v ∈ E) (R−1)∗(v, u)
}
=
{
u ∈ βX : (R−1)∗(E, u)
}
=
{
u ∈ βX : (∀A ∈ E)R−1A ∈ u
}
=
⋂
A∈E
{
u ∈ βX : R−1A ∈ u
}
=
⋂
A∈E
cl βXR
−1A.
Here the second equality uses the identity (R−1)∗ = (R∗)−1 stated in The-
orem 1, and the fourth equality uses Lemma 8. Therefore, the set {u :
R∗(u) ∩ C 6= ∅} is closed in βX, which proves the upper continuity of R∗.
The proof of Theorem 9 is now complete. 
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