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ON THE EXTENSION PROBLEM FOR SEMICONCAVE
FUNCTIONS WITH FRACTIONAL MODULUS
PAOLO ALBANO, VINCENZO BASCO, AND PIERMARCO CANNARSA
Abstract. Consider a locally Lipschitz function u on the closure
of a possibly unbounded open subset Ω of Rn with C1,1 bound-
ary. Suppose u is semiconcave on Ω with a fractional semiconcav-
ity modulus. Is it possible to extend u in a neighborhood of any
boundary point retaining the same semiconcavity modulus? We
show that this is indeed the case and we give two applications of
this extension property. First, we derive an approximation result
for semiconcave functions on closed domains. Then, we use the
above extension property to study the propagation of singularities
of semiconcave functions at boundary points.
1. Introduction and statement of the results
Semiconcave functions are an important class of nonsmooth functions
that relaxes the classical notion of concavity allowing for localization,
but preserves the main properties of concave functions. Such a class
has many applications in analysis and geometry, see [6] and [9].
When semiconcave functions are assumed to have linear modulus,
their structure is particularly appealing as they can be locally rep-
resented as the sum of a concave function plus a smooth remainder.
However, such a representation fails if the modulus is fractional, even
though many other properties remain true. On the other hand, frac-
tionally semiconcave functions are interesting in their own right. For
instance, value functions of constrained variational problems have been
proved to be semiconcave with fractional modulus (see [5]), while linear
semiconcavity cannot be expected (see [7]).
This paper is concerned with the classical extension problem, that
we set and solve in the class of fractionally semiconcave functions.
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We observe that, in the case of a semiconcave functions with linear
modulus, a local extension property, near a boundary point of a convex
set, was established in [2, Proposition 3.1].
We give two extension results: a local one, showing that in this case
the set of reachable gradients is preserved, and a global one. Then,
we deduce an approximation theorem for a semiconcave function on
a closed domain and we study the propagation of singularities from a
boundary point.
We now proceed to describe the problem in detail and outline our
main results.
1.1. Semiconcave functions with fractional modulus. Let A ⊂
R
n (n ≥ 1), a function u : A −→ R is semiconcave with a franctional
modulus of semiconcavity if it is locally Lipschitz continuous1 and there
exist α ∈]0, 1] and C = CA > 0 such that
(1.1) λu(x) + (1− λ)u(y)− u(λx+ (1− λ)y) ≤ Cλ(1− λ)|x− y|1+α,
for any x, y ∈ A such that the line segment [x, y] is contained in A and
for every λ ∈ [0, 1]. Furthemore, we call any constant C > 0, for which
(1.1) holds true, a semiconcavity constant for u in A. Finally, we define
SCαloc(A) = {u : A −→ R : u is locally Lipschitz on A and
u satisfies (1.1) on every compact subset of A}
(in the above definition the constant C may depend on the compact
set under exam).
1.2. The extension problem. For x0 ∈ R
n and δ > 0, we denote by
Bδ(x0) the open ball with center at x0 and radius δ. Let Ω ⊂ R
n be an
open set with boundary of class C1,1.
We study the following problem: given u ∈ SCαloc(Ω) and a boundary
point x0 ∈ ∂Ω, is there a function E(u) defined on Bδ(x0) (for a suitable
δ > 0), such that
E(u) ∈ SCα(Bδ(x0)) and E(u)(x) = u(x), for every x ∈ Bδ(x0) ∩ Ω?
For some of the applications we have in mind we will need E(u) to
satisfy the additional condition we are going to describe. For x ∈ Ω,
1We observe that if A is an open set, then u is locally Lipschitz continuous on A
(see e.g. [6]). We are requiring the local Lipschitz regularity of u since we are not
assuming that A be an open set.
ON THE EXTENSION OF SEMICONCAVE FUNCTIONS 3
we define the set of reachable (or, achievable) gradients of u at x by
(1.2) D∗u(x) = {p ∈ Rn : p = lim
h→∞
Du(xh) , Ω ∋ xh → x ,
u differentiable at xh}.
Notice that D∗u(x) 6= ∅ for all x ∈ Ω owing to Rademacher’s Theorem.
Furthermore, for every x ∈ Ω and for every p ∈ D∗u(x),
(1.3) u(y) ≤ u(x) + 〈p, y − x〉 + C|y − x|1+α,
for every y ∈ Ω such that [x, y] ⊂ Ω. Then, we would like to find a
local extension of u with the additional property
(1.4) D∗E(u)(x) = D∗u(x), ∀x ∈ Bδ(x0) ∩ ∂Ω.
Remark 1.1. We point out that property (1.4) is useful in the analysis
of the singularities (i.e. the points of nondifferentiability) of u.
Let us state our local extension result:
Theorem 1.1. Let Ω ⊂ Rn be an open set with boundary of class C1,1,
and let u ∈ SCαloc(Ω). Then, for every x ∈ ∂Ω and there exist δ > 0
and a function E(u) ∈ SCα(Bδ(x)) such that
(1) E(u)(y) = u(y) for every y ∈ Bδ(x) ∩ Ω;
(2) D∗E(u)(y) = D∗u(y) for every y ∈ Bδ(x) ∩ ∂Ω.
Remark 1.2. (i) A first version of this extension result was established
in [2] in the special case of α = 1 with Ω convex. While the result
in [2] was motivated by the study of the boundary behaviour of the
singularities of solutions to first order Hamilton-Jacobi equations with
Dirichlet boundary counditions, Theorem 1.1 is intended for different
boundary data such as those which fit optimal control problems with
state constraints.
(ii) The extension E(u) given in the proof of Theorem 1.1 is not
unique (see Remark 2.5 below).
(iii) We point out that in order to have the extension result it suffices
to have a boundary of class C1,α.
Theorem 1.1 can be globalized as follows:
Theorem 1.2. Let Ω ⊂ Rn be an open set with boundary of class C1,1,
and let u ∈ SCαloc(Ω). Then, there exist an open subset Ω
′ ⊃ Ω and a
function E(u) ∈ SCαloc(Ω
′) such that
(1) E(u)(x) = u(x) for every x ∈ Ω;
(2) coD∗E(u)(x) = coD∗u(x) for every x ∈ ∂Ω.
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Remark 1.3. If Ω is bounded, then Theorem 1.2 ensures that u can be
extended as a semiconcave function on the whole space. This property
can be justified by a cut-off argument.
1.3. Approximation. A first application of Extension Theorem 1.1 is
the following local approximation result
Theorem 1.3. Let u ∈ SCαloc(Ω) and let x0 ∈ ∂Ω. Then there exist
δ > 0 and a sequence of function uh ∈ C
∞
0 (Bδ(x0)), h ∈ N, such that
(1) uh uniformly converges to u on Bδ/2(x0) ∩ Ω¯ as h→∞;
(2) denoting by C a semiconcavity constant for an extension of u
on Bδ(x0), we have that
λuh(x1) + (1− λ)uh(x2)− uh(λx1 + (1− λ)x2)
≤ Cλ(1− λ)|x1 − x2|
1+α,
for every λ ∈ [0, 1] and x1, x2 ∈ Bδ/2(x0).
We observe that the above result can be globalized as follows.
Theorem 1.4. Let u ∈ SCαloc(Ω). Then there exist an open set Ω
′ ⊃ Ω
and a sequence of function uh ∈ C
∞(Ω′), h ∈ N, such that
(1) uh uniformly converges to u locally uniformly on Ω, as h→∞;
(2) for every compact set K ⊂ Ω′ denoting by C a semiconcavity
constant, on K, for the extension of u given by Theorem 1.2,
we have that
λuh(x1) + (1− λ)uh(x2)− uh(λx1 + (1− λ)x2)
≤ Cλ(1− λ)|x1 − x2|
1+α,
for every λ ∈ [0, 1] and x1, x2 ∈ K such that [x1, x2] ⊂ K.
Remark 1.4. It is worth noting that, in the case of α = 1, Theorem 1.4
ensures the existence of an approximating sequence satisfying, on every
compact set K ⊂ Ω′,
D2uh ≤ C · I ∀h ∈ N,
where C is a semiconcavity constant for E(u) on K.
1.4. Singularities. Let us introduce the singular set of u:
Σ(u) = {x ∈ Ω : D∗u(x) has at least two elements}.
We observe that, for x ∈ Ω, x ∈ Σ(u) if and only if u is not differentiable
at x. Given a set A we denote by coA the convex hull of A while the
symbol ∂A stands for the topological boundary of A.
We have the following
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Theorem 1.5. Let Ω be an open set with boundary of class C1,1, let
u ∈ SCαloc(Ω) and let x0 ∈ ∂Ω such that
(1.5) ∂ coD∗u(x0) \D
∗u(x0) 6= ∅.
Let p0 ∈ coD
∗u(x0) \ D
∗u(x0) and let −θ be a vector in the normal
cone to coD∗u(x0) at p0. Let E(u) ∈ SC
α(Bδ(x0)) be an extension of
u satisfying property (2) of Theorem 1.1. Then, there is a map
[0, σ] ∋ s 7→ x(s) ∈ Bδ(x0)
(depending on E(u)) such that
(1) x(0) = x0 and lims→0+ x(s) = x0,
(2) x(s) 6= x0, for every s ∈ [0, σ];
(3) x(s) ∈ Σ(E(u)), for every s ∈ [0, σ];
(4) x(s) = x0 + sθ + o(s) with o(s)/s→ 0 as s→ 0
+,
for a suitable σ > 0 depending on the ”initial” point x0.
Since u is semiconcave, the set coD∗u(x) above coincides with the
superdifferential of u at x, D+u(x), for all x ∈ Ω. See [6] for more
details.
2. Proof of Theorems 1.1 and 1.2
2.1. Proof of Theorem 1.1. We split the proof into several steps.
Localization and flattening of the boundary. Let us take
x0 ∈ ∂Ω then there exist an open neighborhood of x0 in R
n, W , and a
C1,1 change of coordinates B¯r(0) ∋ y 7→ x ∈ W¯ such that 0 7→ x0,
Ω ∩ W¯ = x
(
{y = (y1, . . . , yn) : y ∈ B¯r(0) and y1 > 0}
)
,
and
∂Ω ∩ W¯ = x
(
{y ∈ B¯r(0) : y1 = 0}
)
.
We define
B¯+r (0) := B¯r(0) ∩ {y1 ≥ 0}
Invariance of SCα under changes of coordinates of class
C1,1. Clearly B¯+r (0) ∋ y 7→ u(x(y)) is a continuous function. Let
y, h ∈ Rn such that y±h ∈ B¯+r (0) and [x(y±h), x(y)] ⊂W ∩ Ω, then,
by (1.3), we have that
(2.1) u(x(y + h)) + u(x(y − h))− 2u(x(y)) ≤
〈p, x(y + h)− x(y)〉+ C|x(y + h)− x(y)|1+α+
〈p, x(y − h)− x(y)〉+ C|x(y − h)− x(y)|1+α
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for every p ∈ D∗u(x(y)). Furthermore, denoting by Lu a Lipschitz
constant for u on W ∩ Ω, we have that
(2.2) |p| ≤ Lu, ∀p ∈ D
∗u(x), x ∈ W ∩ Ω.
Let us also remark that the function B¯+r (0) ∋ y 7→ 〈p, x(y)〉 is of class
C1,1 then
(2.3) 〈p, x(y + h) + x(y − h)− 2x(y)〉 ≤ LuLx′|h|
2
where Lx′ is a Lipschitz constant for the derivative of x on B¯
+
r (0).
Furthemore, we have that
(2.4) |x(y ± h)− x(y)|1+α ≤ (Lx)
1+α|h|1+α
(here Lx stands for a Lipschitz constant of x on B¯
+
r (0)). Then, (2.1),
(2.3) and (2.4) yield that
u(x(y + h)) + u(x(y − h))− 2u(x(y)) ≤ LuLx′ |h|
2 + 2(Lx)
1+α|h|1+α.
Now, because of the continuity of u(x(y)), it is a straightforward com-
putation to deduce that the inequality above implies that (1.1) holds
(see e.g. [6]).
Construction of the extension of u. In light of the remarks
above we may assume that the function u is defined in the set B¯+r (0)
and let C be a semiconcavity constant for u in such a set. We define
(2.5) E(u)(x) =
inf
y∈B¯r(0)+, p∈D∗u(y)
[
u(y) + 〈p, x− y〉+ (C + 1)|x− y|1+α
]
,
for x ∈ Br(0). We claim that E(u) satisfies all the properties stated in
Theorem 1.1.
(i) E(u) is a semiconcave function in SCα(Br(0)).
Indeed, by the definition, we have that
(1) C1,α ⊂ SCα (this is a direct consequence of the Taylor formula,
the semiconcavity constant C can be taken greater of equal to
the Ho¨lder seminorm of the gradient);
(2) if I is a set of indices and {fi}i∈I is a family of semiconcave
functions satisfying (1.1) with the same C, then inf i∈I fi is a
semiconcave function with the same constant C (this follows by
(1.1) and the definition of infimum);
(3) the sum of semiconcave functions is a semiconcave function (also
this fact is a direct consequence of the definition (1.1)).
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Now, let us define
K = {(y, p) : y ∈ B¯+r (0) and p ∈ D
∗u(y)}.
We observe that K is a compact set. Indeed K is a bounded set (D∗u
is bounded, by the local Lipschitz continuity of u) and it is a closed set
(if (yh, ph) ∈ K converges to (y, p) then y ∈ B¯
+
r (0) and, by a diagonal
argument based on the Rademacher Theorem, we deduce that there
exists a sequence yj ∈ B¯
+
r (0) \ Σ(u), such that (yj, Du(yj)) → (y, p),
i.e. (y, p) ∈ K).
Then, for every (y, p) ∈ K the function Br(0) ∋ x 7→ u(y)+〈p, x−y〉
is concave while, for every y ∈ B¯+r (0), the function Br(0) ∋ x 7→
C|x − y|1+α is of class C1,α. Let us estimate the Ho¨lder seminorm of
the derivative of the last function. For every y ∈ B¯+r (0), set
vy(x) = C|x− y|
1+α (x ∈ Br(0)).
Then,
Dvy(x) =
{
C(1 + α)|x− y|α−1(x− y), if x ∈ Br(0) \ {y},
0, if x = y,
and, for every x, z ∈ Br(0), we have that
(2.6) Dvy(x)−Dvy(z)
= C(1 + α)
(
|x− y|α−1(x− y)− |z − y|α−1(z − y)
)
.
We may assume that
(2.7) |x− y| ≤ |z − y|.
If x = y, by (2.6), we deduce that
(2.8) |Dvy(x)−Dvy(z)| ≤ C(1 + α)|x− z|
α.
Furthermore, for x 6= y, we have
|Dvy(x)−Dvy(z)| = C(1 + α)×∣∣∣∣(|x− y|α − |z − y|α) x− y|x− y| + |z − y|α
(
x− y
|x− y|
−
z − y
|z − y|
)∣∣∣∣ ≤
C(1+α)
(
|x− z|α +
|z − y|α
|x− y| |z − y|
[|z − y|(x− y)− |x− y|(z − y)]
)
.
Now, using the elementary inequality
||z−y|(x−y)−|x−y|(z−y)| = |(|z−y|−|x−y|)(x−y)+|x−y|(x−z)| ≤
2|x− y| |x− z|
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we find that
|Dvy(x)−Dvy(z)| ≤ C(1 + α)|x− z|
α
{
1 + 2
(
|x− z|
|z − y|
)1−α}
.
By (2.7), we have that
|x− z|
|z − y|
≤
|x− y|+ |y − z|
|z − y|
≤ 2
and, recalling (2.8), we conclude that
|Dvy(x)−Dvy(z)| ≤ C(1 + α)(1 + 2
2−α)|x− z|α, ∀x, z ∈ Br(0).
Hence, by (1), (3) and (2) above, we deduce that E(u) ∈ SCα(Br(0))
and that (C +1)(1+α)(1+22−α) is a semiconcavity constant for E(u)
on Br(0).
(ii) E(u)(x) = u(x), for every x ∈ B¯+r (0).
Indeed, let x ∈ B¯+r (0). Then, by taking y = x in the definition of
E(u), we find that E(u)(x) ≤ u(x). On the other hand, by (1.3),
u(x) ≤ u(y) + 〈p, x− y〉+ (C + 1)|x− y|1+α,
for every y ∈ B¯+r (0), i.e. u(x) ≤ E(u)(x) and the conclusion follows.
(iii) D∗E(u)(x) = D∗u(x), for every x ∈ Br(0) with x1 = 0.
It suffices to show that D∗E(u)(x) ⊆ D∗u(x) for every x ∈ Br(0)
with x1 = 0. For this purpose, fix x ∈ Br(0) with x1 = 0 and let
p ∈ D∗E(u)(x). Without loss of generality, we suppose there is a
sequence xh ∈ Bδ(0) such that xh → x, E(u) is differentiable at xh,
DE(u)(xh)→ p, and (xh)1 < 0
2. We have to show that p ∈ D∗u(x).
Since K is a compact set, there exists (yh, ph) ∈ K such that
(1) (yh, ph)→ (y0, p0) ∈ K, for a suitable (y0, p0);
(2) E(u)(xh) = u(yh) + 〈ph, xh − yh〉+ (C + 1)|xh − yh|
1+α;
(3) DE(u)(xh) = ph + (C + 1)(1 + α)|xh − yh|
α−1(xh − yh).
Then, by (1) and (3) above, we find that
(2.9) p = p0 + (C + 1)(1 + α)|x− y0|
α−1(x− y0)
and, by (2),
(2.10) u(x) = E(u)(x) = u(y0) + 〈p0, x− y0〉+ (C + 1)|x− y0|
1+α.
Then, by (2.10) and (1.3), we deduce that
u(x) ≥ u(x) + |x− y0|
1+α =⇒ x = y0.
2For otherwise the conclusion would be trivial.
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Hence, by (2.9), we find that p = p0 ∈ D
∗u(x). This completes our
proof.
Remark 2.5. We observe that the extension, E(u), given by Formula
(2.5), is not unique. Indeed, the coefficient C + 1 in the definition of
E(u) is not uniquely determined (C +1 can be replaced by any number
greater than a given semiconcavity constant for u).
2.2. Proof of Theorem 1.2. Not surprisingly, the idea of the proof
consists of using a partition of unity in order to glue together the local
extensions given by Theorem 1.1. However, this procedure provides
just a global semiconcave extension of u, but yields no information
on D∗E(u) at boundary points. For this purpose, we need an extra
argument which represents the main point of the proof.
We observe that, by Theorem 1.1, for every x ∈ ∂Ω there exist Bδx(x)
and an extension Ex(u) on Bδx(x) such that D
∗u(y) = D∗Ex(u)(y), for
every y ∈ ∂Ω ∩ Bδx(x). Define
Ω′ := ∪x∈∂ΩBδx(x) ∪ Ω.
Then {Bδx(x)}x∈∂Ω∪{Ω} is a covering of Ω
′. Let {χj}j∈N be a partition
of unity subordinate to such a covering, that is, a countable family of
smooth functions satisfying the following:
(A) 0 ≤ χj ≤ 1 for all j and all y ∈ Ω
′;
(B) every y ∈ Ω′ has a neighborhood on which all but finitely many
functions χj are identically zero;
(C) each function χj is identically zero except on some closed set
contained in one of the open sets of the cover;
(D)
∑
j χj(y) = 1 for every y ∈ Ω
′.
(The existence of {χj}j∈N is well-known, see, e.g., page 52 of [8].)
Let
J = {j ∈ N | ∃x ∈ ∂Ω : suppχj ⊂ Bδx(x)}.
For every j ∈ J , we define Ej(u) ∈ SC
α(Bδx(x)) to be the extension
of u to the ball Bδx(x), containing suppχj, which is given by Theorem
1.1, for j ∈ J . Set
(2.11) E(u)(y) :=
∑
j∈J
χj(y)Ej(u)(y) +
∑
j∈N\J
χj(y)u(y), y ∈ R
n.
We observe that, by Condition (D) above, we deduce
E(u)(y) =
∑
j∈N
χj(y)u(y) = u(y), ∀y ∈ Ω.
Furthermore, we have that E(u) ∈ SCαloc(Ω
′). Indeed, let K ⊂ Ω′ be a
compact set. Then, by Condition (B) above, only for finitely many j
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suppχj ∩K 6= ∅ (i.e. the sum in (2.11) is finite). Then, recalling that
the product of a smooth nonnegative function with a semiconcave one
is semiconcave and that the sum of finitely many semiconcave functions
is a semiconcave function, we deduce that E(u) ∈ SCα(K).
In order to complete our proof, it remains to show that, for every
x ∈ ∂Ω, coD∗E(u)(x) = coD∗u(x). We observe that, by construction,
D∗E(u)(x) ⊃ D∗u(x). Then, our proof reduces to show that
(2.12) D∗E(u)(x) ⊂ coD∗u(x), ∀x ∈ ∂Ω.
Then, let x ∈ ∂Ω and let xh ∈ Ω
′ \ Ω be a sequence of points of
differentiability for E(u) such that xh converges to x and DE(u)(xh)
converges to a suitable vector p. Hence, the proof reduces to show that
p ∈ coD∗u(x). We observe that the sum, in the definition of E(u), is
a finite sum (on a compact set only finitely many j are involved, say
j1, . . . , js).
Let us suppose that
(2.13) each Ejk(u) is differentiable at xh, for every h and
k = 1, . . . , s.
Then, we find that
(2.14) D(χjkEjk(u))(xh)
= Dχjk(xh)Ejk(u)(xh) + χjk(xh)DEjk(u)(xh).
Hence, taking the sum w.r.t. k in both the sides of the identity (2.14),
and recalling Condition (D) above, we deduce that
DE(u)(xh) =
s∑
k=1
χjk(xh)DEjk(u)(xh).
Then, possibly taking a subsequence of xh, we may assume that, as
h→∞, DEjk(u)(xh) converges to a suitable pk, with pk ∈ D
∗u(x) (by
Theorem 1.1), i.e. we conclude that
p =
s∑
k=1
χjk(x) pk ∈ coD
∗u(x).
It remains to discuss Assumption (2.13) which, as shown in the next
result, is automatically satisfied.
Lemma 2.1. Let v1, . . . , vℓ ∈ SC
α(B), for suitable ℓ ∈ N, α ∈]0, 1]
and B ⊂ Rn. Then, if
∑ℓ
j=1 vj is differentiable at x0, then each vj is
differentiable at x0.
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Proof. It suffices to verify the statement in the case of ℓ = 2 (being
the general case a direct consequence of an elementary argument by
induction). We have that
v1(x) = (v1(x) + v2(x)) + (−v2(x))
and we observe that −v2 is a semiconvex function. Then, we find that
D+v1(x0) = D(v1 + v2)(x0) +D
+(−v2)(x0).
(Here, we are using a calculus rule for the superdifferential which ap-
plies because of we are assuming that v1 + v2 is differentiable at x0.)
Hence, we deduce that D+(−v2)(x0) is nonempty if and only if −v2 is
differentiable at x0 (see e.g. [6]). Then, we deduce that v1 and v2 are
differentiable at x0. 
This completes our proof.
3. Examples
In order to clarify that the key information provided by Theorem 1.5
is a direction of “propagation” θ, let us give some examples. We begin
by showing that, under Condition (1.5), a singularity may propagate
in the exterior of the set Ω.
Example 1. Let Ω ⊂ {(x1, x2) ∈ R
2 | x1 > 0} be an open set, with
boundary of class C1,1, such that
Ω ⊃ {(x1, x2) ∈ R
2 | x1 > 0 and x
2
1 + x
2
2 < 1},
and let
u(x) = −|x|, ∀x ∈ Ω¯.
Let us compute D∗u(0). For x ∈ Ω, we have
Du(x) = −
x
|x|
.
For every unit vector v = (v1, v2), with v1 > 0, let xh ∈ Ω be such that
xh → 0 and
xh
|xh|
→ v, as h→∞.
Then, we find that Du(xh) = −xh/|xh| → −v, as h→∞, i.e.
D∗u(0) = {p ∈ R2 | |p| = 1 and p1 ≤ 0}.
(In the last identity we used the fact that D∗u is a closed set.) Fur-
thermore, we have that
coD∗u(0) \D∗u(0) = {p ∈ R2 | |p| < 1 and p1 ≤ 0} 6= ∅
and that, by Theorem 1.5 with p0 = 0 and θ = (−1, 0), we deduce that
the singularity at 0 propagates along the negative x1 axis. Let us verify
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the propagation result by a direct computation of the extension E(u).
We point out that, since u is a concave function, we can take C = 0 in
the definition of E(u) (2.5). We have that
E(u)(x) = inf
(
{〈η, x〉+ |x|2 | for |η| = 1, η1 ≤ 0}
∪
{
−|y| −
1
|y|
〈y, x− y〉+ |x− y|2 | for 0 < |y| ≤ 1, y1 ≥ 0
} )
.
In order to evaluate the infimum above, we observe that
(3.15) −|y| −
1
|y|
〈y, x− y〉+ |x− y|2 = −
1
|y|
〈y, x〉+ |x− y|2
and that, since x1 < 0 and y1 ≥ 0,
−
1
|y|
〈y, x〉 ≥ −|x2|.
(Analogously we have that 〈η, x〉 ≥ −|x2|.) Then, we find that
(3.16) E(u)(x) ≥ −|x2|+ x
2
1 for x ∈ B1(0) with x1 < 0
Hence, by (3.16) and (3.15) with y = (0, x2), we conclude that
E(u)(x) =
{
−|x|, for x ∈ B1(0) with x1 ≥ 0,
−|x2|+ x
2
1 for x ∈ B1(0) with x1 < 0.
Let us remark that, even if u is a concave function in Ω, we have
that E(u) ∈ SC1(B1(0)) is not concave (in particular u(x) 6= −|x|, for
x ∈ B1(0) with x1 < 0).
In the second example we show that Condition (1.5) can be satisfied
and a singularity may propagate in the interior of the set Ω.
Example 2. Let Ω ⊂ {(x1, x2) ∈ R
2 | x1 > 0} be an open set, with
boundary of class C1,1, such that
Ω ⊃ {(x1, x2) ∈ R
2 | x1 > 0 and x
2
1 + x
2
2 < 1},
and let
u(x) = −|x2|, ∀x ∈ Ω¯.
Then, we find that
D∗u(0) = {(0, p2) ∈ R
2 | p2 = ±1}
and
coD∗u(0) \D∗u(0) = {0} × [−1, 1] \ {(0,±1)} = {0}×]− 1, 1[ 6= ∅.
Even if in this example it is clear that and that all the points of the
form (x1, 0) are points of nondifferentiability for u, we observe that one
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may apply Theorem 1.5 with p0 = 0 and θ = (1, 0) to deduce that the
singularity at 0 propagates in the interior of the set Ω.
Let us also observe that
E(u)(x) =
{
−|x2|, for x ∈ B1(0) with x1 ≥ 0,
−|x2|+ x
2
1, for x ∈ B1(0) with x1 < 0.
In the next example we show that Assumption (1.5) is only a suffi-
cient condition for the propagation of singularities.
Example 3. Let Ω ⊂ {(x1, x2) ∈ R
2 | x1 > 0} be an open set, with
boundary of class C1,1, such that
Ω ⊃ {(x1, x2) ∈ R
2 | x1 > 0 and x
2
1 + x
2
2 < 1},
and let
u(x) = −
√
x41 + x
2
2, ∀x ∈ Ω¯.
Then, we find that
D∗u(0) = {0} × [−1, 1]
and
coD∗u(0) \D∗u(0) = ∅.
Let x ∈ B1(0) with x1 < 0, we have
E(u)(x) = inf
y∈B1(0), y1≥0, p∈D∗u(y)
[−
√
y41 + y
2
2 + 〈p, x− y〉+ |x− y|
2]
≤ inf
p2,y2∈[−1,1]
[−|y2|+ p2(x2 − y2) + x
2
1 + (x2 − y2)
2] ≤ −|x2|+ x
2
1.
Furthermore, if either y1 > 0 (i.e. x1y1 < 0) or y1 = 0 and y2 6= 0, we
have
−
√
y41 + y
2
2 −
1√
y41 + y
2
2
〈(2y31, y2), x− y〉+ |x− y|
2
=
y41 − x2y2 − 2x1y
3
1√
y41 + y
2
2
+ |x− y|2 ≥
−x2y2√
y41 + y
2
2
+ |x− y|2
≥ −|x2|+ |x− y|
2 ≥ −|x2|+ x
2
1.
Finally, if y = 0 and p ∈ D∗u(0), we find
−
√
y41 + y
2
2 + 〈p, x− y〉+ |x− y|
2 ≥ −|x2|+ |x|
2.
Then, we conclude that, for x ∈ B1(0),
E(u)(x) =
{
−
√
x41 + x
2
2, if x1 ≥ 0
−|x2|+ x
2
1, if x1 < 0.
14 PAOLO ALBANO, VINCENZO BASCO, AND PIERMARCO CANNARSA
In other words, condition (1.5) is not satisfied but the singularity of u
at the origin propagates along the negative x1 axis.
4. Proof of Theorems 1.3, 1.4 and 1.5.
4.1. Proof of Theorems 1.3 and 1.4. We provide the proof only
of the local approximation result Theorem 1.3. We point out that the
proof of Theorem 1.4 follows exactly the same lines using Theorem 1.2
instead of the local extension result.
Let x0 ∈ ∂Ω and let δ > 0 and E(u) the number and the extension
given by Theorem 1.1 respectively. Let χ ∈ C∞0 (B1(0)) be a nonnega-
tive function such that
∫
χ dx = 1 and define
(4.17) uh(x) =
∫
E(u)(x+ y/h)χ(y) dy,
where h > 2
δ
is a positive integer. We observe that
|x+ y/h− x0| ≤ δ
for every x ∈ Bδ/2(x0) and y ∈ B1(0). Then uh is well-defined for
x ∈ Bδ/2(x0) and the uniform of uh to u on B¯δ/2(x0) ∩ Ω¯. In order
to complete our proof it remains to show that uh satisfies a uniform
semiconcavity estimate. Let λ ∈ [0, 1] and x1, x2 ∈ Bδ/2(x0), then we
have
λuh(x1) + (1− λ)uh(x2)− uh(λx1 + (1− λ)x2)
=
∫
[λE(u)(x1 + y/h) + (1− λ)E(u)(x2 + y/h)
− E(u)(λx1 + (1− λ)x2 + y/h)]χ(y) dy ≤ Cλ(1− λ)|x1 − x2|
1+α.
This completes our proof.
4.2. Proof of Theorem 1.5. The proof is based on an abstract prop-
agation result given in [1] (see also [3] for an earlier form of the result).
Let x0 ∈ ∂Ω ∩ Σ(u), in particular the set D
∗u(x0) has at least two
elements. Let us consider the extension given by Theorem 1.1. We
have that
(4.18) D+E(u)(x0) = coD
∗E(u)(x0) (= coD
∗u(x0)).
By Assumption (1.5), there exist p0 ∈ ∂D
+E(u)(x0) \D
∗E(u)(x0) and
a vector −θ in the normal cone to D+E(u)(x0) at p0.
Then, by Theorem 4.2. of [1], we deduce that there exist a positive
number σ and a map [0, σ] ∋ s→ x(s) such that
(1) x(0) = x0 and lims→0 x(s) = x0;
(2) x(s) 6= x0, for every s ∈ [0, σ];
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(3) x(s) ∈ Σ(E(u)), for every s ∈ [0, σ];
(4) x(s) = x0 + sθ + o(s) with o(s)/s→ 0 as s→ 0
+.
This completes our proof.
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