UTILITY OF CDA
CDA determines how best to separate or discriminate two or more groups of individuals, given quantitative measurements of several variables on these individuals. For example, in studying storage disorders of fruit, those variables most strongly associated with a particular disorder, and their relationships with each other, can be assessed. CDA finds linear functions of quantitative variables that maximally separate two or more groups of individuals while keeping variation within groups as small as possible. This approach distinguishes several uncorrelated canonical discriminant functions (CDF) or canonical variables. These are linear combinations of the original variables that best separate the means of groups of observations relative to withingroup variation (Rencher, 1992) . The maximum number of CDFs is equal to the number of variables or one less than the number of groups, whichever is smaller. The first CDF, CDF 1 , yields the maximum possible variation between groups with respect to within-group variation, reflecting group differences to the greatest degree possible. CDF 2 reflects group differences not displayed by CDF 1 , with the condition of no correlation between CDF 1 and CDF 2 . Similarly, CDF 3 is not correlated with CDF 1 and CDF 2 ; it reflects group differences not displayed by CDF 1 and CDF 2 , and so on (Manly, 1986) . Absence of correlation means that each CDF extracts a unique dimension of information from the data set.
In performing CDA, the hope is that the first few CDFs will account for almost all differences between groups. This approach enables a simple graphical representation of the relationships between groups by plotting the values of these CDFs (canonical scores) for sample observations. Besides identifying outliers in the data (Afifi and Clark, 1990) , these plots may also be used to assign a new observation with unknown "grouping" to an existing group. The canonical scores of the new individual are calculated for the first two (or few) CDFs and its position plotted. The new individual is assigned to the group whose mean is closest to its position. This is an empirical approach to allocating individuals with unknown grouping; discriminant analysis provides a more formal procedure [see Krzanowski (1988) for details].
Principal component analysis (PCA) is another multivariate statistical technique occasionally used in horticultural research (Broschat, 1979; Cruz-Castillo et al., 1991; Iezzoni and Pritts, 1991) . It is important to recognize the practical differences between PCA and CDA to avoid confusion when using either technique. PCA is similar to CDA, but it ignores the group structure of the data (or individuals). Like CDA, PCA aims to find fewer dimensions (preferably two or three) than the original number of variables to explain the total variation in the data. PCA calculates linear combinations of the original variables, termed "principal components," that are orthogonal (noncorrelated) to each other, which maximizes variation among the original variables. In contrast, CDA maximizes variation between the groups of individuals while minimizing within-group variation of the original variables. In practical terms, PCA should be used to investigate overall variation in data, without concern for a specific grouping of observations, by means of linear relationships among measured variables under study. It is more appropriate to use CDA when it is important to separate known groups or a priori groupings, and to identify major sources of difference between groups.
Between-group differences of multivariate data from designed experiments are frequently analyzed by multivariate analysis of variance (MANOVA). In this context, the "union" of these variables, rather than individual response, is of intrinsic interest. Although CDA shares the basic aim of MANOVA, it provides canonical coefficients that yield relative information on each variable in distinguishing between groups. CDA provides visual descriptions of differences between the groups; MANOVA does not.
ASSUMPTIONS FOR CDA
Data for performing CDA should be replicated within and between the groups. Data need not be standardized before analysis, because unlike PCA, the outcome of a CDA is not affected by scaling individual variables (Manly, 1986) . CDA operates under the assumption that the within-group covariance structure is homogeneous for all groups. Failure of this assumption reduces the reliability of any significance test used to determine the number of CDFs adequate to represent the data (Kshirsagar, 1972) . These tests also require that data within groups have multivariate normal distributions. However, normality Horticultural research often focuses on narrowly defined sectors of highly integrated systems that involve many intercorrelated variables. Despite tacit acknowledgment of such systems, scientists often present results of each variable separately. This approach ignores relationships between variables and their multivariate structure, and erroneously promotes a univariate view of the system under examination. While there is an obvious practical limit to the number of variables that can be examined, important information regarding the holistic interaction between the dependent and independent variables is overlooked. This not only represents lost opportunities, but also an inefficient use of resources during execution of the research.
Multivariate statistical techniques allow simultaneous analysis of multiple measurements of the individuals being investigated (Hair et al., 1987) . While the original derivations of most of these techniques occurred about 50 years ago, the comparatively recent advances in computer power and capacity have revolutionized multivariate statistical analysis and it is now applied in many disciplines. In the early 1980s, there was little enthusiasm for using these techniques to analyze horticultural experiments (Swallow, 1981) , but recently they have been used to interpret responses to treatments (Lawes et al., 1990; Perez-Gonzales, 1992; Yourstone and Wallace, 1990) .
Canonical discriminant analysis (CDA) is a multivariate statistical technique that can identify differences among groups of individuals (or treatments) and improve understanding the relationships among the variables measured within those groups. Fisher (1936) was the first to use the technique, also known as Fisher's discriminant analysis (Mardia et al., 1979) 
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between the rootstocks was most strongly influenced by total yield and fruit size. A high CDF 1 value signifies a rootstock characterized by high yields of large fruit. If these coefficients had been negative, then a high value for CDF 1 would identify a low-yielding rootstock with small fruit. In both cases, the relative contribution of each variable is the same; the interpretation, however, is different.
Using correlations between CDFs and original variables enhances interpretation of CDFs (Afifi and Clark, 1990) , indicates how individual variables contribute to the CDF (Rencher, 1992) , and highlights the relationship between original variables and CDFs. These correlations are generally called the "total canonical structure" (SAS, 1989) .
When some of the original variables are highly intercorrelated, interpretations of the total canonical structure and standardized canonical coefficients of the CDF can be different. In these instances, it is simpler to make inferences using the correlations rather than CDF coefficients (Afifi and Clark, 1990) . It is important to realize, however, that correlations of the total canonical structure merely show the importance of each variable independent of other variables, without providing information about the multivariate contribution of that variable. In standardized form, the canonical coefficients of each CDF provide information about the joint contribution of the variables to that CDF (Rencher, 1992) .
The CANDISC procedure of SAS (SAS, 1989) produces relevant information such as the standardized canonical coefficients and the percentage of group variation explained by CDFs, correlation coefficients between CDFs and original variables, and standardized canonical scores for plotting observations. A likelihood ratio test signals the number of significant CDFs.
APPLYING CDF TO EMPIRICAL EXAMPLES
Three further examples, considered below, illustrate applying and interpreting CDA in horticultural research. Examples from studies with kiwifruit rootstocks and Zantedeschia cultivars demonstrate using CDA to identify the most important variables contributing to differences between groups. The Zantedeschia study also shows how CDFs provide insight into important associations between variables. CDA of a study investigating Eucalyptus leaf nutrient levels shows how complex differences within, and between, groups are characterized. and homogeneity assumptions are not always considered absolute prerequisites for using this technique (Cliff, 1987; Kendall, 1975; Krzanowski, 1988) .
Sample size plays an important role in many multivariate techniques, including CDA. Estimates of parameters, particularly of variances and covariances, are more reliable with large samples. The combination of too many variables and few observations (i.e., sample sizes) usually causes unreliable estimates. Even with large samples, CDA may not provide meaningful results where there are too many variables. Currently, there is no optimum sample size. However, when CDA is effected on data with few variables, sample sizes ≈10 times the number of variables in each group would provide reliable estimates. Samples with fewer than the corresponding number of variables should be avoided, as computational problems will arise.
INTERPRETING CDF
CDFs are the canonical weights of the original variables. They provide information about the discriminatory power of each variable and are usually standardized to aid interpretation, e.g., by plotting the standardized canonical scores of individuals in each group for each CDF. When many groups are under study and visual discrimination is difficult, scores of dominant CDFs may undergo analysis of variance (ANOVA) followed by an independent multiple comparison test.
A distinction is made between interpreting each CDF and evaluating the contribution of each original variable to that CDF. Absolute values and signs of standardized canonical coefficients are used to rank variables in order of their contribution and to characterize the function. Cruz-Castillo et al. (1992) Multivariate comparisons of kiwifruit rootstocks. Lawes et al. (1990) hypothesized that the cropping performance of 'Hayward' kiwifruit vines varied with rootstock. Their experiment investigated the presence and nature of this variation. Each of four 'Hayward' selections was topworked on five clonal rootstocks. Each rootstock-scion combination was replicated six times. For each vine, data were collected for percent bud burst, percent floral bud burst, number of flowers per shoot, trunk diameter, fruit yield, average fruit size, and fruit °Brix at harvest. Data of the four 'Hayward' selections were combined for each of the five rootstocks. ANOVA was used to compare the five rootstocks for each variable. Significant differences (P ≤ 0.05) existed between the vines on different rootstocks with respect to trunk diameter, yield, and mean fruit size (Table 1) . ANOVA does not show how different rootstocks compare with respect to all variables considered together, or how those variables may be interrelated. CDA simultaneously examines differences in the seven variables between vines, and indicates the relative contribution of each variable to rootstock discrimination. With data for seven variables and five groups, the maximum number of CDFs is four. Using nonstandardized data, CDF 1 accounted for 85% of between-rootstock variation ( Table 2 ). The other three CDFs explained the remaining 15% between-rootstock varia- ence, plant height, and flower size (Table 4) , with high scores associated with tall cultivars bearing large flowers from small-circumference tubers. Plant height and tuber size may have little relevance to a cut-flower producer, while the importance of flower size will depend on the anticipated market. 'Black-eyed Beauty' and 'Harvest Moon' were discriminated from 'Pink Opal' and 'Ruby'. As with CDF 1 , 'Blackeyed Beauty' and 'Pink Opal' were more variable cultivars. Both functions were consistent in their description of an inverse relationship between productivity and tuber size. Thick tubers were associated with delayed flowering (CDF 1 ), whereas small-circumference tubers were associated with large flowers (CDF 2 ). This result suggests that smaller-grade tubers may be more productive than large ones, with increased profitability through decreased input costs. This raises an important issue worthy of further investigation.
The discriminant functions are also useful for what they do not emphasize. CDA focuses on those attribute combinations that maximally distinguish one group, in this case one cultivar, from another. In this example, neither flower productivity, peduncle length, nor keeping quality was dominant in the discriminant functions, indicating that the cultivars did not markedly differ in these variables.
Characterizing changes in response between and within groups. Nitrogen, P, and K concentrations were analyzed in the foliage of two Eucalyptus species growing in Western Australia. Foliage was sampled in the upper and lower canopy of jarrah (E. marginata Donn. ex. Sm.) and marri (E. calophylla R. Br. ex. Lindl.). Ten trees of each species and canopy level combination were selected. Young and mature leaves were collected from each canopy level of each species. All material planting to flower, duration of pollen shed, and flower longevity were recorded as the first flower on each plant reached commercial harvest. Canonical scores of major CDFs were plotted and subjected to ANOVA. Cultivars were maximally discriminated by two CDFs. CDF 1 discriminated on tuber thickness and flowering precocity (Table 4) . High values of CDF 1 corresponded to plants with thick tubers, possibly a reflection of relative storage reserves, and delayed flowering characteristics. Cultivars suitable for cut-flower production would require low scores for this function, since flowering precocity is a favored characteristic. ANOVA of canonical scores revealed clear discrimination of 'Blackeyed Beauty' from the other cultivars on CDF 1 (Fig. 1, Table 5 ). 'Harvest Moon' scored significantly lower than 'Pink Opal' (SE of difference = 0.041), but was not distinguishable from 'Ruby'. Analysis of these scores also suggests that 'Black-eyed Beauty' and 'Pink Opal' are more variable in the characteristics encompassed by CDF 1 than the other cultivars. CDF 2 discriminated on tuber circumfer- Armitage (1986) presents a systematic approach for initial screening of species or cultivars with potential as pot plants or cut flowers. Subsequent development, however, is hindered by problems associated with subjectively assessing available selections. MacKay and Lawoko (unpublished) used CDA to provide objective discrimination between calla (Zantedeschia hybrid) cultivars, an important cut-flower crop in New Zealand (Funnell, 1992) . Data consisted of vegetative and flowering characteristics of four cultivars ('Black-eyed Beauty', 'Harvest Moon', 'Pink Opal', and 'Ruby'). Tuber circumference and thickness and the number of dominant buds on the tuber were measured before planting. Plant height, number of shoots and primary flowers, flower peduncle and spathe length, days from 
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was oven-dried, ground, and mineral content determined by standard methods (see Majer et al., 1992) . Only tree species and canopy levels were considered in the study. Hence, information from mineral data ignoring leaf age was grouped within the levels of the two experimental factors. The aim was to discriminate between the groups of leaf samples and relate this to the possibility that leaf nutrients might influence the groupings obtained. Majer et al. (1992) related nutrient differences to differences between species because the species differ in root physiology and therefore may also differ in their ability to extract nutrients from the rhizosphere. The species also may possess different internal storage strategies; for example, species with low foliar nutrient levels may sequester nutrients in other parts of the plant.
For illustration purposes, two CDAs were performed using all three nutrient response variables (Table 6 ). The first CDA investigated the difference between jarrah and marri independent of canopy level, while the second CDA differentiated the combined effect of species and canopy level.
As the maximum number of CDFs that could be obtained in the first case is one, a dummy second CDF was created with random observations from N(0,1) for plotting purposes. Clearly, the samples from jarrah and marri trees were well separated by CDF 1 (Fig.  2) . Potassium had the largest (and positive) standardized canonical coefficient and the largest correlation coefficient with CDF 1 (Table  6 ). However, canonical and correlation coefficients associated with N and P concentration were also high. This behavior indicates that K, and to a lesser extent N and P, strongly influenced discrimination of foliage from the two species. Signs of the standardized canonical coefficients indicate that K and N are opposite in effect to P in separating jarrah and marri trees.
The second CDA clearly discriminated all four groups (Fig. 3) . Samples from upper and lower canopies for marri are well separated along the direction of CDF 2 , while virtually no difference is shown between them along CDF 1 . Canopy level behavior of jarrah samples is almost opposite to marri in that separation along CDF 1 is more prominent than that along CDF 2 . This behavior is consistent with the fact that two CDFs were required to explain most of the variation in the data (Table 6 ). More attention, however, should be given to the interpretation from CDF 1 , as it accounted for ≈77% of the variation. Again, CDF 1 was highly influenced by K and could account for the separation between species and, to a lesser extent, between the canopy level of jarrah trees. However, in separating the canopy levels of marri trees along CDF 2 , K behaves opposite to both N and P.
SUMMARY
These case studies, taken from divergent areas of horticulture, demonstrate how CDA improves data interpretation. By reducing di- mensionality of the data sets, CDA summarized important differences between predetermined groups while recognizing the complex relationships between many characteristics; it is not possible to gain such insight using univariate statistical techniques. The assumptions required for valid use of CDA are no more rigorous than those of commonly used univariate techniques. Interpretation of canonical discriminant functions is straightforward and objective; analyzing the significant difference between groups is aided by plots of the canonical scores and by standard mean separation techniques. Procedures for performing CDA are available in many statistical computing packages. The examples presented demonstrate the scope and potential for CDA in interpreting results for the complex and highly integrated systems typical of horticultural research.
