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Abstract 
Present translation systems play back their results with specific speed and volume regardless of the type of user. In this paper, we 
describe a personalized translation listening system by identifying user information. User groups are classified by age group after 
inputting speech. This suggested translation system gives the translated result back to the user, speaking at an emphasized speech 
based on the user’s age. The personalized translation listening system performs age recognition, speech recognition, language 
recognition, Google machine translation, and TTS web services. We showed the comparison of normal speech and emphasized 
speech by realizing a user-oriented translation system in a mobile device. A Mean Opinion Score was used for the experiment. 
Average score of the Mean Opinion Score experiment was 3.21. 
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1. Introduction
Many studies about effective translation are under way in order to give people smoother communication [1-4]. In
Japan, the US, Italy and Germany, studies about translation are very popular. India is also very involved in 
translating between the country’s 22 official languages [5, 6]. 
As the diffusion rate of mobile device and wireless internet grows higher, more people have a mobile device and 
can use it everywhere. Thus, this paper suggests a translation system that utilizes two speech recognizers and 
machine translation based on Google’s free web service. In order to cover the weakened hearing ability of old age 
groups [7], this thesis also emphasizes different speaking patterns for each age group. This aims to increase the 
accessibility and marketability of the translation system. This paper compares normal speech and emphasized 
speech by realizing a user-oriented translation system in a mobile device. 
This paper is organized as follows: Section 2 introduces the related research of speech translation and speech 
recognition. Section 3 shows the structure of the translation system and the detailed information of each process. 
Section 4 is about the experiments about the translation system. Finally, the conclusions of this paper are presented 
in Section 5. 
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2. Relative Works 
2.1. Speech Translation 
The Consortium for Speech Translation Advanced Research (C-STAR) was organized in order to develop an 
effective translation tool [8]. ATR R&D lab (in Japan), Carnegie Mellon University (in the US), ITCIRST R&D lab 
(in Italy), Karlsruhe University (in Germany), the CLIPS group (in France) and NLPR (in China) all take part in this 
research. IBM set the commercialization of auto translation technology as their top priority in their five year 
business plan. Google declared that it will provide a mobile translation service in the years to come. 
2.2. Speech Recognition 
The National Institute of Standards and Technology (NIST) started the Advanced Research Projects Agency 
(ARPA) project with Ministry of National Defense aid in the early 1970's, and the project name has been changed. 
Now called the Defense Advanced Research Projects Agency (DARPA), it does research every year collaborating 
with global speech recognition research labs. IBM released the Via Voice program. Microsoft developed the Speech 
API (SAPI, the standard of voice recognition interfaces) and the Whisper (a search engine based on voice 
recognition). 
In Europe, the European Union (EU) took the lead in this research. The CORETEX project under control of the 
UK, Germany, Italy, and France aims to set the standard of their respective countries’ languages. 
In Japan, the focus is on Japanese language translation technology. Japan started the development of an auto 
translation system in 1986. Toshiba, Fujitsu, Toyohashi University of Technology, and Tokushima University are all 
doing exclusive research work about auto translation technology. 
3. Translation System Structure 
3.1. Structure 
The overall Personalized Translation Listening System is shown in Fig. 1. Once user 1 chooses the language and 
inputs the speech, the speech data will be transferred to the server. When the age recognition and translation work is 
done on the server, the translated data will be sent to the mobile device again so that user 2 can listen to the 
translated speech. Then, user 2 inputs the speech in another language and user 1 listens to the translated speech.  
Fig. 1. Personalized Translation Listening System procedures. Users on the right and left are using different languages. 
The system structure is based on a client-server system. Thus, the large number of users can access the main 
server and use the updated system for just one server. 
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3.2. Speech Input 
The user has to select two languages before speech input. The first combo box is user 1's language; the second 
combo box is user 2's language. By following this procedure, the program can condense the possible languages 
down to two so that rate of language recognition can be increased. 
G
Fig. 2. When a user selects two different kinds of languages, initialization of the translation system is started. Then, when initialization is 
complete, the start button is enabled and users can input the speech. 
G
When press the start button, the user can input the speech data. Then the system finds the start / end point of input 
speech data by calculating each frame of energy. The detected speech data will be saved in the PCM file format and 
transferred to the server. The program shows the wavelength graph on the screen so the user can check whether or 
not it has been cut. This progress repeats until the system finds out the accessible speech data. 
Fig. 3. Age group recognition. This process extracts MFCC features, in the form of 39 dimensional vectors containing the 12 MFCCs and the 
normalized frame energy, along with their first and second derivatives. 
3.3. Age Group Recognition 
The progress of age recognition follows Fig. 3. MFCC coefficients are extracted from the input speech data. 
Similarity is figured out using each age group based on the GMM algorithm. The maximum value of each age 
group’s result among similarity is chosen as the input age group's recognition result. There are four recognized age 
groups: children, young people, adults, and senior citizens [9]. 
x Children:  13 years 
x Young people: 14-19 years 
x Adults: 20-64 years 
x senior citizens:  65 years 
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3.4. Translation System Procedure 
Progress on the server is made regardless of the user. After inputting speech data, the user has to wait until the 
result comes back from the server. Let’s take a closer look at the translation on the server. In the process of speech 
recognition, the selected user 1 and user 2 languages from Fig. 2 are input in the PCM file format (16 kHz, 16 bit) 
into the speech recognizer. The speech recognizers we used for this research are the HMM Tool Kit (HTK) for 
Korean language recognition and PowerEASR for English recognition of HCI Lab Co., Ltd. If speech recognition 
fails, a failure message will be saved and sent to the user. 
In the process of language recognition, the similarity between two language recognizers will be summed up and 
compared in order to identify the language being spoken. The higher value will be chosen as the user's language and 
the lower value will be set as the language that needs to be translated. If the difference between the two values is 
less than 20, the server will send a fail message to the user's mobile device. 
In the process of machine translation [10], the server requests machine translation work from Google by 
connecting to the wireless internet. In order to utilize Google translation, the input language, output language, and 
the sentence that needs to be translated should be included. The input language and the output language at this 
process will be set as what the user chooses at the language recognition process. And the sentence that needs to be 
translated will be translated from what the user recorded during the speech recognition process. 
Text to Speech (TTS) transfer means making a speech file from text utilizing Google’s TTS web service [11, 12]. 
The server sends a call to Google’s TTS service and receives a result back in an MP3 file format from Google. After 
TTS transfer work is done, the MP3 file will be sent to the user's mobile device from the server. 
3.5. Emphasize Frequency 
The frequency band of normal conversation ranges from 100 Hz to 8 kHz. Referring to Table 1, you can see that 
voice energy of 100 Hz to 2 kHz takes 98% and the voice articulation of 500 Hz to 4 kHz takes 83% of whole 
frequency band [13]. 
Table 1. Energy and Articulation of speech frequency band. 
Frequency band(Hz) Energy (%) Articulation (%)
100~500 60 5 
500~1000 35 35 
1000~2000 3 35 
2000~4000 1 13 
4000~8000 1 12 
Given Fig. 4 showing that hearing loss depends on age, a different frequency band will be emphasized for each 
age group. 
The emphasis of frequency band is applicable only when the age recognition result is adults or senior citizens. In 
case of adults, it follows Formula (1). In case of senior citizens, it follows the formula (2) [13]. 
                                               (1)
G
GGG                                              (2)G
1340  Do-won Jang et al. / Procedia Computer Science 4 (2011) 1336–1342
G
125 250 500 1000 2000 4000 6000 8000
0
10
20
30
40
50
60
70
Frequency (Hz)
A
m
pl
it
ud
e 
(d
B
)
30's
40's
50's
60's
70's
80's
G
Fig. 4. Hearing loss depending on age groups. 
3.6.  Playing TTS 
The mobile device maintains a listen state until the translation work finishes. After downloading the translated 
speech file from the server, the mobile device plays the result file automatically. 
4. Experiment of Translation System 
4.1. Environment 
In this paper we used a Show Omnia (SPH-M8400) with Windows Mobile 6.5 Professional OS as the mobile 
device. The server computer was equipped with an Intel i5 750 CPU, 4GB RAM with Windows 7 OS. Wireless 
Internet was used for the wireless AP in the lab. Ten people, aged 48 – 66 years old, participated in the experiment. 
The Mean Opinion Score (MOS) was used as the experimental method. First, ten participants listened to the original 
translated speech. Then, the participants listened to the emphasized speech and chose a score from 1 to 5 to evaluate 
the quality of the speech. Table 2 shows the standard MOS form. 
Table 2. Representation of the standard form of MOS. The MOS is the arithmetic mean of all the individual scores, and can range from 1 (worst) 
to 5 (best). 
Rating Speech Quality Level of Distortion 
5 Excellent Imperceptible 
4 Good Just perceptible but not annoying 
3 Fair Perceptible and slightly annoying 
2 Poor Annoying but not objectionable 
1 Bad Very annoying and objectionable 
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4.2. Result 
An example of frequency emphasis is shown in Fig. 5. We show the frequency emphasis from 500 Hz to 4 kHz. 
Table 3 shows the individual score of the experiment and average score per sentence and user. The average score of 
the MOS experiment is 3.21. Because the score of MOS test were higher than 3, we confirm that the speech of 
emphasized frequency heard a little better than not emphasized. 
G G
Fig. 5. Speech spectrogram (a) before frequency emphasis; (b) after frequency emphasis. 
Table 3. MOS Experiment Score. 
Sentence User1 User2 User3 User4 User5 User6 User7 User8 User9 User10 Average 
1 2 1 3 3 3 3 3 3 3 3 2.7 
2 1 3 3 3 3 3 3 3 3 2 2.7 
3 2 4 3 3 3 3 3 3 3 3 3 
4 4 4 3 4 3 3 3 3 3 3 3.3 
5 4 4 4 4 3 4 4 3 3 3 3.6 
6 5 4 3 3 3 3 3 3 3 4 3.4 
7 4 5 3 4 3 3 3 3 3 4 3.5 
8 3 5 3 3 3 3 4 3 3 3 3.3 
9 4 3 3 4 3 3 3 3 3 3 3.2 
10 5 4 3 3 3 3 3 3 3 4 3.4 
Average 3.4 3.7 3.1 3.4 3 3.1 3.2 3 3 3.2 3.21 
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5. Conclusion and Future Work 
In this paper, we showed the comparison of normal speech and emphasized speech by creating a personalized 
translation listening system in a mobile device. The suggested system is composed of age recognition, speech 
recognition, language recognition, Google machine translation, and TTS web service. The system also emphasizes 
the specific speech of each age group. The mobile device only inputs a user's speech which was then transmitted to 
the server to handle all the processes like recognition and translation. The processing speed was improved. Average 
score of the MOS experiment was 3.21. We believe that our proposed methods will the groundwork of development 
in personalized speech translation. 
Future work for this research will be about adding gender recognition to this process in order to improve the age 
recognition rate. In addition, In order to increase the rate of speech recognition, we will detect the distance of 
speaker. 
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