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1. Introduction. We prove that the condition number of the linear systems representing a nite element discretization need not degenerate as the mesh is re ned locally, provided certain restrictions on the mesh size are met and a natural scaling of the basis functions is used. The convergence properties of iterative methods, such as the conjugate-gradient method, for solving such linear systems can be estimated (cf. Luenberger 6] ) in terms of the condition number of the system. And the sensitivity of the solution to perturbations in the right-hand side can be bounded using the condition number (cf. Issacson and Keller 5] ). Thus the condition number of the system can be of great interest.
A particular setting that we have in mind is the re nement of meshes (perhaps adaptively) to resolve singularities arising at angular points on the domain boundary or at points of discontinuity of the coe cients of the di erential equation. It might seem, na vely, that there would be large ratios of the eigenvalues of the linear systems (which would imply a large condition number) resulting from large mesh ratios. However, we show that this is not the case if a natural scaling of the nite element basis functions is used and the mesh is nondegenerate in a sense that is satis ed by many mesh generation schemes, both ones that adaptively re ne the mesh based on intermediate calculations and ones based on a priori information about the boundary value problem (see 2]). We note that the question of optimal scaling of linear systems has been addressed in the past (cf. 7] and the references therein).
We shall consider the case when the nite element method is applied to approximate the solution of a linear, self-adjoint, elliptic boundary value problem in n dimensions. Of special interest will be the situation when the boundary is not smooth or when the coe cients of the partial di erential equation are discontinuous. In these cases, it is necessary to re ne the mesh appropriately near the boundary and coe cient singularities in order to approximate the solution e ciently. However, it has been widely believed that that the resulting linear system of equations would be ill-conditioned, leading to slow convergence of iterative methods such as the conjugategradient method. It is worth noting that error estimates for direct methods, such as Gaussian elimination, also predict a degradation of performance for an ill-conditioned system. Thus without further justi cation, it would not be a remedy simply to use a direct method in such a situation. Fortunately, we are able to show that the condition number of such linear systems need not degrade unacceptably as the mesh is re ned.
On a regular mesh of size h, the condition number of the nite element equations for a second order elliptic boundary value problem can be seen to be O(h ?2 ) using standard inverse estimates (see subsequent discussion for details). Also, the number, N, of degrees of freedom in this case is N = O(h ?n ), where n is the dimension of the domain of the boundary value problem. Thus, the condition number can be expressed in terms of the number of degrees of freedom as O(N 2=n ). In the case that n 3, we shall see that the condition number is bounded by O(N n=2 ) for very general (so-called nondegenerate meshes. In the case n = 2, our estimates for the condition number increase slightly from this optimal estimate by a logarithmic factor depending essentially on the ratio of the largest and smallest mesh sizes. (We show that this logarithmic factor can be sharp by example.)
The condition number need not determine completely either the accuracy of a solution process with a given right-hand side (cf. Rice 8] ) or the speed of convergence of an iterative process (cf. 6]). For example, if a linear system has a single large eigenvalue, the conjugate-gradient method will not be a ected adversely. However, if the eigenvalues are distributed over a large range, it is quite conceivable that adverse e ects would result. In the type of problems we envisage here, namely ones in which mesh sizes vary over a wide range, having eigenvalues ranging in size correspondingly could be quite detrimental. Thus our prescriptions for avoiding such a spread of eigenvalues is of interest. (However, the coe cient a need not be smooth.)
The variational boundary value problem that we wish to approximate takes the following form. Given a continuous linear functional f on V, nd u 2 V such that a(u; v) = f(v) 8v 2 V:
In view of assumptions (2.1) and (2.2), this problem has a unique solution (cf. We suppose that T N contains at most n=2 2 N members, with 2 a xed constant. We assume that there are constants 3 and 4 such that the following inverse estimates hold: (2.5) where h T denote the diameter of T . In the special case of two dimensions (n = 2), the latter inequality a tautology, and we supplement it with the following assumption:
For piecewise polynomials, these properties are standard (cf. Ciarlet 3] and the examples in the next section).
Concerning the basis f i : i = 1; : : : ; Ng on V N , we make the following assumptions. First of all, we assume that it is a local basis: Finally, we come to the most important assumption, concerning the scaling of the basis. We assume that there are nite constants 6 3. Examples Satisfying the Assumptions. Suppose that has a simplicial (e.g., polygonal if n = 2) boundary @ . We consider the case when T N is a triangulation of , but we make no assumption concerning the relative sizes of simplices in the triangulation. In practice we have only a nite number of ( nite) triangulations to deal with, and any nite family is nondegenerate. However, all constants discussed below will be bounded in terms of the parameter in the de nition above. The \chunkiness" of a triangulation can be de ned as the largest possible such for a given triangulation.
Example 1: Let V N denote the space of C 0 piecewise polynomials of degree k on the mesh T N that are contained in the subspace V. We denote by f i : i = 1; : : : ; Ng the standard Lagrangian nodal basis for V N consisting of functions that equal one at precisely one nodal point in the triangulation (cf. Ciarlet 3] ). We also introduce a scaled basis that is of interest in three (and higher) dimensions. For each node (i.e., for each basis function) we may introduce a notion of local mesh size near that node, say h i . This can be de ned as the average diameter of all elements in T N whose closure contains that node. (note that the nondegeneracy assumption of the mesh implies that all such elements will be of comparable size, i.e.,a nondegenerate mesh is locally quasi-uniform, in two or higher dimensions. This is because neighboring elements are all connected to each other via a sequence of elements with common faces. Clearly (2.7) holds for the Lagrange space, e.g., in two dimensions, 5 is a bound on the number of triangles that can meet at a vertex, and this can be bounded in terms of . Standard homogeneity arguments show (2.5) holds, and our choice of scaling similarly yields (2.8), with 6 depending only on and k, since C ?1 h i h T C h i for all T \ supp i 6 = ; (and 7 = 1). The inverse estimate (2.6) in the two-dimensional case also follows by homogeneity for the case p = 1, and then H olders inequality implies it holds for the remaining cases with the constant independent of p. Let T 0 denote the triangulation of 0 generated by its diagonals and the two axes, i.e., consisting of eight isosceles, right triangles (each having two sides of length 1=2).
We subdivide to construct T N1 as shown in Figure 3 .1 by adding the edges of the square 1 , of side 1=2 centered at the origin together with eight more edges running parallel with the diagonals. We obtain 24 similar triangles in this way. We also note that T N1 restricted to the square 1 is a triangulation similar to T N0 . Thus we may repeat the process above to this part of the domain to de ne a triangulation T N2 , consisting of isosceles, right triangles. Continuing in this way, we obtain a sequence of triangulations, T Ni , consisting of similar triangles. (Figure 3 ? Proof. First note that is we set v = Thus the previous two estimates yield the stated result.
As a corollary to this result, we have the following in view of Example 1. Table 6 .1 Order of work estimate (number of operations) as a function of the number, N, of unknowns in the system to achieve an accuracy of O(N ?r ). \CG" refers to the conjugate-gradient algorithm, \GE" refers to solution using Gaussian factorization, and \solve" refers to forward-and backsolution using precomputed factors. 
