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ELLIPTIC ASSOCIATORS
BENJAMIN ENRIQUEZ
Abstract. We construct a genus one analogue of the theory of associators and the Grothen-
dieck-Teichmu¨ller group. The analogue of the Galois action on the profinite braid groups is
an action of the arithmetic fundamental group of a moduli spaceMQ
1,~1
of elliptic curves on the
profinite braid groups in genus one. This action factors through an explicit profinite group
ĜTell, which admits an interpretation in terms of decorations of braided monoidal categories.
We relate this group to a prounipotent group scheme GTell(−). We construct a torsor over
this group, the scheme of elliptic associators. An explicit family of elliptic associators is
constructed, based on our earlier work with Calaque and Etingof on the universal KZB
connexion. The existence of elliptic associators enables one to show that the Lie algebra of
GTell(−) is isomorphic to a graded Lie algebra, on which we obtain several results: semidirect
product structure; explicit generators. This existence also allows one to compute the Zariski
closure of the mapping class group B3 in genus one in the automorphism groups of the
prounipotent completions of braid groups in genus one. The analytic study of the family
of elliptic associators produces relations between MZVs and iterated integrals of Eisenstein
series.
Introduction
The theory of associators and of the Grothendieck-Teichmu¨ller group has been developed by
Drinfeld ([Dr]) in relation with certain problems of quantum groups. This theory was based on
several previous pieces of work: on the one hand, the approach proposed by Grothendieck to the
study of GQ, the absolute Galois group of Q, via its action on the Teichmu¨ller tower in genus
zero, and in particular on the profinite completions of the braid groups ([Gr1]); on the other
hand, rational homotopy theory, in particular the computation by Kohno of the prounipotent
completions of the pure braid groups, based on the study of a particular connexion on the
configuration spaces of the plane, which may be identified with a universal version of the
Knizhnik-Zamolodchikov (KZ) connection.
The main actors of associator theory are: a profinite group ĜT, of categorical origin, contain-
ing GQ; pro-l, proalgebraic variants of this group, and the associated Lie algebra gt; a principal
homogeneous space, the space of associators, which enables one to prove that gt is isomorphic
to a graded Lie algebra grt; a particular associator, the KZ associator, whose study allows one
both to derive a system of relations between multizeta values (MZVs) and a collection of gener-
ators for grt. The theory of associators is therefore related to the theory of MZVs and motives
([An1]); it allows one to exhibit conditions satisfied by elements of motivic Lie algebras.
The purpose of the present work is to construct the analogous theory in genus one. The
analogue of the Galois action on the braid groups in genus zero is the action of the arithmetic
fundamental group of the moduli space of elliptic curves MQ1,1 on the profinite completions of
braid groups in genus one, studied in [Gr2, Oda]. The analogue of the rational homotopy part is
the computation of the prounipotent completion of braid groups in genus one, first obtained by
Bezrukavnikov using minimal model theory, and later rederived in [CEE] using an analogue of
the KZ connection, the universal KZB connection (this connection was independently obtained
in [LR]). A new feature of the KZB connection is its horizontal part (related to variation of
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the elliptic modulus), which corresponds to an extension of the holonomy Lie algebra t1,n by a
Lie algebra of derivations 〈δ2n, n ≥ −1〉.
Our construction of the genus one analogue of Grothendieck-Teichmu¨ller theory consists
of several steps. We first construct a genus one analogue of the theory of braided monoidal
categories (BMCs). This enables us to define the genus one analogue ĜTell of ĜT, which
is a profinite group containing π1(M
Q
1,~1
). We construct the pro-l and proalgebraic variants
of this group; the associated Lie algebra is denoted gtell. We construct a torsor under this
proalgebraic group: the scheme of elliptic associators. We present two constructions of elliptic
associators: (a) we define an explicit map from the set of associators to its elliptic analogue;
(b) the KZB connection gives rise to a map τ → e(τ) from the Poincare´ half-plane to the
set of elliptic associators. We study the properties of this map: differential system, modular
behavior, behavior at infinity; this shows in particular that the constructions (a) and (b) are
related to each other by suitable specializations and limiting procedures. The existence of
elliptic associators then enable us to construct an isomorphism between gtell and an explicit
Lie algebra grtell. We prove several results on grtell: (a) grtell is a semidirect product of grt by
a Lie algebra rell, which is therefore acted upon by grt; (b) we construct explicit generators of
rell.
Beside these results, which may be viewed as internal to the theory, our work leads to the
following results:
(a) the outer action of the arithmetic fundamental group of MQ
1,~1
on the Ql-points of the
prounipotent completions of the braid group in genus one with various numbers of strands
factors through the action of the group of Ql-points of one and the same proalgebraic group,
which is GTell(−);
(b) the mapping class group in genus one, which is isomorphic to the group B3 of braids with
three strands, naturally acts on the pure braid groups in genus one. We compute the Zariski
closure of B3 in the automorphism group of their prounipotent completions, in terms of the Lie
algebra 〈δ2n, n ≥ −1〉;
(c) the study of the above-mentioned map from the Poincare´ half-plane to the space of elliptic
associators leads to relations between MZVs and iterated integrals of Eisenstein series.
This paper is organized as follows. In Section 1, we define the genus one counterpart of
the notion of braided monoidal category. This enables us to define the group ĜTell in Section
2, as well as its pro-l and prounipotent variants. In Section 3, we introduce the space of
elliptic associators, prove its nonemptiness and study its torsor structure. This leads us to
the definition of the group scheme GRTell(−) in Section 4; we prove the announced results
on its Lie algebra grtell: isomorphism with gt, generators, semidirect product structure. In
Section 5, we carry out the computation of Zariski closure of B3 explained above. In Section
6, we introduce the map τ 7→ e(τ) and study its properties. We define the iterated integrals
of Eisenstein series in Section 7, and prove there their relations with MZVs. In Section 8, we
recall the relations between GQ, ĜT and the Teichmu¨ller groupoid in genus zero, and generalize
these results to genus one. Section 9 raises a question on the structure of the kernel rell of
a natural morphism grtell → grt, and its relation with a transcendence conjecture on the KZ
associator (which is related to the Grothendieck period conjecture); namely, it is shown that
an affirmative answer to both questions imply the same (also conjectural) statement on the
behavior of certain isomorphisms arising from associators (see Propositions 9.4 and 9.5).
Let us now mention some works and projects related to the present work. Hain and Mat-
sumoto construct a theory of “mixed elliptic motives” ([HM2]). This gives rise to a proalgebraic
Q-group scheme GMEM (−), equipped with a morphism GMEM (−) → GMTM (−). One may
expect a commutative diagram from this morphism to GTell(−) → GT(−). The Lie algebra
〈δ2n, n ≥ −1〉 is a Lie subalgebra of the graded version of the kernels of both morphisms and
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was studied in Pollack’s Ph.D. thesis ([Po]). On the other hand, Brown and Levin develop
a parallel theory of elliptic motives ([BL]); the elliptic multiple zeta values arising from this
theory could be related to the family τ 7→ e(τ) of elliptic associators studied here.
The author expresses his thanks to P. Etingof, H. Furusho, R. Hain, and L. Schneps for
useful discussions related to this work, as well as to D. Calaque and P. Etingof for collaboration
in [CEE].
1. Elliptic structures over braided monoidal categories
In [CEE], we introduced a notion of elliptic structure over a braided monoidal category
(BMC) C. It consists in a category E , a functor E → C, and additional data. In this section,
we introduce a variant of this notion, which consists in a category C˜, a functor C → C˜, and
additional data. The two definitions can be related by adjunction, as will be explained in
forthcoming joint work with P. Etingof. As is the notion from [CEE], the variant presented
here is related with elliptic braid groups in the same way as BMCs are related to usual braid
groups.
1.1. Definition. Let (C,⊗, β..., a...,1) be a braided monoidal category (see e.g. [Ka]). Here
⊗ : C×C is the tensor product, βX,Y : X⊗Y → Y⊗X and aX,Y,Z : (X⊗Y )⊗Z → X⊗(Y⊗Z) are
the braiding and associativity isomorphisms and 1 is the unit object. They satisfy in particular
the pentagon and hexagon identities
aX,Y,Z⊗TaX⊗Y,Z,T = (idX ⊗aY,Z,T )aX,Y⊗Z,T (aX,Y,Z ⊗ idT ),
(idY ⊗β
±
X,Z)aY,X,Z(β
±
X,Y ⊗ idZ) = aY,Z,Xβ
±
X,Y⊗ZaX,Y,Z ,
where β+X,Y = βX,Y , β
−
X,Y = β
−1
Y,X .
Definition 1.1. An elliptic structure over the braided monoidal category C is a set (C˜, F, A+..., A
−
...),
where C is a category, F : C → C˜ is a functor1, and A±... are natural
2 assignments (Ob C)2 ∋
(X,Y ) 7→ A±X,Y ∈ AutC˜(F (X ⊗ Y )), such that:
(1) α±Z,X,Y α
±
Y,Z,Xα
±
X,Y,Z = id(X⊗Y )⊗Z ,
where α±X,Y,Z = F (β
±
X,Y⊗Z)A
±
X,Y⊗ZF (aX,Y,Z),
F (βY,XβX,Y ⊗ idZ) =
(
F (a−1X,Y,Z)A
−
X,Y⊗ZF (aX,Y,Z),
F
(
(β−1X,Y ⊗ idZ)a
−1
Y,X,Z
)
(A+Y,X⊗Z)
−1F
(
aY,X,Z(β
−1
Y,X ⊗ idZ)
))
,(2)
(identities3 in AutC˜(F ((X ⊗ Y )⊗ Z))), for any X,Y, Z ∈ ObC, and
(3) A±
1,X = idF (1⊗X) for any X ∈ ObC.
1For C a category, Ob C is its class of objects; for X, Y ∈ Ob C, IsoC(X, Y ) ⊂ C(X, Y ) are the sets of
isomorphisms and morphisms X → Y ; AutC(X) = IsoC(X,X).
2Natural means that if ϕ ∈ C0(X,X′), ψ ∈ C0(Y, Y ′), then A±X′,Y ′F (ϕ⊗ ψ) = F (ϕ⊗ ψ)A
±
X,Y
3In (2) and later, we set (g, h) := ghg−1h−1.
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Dropping associativity constraints and the functor F (which can be put in automatically),
the two first conditions mean that the cycles
X⊗Y⊗Z
A±X,Y⊗Z// X⊗Y⊗Z
β±X,Y⊗Z// Y⊗Z⊗X
A±Y,Z⊗X

Z⊗X⊗Y
β±Z,X⊗Y
OO
Z⊗X⊗Y
A±Z,X⊗Y
oo Y⊗Z⊗X
β±Y,Z⊗X
oo
and Y⊗X⊗Z
AY,X⊗Z// Y⊗X⊗Z
βYX⊗idZ// X⊗Y⊗Z
B−1X,Y⊗Z

X⊗Y⊗Z
β−1YX⊗idZ
OO
X⊗Y⊗Z
β−1
YX
⊗idZ

X⊗Y⊗Z
BX,Y⊗Z
OO
Y⊗X⊗Z
β−1
XY
⊗idZ
oo Y⊗X⊗Z
A−1
Y,X⊗Z
oo
are identity morphisms, where A··· = A
+
···, B··· = A
−
···.
A morphism (C, C˜, F, A±...)→ (C
′, C˜′, F ′, A′±... ) is then the data of a tensor functor C
ϕ
→ C′ and
a functor C˜
ϕ˜
→ C˜′, such that
C → C′
↓ ↓
C˜ → C˜′
commutes, and ϕ˜(A±X,Y ) = A
′±
ϕ(X),ϕ(Y ).
Remark 1.2. By setting Z = 1, the axioms (1)-(3) imply
(4) F (β±Y,X)A
±
Y,XF (β
±
X,Y )A
±
X,Y = idF (X⊗Y ), F (βY,XβX,Y ) = (A
−
X,Y , A
+
X,Y ),
which in their turn imply
(5) A±X,1 = idF (X⊗1) .
Taking these identities, (3) and the hexagon identities into account, axiom (1) can be replaced
by
(6) A±X⊗Y,Z = F ((β
±
Y,X ⊗ idZ)a
−1
Y,X,Z)A
±
Y,X⊗ZF (aY,X,Z(β
±
X,Y ⊗ idZ)a
−1
X,Y,Z)A
±
X,Y⊗ZF (aX,Y,Z).
1.2. Relation with elliptic braid groups. For n ≥ 1, the reduced pure elliptic braid group
on n strands P1,n is the fundamental group of the reduced configuration space Cfn(T ) :=
Cfn(T )/T , where Cfn(T ) = T
n − (diagonals) is the configuration space of n points on the
topological torus T := R2/Z2, on which T acts diagonally. The reduced elliptic braid group
B1,n is the fundamental group of the quotient Cf [n](T ) := Cfn(T )/Sn. We then have an exact
sequence
1→ P1,n → B1,n → Sn → 1.
These definitions are extended by P1,0 = B1,0 = {1}.
The group B1,n (n ≥ 1) can be presented by generators σi (i = 1, . . . , n − 1), X
±
1 , and
relations
(σ±11 X
±
1 )
2 = (X±1 σ
±1
1 )
2, (X±1 , σi) = 1 for i = 2, . . . , n−1, (X
−
1 , (X
+
2 )
−1) = σ21 , X
±
1 · · ·X
±
n = 1,
(7) (σi, σj) = 1 for |i− j| > 1, σiσi+1σi = σi+1σiσi+1 for i = 1, . . . , n− 2,
where X±i+1 = σ
±1
i X
±
i σ
±1
i for i = 1, . . . , n− 1 ([Bi]). In particular, P1,1 = B1,1 = {1}, and P1,2
is the free group with two generators X±1 .
The braid group Bn on n strands (n ≥ 1) is presented by generators σi, i = 1, . . . , n − 1
and the Artin relations (7). Its definition is extended to n = 0 by B0 = {1}. There is a
unique morphism Bn → B1,n such that σi 7→ σi. If C is a braided monoidal category and
X ∈ Ob C, then there is a unique group morphism ϕ : Bn → AutC(X⊗n) (X⊗n is defined by
right parenthesization, so X⊗n = X ⊗X⊗n−1), such that
σi 7→ ai((idX⊗i−1 ⊗βX,X)⊗ idX⊗n−i−1)a
−1
i ,
where ai : (X
⊗i−1 ⊗X⊗2)⊗X⊗n−i−1 → X⊗n is the associativity constraint.
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Proposition 1.3. If (C˜, F, A±...) is an elliptic structure over C and X ∈ ObC, then there is a
unique group morphism B1,n → AutC˜(F (X
⊗n)), such that
X±1 7→ A
±
X,X⊗n−1 , σi 7→ F (ϕ(σi)).
Proof. Let us check that (σ1X
+
1 )
2 = (X+1 σ1)
2, i.e., (X+1 , X
+
2 ) = 1 is preserved (for simplicity,
we omit the associativity constraints). By naturality, (βX,Y ⊗ idZ)A
+
X⊗Y,Z = A
+
Y⊗X,Z(βX,Y ⊗
idZ). Plugging in this equality the relation (6) and its analogue with X,Y exchanged, we obtain
(A+X,Y⊗Z , F (βY,X ⊗ idZ)A
+
Y,X⊗ZF (βX,Y ⊗ idZ)) = 1;
if we set Y := X , Z := X⊗n−2, this says that (X+1 , X
+
2 ) = 1 is preserved. Similarly, one proves
that (1) with sign − implies that (σ−11 X
−
1 )
2 = (X−1 σ
−1
1 )
2 is preserved. (2) immediately implies
that (X−1 , (X
+
2 )
−1) = σ21 is preserved. The naturality assumption implies that (X
±
1 , σi) =
1 (i > 1) is preserved. One shows by induction that the image of X±k is F (β
±
X⊗k−1,X
⊗
idX⊗n−k)A
±
X,X⊗n−1F (β
±
X,X⊗k−1
⊗ idX⊗n−k), therefore the image of X
±
1 · · ·X
±
k is A
±
X⊗k,X⊗n−k
.
It follows that the image of X±1 · · ·X
±
n is A
±
X⊗n,1, which is idF (X⊗n) by (5). Finally, as Bn →
AutC(F (X
⊗n)) is a group morphism, the Artin relations are preserved. 
1.3. Universal elliptic structures. Let PaB be the braided monoidal category of parenthe-
sized braids (see [JS, Ba]). Its set of objects is Par := ⊔n≥0Parn, where Parn = {parenthe-
sizations of the word • . . . • of length n}, so Par0 = {1}, Par1 = {•}, Par2 = {••}, Par3 =
{(••)•, •(••)}, etc. For O,O′ ∈ Par, we set |O| := the integer such that O ∈ Par|O|, and
C0(O,O
′) :=
{
B|O| if |O| = |O
′|
∅ otherwise
. The composition is the product in B|O|. The tensor
product is defined at the level of objects, as the juxtaposition, and at the level of morphisms,
by the group morphism Bn × Bn′ → Bn+n′ , (σi, 1) 7→ σi, (1, σj) 7→ σn+j . We set aO,O′,O′′ :=
1 ∈ B|O|+|O′|+|O′′| = PaB((O ⊗O
′)⊗ O′′, O ⊗ (O′ ⊗O′′)) and βO,O′ := σ|O|,|O′| ∈ B|O|+|O′| =
PaB(O ⊗O′, O′ ⊗O), where σn,n′ := (σn · · ·σ1)(σn+1 · · ·σ2) · · · (σn+n′−1 · · ·σn′ ) ∈ Bn+n′ .
Let nowPaBell be the category with the same objects, PaBell(O,O
′) :=
{
B1,|O| if |O| = |O
′|
∅ otherwise
and whose product is the composition in B1,|O|. Let F : PaB→ PaBell be the functor induced
by the identity at the level of objects, and by Bn → B1,n, σi 7→ σi at the level of morphisms.
For O,O′ ∈ Par, set A±O,O′ := X
±
1 · · ·X
±
|O| ∈ B1,|O|+|O′|. Then (PaBell, F, A
±
...) is an elliptic
structure over PaB. Indeed, relations (1) and (2) for objects O,O′, O′′ are consequences of
the identities (σ±12 σ
±1
1 X
±
1 )
3 = 1 and (X−1 , (σ1X
+
1 σ1)
−1) = σ21 in P1,3 under the morphism
P1,3 → P1,|O|+|O′|+|O′′| induced by the replacement of the first (resp., second, third) strand by
|O| (resp., |O′|, |O′′|) consecutive strands.
The pair (PaB, •) has the following universal property: for any pair (C,M), where C is a
braided monoidal category and M ∈ Ob C, there exists a unique tensor functor ϕ0 : PaB→ C,
such that F (•) = M . Proposition 1.3 immediately implies that this property extends as follows.
Proposition 1.4. If C˜ is an elliptic structure over C, then there exists a unique morphism
(PaB,PaBell)→ (C, C˜), extending ϕ.
2. The elliptic Grothendieck-Teichmu¨ller group
In this section, we introduce the group GTell of universal automorphisms of elliptic structures
over BMCs, which we call the elliptic Grothendieck-Teichmu¨ller group. We compute the “naive”
version of this group, and then introduce its variants (profinite, pro-l, proalgebraic) by playing
on the classes of considered BMCs. We study the relations between these groups and the
corresponding variants of GT; we construct in particular, in the various frameworks, a section
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of the natural morphism GTell → GT. This shows that GTell and its variants have semidirect
product structures.
2.1. Reminders about GT and its variants. According to [Dr], GT is the set of pairs
(λ, f) ∈ (1 + 2Z)× F2, F2 being the free group with generators X and Y , such that
(8) f(X3, X1)X
m
3 f(X2, X3)X
m
2 f(X1, X2)X
m
1 = 1, m =
λ− 1
2
, X1X2X3 = 1,
f(Y,X) = f(X,Y )−1, ∂3(f)∂1(f) = ∂0(f)∂2(f)∂4(f),
where4 ∂i : F2 ⊂ P3 → P4 are simplicial morphisms. It is equipped with a semigroup structure
with (λ, f)(λ′, f ′) = (λ′′, f ′′), with
λ′′ := λλ′, f ′′(X,Y ) := f(f ′(X,Y )Xλ
′
f ′(X,Y )−1, Y λ
′
)f ′(X,Y ).
One defines similarly semigroups ĜT, GTl, GT(k) by replacing in the above definition (Z, F2)
by their profinite, pro-l, k-prounipotent versions (where k is a Q-ring). We then have morphisms
GT →֒ ĜT→ GTl →֒ GT(Ql) and GT→ GT(k) for any k.
GT acts on {braided monoidal categories (BMCs)} by (λ, f)(C0, β..., a...) := (C0, β′..., a
′
...),
where
β′X,Y := βX,Y (βY,XβX,Y )
m, a′X,Y,Z := aX,Y,Zf(βYXβXY⊗idZ , a
−1
X,Y,Z(idX ⊗βZY βY Z)aX,Y,Z).
Similarly, ĜT (resp., GTl, GT(k)) act on {BMCs C0 such that AutC0(X) is finite for any
X ∈ Ob C0} (resp., such that the image of Pn → AutC0(X1 ⊗ · · · ⊗ Xn) is an l-group, is
contained in a unipotent group).
2.2. The semigroup GTell and its variants. Let us define GTell as the set of all (λ, f, g±),
where (λ, f) ∈ GT, g± ∈ F2 are such that
(9) (σ±12 σ
±1
1 (σ1σ
2
2σ1)
±mg±(X
+
1 , X
−
1 )f(σ
2
1 , σ
2
2))
3 = 1,
(10) u2 = (g−, u
−1g−1+ u
−1)
(identities in B1,3) where u = f(σ
2
1 , σ
2
2)σ
λ
1 f(σ
2
1 , σ
2
2)
−1, g± = g±(X
+
1 , X
−
1 ).
If C is a BMC and (C˜, F, A±···) is an elliptic structure over C, then (C˜, F, A
′±
··· ) is an elliptic
structure over C′, where
(11) C′ := (λ, f) ∗ C, A′±X,Y = g±(A
+
X,Y , A
−
X,Y )(∈ AutC(X ⊗ Y )).
The following statement is then the analogue of equations (4).
Lemma 2.1. The conditions (9), (10) imply the identities
(12) (σ±λ1 g±(X
+
1 , X
−
1 ))
2 = 1, σ2λ1 = (g−(X
+
1 , X
−
1 ), g+(X
+
1 , X
−
1 ))
in B1,2.
Proof. Let σ± := σ
±1
2 σ
±1
1 (σ1σ
2
2σ1)
±m, g± := g±(X
+
1 , X
−
1 ), f := f(σ
2
1 , σ
2
2), then the first
equation of (9) is rewritten as Ad(σ±)
−1(g±f) · g±f ·Ad(σ±)(g±f) = σ
−3
± , an identity in P1,3.
There is a unique morphism P1,3 → P1,2, corresponding to the erasing of the third point, i.e.
to the map Cf3(T ) → Cf2(T ), (x1, x2, x3) 7→ (x1, x2). It is given by X
±
1 7→ X
±
1 , X
±
2 7→ 1,
X±3 7→ (X
±
1 )
−1, σ21 7→ σ
2
1 , σ
2
2 7→ 1, (σ1σ2)
3 7→ σ21 . The image of the above identity in P1,3 by
this morphism is the identity g±(X
+
1 , X
−
1 ) · Ad(σ
±λ
1 )(g+(X
+
1 , X
−
1 )) = σ
∓2λ
1 in P1,2, which is
equivalent to the first equations of (12). The same morphism similarly takes (10) to the last
equation of (12). 
4Pn = Ker(Bn → Sn, σi 7→ (i, i+ 1)) is the pure braid group on n strands.
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For (λ, f, g±), (λ
′, f ′, g′±) ∈ GTell, we set
(λ, f, g±)(λ
′, f ′, g′±) := (λ
′′, f ′′, g′′±), where g
′′
±(X,Y ) = g±(g
′
+(X,Y ), g
′
−(X,Y )).
Proposition 2.2. This defines a semigroup structure on GTell. We have a semigroup inclusion
GTell ⊂ GT × End(F2)
op, (λ, f, g±) 7→ ((λ, f), θg±), where θg± = (X 7→ g+(X,Y ), Y 7→
g−(X,Y )).
Proof. We first prove:
Lemma 2.3. If (λ, f, g±) ∈ GTell, then there is a unique endomorphism of B1,3, such that
σ1 7→ σ˜1 := f(σ
2
1 , σ
2
2)σ
λ
1 f(σ
2
1 , σ
2
2)
−1, σ2 7→ σ˜2 := σ
λ
2 , X
±
1 7→ g±(X
+
1 , X
−
1 ).
For any λ′ ∈ 2Z+ 1, we then have
(13) f(σ21 , σ
2
2)σ
±1
2 σ
±1
1 (σ1σ
2
2σ1)
±λλ
′−1
2 = σ˜±12 σ˜
±1
1 (σ˜1σ˜
2
2 σ˜1)
±λ
′−1
2 .
Proof. Recall that we have an elliptic structure (PaB,PaBell, F, A
±
...). Applying (λ, f, g±)
to it, we get an elliptic structure (PaB,PaBell, F, A±...). An endomorphism of B1,3 is given by
the composition
B1,3 → AutPaBell(•(••)) ≃ B1,3,
where the first morphism arises from the elliptic structure of PaBell, and the second morphism
arises from the isofunctor PaBell ≃ PaBell. One checks that this endomorphism of B1,3 is
given by the above formulas.
We now prove (13). The hexagon identity implies
(σ22)
mf(σ21 , σ
2
2)(σ
2
1)
mf((σ21σ
2
2)
−1, σ21)(σ
2
1σ
2
2)
−mf(σ22 , (σ
2
1σ
2
2)
−1) = 1.
Now since (σ21σ
2
2)
−1 ≡ σ1σ22σ
−1
1 ≡ σ
−1
2 σ
2
1σ2 mod Z(B3), since f(a, b) = f(a
′, b′) for any group
G and any a, a′, b, b′ ∈ G with a ≡ a′, b ≡ b′ mod Z(G) (as f ∈ F ′2 = (F2, F2)), and by the
duality identity, this is rewritten
(σ22)
mf(σ21 , σ
2
2)σ
2m+1
1 f(σ
2
1 , σ
2
2)
−1σ−11 (σ
2
1σ
2
2)
−mσ−12 f(σ
2
1 , σ
2
2)
−1σ2 = 1,
which yields (13) with (±, λ′) = (+, 1).
(13) with ± = + then follows from
(14) σ˜1σ˜
2
2σ˜1 = (σ1σ
2
2σ1)
λ,
which is proved as follows. The hexagon identity (8) implies that if X1X2X3 commutes with
all the Xi, then
f(X3, X1)X
m
3 f(X2, X3)X
m
2 f(X1, X2) = (X2X3)
m.
Applying this to X1 = σ
2
2 , X2 = σ1σ
2
2σ
−1
1 , X3 = σ
2
1 , and using σ
2
1 = Ad(σ
−1
2 σ
−1
1 )(σ
2
2), this
implies
σ˜1σ˜2f(σ
2
1 , σ
2
2) = f(σ
2
1 , σ
2
2)(σ
2
1)
mf(σ1σ
2
2σ
−1
1 , σ
2
2)(σ1σ
2
2σ
−1
1 )
mf(σ22 , σ1σ
2
2σ
−1
1 )σ1σ2
= (σ1σ
2
2σ1)
mσ1σ2.
Using the same identity with X1 = σ
2
2 , X2 = σ
2
1 , X3 = σ
−1
1 σ
2
2σ1, one proves similarly that
f(σ22 , σ
2
1)σ˜2σ˜1 = σ2σ1(σ1σ
2
2σ1)
m.
The product of these identities yields (14).
Each side of (13) with ± = − identifies with the same side of (13) with ± = + and λ′
replaced by −λ′. This implies (13) with ± = −. 
End of proof of Proposition 2.2. It suffices to prove that (λ′′, f ′′, g′′±) ∈ GTell, i.e., that it
satisfies conditions (9) and (10).
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Condition (9) is expressed as follows
(
σ±12 σ
±1
1 (σ1σ
2
2σ1)
±λλ
′−1
2 g±(g
′
+(X
+
1 , X
−
1 ), g
′
−(X
+
1 , X
−
1 ))f(Ad(f
′(σ21 , σ
2
2))(σ
2λ′
1 ), σ
2λ′
2 )f
′(σ21 , σ
2
2)
)3
= 1,
i.e., according to (13), as follows
(
g±(g
′
+(X
+
1 , X
−
1 ), g
′
−(X
+
1 , X
−
1 ))f(σ˜
′2
1 , σ˜
′2
1 )σ˜
′±1
2 σ˜
′±1
1 (σ˜
′
1σ˜
′2
2 σ˜
′
1)
±m
)3
= 1,
where σ˜′1, σ˜
′
2 are the analogue of σ˜1, σ˜2 from Lemma 2.3 with (λ
′, f ′) instead of (λ, f). The
latter identity is the image of identity (9) satisfied by (λ, f, g±) by the endomorphism of B1,3
attached to (λ′, f ′, g′±) by Lemma 2.3.
Condition (10) is the image of identity (10) satisfied by (λ, f, g±) under the endomorphism
of B1,3 attached to (λ
′, f ′, g′±) by Lemma 2.3. 
The operation (λ, f, g±)(C, C˜, F, A
±
...) := (C
′, C˜, F, A′±... ), where C
′, A′±... are as in (11) defines
an action of GTell on {(C, C˜, F, A
±
...)|C is a BMC, (C˜, F, A
±
...) is an elliptic structure over it}.
As before, we define semigroups ĜTell, GT
ell
l , GT(k) by replacing in the definition of GTell,
(GT, F2) by
5 (ĜT, F̂2), (GTl, (F2)l), (GT(k), F2(k)). They act on the sets of pairs (C, C˜), such
that C satisfies the same conditions as above, together with: AutC˜(F (X)) is finite for any
X ∈ ObC (resp., the image of P1,n → AutC˜(F (X1 ⊗ · · · ⊗ Xn)) is an l-group, is contained in
a unipotent group). We have morphisms GTell →֒ ĜTell → GT
ell
l →֒ GTell(Ql) and GTell →
GTell(k) compatible with the similar ‘non-elliptic’ morphisms.
2.3. Computation of GTell. Recall that the braid group B3 is presented by generators Ψ±
and relations Ψ+Ψ−Ψ+ = Ψ−Ψ+Ψ− (Ψ± are the σ1, σ2 of the standard presentation and are
used in order to avoid confusion with previous notation). Its center Z(B3) is isomorphic to Z
and generated by (Ψ+Ψ−)
3. There is a central exact sequence
1→ 2Z(B3)→ B3 → SL2(Z)→ 1,
given by Ψ+ 7→
(
1 1
0 1
)
, Ψ− 7→
(
1 0
−1 1
)
.
Proposition 2.4. Let B˜3 be the group generated by Ψ±, ε and relations
Ψ+Ψ−Ψ+ = Ψ−Ψ+Ψ−, εΨ+εΨ− = 1, ε
2 = 1.
There is an exact sequence 1 → B3 → B˜3 → Z/2 → 1, where B˜3 → Z/2 is given by Ψ± 7→ 1,
ε→ −1. There is also a (non-central) exact sequence 1→ 2Z(B3)→ B˜3 → GL2(Z)→ 1, where
5For G a group (other than GT, GTell or Rell), Ĝ is its profinite completion. If G is a free or pure (elliptic)
braid group, Gl, G(k) are its pro-l, k-prounipotent completions. Here G(−) is the prounipotent Q-group scheme
associated to G; it is characterized by Homgroups(G,U(Q)) ≃ Homgp schemes(G(−), U) for any unipotent group
scheme U . If G = Bn or B1,n, then Gl := Pl ∗P G, G(k) := P (k) ∗P G, where P = Ker(G → Sn) and ∗P
denotes the amalgamated product over the group P .
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B˜3 → GL2(Z) extends B3 → SL2(Z) by ε 7→7→
(
0 1
1 0
)
. All these morphisms fit in the diagram
1

1

1 // 2Z(B3) // B3 //

SL2(Z) //

1
1 // 2Z(B3) // B˜3 //

GL2(Z) //

1
Z/2

Z/2

1 1
The proof is straightforward.
Proposition 2.5. 1) There is a unique semigroup morphism B˜3 → GTell, such that:
Ψ+ 7→ (λ, f, g+, g−) = (1, 1, g+(X,Y ) = X, g−(X,Y ) = Y X),
Ψ− 7→ (λ, f, g+, g−) = (1, 1, g+(X,Y ) = XY
−1, g−(X,Y ) = Y ),
ε 7→ (λ, f, g+, g−) = (−1, 1, g+(X,Y ) = Y, g−(X,Y ) = X),
It fits in a commutative diagram
B˜3 → GTell
↓ ↓
Z/2 → GT
2) The horizontal maps in this diagram are isomorphisms.
Proof. Set Xi := X
+
i , Yi := X
−
i . Using the commutation of σ2 with X1 and the braid
relation between σ1 and σ2, one obtains (σ2σ1X1)
3 = X3X2X1 = 1 (relation in B1,3). In the
same way, (σ−12 σ
−1
1 Y1X1)
3 expresses as an element of P1,3 as
Y3X3σ
−1
2 σ
−2
1 σ
−1
2 Y2X2σ
−2
1 Y1X1.
Since (Y1, X
−1
2 ) = σ
2
1 , X2σ
−2
1 Y1 can be replaced by Y1X2; in the resulting expression, Y2Y1X2X1
can then be replaced by Y −13 X
−1
3 . The above expression is therefore equal to
Y3X3σ
−1
2 σ
−2
1 σ
−1
2 Y
−1
3 X
−1
3 .
One has (Y −13 , X
−1
3 ) = (Y2Y1, X
−1
3 ) = Y1(Y2, X
−1
3 )Y
−1
1 (Y1, X
−1
3 ); one computes (Y2, X
−1
3 ) =
σ22 , (Y1, X
−1
3 ) = σ
−1
2 σ
2
1σ2, which implies that (Y
−1
3 , X
−1
3 ) = σ2σ
2
1σ2 and therefore that
(σ−12 σ
−1
1 Y1X1)
3 = 1 (equality in B1,3).
Finally, (Y1X1, σ
−1
1 X
−1
1 σ
−1
1 ) = (Y1X1, X
−1
2 ) = (Y1, X
−1
2 ) = σ
2
1 (equality in B1,3), where the
second equality uses the commutation ofX1 andX2. All this implies that (1, 1, X, Y X) ∈ GTell.
If (λ, f, g+, g−) = (−1, 1, Y,X), then m = −1, therefore
(σ±12 σ
±1
1 (σ1σ
2
2σ1)
±mg±(X
+
1 , X
−
1 )f(σ
2
1 , σ
2
2))
3 = (σ∓12 σ
∓1
1 X
∓
1 )
3 = 1 (relation in B1,3).
The relation u2 = (g−, u
−1g−1+ u
−1) follows from σ−21 = (X1, Y
−1
2 ) (relation in B1,3). All this
implies that (−1, 1, Y,X) ∈ GTell.
One checks that (1, 1, XY −1, Y ) = (−1, 1, Y,X)(1, 1, X, YX)−1(−1, 1, Y,X), therefore
(1, 1, XY −1, Y ) ∈ GTell.
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Finally, one checks that the relations between Ψ+,Ψ− and ε are also satisfied by their images
in GTell. All this proves 1).
Let us prove 2). The bijectivity of Z/2 → GT is proved in [Dr], Proposition 4.1. Set
Rell := Ker(GTell → GT), then the commutativity of the above diagram implies that its upper
map restricts to a morphism B3 → Rell, and we need to prove that it is bijective. According to
the second identity in (12), Rell ⊂ {(g+, g−) ∈ (F2)
2|(g−(X,Y ), g+(X,Y )) = (Y,X)}. We now
recall some results due to Nielsen.
Theorem 2.6. ([Ni1]) 1) The morphism Out(F2) → GL2(Z) induced by abelianization is an
isomorphism.
2) Im(Aut(F2) → (F2)
2) = {(g+, g−) ∈ (F2)
2|∃k ∈ F2, ∃ǫ ∈ {±1}, (g−(X,Y ), g+(X,Y )) =
k(Y,X)ǫk−1}, where the map Aut(F2)→ (F2)2 is θ 7→ (θ(X), θ(Y )).
The bijectivity of B3 → Rell, together with the equality Rell = {(g+, g−) ∈ (F2)
2|(g−(X,Y ),
g+(X,Y )) = (Y,X)} are then proven in the following corollary to Theorem 2.6:
Corollary 2.7. We have bijections
B3 → Aut(X,Y )(F2)→ {(g+, g−) ∈ (F2)
2|(g−(X,Y ), g+(X,Y )) = (Y,X)},
where Aut(X,Y )(F2) = {θ ∈ Aut(F2)|θ((X,Y )) = (X,Y )}, the first map is as in Proposition
2.5 and the second map is θ 7→ (θ(X), θ(Y )).
Proof of Corollary 2.7. The bijectivity of the second map follows from the injectivity of
Aut(F2)→ (F2)2, θ 7→ (θ(X), θ(Y )) and from Theorem 2.6, 2). Let us now prove the bijectivity
of the map B3 → Aut(X,Y )(F2). The kernel of B3 → Aut(X,Y )(F2) is contained in Ker(B3 →
Aut(X,Y )(F2) → Out(F2) → GL2(Z)) = 〈(Ψ+Ψ−)
6〉. On the other hand, B3 → Aut(X,Y )(F2)
takes (Ψ+Ψ−)
6 to6 Ad((X,Y )−1), so the restriction of B3 → Aut(X,Y )(F2) to 〈(Ψ+Ψ−)
6〉 is
injective. It follows that B3 → Aut(X,Y )(F2) is injective.
Let us now show that B3 → Aut(X,Y )(F2) is surjective. We have a commutative diagram
Aut(F2) // Out(F2)
∼ // GL2(Z)
Aut(X,Y )(F2) //
?
OO
SL2(Z)
?
OO
where the isomorphism follows from Theorem 2.6, 1), and the bottom map is given by abelian-
ization. It follows that Ker(Aut(X,Y )(F2) → SL2(Z)) = Ker(Aut(X,Y )(F2) → Out(F2)) =
Aut(X,Y )(F2) ∩ Inn(F2) = {θ ∈ Aut(F2)|∃k ∈ F2, θ = Ad(k) and k commutes with (X,Y )}.
The subgroup of F2 generated by k and (X,Y ) is abelian and, according to [Ni2], free, and there-
fore isomorphic to Z. If (X,Y ) is a power of an element h of F2, then the sum of the degrees of
h in X and in Y is zero, and comparing coefficients in [logX, logY ] in log(X,Y ) and log h in the
Lie algebra of the prounipotent completion of F2, one sees that h is (X,Y ) or its inverse, there-
fore (X,Y ) is not the power of an element of F2 other that itself or its inverse. All this implies
that k should be a power of (X,Y ), therefore Ker(Aut(X,Y )(F2) → SL2(Z)) = 〈Ad(X,Y )〉 =
〈(Ψ+Ψ−)6〉. On the other hand, as the composition B3 → Aut(X,Y )(F2)→ SL2(Z) is surjective,
so is the morphism Aut(X,Y )(F2)→ SL2(Z). All this implies that there is an exact sequence
1→ 〈(Ψ+Ψ−)
6〉 → Aut(X,Y )(F2)→ SL2(Z)→ 1.
Let us denote this exact sequence as 1 → K → G→ H → 1, and let G′ := Im(B3 → G) ⊂ G.
To prove that G′ = G, it suffices to prove that Im(G′ ⊂ G → H) = H and that G′ ⊃ K. The
6Here and later, Ad(g) is the inner automorphism x 7→ gxg−1.
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first statement follows from the surjectivity to B3 → Aut(X,Y )(F2)→ SL2(Z), while the second
statement follows from the fact that (Ψ+Ψ−)
6 ∈ Im(B3 → Aut(X,Y )(F2)).  
Remark 2.8. As GL2(Z) is the nonoriented mapping class group of the topological torus, we
have a morphism GL2(Z)→ Out(B1,n), obtained by applying mapping class group elements to
elliptic braids; its target is an outer automorphism group because the mapping class group does
not preserve a base point of the elliptic configuration space. This morphism lifts to a morphism
(15) B˜3 → Aut(B1,n),
given by Ψ+ 7→ (X1 7→ X1, Y1 7→ Y1X1, σi 7→ σi), Ψ− 7→ (X1 7→ X1Y
−1
1 , σi 7→ σi), ε 7→ (X1 ↔
Y1, σi 7→ σ
−1
i ). It is such that (Ψ+Ψ−)
6 7→ (conjugation by the image of z ∈ Pn → B1,n),
where z is a generator of Z(Pn) ≃ Z. The assignment {elliptic structures over BMCs} →
{representations of B1,n} is then B˜3-equivariant.
Remark 2.9. The morphisms B˜3 → Aut(B1,n) and GTell → End(B1,3) from Lemma 2.3
admit a common generalization to a morphism GTell → End(B1,n), taking (λ, f, g+, g−) to the
endomorphism X1 7→ g+(X1, Y1), Y1 7→ g−(X1, Y1), σi 7→ Ad(f(σ2i , σi+1 · · ·σ
2
n−1 · · ·σi+1))(σ
λ
i );
this corresponds to the identification of B1,n with AutPaBell(•(• · · · (••))). This morphism
extends to the various setups (profinite, etc.).
2.4. The semigroup scheme GTell(−). For k a Q-ring, we set
7 Rell(k) := Ker(GTell(k) →
GT(k)). The assignments k 7→ GT(ell)(k), Rell(k) are functors {Q-rings} → {semigroups}, i.e.,
semigroup schemes over Q.
Proposition 2.10. We have a commutative diagram of morphisms of semigroup schemes
Rell(−) → GTell(−) → GT(−)
↓ ↓ ↓
SL2(−) → M2(−)
det
→ A1(−)
where GT(k) → k is (λ, f) 7→ λ and GTell(k) → M2(k) is (λ, f, g±) 7→
( α+ β+
α− β−
)
, where
log g±(X,Y ) = α± logX + β± log Y mod
8 [ˆfk2 , fˆ
k
2 ].
Proof. It suffices to show that the right square is commutative, which follows by abelianiza-
tion from the second part of (12). 
Recall that9 GT(k) = GT(k)×. We set
Definition 2.11. GTell(k) := GTell(k)
×.
Proposition 2.12. 1) GTell(k) = GTell(k)×M2(k) GL2(k) (Cartesian product in the category
of proalgebraic varieties).
2) Rell(k) is a group.
Proof. Let (λ, f, g±) ∈ GTell(k) be invertible as an element of GT(k) × End(F2(k))
op,
with inverse (λ′, f ′, g′±). Then the endomorphism of Lemma 2.3 attached to (λ, f, g±) is an
automorphism of B1,3(k). The identities (σ
±1
2 σ
±1
1 X
±
1 )
3 = 1, σ21 = (X
−
1 , (X
+
2 )
−1) in B1,3(k)
are the images by this automorphism of the identities expressing that (λ′, f ′, g′±) belongs to
GTell(k). It follows that (λ
′, f ′, g′±) ∈ GTell(k). The element (λ, f, g±) is invertible iff the
7The kernel of a morphism of semigroups with unit is the preimage of the unit of the target semigroup; it is
again a semigroup with unit.
8Recall that F2(k) = exp(ˆfk2 ), where fˆ
k
2
is the topologically free k-Lie algebra in two generators logX and
log Y .
9If S is a semigroup with unit, S× is the group of its invertible elements.
12 BENJAMIN ENRIQUEZ
image of (λ, f, g±) ∈ GTell(k)→ M2(k) lies in GL2(k). All this proves 1). 2) is then immediate.

Recall that for any Q-ring k, GT1(k) = Ker(GT(k)→ k). We also set
GTellI2 (k) := Ker(GTell(k)→ M2(k)), R
ell
I2 (k) := Ker(Rell(k)→ SL2(k)).
Then k 7→ GT
(ell)
I2
(k), RellI2 (k) are Q-group schemes. It is known that GT1(−) is prounipotent.
Proposition 2.13. The group schemes GTellI2 (−) and R
ell
I2
(−) are prounipotent.
Proof. GTellI2 (k) ⊂ GT1(k) × AutI2(F2(k))
op, where AutI2(F2(k)) = Ker(Aut(F2(k)) →
GL2(k)); k 7→ AutI2(F2(k)) is prounipotent, so k 7→ GT
ell
I2 (k) is prounipotent as the subgroup
of a prounipotent group scheme. The same argument implies that RellI2 (−) is prounipotent. 
Proposition 2.14. We have exact sequences 1 → RellI2 (k) → Rell(k) → SL2(k) → 1 and
1→ GTellI2 (k)→ GTell(k)→ GL2(k)→ 1.
Proof. We need to prove that Rell(k) → SL2(k) is surjective. Set G(k) := Im(Rell(k) →
SL2(k)), then k 7→ G(k) is a group subscheme of SL2. We have two morphisms Ga → Rell(−),
extending Z→ B3, 1 7→ Ψ± in the sense that
B3 → Rell(k)
↑ ↑
Z → Ga(k)
commutes; then Ga → Rell → SL2 are the morphisms t 7→
(
1 t
0 1
)
,
(
1 0
−t 1
)
. So the Lie algebra of
G(−) contains both
(
0 1
0 0
)
and
(
0 0
1 0
)
, hence is equal to sl2, so G = SL2.
Let us now prove that GTell(k) → GL2(k) is surjective. Set G˜(k) := Im(GTell(k) →
GL2(k)), then SL2 ⊂ G˜(−) ⊂ GL2. We will construct in Section 2.6 a semigroup scheme
morphism GT(−)
σ
→ GTell(−), such that
GT(−) → A1(−)
σ↓ ↓
GTell(−) → M2(−)
commutes, where A1 → M2 is t 7→
(
t 0
0 1
)
. Then G˜(−) contains the image of Gm → GT(−)
σ
→
GTell(−) → GL2, where Gm → GT(−) is a section of GT(−) → Gm (see [Dr]), which is the
image of Gm → GL2, t 7→
(
t 0
0 1
)
. Then Lie(G˜) = gl2, so G˜ = GL2, as wanted. 
2.5. The Zariski closure 〈B3〉 ⊂ Rell(−). Recall that we have a group morphism B3 =
Rell → Rell(Q). The Zariski closure 〈B3〉 ⊂ Rell(−) is then the subgroup scheme defined as
〈B3〉 :=
⋂
G⊂Rell(−) subgroup scheme |
G(Q)⊃Im(B3→Rell(Q))
G
Let us compute the Lie algebra10 inclusion Lie〈B3〉 ⊂ LieRell(−). First, LieRell(−) is a Lie
subalgebra of
LieAut(F2(−))
op ≃ LieAut(ˆf2)
op ≃ (Der fˆ2)
op ≃ fˆ22,
where:
• fˆ2 := fˆ
Q
2 is the Lie algebra freely generated by ξ := logX and η := log Y ;
• the first map is based on the isomorphism F2(k) ≃ exp(ˆfk2 );
10Recall that the Lie algebra of a Q-group scheme G is Ker(G(Q[ε]/(ε2))→ G(Q)).
ELLIPTIC ASSOCIATORS 13
• the Lie algebra structure on fˆ22 is given by
[(α, β), (α′, β′)] := (Dα′,β′(α), Dα′,β′(β)) − (Dα,β(α
′), Dα,β(β
′)),
where Dα,β ∈ Der(ˆf2) is given by ξ 7→ α, η 7→ β;
• the last isomorphism (Der fˆ2)op ≃ fˆ22 has inverse (α, β) 7→ Dα,β.
Lemma 2.15. LieRell(−) ⊂ LieAut(F2(−))op identifies with the set of (α, β) ∈ fˆ22 such that
α˜(X1, Y1) + α˜(X2σ
−2
1 , Y2) + α˜(X3σ
−1
1 σ
−2
2 σ
−1
1 , Y3) = 0,
β˜(X1, Y1) + β˜(X2, Y2σ
2
1) + β˜(X3, Y3σ1σ
2
2σ1) = 0,
(AdX−12 − 1)β˜(X1, Y1) + (1−Ad Y
−1
1 )α˜(X2σ
−2
1 , σ
2
1Y2) = 0
(relations in LieP1,3(−)). Here α˜(X1, Y1), . . . are the images of the elements
α˜(eξ, eη) :=
1− e− ad ξ
ad ξ
(α(ξ, η)), β˜(eξ, eη) :=
1− e− ad η
ad η
(β(ξ, η))
of fˆ2 by the morphism fˆ2 → LieP1,3(−), ξ 7→ logX1, η 7→ log Y1, etc., and Xi := X
+
i , Yi := X
−
i
(elements of P1,).
The above relations imply the relations
α˜(X1, Y1) + α˜(X
−1
1 σ
−2
1 , Y
−1
1 ) = 0, β˜(X1, Y1) + β˜(X
−1
1 , Y
−1
1 σ
2
1) = 0,
(AdX1 − 1)β˜(X1, Y1) + (1−AdY
−1
1 )α˜(X
−1
1 σ
−2
1 , σ
2
1Y
−1
1 ) = 0
in LieP1,2(−).
Proof. (α, β) ∈ fˆ22 ≃ (Der fˆ2)
op induces the infinitesimal automorphism of F2(Q) given by
X 7→ g+(X,Y ) = X(1 + ǫα˜(X,Y )), Y 7→ g−(X,Y ) = Y (1 + ǫβ˜(X,Y )), where ǫ2 = 0. The
condition that (1, 1, g+, g−) belongs to Rell(Q[ǫ]/(ǫ2)) linearizes as follows(
id+Ad(σ2σ1X1) + Ad(σ2σ1X1)
2
)
(α˜(X1, Y1)) = 0,(
id+Ad(σ−12 σ
−1
1 Y1) + Ad(σ
−1
2 σ
−1
1 Y1)
2
)
(β˜(X1, Y1)) = 0,(
Y1(1 + ǫβ˜(X1, Y1)), (1 − ǫα˜(σ
−2
1 X2, Y2σ
2
1))X
−1
2
)
= (Y1, X
−1
2 ),
which are equivalent to the announced identities using the relations in P1,3 : (Xi, Xj) =
(Yi, Yj) = 1,
(Y1, X1) = σ1σ
2
2σ1, (Y1, X
−1
2 ) = σ
2
1 = (Y
−1
2 , X1), (Y1, X
−1
3 ) = σ
−1
2 σ
2
1σ2,
(X1, Y
−1
3 ) = σ2σ
−2
1 σ
−1
2 , (Y2, X
−1
3 ) = σ
2
2 = (Y
−1
3 , X2), (Y
−1
3 , X
−1
3 ) = σ2σ
2
1σ2.

We now compute Lie〈B3〉 ⊂ LieRell(−).
Lemma 2.16. Let u+ := (0,
ad ξ−
1−e− ad ξ−
(ξ+)), u− := (
ad ξ+
1−e− ad ξ+
(ξ−), 0) in LieAut(F2(−))op ≃
fˆ22, then u± ∈ Lie〈B3〉.
Proof. We have morphisms Ga → 〈B3〉 ⊂ Aut(F2(−))op, extending Z → B3, 1 7→ Ψ
±1
± .
The corresponding morphisms (k,+) → Aut(F2(k))op are t 7→ (X 7→ X,Y 7→ Y Xt) and
t 7→ (X 7→ XY t, Y 7→ Y ). The equality XY t = eξetη = exp(ξ + t ad ξ
1−e− ad ξ
(η)), valid for
t2 = 0, and the similar equality for Y Xt, imply that the associated Lie algebra morphisms are
Q→ LieAut(F2(−))op, 1 7→ u±, which proves that u± ∈ Lie〈B3〉. 
Proposition 2.17. Lie〈B3〉 ⊂ LieAut(F2(−))
op ≃ fˆ22 is the smallest closed Lie subalgebra
containing u+ and u−. In particular, the image of Lie〈B3〉 by the morphism Der(ˆf2)op → gl2
induced by the abelianization map f2 → Q2 is sl2.
14 BENJAMIN ENRIQUEZ
We first prove:
Lemma 2.18. Let G be a proalgebraic group over Q fitting in 1 → U → G→ G0 → 1, where
G0 is semisimple and U is prounipotent. Let 0 → u → g → g0 → 0 be the corresponding
exact sequence of Lie algebras. Then H 7→ LieH sets up a bijection {proalgebraic subgroups
H ⊂ G, such that Im(H ⊂ G → G0) = G0}
∼
→ {closed Lie subalgebras h ⊂ g, such that
Im(h ⊂ g→ g0) = g0}.
Proof. If H is in the first set, then we have an exact sequence 1→ H ∩ U → H → G0 → 1,
where H ∩ U is necessarily prounipotent, hence connected, which implies that H is connected.
According to [TY], Prop. 24.3.5, ii), if G˜ is an algebraic group, then the map {connected
algebraic subgroups of G˜} → {Lie subalgebras of Lie G˜} defined by taking Lie algebras, is
injective. Applying this to the algebraic quotients of G, one derives the injectivity of the map
H 7→ LieH .
Let us prove its surjectivity. Let h belong to the second set.
First note that according to the Levi-Mostow decomposition ([Mo], [BS] prop. 5.1), there
exists a section σ˜ : G0 → G of G→ G0. We denote by σ : g0 → g its infinitesimal. Any section
of g→ g0 is then conjugate to σ by an element of U(Q).
Then we have an exact sequence 0→ h∩ u→ h→ g0 → 0; applying the Levi decomposition
theorem for Lie algebras, we obtain a section τ : g0 → h of h → g0. Now the composite map
g0
τ
→ h →֒ g is a section of g→ g0, hence of the form Ad(x) ◦ σ, where x ∈ U(Q). If v := h∩ u,
we then have [Ad(x)(σ(g0)), v] ⊂ v.
Let then V ⊂ U be the subgroup with Lie algebra v; if we set H := V · Ad(x)(σ˜(G0)) =
Ad(x)(σ˜(G0)) · V , then H is in the first set, and has Lie algebra h. 
Proof of Proposition 2.17. Let Lie(u+, u−) be the smallest closed Lie subalgebra of
LieAut(F2(−))
op
containing u+ and u−. Then Lie〈B3〉 ⊃ Lie(u+, u−). Apply now Lemma 2.18 with G =
Rell(−), G0 = SL2. The map g → g0 = sl2 is such that u+ 7→
(
0 0
1 0
)
and u− →
(
0 1
0 0
)
, so
if h := Lie(u+, u−), then Im(h ⊂ g → g0) = g0. Let then H ⊂ Rell(−) be the proalgebraic
subgroup corresponding to h by Lemma 2.18; then 〈B3〉 ⊃ H . On the other hand, we have
group morphisms Ga → H corresponding to Q → h, 1 7→ u±, whose versions over Q are
(Q,+) → H(Q) ⊂ Aut(F2(Q))op, t 7→ Ψt±. Setting t = 1, we obtain H(Q) ∋ Ψ±, and as
Ψ+,Ψ− generate B3, H(Q) ⊃ B3. So 〈B3〉 = H . Taking Lie algebras, we obtain Proposition
2.17. 
Remark 2.19. Let d± := [[u+, u−], u±]± 2u±. Then for any (α±, β) ∈ N3,
x±α±,β := ad(u+)
α+ ad(u−)
α− ad([u+, u−])
β(d±) ∈ Ker(Lie〈B3〉 → sl2).
Then Ker(Lie〈B3〉 → sl2) is topologically generated by these elements, more precisely, it is
equal to {
∑
n≥1 Pn((x
±
α±,β
))|(Pn)n ∈
∏
n≥1 fn}, where fn is the part of degree n of the free
Lie algebra with generators indexed by N3 × {±} (each generator having degree 1). Then
Lie〈B3〉 = Ker(Lie〈B3〉 → sl2)⊕ SpanQ(u+, u−, [u+, u−]).
2.6. A morphism GT → GTell and its variants. We now construct a section of the semi-
group morphism GTell → GT and of its variants.
Proposition 2.20. There exists a unique semigroup morphism GT → GTell, defined by
(λ, f) 7→ (λ, f, g±), where
g+(X,Y ) = f(X, (Y,X))X
λf(X, (Y,X))−1,
g−(X,Y ) = (Y,X)
λ−1
2 f(Y X−1Y −1, (Y,X))Y f(X, (Y,X))−1.
ELLIPTIC ASSOCIATORS 15
The same formulas define semigroup morphisms ĜT→ ĜTell, GTl → GT
ell
l , and a semigroup
scheme morphism GT(−) → GTell(−), compatible with the natural maps between the various
versions of GT(ell).
There are commutative diagrams
GT //
∼

GTell
∼

Z/2 // B˜3
and GT(−) //

GTell(−)

A1 // M2
where the bottom morphisms are 1¯ 7→ εΨ+Ψ−Ψ+ and λ 7→
(
λ 0
0 1
)
.
Proof. 1) As the center Z(Bn+1) of Bn+1 is contained in the pure braid group Pn+1 :=
Ker(Bn+1 → Sn+1), the morphism Bn+1 → Sn+1 descends to a morphism Bn+1/Z(Bn+1) →
Sn+1. Identify Sn+1 ≃ Perm({0, . . . , n}) and let Sn ⊂ Sn+1 be {σ|σ(0) = 0}. The Cartesian
product
(Bn+1/Z(Bn+1))×Sn+1 Sn
then identifies with the quotient (Bn+1 ×Sn+1 Sn)/Z(Bn+1) relative to the sequence of inclu-
sions Z(Bn+1) ⊂ Bn+1 ×Sn+1 Sn ⊂ Bn+1. The middle subgroup identifies with a type B
braid group and is generated by σ20 , σ1, . . . , σn−1, where the generators of Bn+1 are labeled
σ0, . . . , σn−1. Using the presentation of the type B group, one proves that there is a unique
morphism Bn+1 ×Sn+1 Sn → Bn+1, such that σ
2
0 7→ X
+
1 , σi 7→ σi (i > 1). Moreover, this
morphism takes a generator of Z(Bn+1) ≃ Z to X
+
1 · · ·X
+
n = 1 ∈ B1,n. It follows that it factors
though a morphism (Bn+1 ×Sn+1 Sn)/Z(Bn+1)→ B1,n, i.e.,
(16) (Bn+1/Z(Bn+1))×Sn+1 Sn → B1,n.
This morphism admits the following interpretation. If X is a topological additive group, let
C[n](X) := Inj([n], X)/Sn, where Inj means the space of injections, [n] := {1, . . . , n}, and
C [n](X) := C[n](X)/X , where X acts by addition of a constant function. We then have the
identifications
π1(C[n](C
×)) ≃ Bn+1 ×Sn+1 Sn, π1(Cn(C
×)) ≃ (Bn+1 ×Sn+1 Sn)/Z(Bn+1),
π1(Cn(C
×/qZ)) ≃ B1,n,
where q is a real number with 0 < q < 1. The canonical projection C× → C×/qZ then induces
a group morphism π1(Cn(C×))→ π1(Cn(C×/qZ)), which turns out to coincide with (16).
Any (λ, f) ∈ GT induces an endomorphism Fλ,f of PaB, such that for any object O and
z ∈ PaB(O),
Fλ,f (z) = z
λ
if z corresponds to an element of Z(B|O|).
The element σ2σ1σ
2
0 ∈ B4 corresponds to
(17) (id•⊗β•,••)a•,•,••(β
2
•,• ⊗ id••)a
−1
•,•,••(id•⊗a•,•,•) ∈ PaB(•((••)•)).
The image of (17) by this endomorphism is the product of the images of its factors, namely
Fλ,f (id•⊗β•,••) = id•⊗β•,••(β••,•β•,••)
m ∈ PaB(•(•(••)), •((••)•))↔ σ2σ1(σ1σ
2
2σ1)
m ∈ B4,
Fλ,f (a•,•,••) = a•,•,••f(β
2
•,• ⊗ id••, a
−1(id•⊗β••,•β•,••)a) ∈PaB((••)(••), •(•(••)))
↔ f(σ20 , σ1σ
2
2σ1) ∈ B4,
Fλ,f (β
2
•,• ⊗ id••) = β
2λ
•,• ⊗ id•• ∈ PaB((••)(••))↔ σ
2λ
0 ∈ B4,
Fλ,f (id•⊗a•,•,•) = id•⊗a•,•,•f(β
2
••⊗id•, a
−1(id•⊗β
2
••)a) ∈ PaB(•((••)•), •(•(••)))↔ f(σ
2
1 , σ
2
2) ∈ B4.
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Therefore
Fλ,f ((17)) ∈ PaB(•((••)•))↔ σ2σ1(σ1σ
2
2σ1)
mf(σ20 , σ1σ
2
2σ1)σ
2λ
0 f
−1(σ20 , σ1σ
2
2σ1)f(σ
2
1 , σ
2
2) ∈ B4.
Now (σ2σ1σ
2
0)
3 generates Z(B4), therefore
(17)3 ∈ PaB(•((••)•))↔ (σ2σ1σ
2
0)
3 ∈ Z(B4).
It follows that Fλ,f ((17)
3) = (17)3λ. The image of this equality in B4 is(
σ2σ1(σ1σ
2
2σ1)
mf(σ20 , σ1σ
2
2σ1)σ
2λ
0 f
−1(σ20 , σ1σ
2
2σ1)f(σ
2
1 , σ
2
2)
)3
= (σ2σ1σ
2
0)
3λ.
As Z(B4) is in the kernel of B4 ×S4 S4 → B1,3, the image of the left hand side of this equality
under this morphism is 1 ∈ B1,3. It follows that
(18)
(
σ2σ1(σ1σ
2
2σ1)
mf(X+1 , (X
−
1 , X
+
1 ))(X
+
1 )
λf−1(X+1 , (X
−
1 , X
+
1 ))f(σ
2
1 , σ
2
2)
)3
= 1
in B1,3. This means that identity (9) is satisfied with ± = +.
2) We show that g− satisfies (9) with ± = −, i.e.,(
σ−12 σ
−1
1 (σ1σ
2
2σ1)
−mg−(X1, Y1)f(σ
2
1 , σ
2
2)
)3
= 1
in B1,3 (we set Xi := X
+
i , Yi := X
−
i ). Substituting the given expression for g−(X1, Y1), using
(Y1, X1) = σ1σ
2
2σ1, the identities (σ
−1
2 σ
−1
1 )Y1X
−1
1 Y
−1
1 = X
−1
3 (σ
−1
2 σ
−1
1 ), (σ
−1
2 σ
−1
1 )σ1σ
2
2σ1 =
σ2σ
2
1σ2(σ
−1
2 σ
−1
1 ), and after a suitable conjugation, this equality is equivalent to
(19)
(
Y1f
−1(X1, σ1σ
2
2σ1)f(σ
2
1 , σ
2
2)f(X
−1
3 , σ2σ
2
1σ2)σ
−1
2 σ
−1
1
)3
= 1.
As f ∈ F ′2, f(aα, b) = f(a, b) if α commutes with both a and b. In particular, σ
2
1 commutes
(in B4) with both σ0σ
2
1σ0 and σ2σ
2
1σ2. It follows that f(σ0σ
2
1σ0, σ2σ
2
1σ2) = f((σ
2
1σ0)
2, σ2σ
2
1σ2).
Since (σ21σ0)
2 = (σ1σ
2
0)
2, f(σ0σ
2
1σ0, σ2σ
2
1σ2) = f((σ1σ
2
0)
2, σ2σ
2
1σ2). Substituting this identity
in the pentagon identity
f(σ21 , σ
2
2)f(σ0σ
2
1σ0, σ2σ
2
1σ2)f(σ
2
0 , σ
2
1) = f(σ
2
0 , σ1σ
2
2σ1)f(σ1σ
2
0σ1, σ
2
2)
in P4 := Ker(B4 → S4), taking the image of the resulting identity by the morphism P4 ⊂
B4 ×S4 S3 → B1,3, and using the identity X2X1 = X
−1
3 in B1,3, one obtains
f(σ21 , σ
2
2)f(X
−1
3 , σ2σ
2
1σ2)f(X1, σ
2
1) = f(X1, σ1σ
2
2σ1)f(X2, σ
2
2)
(identity in B1,3). Using this identity, (19) is equivalent to
(Y1Aσ
−1
2 σ
−1
1 )
3 = 1,
where A := f(X2, σ
2
2)f
−1(X1, σ
2
1). Using Y3 = σ
−1
2 σ
−1
1 Y1σ
−1
1 σ
−1
2 , Y2 = σ2σ1σ
−1
2 σ
−1
1 Y1σ
−1
2 σ
−1
1 ,
the latter identity is equivalent to
(20) Y1AY3(σ2σ1Aσ
−1
1 σ
−1
2 )Y2(σ1σ2Aσ
−1
2 σ
−1
1 ) = 1.
As Y1X2 = (X2σ
−2
1 )Y1, Y1σ
2
2 = σ
2
2Y1, X1Y3 = Y3(σ2σ
2
1σ
−1
2 X1), σ
2
1Y3 = Y3σ
2
1 , and Y1Y3 = Y
−1
2 ,
Y1AY3 = f(X2σ
−2
1 , σ
2
2)Y
−1
2 f
−1(σ2σ
2
1σ
−1
2 X1, σ
2
1).
As Ad(σ2σ1)(X2) = σ2σ
2
1σ
−1
2 X1, Ad(σ2σ1)(σ
2
2) = σ
2
1 , Ad(σ2σ1)(X1) = X3σ
−1
2 σ
−2
1 σ
−1
2 , Ad(σ2σ1)(σ
2
1) =
σ2σ
2
1σ
−1
2 ,
σ2σ1Aσ
−1
1 σ
−1
2 = f(σ2σ
2
1σ
−1
2 X1, σ
2
1)f
−1(X3σ
−1
2 σ
−2
1 σ
−1
2 , σ2σ
2
1σ
−1
2 ).
As Ad(σ1σ2)(X2) = X3σ
−1
2 σ
−2
1 σ2, Ad(σ1σ2)(σ
2
2) = σ2σ
2
1σ
−1
2 , Ad(σ1σ2)(X1) = X2σ
−2
1 , Ad(σ1σ2)(σ
2
1) =
σ22 ,
σ1σ2Aσ
−1
2 σ
−1
1 = f(X3σ
−1
2 σ
−2
1 σ2, σ2σ
2
1σ
−1
2 )f
−1(X2σ
−2
1 , σ
2
2).
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Taking these equalities into account and after simplification and conjugation, (20) is equivalent
to
Y −12 f
−1(X3σ
−1
2 σ
−2
1 σ
−1
2 , σ2σ
2
1σ
−1
2 )Y2f(X3σ
−1
2 σ
−2
1 σ2, σ2σ
2
1σ
−1
2 ) = 1,
which follows from Y −12 ·X3σ
−1
2 σ
−2
1 σ
−1
2 ·Y2 = X3σ
−1
2 σ
−2
1 σ2 and from the fact that Y2 commutes
with σ2σ
2
1σ
−1
2 .
3) Since σ21 commutes with both σ2σ
2
1σ2 and σ0σ
2
1σ0 and since f ∈ F
′
2, one has
f(σ2σ
2
1σ2, σ0σ
2
1σ0) = f(σ2σ
2
1σ2, (σ0σ
2
1)
2)
(equality in B4). Since (σ0σ
2
1)
2 ≡ (σ2σ1σ20σ1σ2)
−1 mod Z(P4) and f ∈ F ′2, one has
f(σ2σ
2
1σ2, (σ0σ
2
1)
2) = f(σ2σ
2
1σ2, (σ2σ1σ
2
0σ1σ2)
−1)
(equality in B4). Plugging these equalities in the pentagon equation
f(σ1σ
2
0σ1, σ
2
2)f
−1(σ20 , σ
2
1)f(σ2σ
2
1σ2, σ0σ
2
1σ0)f
−1(σ21 , σ
2
2)f(σ
2
0 , σ1σ
2
2σ1) = 1
(in B4) and multiplying by f
−1(σ20 , σ1σ
2
2σ1) from the right, one obtains
f(σ1σ
2
0σ1, σ
2
2)f
−1(σ20 , σ
2
1)f(σ2σ
2
1σ2, (σ2σ1σ
2
0σ1σ2)
−1)f−1(σ21 , σ
2
2) = f
−1(σ20 , σ1σ
2
2σ1)
(in B4). As σ2 commutes with both σ
2
0 and σ1σ
2
2σ1, the right side of this equality, and therefore
also its left side, commutes with σλ2 . It follows that the equality also holds with the left
side replaced by its conjugation of σλ2 ; multiplying the resulting equality by f(σ
2
0 , σ1σ
2
2σ1)
from the right, and using the identities σ2σ
2
1σ2 = σ
−1
2 σ
−1
1 (σ1σ
2
2σ1)σ1σ2, (σ2σ1σ
2
0σ1σ2)
−1 =
σ−12 σ
−1
1 (σ1σ
2
2σ1σ
2
0)
−1σ1σ2, one obtains
σλ2 f(σ1σ
2
0σ1, σ
2
2)f
−1(σ20 , σ
2
1)σ
−1
2 σ
−1
1 f(σ1σ
2
2σ1, (σ1σ
2
2σ1σ
2
0)
−1)σ1σ2f
−1(σ21 , σ
2
2)σ
−λ
2 f(σ
2
0 , σ1σ
2
2σ1)
= 1.(21)
On the other hand, σ−11 σ
2
2σ1 = σ2σ
2
1σ
−1
2 ≡ (σ
2
2σ
2
1)
−1 mod Z(P3) (equalities in P3); to-
gether with f ∈ F ′2, this implies f((σ
2
2σ
2
1)
−1, σ22) = f(σ2σ
2
1σ
−1
2 , σ
2
2) and f(σ
2
1 , (σ
2
2σ
2
1)
−1) =
f(σ21 , σ
−1
1 σ
2
2σ1) (equalities in P3). Plugging these equalities in the hexagon equation
1 = (σ22)
mf((σ22σ
2
1)
−1, σ22)(σ
2
2σ
2
1)
−mf(σ21 , (σ
2
2σ
2
1)
−1)(σ21)
mf(σ22 , σ
2
1)
(in P3), using the equalities f(σ2σ
2
1σ
−1
2 , σ
2
2) = σ2f(σ
2
1 , σ
2
2)σ
−1
2 , f(σ
2
1 , σ
−1
1 σ
2
2σ1) = σ
−1
1 f(σ
2
1 , σ
2
2)σ1,
(σ22)σ2 = σ
λ
2 , σ1(σ
2
1)
m = σλ1 , multiplying by σ1σ2f
−1(σ21 , σ
2
2)σ
−λ
2 from the left and using
σ1(σ
2
2σ
2
1)
−mσ−11 = (σ1σ
2
2σ1)
1−λ
2 , one obtains
σ1σ2f
−1(σ21 , σ
2
2)σ
−λ
2 = (σ1σ
2
2σ1)
1−λ
2 f(σ21 , σ
2
2)σ
λ
1 f
−1(σ21 , σ
2
2).
Plugging this equality in (21), one obtains
σλ2 f(σ1σ
2
0σ1, σ
2
2)f
−1(σ20 , σ
2
1)σ
−1
2 σ
−1
1 f(σ1σ
2
2σ1, σ
−2
0 σ
−1
1 σ
−2
2 σ
−1
1 )
(σ1σ
2
2σ1)
1−λ
2 f(σ21 , σ
2
2)σ
λ
1 f
−1(σ21 , σ
2
2)f(σ
2
0 , σ1σ
2
2σ1) = 1
(in B4 ×S4 S3). Taking the image of this equality under B4 ×S4 S3 → B1,3 and multiplying the
resulting equality by σ2f
−1(X2, σ
2
2)σ
−λ
2 from the left, one obtains
σ2f
−1(X2, σ
2
2)σ
−λ
2 = σ
−1
1 f
−1(X2σ
−2
1 , σ
2
2)f((Y1, X1), X
−1
1 (Y1, X1)
−1)(Y1, X1)
1−λ
2
f(σ21 , σ
2
2)σ
λ
1 f
−1(σ21 , σ
2
2)f(X1, (Y1, X1))
(in B1,3). As both σ2 and X2 commute with X1, the left side of this equality commutes with
Xλ1 , therefore so does its right side. Expressing the equality of X
λ
1 with its conjugate by the
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right side, and conjugating the resulting equality, one obtains
Ad
(
f((Y1, X1), X
−1
1 (Y1, X1)
−1)(Y1, X1)
1−λ
2 f(σ21 , σ
2
2)σ
λ
1 f
−1(σ21 , σ
2
2)f(X1, (Y1, X1))
)
((X1)
λ)
= Ad
(
f(X2σ
−2
1 , σ
2
2)σ1
)
((X1)
λ)
(22)
(in B1,3).
The equality
a••,•,•(β•,••β••,• ⊗ id•)a
−1
••,•,•
= a−1•,•,••(id•⊗a•,•,•)(id•⊗(β•,• ⊗ id•))(id•⊗a
−1
•,•,•)a•,•,•• · (β
2
•,• ⊗ id••)·
a−1•,•,••(id•⊗a•,•,•)(id•⊗(β•,• ⊗ id•))(id•⊗a
−1
•,•,•)a•,•,••
in PaB((••)(••)) follows from the fact that both sides correspond to the element σ1σ20σ1 ∈ B4.
Applying the automorphism Fλ,f to this equality, one obtains an equality in PaB((••)(••)),
which translates into the equality
f(σ1σ
2
0σ1, σ
2
2)(σ1σ
2
0σ1)
λf(σ1σ
2
0σ1, σ
2
2)
= f(σ20 , σ1σ
2
2σ1)
−1f(σ21 , σ
2
2)σ
λ
1 f(σ
2
1 , σ
2
2)
−1f(σ20 , σ1σ
2
2σ1) · σ
2λ
0 ·
· f(σ20 , σ1σ
2
2σ1)
−1f(σ21 , σ
2
2)σ
λ
1 f(σ
2
1 , σ
2
2)
−1f(σ20 , σ1σ
2
2σ1)
in B4 ×S4 S3 ⊂ B4.
As (Y1, X1) = σ1σ
2
2σ1 (relation in B1,3), the image of this equality in B1,3 is
f(X2, σ
2
2)X
λ
2 f(X2, σ
2
2)
−1 = f(X1, (Y1, X1))
−1ug+uf(X1, (Y1, X1)),
where
u := f(σ21 , σ
2
2)σ
λ
1 f(σ
2
1 , σ
2
2)
−1, g+ := f(X1, (Y1, X1))X
2λ
1 f(X1, (Y1, X1))
−1
(elements of B1,3). Conjugating by Y1 and using Y1X2Y
−1
1 = X2σ
−2
1 , Y1σ
2
1Y
−1
1 = σ
2
1 , one
obtains
f(X2σ
−2
1 , σ
2
2)(X2σ
−2
1 )
λf(X2σ
−2
1 , σ
2
2)
−1 = Y1f(X1, (Y1, X1))
−1ug+uf(X1, (Y1, X1))Y
−1
1 .
As X2σ
−2
1 = σ1X1σ
−1
1 , the left side of this identity identifies with the right side of (22).
Combining these identities, one gets
Ad
(
f((Y1, X1), Y1X
−1
1 Y
−1
1 )(Y1, X1)
1−λ
2
)
(ug+u
−1) = Ad
(
Y1f(X1, (Y1, X1))
−1
)
(ug+u),
which gives after conjugation
ug+u
−1 = g−ug+ug
−1
− ,
where g− := g−(X1, Y1), which is equivalent to u
2 = (ug−1+ u
−1, g−1− ), so the pair (g+, g−)
defined in the statement of the Proposition satisfies (10).
4) The fact that GT→ GTell, (λ, f) 7→ (λ, f, g±) is a morphism of semigroups follows from
the identity (g−(X,Y ), g+(X,Y )) = (Y,X)
λ. It is straightforward to check the commutativity
of the first diagram; the second diagram follows from ((λ, f) ∈ GT(k))⇒ (log f ∈ [ˆfk2 , fˆ
k
2 ]).
5) The arguments used in the case of GT(ell) extend mutatis to their profinite, pro-l and
prounipotent versions. 
Remark 2.21. There are compatible group morphisms GT → Aut(Rell), GTl → Aut(Relll ),
GT(k) → Aut(Rell(k)) (where Relll = Ker(GT
ell
l → GTl)), defined by (λ, f) 7→ θλ,f := conju-
gation by the image of (λ, f) 7→ (λ, f, g±) from Proposition 2.20. One computes θλ,f (Ψ+) =
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Ψ
1/λ
+ and θλ,f ((Ψ+Ψ−)
3) = ((Ψ+Ψ−)
3/λ, where (Ψ+Ψ−)
3 is a generator of Z(B3) = Z and
(Ψ+Ψ−)
3(1+2m) = (Ψ+Ψ−)
3(Ψ+Ψ−)
6m = (Ψ+Ψ−)
3 Ad(Y,X)m. 
The semigroup scheme morphism from Proposition 2.20 restricts to a group scheme mor-
phism, which yields an action of GT(−) on Rell(−). The group scheme GTell(−) has then a
semidirect product structure, fitting in the diagram
GTell(−) ≃ Rell(−)⋊GT(−)
↓ ↓
GL2 ≃ SL2⋊Gm
where the bottom map is induced by Gm → GL2, λ 7→
(
λ 0
0 1
)
.
3. Elliptic associators
In this section, we introduce the notion of elliptic associator. This notion yields particular
elliptic structures over BMCs. It gives rise to a scheme of elliptic associators, which appears
to be a torsor under the action of the group scheme GTell(−). We construct a morphism of
torsors from the scheme of associators to its elliptic analogue, which enables us to establish the
existence of rational elliptic associators.
3.1. Lie algebras tn and t1,n. Let k be a Q-ring. If S is a finite set, we define tkS as the k-Lie
algebra with generators tij , i 6= j ∈ S and relations tji = tij , [tij , tik+tjk] = 0 for i, j, k distinct,
[tij , tkl] = 0 for i, j, k, l distinct. We define tˆ
k
S as its degree completion, where deg(tij) = 1.
For S′ ⊃ Dφ
φ
→ S a partially defined map, there is a unique Lie algebra morphism tkS → t
k
S′ ,
x 7→ xφ, defined by (tij)φ :=
∑
i′∈φ−1(i),j′∈φ−1(j) ti′j′ . Then S 7→ t
k
S is a contravariant functor
(finite sets, partially defined maps)→ {Lie algebras}.
We also define tk1,S as the k-Lie algebra with generators x
±
i , i ∈ S and relations
∑
i∈S x
±
i = 0,
[x±i , x
±
j ] = 0 for i 6= j, [x
+
i , x
−
j ] = [x
+
j , x
−
i ] for i 6= j, [x
±
k , [x
+
i , x
−
j ]] = 0 for i, j, k distinct. We
then have a Lie algebra morphism tkS → t
k
1,S, tij 7→ [x
+
i , x
−
j ], which we denote by x 7→ {x}. We
will also write tij = [x
+
i , x
−
j ]. We define tˆ
k
1,S as the degree completion of t
k
1,S, where deg(x
±
i ) = 1.
For S′
φ
→ S a map, there is a unique Lie algebra morphism tk1,S → t
k
1,S′ , x 7→ x
φ, such that
(x±i )
φ :=
∑
i′∈φ−1(i) x
±
i′ . Then S 7→ t
k
1,S is a contravariant functor (finite sets, maps) → {Lie
algebras}. By restriction, S 7→ tkS may be viewed as a contravariant functor of the same type,
and the morphism tkS → t
k
1,S is then functorial; i.e., we have {x}
φ = {xφ} for x ∈ tS and any
map S′
φ
→ S.
We set tkn := t
k
[n], t1,n := t
k
1,[n], where [n] = {1, . . . , n}, and we write x
φ as xI1,...,In , where
Ii = φ
−1(i) for x ∈ tkn or x ∈ t
k
1,n.
3.2. Elliptic associators. Recall that the set M(k) of associators defined over k is the set of
(µ,Φ) ∈ k× exp(ˆfk2 ), such that Φ
3,2,1 = Φ−1,
(23) eµt23/2Φ1,2,3eµt12/2Φ3,1,2eµt31/2Φ2,3,1 = eµ(t12+t13+t23)/2,
(24) Φ2,3,4Φ1,23,4Φ1,2,3 = Φ1,2,34Φ12,3,4,
where Φ is viewed as an element of exp(ˆtk3 ) via the inclusion fˆ
k
2 ⊂ tˆ
k
3 , A,B 7→ t12, t23.
Definition 3.1. The set Ell(k) of elliptic associators defined over k is the set of quadruples
(µ,Φ, A+, A−), where (µ,Φ) ∈M(k) and A± ∈ exp(ˆtk1,2), such that:
(25) α3,1,2± α
2,3,1
± α
1,2,3
± = 1, where α± = {e
±µ(t12+t13)/2}A1,23± {Φ
1,2,3},
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(26) {eµt12} =
(
{Φ}−1A1,23− {Φ}, {e
−µt12/2(Φ2,1,3)−1}(A2,13+ )
−1{Φ2,1,3e−µt12/2}
)
.
Remark 3.2. We then have {e±µt12/2}A2,1± {e
±µt12/2}A1,2± = 1 and {e
µt12} = (A−, A+); here
as in (26), the notation (g, h) stands for the group commutator ghg−1h−1.
Then k 7→ M(k), Ell(k) are functors {Q-rings} → {sets}, i.e., Q-schemes. We have an
obvious scheme morphism Ell→M , (µ,Φ, A+, A−) 7→ (µ,Φ).
Define also a scheme morphism Ell → M2 by (µ,Φ, A+, A−) 7→
( u+ v+
u− v−
)
, where u±, v± are
the coefficients arising from logA± ≡ u±x
+
1 + v±x
−
1 mod [ˆt1,2, tˆ1,2]. Then relation (26) implies
that the ldiagram
Ell → M
↓ ↓
M2
det
→ A
commutes.
3.3. Categorical interpretations.
Definition 3.3. (see [Dr]) An infinitesimally braided monoidal category (IBMC) over k is a
set (C,⊗, c..., a..., U..., t...), such that:
1) (C,⊗, c..., a...) is a symmetric monoidal category (i.e., cY,XcX,Y = idX⊗Y );
2) Ob C ∋ X 7→ UX⊳AutC(X) is such that UX is a k-prounipotent group, and iUXi−1 = UY
for any i ∈ IsoC(X,Y );
3) (Ob C)2 ∋ (X,Y ) 7→ tX,Y ∈ LieUX⊗Y is a natural assignment;
4) tY,X = cX,Y tX,Y c
−1
X,Y and
tX⊗Y,Z = aX,Y,Z(idX ⊗tY,Z)a
−1
X,Y,Z + (cY,X ⊗ idZ)aY,X,Z(idY ⊗tX,Z)((cY,X ⊗ idZ)aY,X,Z)
−1.
A functor f : C → C′ between IBMCs is then a tensor functor, such that f(UX) ⊂ U ′f(X)
and f(tX,Y ) = t
′
f(X),f(Y ). An example of IMBC is constructed as follows: C = PaCD is the
category with the same objects as PaB, PaCD(O,O′) :=
{
exp(ˆt|O|)⋊ S|O| if |O| = |O
′|
∅ otherwise
,
cO,O′ = s|O|,|O′| ∈ S|O|+|O′| ⊂ AutPaCD(O⊗O
′) is the permutation i 7→ i+ |O′| for i ∈ [1, |O|],
i 7→ i − |O| for i ∈ [|O| + 1, |O| + |O′|], aO,O′,O′′ := 1, UO = exp(ˆtk|O|) ⊳ AutC(O), tO,O′ :=∑|O|
i=1
∑|O|+|O′|
i′=|O|+1 tii′ . The pair (PaCD, •) is initial among pairs (an IBMC, a distinguished
object).
We then set:
Definition 3.4. An elliptic structure over the IBMC C is a set (C˜, F, U˜..., x±...), where C˜ is
a category, F : C → C˜ is a functor, Ob C˜ ∋ X˜ 7→ U˜X˜ ⊳ AutC˜(X˜) is the assignment of a
k-prounipotent group, where i˜U˜X˜ i˜
−1 = U˜Y˜ for i˜ ∈ IsoC˜(X˜, Y˜ ) and F (UX) ⊂ U˜F (X), and
(ObC)2 ∋ (X,Y ) 7→ x±X,Y ∈ Lie U˜F (X⊗Y ) is a natural assignment, such that
x±Y,X = F (cX,Y )x
±
X,Y F (c
−1
X,Y ), x
±
X,1 = 0,
x±X⊗Y,Z + F (cX,Y⊗ZaX,Y,Z)
−1x±Y⊗Z,XF (cX,Y⊗ZaX,Y,Z)
+ F (a−1Z,X,Y cX⊗Y,Z)
−1x±Z⊗X,Y F (a
−1
Z,X,Y cX⊗Y,Z) = 0,
F (tX,Y⊗idZ) = [F (aX,Y,Z)
−1x+X,Y⊗ZF (aX,Y,Z), F ((cX,Y⊗idZ)
−1aY,X,Z)x
−
Y,X⊗ZF (a
−1
Y,X,Z(cX,Y⊗idZ))].
Functors between pairs (an IBMC, an elliptic structure over it) are defined in an obvious
way. An elliptic structure over PaCD is defined as follows: C˜ := PaCDell is the category
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with the same objects as PaB, PaCDell(O,O
′) :=
{
exp(ˆtk1,|O|)⋊ S|O| if |O| = |O
′|
∅ otherwise,
U˜O =
exp(ˆt1,|O|)⊳AutPaCDell(O), F is induced by the morphism tn → t1,n, x 7→ {x} and the identity
between symmetric groups, x±O,O′ =
∑|O|
i=1 x
±
i ∈ Lie U˜O⊗O′ . The triple (PaCD,PaCDell, •) is
universal for triples (an IBMC, an elliptic structure over it, a distinguished object).
Let us say that a k-BMC is a braided monoidal category (BMC) C, such that the image of
each morphism Pn → AutC(X1 ⊗ · · · ⊗Xn) is contained in a k-prounipotent group. Then each
(µ,Φ) ∈M(k) gives rise to a map {IBMCs} → {k-BMCs}, C 7→ (µ,Φ) ∗ C, where (µ,Φ) ∗ C :=
(C,⊗, βX,Y := cX,Y eµtX,Y /2, a˜X,Y,Z := Φ(aX,Y,Z(tX,Y ⊗ idZ)a
−1
X,Y,Z , idX ⊗tY,Z)aX,Y,Z).
In the same say, a k-elliptic structure over a k-BMC is an elliptic structure, such that the
image of each morphism P1,n → AutC˜(F (X1⊗· · ·⊗Xn)) is contained in a k-prounipotent group.
Then each (µ,Φ, A+, A−) ∈ Ell(k) gives rise to a map {(an IBMC, an elliptic structure over
it)} → {(a k-BMC, an elliptic structure over it)}, (C, C˜) 7→ (µ,Φ, A+, A−) ∗ (C, C˜) = (C′, C˜′),
where C′ = (µ,Φ) ∗ C and C˜′ = (C˜, F, A˜+X,Y , A˜
−
X,Y ), where A˜
±
X,Y := A±(x
+
X,Y , x
−
X,Y ).
3.4. Action of GTell(−) on Ell. Recall first that there is an action of GT(k) onM(k), defined
by
(λ, f) ∗ (µ,Φ) := (λµ,Φ(A,B)f(eµA,Φ(A,B)−1eµBΦ(A,B))) = (µ′,Φ′).
For (λ, f, g+, g−) ∈ GTell(k) and (µ,Φ, A+, A−) ∈ Ell(k), we set
(λ, f, g+, g−) ∗ (µ,Φ, A+, A−) := (µ
′,Φ′, A′+, A
′
−)
where A′± := g±(A+, A−).
Proposition 3.5. This defines an action of GTell(k) on Ell(k).
Proof. For gell ∈ GTell(k), and (C, C˜) ∈ {(a k-BMC, an elliptic structure over it)}, we have
gell ∗ ((µ,Φ, A+, A−) ∗ (C, C˜)) = (gell ∗ (µ,Φ, A±)) ∗ (C, C˜). When (C, C˜) = (PaCD,PaCDell),
(µ,Φ, A+, A−) can be recovered uniquely from (µ,Φ, A+, A−)∗(C, C˜), as eµt12 = β2•,•, Φ = a˜•,•,•,
and A± = A
±
•,•, which implies that the above formula defines an action. 
Remark 3.6. The actions of GT(k) on {k-BMCs} and on M(k) are compatible, in the sense
that for g ∈ GT(k), g ∗ ((µ,Φ) ∗ C) = (g ∗ (µ,Φ)) ∗ C. In the same way, the actions of GTell(k)
on {(a k-BMC, an elliptic structure over it)} and on Ell(k) are compatible.
Remark 3.7. The morphism Ell → M2 from Section 3.2 is compatible with the semigroup
scheme morphism GTell(−)→ M2 from Proposition 2.10, with the action of GTell on Ell, and
with the left multiplication action of M2 on itself.
3.5. A morphism M → Ell. The scheme morphism Ell → M , (µ,Φ, A+, A−) → (µ,Φ)
is clearly compatible with the semigroup scheme morphism GTell(−) → GT(−). We now
construct a section of this morphism.
Proposition 3.8. There is a unique scheme morphism σ :M → Ell, (µ,Φ)→ (µ,Φ, A+, A−),
where
A+ := Φ(
adx1
eadx1 − 1
(y2), t12) · e
µ
ad x1
ead x1−1
(y2)
· Φ(
adx1
ead x1 − 1
(y2), t12)
−1,
A− := e
µt12/2Φ(
adx2
ead x2 − 1
(y1), t21)e
x1Φ(
adx1
ead x1 − 1
(y2), t12)
−1
(we set xi := x
+
i , yi := x
−
i ). It is compatible with the semigroup scheme morphism GT(−) →
GTell(−) from Proposition 2.20.
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One checks that σ fits in a diagram
M
σ
→ Ell
↓ ↓
A → M2
where the bottom map is µ 7→
(
0 −µ
1 0
)
. This diagram is compatible with the last diagram of
Proposition 2.20.
Proof. By [CEE], Prop. 5.3, (µ,Φ, A+, A−) satisfies
A12,3± = {e
±µt12/2(Φ−1)2,1,3}A2,13± {Φ
2,1,3e±µt12/2Φ−1}A1,23± {Φ},
and therefore (25).
The last identity of loc. cit. can be rewritten as follows (using the commutation of {t12} with
A12,3+ )
A2,13− {Φ
2,1,3}A12,3+ {(Φ
2,1,3)−1}(A2,13− )
−1 = {(Φ3,1,2)−1eµt12/2Φ3,2,1eµt23Φ1,2,3e−µt12/2}A12,3+ {Φ
3,1,2}.
Now the hexagon and duality identities imply
(27) (Φ3,2,1)−1eµt12/2Φ3,2,1eµt23Φ1,2,3e−µt12/2 = e−µt13/2Φ2,3,1eµt23/2(Φ3,2,1)−1eµt3,12/2,
Φ3,1,2 = eµt3,21/2Φ3,2,1e−µt23/2(Φ2,3,1)−1e−µt13/2,
and
Φ2,1,3 = e∓µt13/2Φ2,3,1e∓µt23/2(Φ3,2,1)−1e±µt3,12/2,
so (27) is rewritten (using the commutation of {t13} with A
2,13
− )
{e−µt13/2}A2,13− {Φ
2,3,1e−µt23/2(Φ3,2,1)−1eµt3,12/2}A12,3+ {e
µt3,12/2Φ3,2,1e−µt23/2(Φ2,3,1)−1}
(A2,13− )
−1{e−µt13/2}(28)
= {e−µt13/2Φ2,3,1eµt23/2(Φ3,2,1)−1eµt3,21/2}A12,3+ {e
µt3,21/2Φ3,2,1e−µt23/2(Φ2,3,1)−1e−µt13/2}.
As A2,1+ e
µt12/2A+e
µt12/2 = 1, we have eµt3,12/2A12,3+ e
µt3,12/2 = (A3,12+ )
−1; using this iden-
tity and performing the transformation of indices (1, 2, 3) → (3, 1, 2), (28) yields (26). So
(µ,Φ, A+, A−) ∈ Ell(k). The compatibility of σ : M(k) → Ell(k) with the semigroup mor-
phism GT(k)→ GTell(k) follows from (A−, A+) = e
µt12 . 
3.6. A subscheme Ell ⊂ Ell and its torsor structure under GTell(−). Set M(k) :=
{(µ,Φ)|µ ∈ k×} ⊂ M(k) and Ell(k) := {(µ,Φ, A±)|µ ∈ k
×} ⊂ Ell(k). The actions of GT(ell)
restrict to actions of GT(k) on M(k) and GTell(k) on Ell(k). Recall that M(k) is a principal
homogeneous space under the action of GT(k) ([Dr]). Similarly:
Proposition 3.9. Ell(k) is empty or a principal homogeneous space under the action of
GTell(k).
Proof. Assume Ell(k) 6= ∅ and let us show that the action is free. If (λ, f, g+, g−) ∈
Stab(µ,Φ, A+, A−), then by the freeness of the action of GT(k) on M(k), (λ, f) = 1. Then
A± = g±(A+, A−). Relation (26) implies that if a±, b± ∈ k are such that logA± ≡ a±x
+
1 +
b±x
−
1 mod degree ≥ 2 (where x
±
1 have degree 1), then a+b− − a−b+ = µ, which implies that
(logA+, logA−) generate tˆ
k
1,2, and therefore that g± = 1.
We now prove that the action is transitive. As the action of GT(k) on M(k) is transitive,
and as GTell(k) → GT(k) is surjective (as the morphism defined in Proposition 2.20 restricts
to a section of it), it suffices to prove that for any (µ,Φ) ∈ Ell(k), the action of Rell(k) on
{(A+, A−)|(µ,Φ, A+, A−) ∈ Ell(k)} is transitive. If (A+, A−) and (A′+, A
′
−) belong to this set,
then there is a unique (g+, g−) ∈ F2(k)2 ≃ P1,2(k)2 such that A′± = g±(A+, A−). Then
α1,2,3± α
3,1,2
± α
2,3,1
± = 1, where α± = g±(A
1,23
+ , A
1,23
− ){Φ
1,2,3e±µt12,3/2}.
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The canonical morphism B1,3 → Aut(µ,Φ,A+,A−)∗PaCD(•(••)) = exp(ˆt
k
1,3) ⋊ S3 extends to an
isomorphism B1,3(k) ≃ exp(ˆtk1,3) ⋊ S3, given by X
±
1 7→ A
1,23
± , σ1 7→ {Φe
µt12/2}(12){Φ}−1,
σ2 7→ {eµt23/2}(23). It is such that σ
±1
2 σ
±1
1 7→ {Φe
±(µ/2)t3,12}(23)(12). The preimage of the
above identity by this isomorphism then yields (g±(X
+
1 , X
−
1 )σ
±1
2 σ
±1
1 )
3 = 1. Similarly, the
preimage of the identity
{eµt12} =
(
{Φ−1}g−(A
1,23
+ , A
1,23
− ){Φ}, {e
−(µ/2)t12(Φ
2,1,3)−1}g−1+ (A
2,13
+ , A
2,13
− ){Φ
2,1,3e−(µ/2)t12}
)
yields σ21 = (σ1g
−1
+ (X
+
1 , X
−
1 )σ1, g−(X
+
1 , X
−
1 )). 
Recall the following definition:
Definition 3.10. A Q-torsor is the data of: Q-group schemes G,H, a Q-scheme X, commuting
left and right actions of G,H on X, such that: for any k with X(k) 6= ∅, the action of G(k)
and H(k) on X(k) is free and transitive.
Morphisms of torsors are then defined in the obvious way.
The above Q-scheme morphisms between Ell and M restrict to a torsor morphism Ell→M
and a section of it M
σ
→ Ell, fitting in commutative diagrams
Ell → M
↓ ↓
GL2
det
→ Gm
and
M → Ell
↓ ↓
Gm
µ7→
(
0 −1
µ 0
)
→ GL2
4. The group GRTell(k) and isomorphisms of Lie algebras
In this section, we study the group scheme GRTell(−) of GTell(−)-automorphisms of the
scheme of elliptic associators. We show that its Lie algebra grtell is graded and equipped with
a graded morphism grtell → grt. We construct a section of this morphism, which brings to light
the semidirect product structure of grtell. We show that the Lie subalgebra sl2 ⊂ Der(t1,2) and
the derivations δ2k, k ≥ 0 of t1,2 from [CEE] give rise to a family of generators of the kernel
rell := Ker(grtell → grt). The existence of rational elliptic associators enables us to construct
an isomorphism between the group schemes GTell(−) and GRTell(−), compatible with their
semidirect product structures and with their actions on the elliptic braid groups and their
graded versions.
4.1. Reminders about GRT(k). Let k be a Q-ring. Recall ([Dr]) that GRT1(k) is defined as
the set of all g ∈ exp(ˆfk2 ) ⊂ exp(ˆt
k
3 ), such that:
g3,2,1 = g−1, g3,1,2g2,3,1g1,2,3 = 1 (relations in exp(ˆtk3 )),
t12 +Ad(g
1,2,3)−1(t23) + Ad(g
2,1,3)−1(t13) = t12 + t13 + t23 (relation in tˆ
k
3 ),
g2,3,4g1,23,4g1,2,3 = g1,2,34g12,3,4 (relation in exp(ˆtk4 )).
This is a group with law (g1 ∗ g2)(A,B) := g1(Ad(g2(A,B))(A), B)g2(A,B). Note that g ∈
GRT1(k) gives rise to θg ∈ Aut(ˆtk3 ), defined by
θg : t12 7→ t12, t23 7→ Ad(g
1,2,3)−1(t23), t13 7→ Ad(g
2,1,3)−1(t13).
Then g1 ∗ g2 = g1θg2(g1), and θg1∗g2 = θg2θg1 , so g 7→ θg is a group antimorphism.
The group k× acts on GRT1(k) by (c · g)(A,B) := g(c−1A, c−1B), and one sets GRT(k) :=
GRT1(k)⋊ k×. GRT1(−) is a prounipotent group scheme.
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4.2. The group GRTell(k). Define GRT
ell
1 (k) as the set of all (g, u+, u−), such that g ∈
GRT1(k), u± ∈ tˆk1,2, and
(29) Ad(g1,2,3)−1(u1,23± ) + Ad(g
2,1,3)−1(u2,13± ) + u
3,12
± = 0,
(30) [Ad(g1,2,3)−1(u1,23± ), u
3,12
± ] = 0,
(31) [Ad(g1,2,3)−1(u1,23+ ),Ad(g
2,1,3)−1(u2,13− )] = t12
(relations in tˆk1,3). Set (g1, u
1
+, u
1
−) ∗ (g2, u
2
+, u
2
−) := (g, u+, u−), where
(32) u±(x1, y1) := u
1
±(u
2
+(x1, y1), u
2
−(x1, y1))
(where tk1,2 is viewed as the free Lie algebra generated by x1, y1).
We first prove:
Lemma 4.1. (g, u+, u−) ∈ GRT
ell
1 (k) iff there exists an automorphism of tˆ
k
1,3 (henceforth
denoted θg,u±), such that
x±1 7→ Ad(g
1,2,3)−1(u1,23± ), x
±
2 7→ Ad(g
2,1,3)−1(u2,13± ), x
±
3 7→ u
3,12
± ,
t12 7→ t12, t23 7→ Ad(g
1,2,3)−1(t23), t13 7→ Ad(g
2,1,3)−1(t13).
Proof. The condition that the relations x±1 +x
±
2 +x
±
3 = 0 (resp., [x
±
1 , x
±
3 ] = 0, [x
+
1 , x
−
2 ] = t12)
are preserved is equivalent to condition (29) (resp., (30), (31)), and the relation [t12, x
±
3 ] = 0
is automatically preserved. Then the relation g3,1,2g2,3,1g1,2,3 = 1 implies that θg,u±(x
2,3,1) =
Ad(g1,2,3)−1(θg,u±(x)
2,3,1) for x ∈ {x±i , tij}. So the other relations [tij , x
±
k ] = 0 are also pre-
served. 
Proposition 4.2. GRTell1 (k), equipped with the above product, is a group.
Proof. The product is that of the group GRT1(k) × Aut(ˆtk1,2)
op, so it remains to prove
that GRTell1 (k) is stable under the operations of product and inverse. If (gi, u
i
±) ∈ GRT
ell
1 (k)
(i = 1, 2), then the action of θg2,u±2
θg1,u±1
on the generators of tˆk1,3 is given by the formulas of
Lemma 4.1, with g = g1 ∗ g2 and u± as in (32). So (g, u±) ∈ GRT
ell
1 (k), as claimed. Similarly,
if (g, u±) ∈ GRT
ell
1 (k), then the action of θ
−1
g,u± on the generators of tˆ
k
1,3 is as in Lemma 4.1,
with (g, u±) replaced by (inverse of g in GRT1(k), inverse of (u+, u−) in Aut(ˆt
k
1,2)), so (g, u±)
is invertible. 
In particular, we have
(33) θ(g2,u±2 )
θ(g1,u±1 )
= θ(g1,u±1 )∗(g2,u
±
2 )
.
The assignments k 7→ GRT1(k),GRT
ell
1 (k) are then Q-group schemes.
For (g, u±) ∈ GRT
ell
1 (k), define a±, b± ∈ k by u±(x1, y1) = a±x1 + b±y1 mod [ˆt
k
1,2, tˆ
k
1,2].
Lemma 4.3. 1) There is a unique group scheme morphism GRTell1 (−) → SL2, (g, u±) 7→( a+ b+
a− b−
)
.
2) This morphism has a section SL2 → GRT
ell
1 (−), given by
( a+ b+
a− b−
)
7→ (1, u±(x1, y1) =
a±x1 + b±y1).
Proof. 1) a+b−− a−b+ = 1 follows from (31); the morphism property is clear. 2) is straight-
forward. 
We now set GRTellI2 (k) := Ker
(
GRTell1 (k)→ SL2(k)
)
. This defines a group scheme GRTellI2 (−).
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Lemma 4.4. GRTellI2 (−) is a prounipotent group scheme; we have GRT
ell
1 (−) = GRT
ell
I2 (−)⋊
SL2.
Proof. GRTellI2 (k) is a subgroup of GRT1(k) × Ker
(
Aut(ˆtk1,2) → GL2(k)
)
; the assignment
k 7→ (the latter group) is a prounipotent group scheme, hence so is GRTellI2 (−). The second
statement follows from Lemma 4.3. 
The group k× acts on GRTell1 (k) by c · (g, u±) := (c · g, c · u±), where c · g is as above, (c ·
u+)(x
+
1 , x
−
1 ) := u+(x
+
1 , c
−1x−1 ), (c ·u−)(x
+
1 , x
−
1 ) := cu−(x
+
1 , c
−1x−1 ). We then set GRTell(k) :=
GRTell1 (k)⋊k
×. Then k 7→ GRTell(k) is a Q-group scheme, and GRTell(−) = GRT
ell
1 (−)⋊Gm.
There is a unique group scheme morphism GRTell1 (−)→ GRT1(−), given by (g, u±) 7→ g; it
extends to a group scheme morphism
(34) GRTell(−)→ GRT(−),
whose restriction to Gm is the identity.
To elucidate the structure of GRTell(−), we use the following statement on iterated semidirect
products:
Lemma 4.5. Let Gi be groups (i = 1, 2, 3). The following data are equivalent:
(a) actions11 Gj → Aut(Gi) for i < j, such that g3 ∗ (g2 ∗ g1) = (g3 ∗ g2) ∗ (g3 ∗ g1);
(b) actions Gj → Aut(Gi) for (i, j) = (1, 2) and (2, 3), and an action G23 → Aut(G12)
(where Gij := Gi ⋊ Gj), compatible with the actions of Gj on Gi for (i, j) = (1, 2) or (2, 3),
and with the adjoint action of G2 on itself.
These equivalent data yield actions G3 → Aut(G12) and G23 → Aut(G1), and we then have
a canonical isomorphism (G1 ⋊G2)⋊G3 ≃ G1 ⋊ (G2 ⋊G3).
Proof. Straightforward. 
We then have an action of GL2 on GRT
ell
1 (−), given by γ · (g, u+, u−) := (det γ · g, u˜+, u˜−),
where
( u˜+(x1,y1)
u˜−(x1,y1)
)
:= γ−1
( u+(x˜1,y˜1)
u−(x˜1,y˜1)
)
and
(
x˜1
y˜1
)
:= γ
( x1
y1
)
. It satisfies the conditions of Lemma
4.5, (b), where: G1 = GRT
ell
I2 (−), G2 = SL2, G3 = Gm, the isomorphism G2⋊G3 ≃ GL2 being
given by Gm → GL2, c 7→
(
1 0
0 c
)
. We have therefore an isomorphism
GRTell(−) ≃ GRT
ell
I2 (−)⋊GL2,
where we recall that GRTellI2 (−) is prounipotent.
The morphism (34) then fits in a commutative diagram
GRTell(−) → GRT(−)
↓ ↓
GL2
det
→ Gm
as the morphism G2 ⋊G3 → G3 coincides with det.
4.3. A morphism GRT(k) → GRTell(k). We now construct a section of the morphism (34).
We first set
(35) t0i := −
adxi
ead xi − 1
(yi) ∈ tˆ
k
1,n for i ∈ {1, ..., n}.
For g = g(A,B) ∈ exp(ˆfk2 ), we set g
0,1,2 := g(t01, t12) ∈ exp(ˆtk1,2) g
0,2,1 := g(t02, t21) ∈ exp(ˆtk1,2).
11The action of gj ∈ Gj on gi ∈ Gi is denoted gj ∗ gi ∈ Gi.
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Lemma-Definition 4.6. For g ∈ exp(ˆfk2 ), there exists αg ∈ Aut(ˆt
k
1,2), uniquely defined by
αg(x1) = log(g
0,2,1ex1(g0,1,2)−1), αg(t01) = g
0,1,2t01(g
0,1,2)−1. We set
(ug+, u
g
−) := (αg(x1), αg(y1)) ∈ (ˆt
k
1,2)
2.
Proof. This follows from the fact that tk1,2 is freely generated by x1 and t01. 
Proposition 4.7. There exists a unique group morphism GRT1(k) → GRT
ell
1 (k), given by
g 7→ (g, ug+, u
g
−). It is compatible with the action of k
×, hence extends to a group morphism
GRT(k)→ GRTell(k), which is a section of (34) and fits in a commutative diagram
GRT(−) → GRTell(−)
↓ ↓
Gm → GL2,
where the bottom morphism is c 7→
(
1 0
0 c
)
.
Proof. We first prove:
Lemma 4.8. tˆk1,n admits the following presentation: generators xi, tαβ (i ∈ {1, ..., n}, α 6=
β ∈ {0, ..., n}); one sets Xi := exi ; relations (i, j, ... run over {1, ..., n} while α, β, ... run over
{0, . . . , n}):
(36) tβα = tαβ for α 6= β, [tαβ , tγδ] = [tαβ , tαγ + tβγ ] = 0 for α, ..., δ all different,
(37) log(Xi, Xj) = log(
∏
i
Xi) = 0,
(38) Xi(t0j + tij)X
−1
i = t0j if i 6= j, Xit0iX
−1
i =
∑
α6=i
tαi,
(39) XitjkX
−1
i = tjk for i, j, k distinct, (XjXk)tjk(XjXk)
−1 = tjk for i 6= j,
(40)
∑
0≤α<β≤n
tαβ = 0.
Proof. One first checks that if one defines t0i as in (35), then the above relations are satisfied;
conversely, if one sets yi := −
ead xi−1
ad xi
(t0i), then the above relations lead to the defining relations
of tˆk1,n. 
Lemma 4.9. Let (g, u±) ∈ GRT
ell
1 (k) and α ∈ Aut(ˆt
k
1,2) be defined by α(x
±
1 ) = u±. Then
θg,u± ∈ Aut(ˆt
k
1,3) (see Lemma 4.1) may be defined by
θg,u± : X1 7→ Ad(g
1,2,3)−1(α(X1)
1,23), X2 7→ Ad(g
2,1,3)−1(α(X1)
2,13), X3 7→ α(X1)
3,12,
t01 7→ Ad(g
1,2,3)−1(α(t01)
1,23), t02 7→ Ad(g
2,1,3)−1(α(t01)
2,13), t03 7→ α(t01)
3,12,
t12 7→ t12, t23 7→ Ad(g
1,2,3)−1(t23), t13 7→ Ad(g
2,1,3)−1(t13).
Proof. Immediate. 
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Lemma 4.10. Let g ∈ GRT1(k). There is a unique θ˜g ∈ Aut(ˆtk1,3), such that
θ˜g : X1 7→ (g
1,2,3)−1g0,23,1X1(g
0,1,23)−1g1,2,3, X2 7→ (g
2,1,3)−1g0,13,2X2(g
0,2,13)−1g2,1,3,
X3 7→ g
0,12,3X3(g
0,3,12)−1,
(41)
t01 7→ Ad((g
1,2,3)−1g0,1,23)(t01), t02 7→ Ad((g
2,1,3)−1g0,2,13)(t02), t03 7→ Ad(g
0,3,12)(t03),
(42) t12 7→ t12, t23 7→ Ad(g
1,2,3)−1(t23), t13 7→ Ad(g
2,1,3)−1(t13).
Proof. Let us first prove that relations (36) and (40) (for n = 3) are preserved. In Subsection
4.4, we will construct an elliptic IBMC g ∗PaCD with distinguished object •, which gives rise
to a functor PaCD → g ∗ PaCD. One derives from there an automorphism exp(ˆtkn) ⋊ Sn =
AutPaCD(O) → Autg∗PaCD(O) = exp(ˆtkn) ⋊ Sn for any O ∈ PaCD(O), |O| = n. When
O = •((••)•), the resulting automorphism of tˆk4 is given by (41), (42). So relations (36) are
preserved. The automorphism necessarily preserves Z (ˆtk4 ) = k ·
∑
α<β tαβ , so relation (40) is
also preserved.
Note for later use that
(43) θ˜g(x
2,3,1) = Ad(g1,2,3)−1(θ˜g(x)
2,3,1) for x ∈ {xi, tαβ}.
We have
θ˜g(X2)θ˜g(X3) = (g
2,1,3)−1g0,13,2X2(g
0,2,13)−1g2,1,3g0,21,3X3(g
0,3,12)−1
= (g2,1,3)−1g0,13,2X2g
02,1,3(g0,2,1)−1X3(g
0,3,12)−1
= (g2,1,3)−1g0,13,2g0,1,3X2X3(g
03,2,1)−1(g0,3,12)−1
= (g2,1,3)−1(g1,3,2)−1g0,1,32g01,3,2X2X3(g
0,3,2)−1(g0,32,1)−1(g3,2,1)−1
= (g2,1,3)−1(g1,3,2)−1g0,1,32X2X3(g
0,32,1)−1(g3,2,1)−1,
while
θ˜g(X3)θ˜g(X2) = g
0,21,3X3(g
0,3,12)−1(g2,1,3)−1g0,13,2X2(g
0,2,13)−1g2,1,3
= g0,21,3X3g
03,1,2(g0,3,1)−1X2(g
0,2,13)−1g2,1,3
= g0,12,3g0,1,2X3X2(g
02,3,1)−1(g0,2,13)−1g2,1,3
= (g1,2,3)−1g0,1,23g01,2,3X3X2(g
0,2,3)−1(g0,23,1)−1(g2,3,1)−1g2,1,3
= (g1,2,3)−1g0,1,23X3X2(g
0,23,1)−1(g2,3,1)−1g2,1,3,
which implies (θ˜g(X2), θ˜g(X3)) = 1. Then (43) implies that (θ˜g(Xi), θ˜g(Xj)) = 1 for any i, j.
The above computation of θ˜g(X2)θ˜g(X3) implies that
θ˜g(X1)θ˜g(X2)θ˜g(X3)
= (g1,2,3)−1g0,23,1X1(g
0,1,23)−1g1,2,3(g2,1,3)−1(g1,3,2)−1X2X3(g
0,32,1)−1(g3,2,1)−1 = 1
as X1X2X3 = 1. So X1X2X3 = 1 is preserved.
θ˜g(X3) clearly commutes with θ˜g(t12), which implies that XjtjkX
−1
i = tjk is preserved in
view of (43), as well as XjXktjk(XjXk)
−1 = tjk (as the Xi commute and X1X2X3 = 1).
Now
θ˜g(t02 + t12) = Ad((g
2,1,3)−1g0,2,31)(t02) + t12 = Ad(g
0,21,3)(Ad(g0,2,1)(t02) + t12)
= Ad(g0,21,3)(t01 + t02 + t12 −Ad(g
0,1,2)(t01)) = t12 +Ad(g
0,21,3)(t01 + t02)−Ad(g
0,12,3g0,1,2)(t01).
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Then
θ˜g(X1)θ˜g(t02 + t12)
= (g1,2,3)−1g0,23,1X1
(
(g0,1,23)−1g1,2,3t12 + (g
0,1,23)−1g1,2,3g0,12,3(t01 + t02)(g
0,12,3)−1
−(g0,1,23)−1g1,2,3g0,12,3g0,1,2t01(g
0,1,2)−1(g0,12,3)−1
)
= (g1,2,3)−1g0,23,1X1
(
g01,2,3(g0,1,2)−1t12(g
0,12,3)−1 + g01,2,3(g0,1,2)−1(t01 + t02)(g
0,12,3)−1
−g01,2,3t01(g
0,1,2)−1(g0,12,3)−1
)
= (g1,2,3)−1g0,23,1X1g
01,2,3(t02 + t12)(g
0,1,2)−1(g0,12,3)−1
= (g1,2,3)−1g0,23,1g0,2,3t02X1(g
0,1,2)−1(g0,12,3)−1,
while
θ˜g(t02)θ˜g(X1) = (g
2,1,3)−1g0,2,31t02(g
0,2,31)−1g2,1,3(g1,2,3)−1g0,23,1X1(g
0,1,23)−1g1,2,3
= (g2,1,3)−1g0,2,31t02g
02,3,1(g0,2,3)−1X1(g
0,1,23)−1g1,2,3
= (g2,1,3)−1g0,2,31g02,3,1t02X1(g
01,2,3)−1(g0,1,23)−1g1,2,3
= g3,1,2g2,3,1g0,23,1g0,2,3t02X1(g
0,1,2)−1(g0,12,3)−1,
so the relation X1(t02 + t12)X
−1
1 = t02 is preserved. (43) then implies that the relations
Xi(t0j + tij)X
−1
i = t0j are preserved. Together with the other relations, these relations imply
the relations Xit0iX
−1
i =
∑
α6=i tαi, which are therefore also preserved. 
End of proof of Proposition 4.7. If g ∈ GRT1(k), then one checks that the automorphisms
θ˜g from Lemma 4.10 and αg ∈ Aut(ˆtk1,2) from Lemma-Definition 4.6 are related in the same
way as θg,u± and α are in Lemma 4.9. It follows that if u
g
± are as in Lemma-Definition 4.6,
then (g, ug+, u
g
−) ∈ GRT
ell
1 (k). This defines a map GRT1(k)→ GRT
ell
1 (k).
Let us show that GRT1(k)→ GRT
ell
1 (k) is a group morphism. In view of (33), it suffices to
prove that θ˜g2 θ˜g1 = θ˜g1∗g2 , which can be checked directly, e.g.,
θ˜g2(θ˜g1(X1)) = θ˜g2(g
0,2,1
1 X1(g
0,1,2)−1) = θ˜g2(g1(t02, t21)X1g
−1
1 (t01, t12))
= g1(Ad(g
0,2,1
2 )(t02), t21)g
0,2,1
2 X1(g
0,2,1
2 )
−1g−11 (Ad(g
0,2,1
2 )(t01), t12)
= (g1 ∗ g2)
0,2,1X1((g1 ∗ g2)
0,1,2)−1 = θ˜g1∗g2(X1),
etc.
Let us prove that GRT1(k)→ GRT
ell
1 (k) is compatible with the actions of k
×. If c ·(g, u±) =
(g˜, u˜±), then θg˜,u˜± and θg,u± are related by θg˜,u˜± = γcθg,u±γ
−1
c , where γc ∈ Aut(ˆt
k
1,3) is given by
γc(x
+
i ) = x
+
i , γc(x
−
i ) = c
−1x−i . It then suffices to prove that θ˜g˜ = γcθ˜gγ
−1
c , where we recall that
g˜(A,B) = g(c−1A, c−1B), which follows from γc(xi) = xi, γc(tαβ) = c
−1tαβ for 0 ≤ α 6= β ≤ 3.
The final commutative diagram follows from
GRTell1 (k) ⋊ k
×
 ''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
SL2(k) ⋊ k×
∼ // GL2(k)
We set
(44) Rgrell(k) := Ker
(
GRTell(k)→ GRT(k)
)
.
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Explicitly,
Rgrell(k) = {(u+, u−) ∈ (ˆt
k
1,2)
2|u1,23± + u
2,31
± + u
3,12
± = 0, [u
1,23
± , u
2,13
± ] = 0, [u
1,23
+ , u
2,13
− ] = t12}
⊂ Aut(ˆtk1,2)
op.(45)
Then k 7→ Rgrell(k) is Q-group scheme, and we have a commutative diagram
1 → Rgrell(−) → GRTell(−) → GRT(−) → 1
↓ ↓ ↓
1 → SL2 → GL2
det
→ Gm → 1
The lift of GRTell(−) → GL2 restricts to a morphism SL2 → R
gr
ell(−), and the structure of
Rgrell(−) is therefore
Rgrell(−) = Ker
(
Rgrell(−)→ SL2
)
⋊ SL2,
in which the kernel is prounipotent.
The morphism from Proposition 4.7 enables us to define an action of GRT(−) on Rgrell(−).
GRTell(−) has then the structure of a semidirect product, fitting in
GRTell(−) ≃ R
gr
ell(−)⋊GRT(−)
↓ ↓
GL2 ≃ SL2⋊Gm
where the bottom morphism is induced by Gm → GL2, c 7→
(
1 0
0 c
)
.
4.4. Categorical interpretations. A left action of GRT(k) on {IMBCs} is defined as follows:
g ∈ GRT1(k) acts on (C, c..., a..., t...) by only modifying aXY Z into a
′
X,Y,Z := aXY Zg(tXY ⊗
idZ , a
−1
XY Z(idX ⊗tY Z)aXY Z) and c ∈ k
× acts by only modifying tXY into ctXY .
Similarly, one can show that a left action of GRTell(k) on {(an IBMC, an elliptic structure
over it)} is defined as follows: (g, u+, u−) ∈ GRT
ell
1 (k) acts on (C, C˜) as (g, u+, u−) ∗ (C, C˜) :=
(g ∗ C, C˜′), where for C˜ = (C˜, F, x±...), we set C˜
′ = (C˜, F, x±...), where x
±
X,Y = u
±(x+X,Y , x
−
X,Y ), and
c ∈ k× acts on (C, C˜) as c ∗ (C, C˜) := (c ∗ C, C˜′), where C˜′ = (C˜, F, x+X,Y , cx
−
X,Y ).
4.5. Action of GRTell(k) on Ell(k). Recall that GRT(k) acts on M(k) from the right as
follows: for g ∈ GRT1(k) and (µ,Φ) ∈M(k), (µ,Φ) ∗ g := (µ, Φ˜), where
Φ˜(t12, t23) = Φ(Ad(g
1,2,3)(t12), t23)g
1,2,3,
and for c ∈ k×,(µ,Φ)∗c := (cµ, c∗Φ), where (c∗Φ)(A,B) = Φ(cA, cB). This action is compatible
with the maps {IBMCs} → {BMCs} induced by elements of M(k): Φ ∗ (g ∗ C0) = (Φ ∗ g) ∗ C0
for any Φ ∈M(k), g ∈ GRT(k) and IBMC C0.
For (g, u±) ∈ GRT
ell
1 (k) and (µ,Φ, A±) ∈ Ell(k), we set (µ,Φ, A±) ∗ (g, u±) := (µ, Φ˜, A˜±),
where
A˜±(x1, y1) := A±(u+(x1, y1), u−(x1, y1))
(in other terms, A˜± = θ(A±), where θ ∈ Aut(ˆtk1,2) is x
±
1 7→ u±(x
+
1 , x
−
1 )) and for c ∈ k
×, we set
(µ,Φ, A±) ∗ c := (µ, c ∗ Φ, c♯A±), where (c♯A±)(x
+
1 , x
−
1 ) := A±(x
+
1 , cx
−
1 ).
Proposition 4.11. This defines a right action of GRTell(k) on Ell(k), commuting with the
left action of GTell(k) and compatible with the right action of GL2(k) on M2(k).
Proof. Let us show that (µ, Φ˜, A˜±) ∈ Ell(k). If θ ∈ Aut(ˆtk1,2) is defined by θ(x
±
1 ) = u±, and
θ˜ := θg,u± , then one checks that
θ˜(x1,23) = Ad(g1,2,3)−1(θ(x)1,23), θ˜(x2,31) = Ad(g2,1,3)−1(θ(x)2,31), θ˜(x3,12) = θ(x)3,12
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for any x ∈ tˆk1,2. Applying θ˜ to (25), one gets
θ({e±µt12/2}A±)
3,12θ˜(Φ3,1,2)(g2,1,3)−1θ({e±µt12/2}A±)
2,31g2,1,3θ˜(Φ2,3,1)(g1,2,3)−1θ({e±µt12/2}A±)
1,23
g1,2,3θ˜(Φ1,2,3) = 1.
Using the identities θ˜(Φ3,1,2)(g2,1,3)−1 = Φ˜3,1,2, g2,1,3θ˜(Φ2,3,1)(g1,2,3)−1 = Φ˜2,3,1, g1,2,3θ˜(Φ1,2,3) =
Φ˜1,2,3, and θ({e±µt12/2}A±) = {e±µt12/2}A˜±, one obtains that (µ, Φ˜, A˜±) satisfies (25).
Applying now θ˜ to (26), one gets
eµt12 =
(
θ˜(Φ)−1g−1θ(A−)
1,23gθ˜(Φ), e−µt12/2θ˜(Φ2,1,3)−1(g2,1,3)−1(θ(A)2,13)−1g2,1,3θ˜(Φ2,1,3)e−µt12/2
)
.
Using again gθ˜(Φ) = Φ˜ and g2,1,3θ˜(Φ2,1,3) = Φ˜2,1,3, together with θ(A±) = A˜±, one obtains
that (µ, Φ˜, A˜±) satisfies (26).
Similarly, applying the automorphism x+i 7→ x
+
i , x
−
i 7→ cx
−
i to identities (25), (26), one
obtains that (µ,Φ, A±) ∗ c satisfies the same identities, hence belongs to Ell(k). It is then
immediate to check that this defines a right action of GRTell(k), commuting with the left
action of GTell(k). 
Proposition 4.12. The action of GRTell(k) on Ell(k) restricts to an action on Ell(k) ⊂
Ell(k), which is free and transitive.
Proof. Given that the action of GRT(k) on M(k) is free and transitive, it suffices to prove
that the action of Rgrell(k) on Ell(µ,Φ)(k) := Ell(k)×M(k) {(µ,Φ)} is free and transitive for any
(µ,Φ) ∈ Ell(k).
Recall that Rgrell(k) is explicitly described by (45); its inclusion into Aut(ˆt
k
1,2) is given by
(u+, u−) 7→ θu+,u− = (x
±
1 7→ u±). On the other hand, Ell(µ,Φ)(k) = {(A+, A−) satisfying (25),
(26)}. Then
(46) (A+, A−) ∗ (u+, u−) = (θu±(A+), θu±(A−)).
Relation (26) implies that (A−, A+) = e
µt12 , which together with µ ∈ k× implies that tˆk1,2 is
generated by logA+, logA−. Together with (46), this implies that the action of R
gr
ell(k) on
Ell(µ,Φ)(k) is free.
Let us now show that this action is transitive. We first observe that Rgrell(k) can be described
as {θ ∈ Aut(ˆtk1,2)|∃θ˜ ∈ Aut(ˆt
k
1,3) with θ˜(tij) = tij for 1 ≤ i 6= j ≤ 3 and θ˜(x
i,jk) = θ(x)i,jk for
{i, j, k} = {1, 2, 3} and x ∈ tˆk1,2}. Let (A+, A−) and (A˜+, A˜−) ∈ Ell(µ,Φ)(k) and let θ ∈ Aut(ˆt
k
1,2)
be the automorphism such that θ(A±) = A˜±. Let us show that there exists θ˜ ∈ Aut(ˆtk1,3), such
that
(47)
θ˜(tij) = tij for 1 ≤ i 6= j ≤ 3 and θ˜(x
i,jk) = θ(x)i,jk for {i, j, k} = {1, 2, 3} and x ∈ tˆk1,2.
Let i(µ,Φ) : B3(k) → exp(ˆt3) ⋊ S3, i(µ,Φ,A±) : B1,3(k) → exp(ˆt1,3) ⋊ S3 be the isomorphisms
induced by (µ,Φ), (µ,Φ, A±) and the object •(••). We have a commutative diagram
P3(k)
i˜(µ,Φ)
//

++
exp(ˆtk3 )

,,
B3(k)
i(µ,Φ)
//

exp(ˆtk3 )⋊ S3

P1,3(k)
i˜(µ,Φ,A±)//
33exp(ˆt
k
1,3) 22
B1,3(k)
i(µ,Φ,A±)// exp(ˆtk1,3)⋊ S3
where the maps ‘i’ are isomorphisms. Note that for σ ∈ B3, i(µ,Φ)(σ)[σ]
−1 ∈ exp(ˆtk3 ) (where
σ 7→ [σ] is the canonical morphism B3 → S3).
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Then
i˜(µ,Φ,A±)(X
±
1 ) = A
1,23
± , i˜(µ,Φ,A±)(X
±
2 ) = {iΦ(σ
±1
1 )s1}A
2,13
± {s1iΦ(σ
±1
1 )},
i˜(µ,Φ,A±)(X
±
3 ) = {iΦ(σ
±1
2 σ
±1
1 )s1s2}A
3,12
± {s2s1iΦ(σ
±1
1 σ
±1
2 )},
where we recall that x 7→ {x} is induced by the canonical morphism t3 → t1,3. Also i˜(µ,Φ,A±)(σ
2
i ) =
{i˜(µ,Φ)(σ
2
i )}, for i = 1, 2 and i˜(µ,Φ,A±)(σ1σ
2
2σ1) = {i˜(µ,Φ)(σ1σ
2
2σ1)}.
Let θ˜ := i˜(µ,Φ,A˜±) ◦ i˜
−1
(µ,Φ,A±)
. Then θ˜ ∈ Aut(ˆtk1,3), and:
(a) θ˜ leaves {i˜(µ,Φ)(σ
2
i )} (i = 1, 2) and {i˜(µ,Φ)(σ1σ
2
2σ1)} fixed, so it leaves the image of
tˆ3 → tˆ1,3 pointwise fixed;
(b) θ˜(A1,23± ) = A˜
1,23
± ,
θ˜({i(µ,Φ)(σ
±1
1 )s1}A
2,13
± {s1i(µ,Φ)(σ
±1
1 )}) = {i(µ,Φ)(σ
±1
1 )s1}A˜
2,13
± {s1i(µ,Φ)(σ
±1
1 )},
which implies, as {i(µ,Φ)(σ
±1
1 )s1} and {s1i(µ,Φ)(σ
±1
1 )} ∈ im(exp(ˆt
k
3 )→ exp(ˆt
k
1,3)), that θ˜(A
2,13
± ) =
A˜2,13± ; one proves similarly that θ˜(A
3,12
± ) = A˜
3,12
± .
(b) implies that θ˜(xi,jk) = θ(x)i,jk holds for x = A±, therefore also for x in the topological
group generated by A±. As µ ∈ k×, this group is equal to exp(ˆtk1,2), so θ˜ satisfies (47). So
θ ∈ Rgrell(k). 
Proposition 4.13. The scheme morphisms Ell → M and M
σ
→ Ell (see Proposition 3.8)
are compatible with the morphisms GRTell(−) → GRT(−) and GRT(−) → GRTell(−) (see
Proposition 4.7).
Proof. We need to prove the second statement only. Let M(k)
σ
→ Ell(k) be given by
(µ,Φ) 7→ (µ,Φ, A±(µ,Φ)), then we must show that for g ∈ GRT1(k) and (µ, Φ˜) = (µ,Φ) ∗ g,
we have A±(µ, Φ˜) = αg(A(µ,Φ)), where αg is as in Lemma-Definition 4.6. This follows from
the fact that αg satisfies αg(t02) = Ad(g
0,2,1)(t02), αg(t12) = t12. It is also clear that M(k)
σ
→
Ell(k) is compatible with the action of k×. 
Remark 4.14. In fact, the commutative diagrams
Ell → M
↓ ↓
M2
det
→ A
and
M
σ
→ Ell
↓ ↓
A
c 7→
(
0 −c
1 0
)
→ M2
are
compatible with the right actions of the diagrams
GRTell(−) → GRT(−)
↓ ↓
GL2
det
→ Gm
and
GRT(−) → GRTell(−)
↓ ↓
Gm
c 7→
(
1 0
0 c
)
→ GL2
4.6. Lie algebras. The graded Grothendieck-Teichmu¨ller Lie algebra is12
grt1 = { ψ ∈ f2|ψ + ψ
3,2,1 = 0, ψ + ψ2,3,1 + ψ3,1,2 = 0, [t23, ψ
1,2,3] + [t13, ψ
2,1,3] = 0,
ψ2,3,4 − ψ12,3,4 + ψ1,23,4 − ψ1,2,34 + ψ1,2,3 = 0},
where we use the inclusion f2 ⊂ t3, A 7→ t12, B 7→ t23; it is equipped with the Lie bracket
〈ψ1, ψ2〉 = [ψ1, ψ2] +Dψ2(ψ1)−Dψ1(ψ2), where Dψ : A 7→ [ψ,A], B 7→ 0.
The Lie algebra Q acts on grt1 by [1, ψ] = −(degψ)ψ (where degA = degB = 1), and we
set grt := grt1 ⋊Q.
The Lie algebras grt, grt1 are N-graded (where deg is extended to be 0 on Q), we then have
LieGRT(1)(−) = ĝrt(1) (the degree completions).
12As before, f2 = f
Q
2
, etc.
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Let
grtell1 := { (ψ, α±) ∈ f2 × (t1,2)
2|ψ ∈ grt1,
α1,23± + α
2,31
± + α
3,12
± + [x
1
±, ψ
1,2,3] + [x2±, ψ
2,1,3] = 0,
[x1±, α
3,12
± ] + [α
1,23
± , x
3
±]− [x
1
±, [x
3
±, ψ
1,2,3]] = 0,
[x1+, α
2,13
− ]− [x
2
−, α
1,23
+ ] = [x
2
−, [x
1
+, ψ
1,2,3]]− [x1+, [x
2
−, ψ
2,1,3]]}.
For α± ∈ t1,2, define Dα± ∈ Der(t1,2) by x
±
1 7→ α±. Then
[(ψ1, α
±
1 ), (ψ2, α
±
2 )] = (〈ψ1, ψ2〉, Dα±2
(α±1 )−Dα±1
(α±2 ))
defines a Lie bracket on grtell1 , and
grtell1 ⊂ grt1 ×Der(t1,2)
op.
The Lie algebra Qe22 acts on grt
ell
1 by
[e22, (ψ, α+, α−)] = (−(degψ)ψ,−(deg− α+)α+, (1− deg− α−)α−),
where degψ is as above, and deg− α± is defined by deg− x
+
1 = 0, deg− x
−
1 = 1. We then set
grtell := grt
ell
1 ⋊Qe22.
The Lie algebras grtell(1) are N-graded, where (ψ, α±) has degree n if 2 degψ = degα±−1 = n
(degα± being defined by deg x
±
1 = 1 and degψ by deg t12 = deg t23 = 1) and e22 has degree 0.
Then LieGRTell(1)(−) = ĝrt
ell
(1).
We have a morphism grtell1 → sl2, (ψ, α+, α−) 7→
( a+ b+
a− b−
)
, where α+ ≡ a±x1 + b±y1 modulo
degree ≥ 2. It extends to a morphism grtell → gl2 via e22 7→
(
0 0
0 1
)
. We denote by grtellI2 the
common kernel of these morphisms; it coincides with the part of grtell (or grtell1 ) of positive
degree.
These morphisms admit sections sl2 → grt
ell
1 given by
( a+ b+
a− b−
)
7→ (0, a±x1 + b±y1) and
gl2 → grtell given by its extension by
(
0 0
0 1
)
7→ e22. We then have grt
ell
1 ≃ grt
ell
I2
⋊ sl2, grtell ≃
grtellI2 ⋊ gl2.
Z2-gradings may be defined on grtell(1) as follows. We have a Lie algebra inclusion grt
ell
1 ⊂
grt1 ⊕ Der(t1,2) =: G. Recall that grt1 is N-graded while Der(t1,2) is Z
2-graded by the Z2-
grading of t1,2 given by (deg+, deg−)(x
+
1 ) = (1, 0), (deg+, deg−)(x
−
1 ) = (0, 1). We then define
a Z2-grading on G by G[p, q] :=
{
Der(t1,2)[p, q] if q 6= p
grt1[p]⊕Der(t1,2)[p, p] if q = p
. This restricts to a
Z2-grading (deg+, deg−) of grt
ell
1 , which extends to grtell by (deg+, deg−)(e22) = (0, 0).
The Z2-grading of grtell is compatible with the action of the Cartan subalgebra of gl2: we have
[e11, x] = −(deg+ x)x, [e22, x] = −(deg− x)x for e11 =
(
1 0
0 0
)
∈ gl2 and x ∈ grtell homogeneous.
We have a morphism grtell1 → grt1, (ψ, u±) 7→ ψ. It extends to a morphism grtell → grt by
e22 7→ 1. Using Proposition 4.7, sections of these morphisms are constructed as follows:
Proposition 4.15. There is a unique Lie algebra morphism grt1 → ĝrt
ell
1 , ψ 7→ (ψ, u
ψ
+, u
ψ
−),
where uψ± := Dψ(x
±
1 ) and Dψ ∈ Der(ˆt1,2) is defined by
Dψ(e
x1) = ψ0,2,1ex1 − ex1ψ0,1,2, Dψ(t01) = [ψ
0,1,2, t01];
recall that
ψ0,1,2 = ψ(t01, t12), ψ
0,2,1 = ψ(t02, t21), t0i = −
adxi
ead xi − 1
(yi), i = 1, 2.
It extends to a Lie algebra morphism grt → ĝrtell by 1 7→ e22. It is homogeneous, grt being
equipped with its degree and ĝrtell with degree deg−.
ELLIPTIC ASSOCIATORS 33
Set now rgrell := Ker(grtell → grt). We have
rgrell = {(α+, α−) ∈ (t1,2)
2| α1,23± + α
2,31
± + α
3,12
± = 0,
[x1±, α
2,13
± ] + [α
1,23
± , x
2
±] = 0,
[x1+, α
2,13
− ] + [α
1,23
+ , x
2
−] = 0} ⊂ Der(t1,2)
op.
This is a Z2-graded Lie subalgebra of grtell; it is also N-graded by deg++deg−. We have
rgrell[0] ≃ sl2 and r
gr
ell ≃ (⊕d>0r
gr
ell[d]) ⋊ sl2. Its completion for the N-degree is isomorphic to
LieRgrell(−).
Define a partial completion rˆgrell := ⊕q(
∏
p r
gr
ell[p, q]). Proposition 4.15 gives rise to a Lie alge-
bra morphism grt→ Der(ˆrgrell). We then have gˆrtell ≃ rˆ
gr
ell⋊ grt, where gˆrtell := ⊕q
∏
p grtell[p, q]
is a partial completion.
Set gtell := LieGTell(−), gt
ell
1 := LieGT
ell
1 (−), then gtell = gt
ell
1 ⋊ Q. The Lie algebra
gtell1 admits a description as a subspace of fˆ2 × (ˆt1,2)
2 similar to that of Lemma 2.15, and
is filtered as follows: gtell = gt
ell
1 ⋊ Q, where gt
ell
1 := LieGT
ell
1 (−) ⊂ fˆ2 × (ˆt1,2)
2. We then
set (gtell1 )
≥n := gtell1 ∩
(ˆ
f
≥n/2
2 × ((ˆt1,2)
2)≥n+1
)
for n ≥ 0, where the degree in fˆ2 is induced
by deg(t12) = deg(t23) = 1 and the degree in tˆ1,2 by deg(x
±
1 ) = 1. The Lie algebra gtell is
similarly filtered by (gtell)
≥0 = gtell, (gtell)
≥n = (gtell1 )
≥n if n > 0. It follows from the form of
the conditions under which (ψ, α+, α−) ∈ fˆ2 × (t1,2)2 belong to gt
ell
1 that there is a canonical
morphism gr(gtell)→ grtell, restricting to gr(rell)→ r
gr
ell and compatible with gr(gt)→ grt. In
Section 4.8, we will see that all these morphisms are isomorphisms.
Remark 4.16. The relations between Lie groups and algebras are summarized as follows:
GRT1(k) = exp(ĝrt
k
1 ), GRT(k) = exp(ĝrt
k
1 )⋊ k
×,
GRTell1 (k) = exp(ĝrt
ell,k
I2 )⋊ SL2(k), GRTell(k) = exp(ĝrt
ell,k
I2 )⋊GL2(k),
Rgrell(k) = exp(
∏
d>0
rgrell[d]⊗ k)⋊ SL2(k).
Remark 4.17. Any (α+, α−) ∈ r
gr
ell satisfies α±+α
2,1
± = 0, which implies that the total degree
(in which x±1 have degree 1) of α± is odd. So r
gr
ell[d] = 0 unless d is even.
Remark 4.18. (Relation with the work of H. Tsunogai.) In [Ts], H. Tsunogai describes the
“stable derivation algebra” in genus one. This is a graded Lie algebra version of the intersection
over n ≥ 1 of the images of the morphisms Out∗(P1,n) → Out
∗(P1,1), where Out
∗ ⊂ Out are
certain subgroups. This is a Lie subalgebra GTs ⊂ Der(t1,2), which may be defined as the set
of all (α+, α−) ∈ (t1,2)2, such that there exists ψ ∈ t3, such that
ψ1,2,3 + ψ3,2,1 = [t12, ψ
1,2,3] + [t13, ψ
2,1,3] = 0, [x1+, α
1,2
− ] + [α
1,2
+ , x
1
−] = 0,
[x1±, α
3,12
± ]+[α
1,23
± , x
3
±] = [x
±
3 , [x
±
1 , ψ
1,2,3]], [x1+, α
3,12
− ]+[α
1,23
+ , x
2
−] = [t13, ψ
1,3,2]+[x1+, [x
2
−, ψ
1,3,2]]
(the relation between the present formalism and that of [Ts] is as follows: t3 ↔ L
(2)◦
1 , t1,2 ↔
L
(2)
1 , α+, α− ↔ S, T , U
1,2,3 ↔ ψ2,1,3; the present relations are obtained from those of [Ts] by
some changes of indices). This system of conditions is a consequence of the system expressing
that (ψ, α+, α−) ∈ grt
ell
1 ; the latter is more restrictive as it contains additional conditions,
namely the pentagon and hexagon conditions on ψ, as well as the conditions α1,23± + α
2,31
± +
α3,12± + [x
1
±, ψ
1,2,3] + [x2±, ψ
2,1,3] = 0. It follows that there is a double inclusion
im(grtell1 → Der(t1,2)) ⊂ GTs ⊂ Der(t1,2).
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4.7. A Lie subalgebra b3 ⊂ r
gr
ell.
Proposition 4.19. For n ≥ 0, set
(48) δ2n := (α+ = ad(x1)
2n+2(y1), α− =
1
2
∑
0≤p≤2n+1,
p+q=2n+1
(−1)p[(adx1)
p(y1), (adx1)
q(y1)]).
Then δ2n ∈ r
gr
ell[2n + 1, 1]. The element δ0 is central in grtell and coincides with ad t12 as an
element of Der(t1,2)
op.
Proof. In [CEE], Proposition 3.1, we constructed derivations δ˙
(m)
2n ∈ Der(t1,m), such that
δ˙
(m)
2n : xi 7→ 0, tij 7→ [tij , (adxi)
2n(tij)], yi 7→
∑
j:j 6=i
1
2
∑
p+q=2n−1
[(adxi)
p(tij), (− adxi)
q(tij)].
Let then δ
(m)
2n := δ˙
(m)
2n + [
∑
i<j(adxi)
2n(tij),−]. Then
δ
(m)
2n (xi) = [
∑
j 6=i
(adxi)
2n(tij), xi] = (adxi)
2n+2(yi) = α
i,1...ˇi...n
− , δ
(m)
2n (tij) = 0,
δ
(m)
2n (yi) = δ˙
(m)
2n (yi) + [
∑
j<k
(adxj)
2n(tjk), yi]
= δ˙
(m)
2n (yi) +
∑
j 6=i
[(adxi)
2n(tij), yi] +
∑
j<k;j,k 6=i
[(adxj)
2n(tjk), yi]
= δ˙
(m)
2n (yi) +
∑
j 6=i
[(adxi)
2n(tij), yi] +
∑
j<k;j,k 6=i
∑
p+q=2n−1
(adxj)
p[tij , (adxj)
q(tjk)]
= δ˙
(m)
2n (yi) +
∑
j 6=i
[(adxi)
2n(tij), yi]−
∑
j<k;j,k 6=i
∑
p+q=2n−1
[(− adxi)
p(tij), (adxi)
q(tik)]
= δ˙
(m)
2n (yi) +
∑
j 6=i
[(adxi)
2n(tij), yi]−
1
2
∑
p+q=2n−1
[
∑
j 6=i
(− adxi)
p(tij),
∑
k 6=i
(adxi)
q(tik)]
+
1
2
∑
j 6=i
∑
p+q=2n−1
[(− adxi)
p(tij), (adxi)
q(tij)]
= −[(adxi)
2n+1(yi), yi] +
1
2
∑
p+q=2n−1
[(− adxi)
p+1(yi), (adxi)
q+1(yi)]
=
1
2
∑
p+q=2n+1
[(− adxi)
p(yi), (adxi)
q(yi)] = α
i,1...ˇi...n
− .
Then 0 = δ
(3)
2n ([x
±
1 , x
±
2 ]) = [x
±
1 , α
2,13
± ] + [α
1,23
± , x
±
2 ] and 0 = δ
(3)
2n (t12) = [x
+
1 , α
2,13
− ] + [α
1,23
+ , x
−
2 ],
which implies that δ2n ∈ r
gr
ell. 
We define b3 := 〈sl2, δ2n;n ≥ 0〉 ⊂ r
gr
ell as the Lie subalgebra generated by sl2 and the δ2n.
A basis of sl2 ⊂ b3 is
(49) e+ := (α+ = 0, α− = x1), e− := (α+ = y1, α− = 0), h := (α+ = x1, α− = −y−).
The Lie algebra b3 is N-graded, and corresponds to the subgroup exp(bˆ
+,k
3 )⋊SL2(k) ⊂ R
gr
ell(k)
(where the hat denotes the degree completion and + means the positive degree part).
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4.8. Isomorphisms of Lie algebras. Let k be a Q-ring. As Ell(k) is a torsor, each e ∈ Ell(k)
gives rise ro an isomorphism ie : GTell(k) → GRTell(k), defined by g ∗ e = e ∗ ie(g) for any
g ∈ GTell(k). Similarly, any Φ˜ ∈ M(k) gives rise to an isomorphism iΦ˜ : GT(k) → GRT(k)
defined by the same conditions. We then have a commutative diagram
(50)
GTell(k)
ie→ GRTell(k)
↓ ↓
GT(k)
iΦ˜→ GRT(k)
where Φ˜ = im(e ∈ Ell(k)→M(k)). In particular, ie restricts to an isomorphism ie : Rell(k)→
Rgrell(k). When e ∈ im(M(k)
σ
→ Ell(k)), the isomorphism Rell(k)
ie→ Rgrell(k) is compatible
with iΦ˜ and the actions of GT(k), GRT(k) on both sides via the lifts GT(k)
σ
→ GTell(k),
GRT(k)
σ
→ GRTell(k).
The isomorphisms ie induce Lie algebra isomorphisms gt
k
ell → ĝrt
k
ell, restricting to r
k
ell →
rˆgr,kell , compatible with the filtrations and whose associated graded isomorphisms are the canon-
ical morphisms from the end of Subsection 4.6. Since Ell(Q) 6= ∅ (e.g., because it contains
σ(M(Q))), we obtain:
Proposition 4.20. There are isomorphisms gtell ≃ gˆr(gtell) = ĝrtell and rell ≃ gˆr(rell) = rˆ
gr
ell.
4.9. Actions on prounipotent completions of elliptic braid groups. Let k be a Q-ring.
We recall that Pn(k) (resp., P1,n(k)) is the prounipotent completion of the pure (resp., elliptic)
braid group Pn (resp., P1,n), where n ≥ 1, and that Bn(k) (resp., B1,n(k)) to be the relative
completion of the full (resp., elliptic) braid group with n strands with respect to the canonical
morphism to Sn; it identifes with the pushout Bn ∗Pn Pn(k) (resp., B1,n ∗P1,n P1,n(k)).
Proposition 4.21. 1) The action of GT = Z/2Z on Bn via (−1) · σi = σ
−1
i extends to the
following objects:
• a morphism µO : GT(k)→ Aut(Bn(k)) for each O ∈ Pan;
• a map
GT(k) ×Pan ×Pan → Pn(k), (g,O,O
′) 7→ bOO′(g),
related by the identities
(51) µO′(g) = Inn(bOO′(g)) ◦ µO(g),
(52) bOO′(gh) = bOO′(g) · µO(g)(bOO′(h)), bOO′′(g) = bO′O′′(g)bOO′(g).
2) The action of GTell = B˜3 on B1,n given by (15) extends to a collection of morphisms
µellO : GTell(k)→ Aut(B1,n(k))
indexed by O ∈ Pan, related to the morphisms µO by the identity
(53) µellO (gell)(bell) = µO(g)(b)ell,
and satisfying
(54) µellO′(gell) = Inn(bOO′(g)ell) ◦ µ
ell
O (g),
for any gell ∈ GTell(k) and b ∈ Bn(k), where g := im(gell ∈ GTell(k) → GT(k)) and bell :=
im(b ∈ Bn(k)→ B1,n(k)).
3) The restriction µellO|Rell(k) is independent of O ∈ Pan and will be denoted
µell : Rell(k)→ Aut(B1,n(k)).
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If gell = (1, 1, g+, g−) ∈ Rell(k), where g± = g±(X1, Y1) ∈ P1,2(k), then the action of gell on
B1,n(k) induced by µell is such that
gell ·X
±
1 = g±(X
+
1 , X
−
1 ), gell · σi = σi for i = 1, . . . , n− 1.
Proof. 1) Let C := PaBk be the k-prounipotent version of the BMC PaB, G := GT(k).
For g ∈ G, g ∗ C is a BMC with distinguished object •. By the universal property of C, one
derives from there a functor αg : C → g ∗ C, uniquely defined by the condition that it is tensor
and that it induces the identity on objects. As a category, g ∗ C canonically identifies with C;
let ig : g ∗ C → C be this isomorphism. One then defines βg := ig ◦ αg : C → C. The identity
βgβg′ = βg′g follows from the commutativity of
C
$$■
■■
■■
■■
■■
■
βg′

g ∗ C
∼
::✉✉✉✉✉✉✉✉✉✉
##❍
❍❍
❍❍
❍❍
❍❍
g′ ∗ C
∼
!!❈
❈❈
❈❈
❈❈
❈❈
C //
>>⑤⑤⑤⑤⑤⑤⑤⑤
βg
00
βgg′
33gg′ ∗ C
∼ //
∼
::✈✈✈✈✈✈✈✈✈
C
in which the commutativity of the central square follows from that of
g ∗ C
g∗ϕ
→ g ∗ D
∼↓ ↓∼
C
ϕ
→ D
for any braided monoidal categories C,D and any tensor functor ϕ : C → D.
It follows that g 7→ βg−1 defines a morphism from G to the group of autofunctors of C, i.e.,
an action of G on C.
Let O,O′ ∈ Pan. There is a canonical isomorphism iO : AutC(O)→ Bn(k) and a canonical
element iOO′ ∈ IsoC(O,O′) (corresponding to the unit in Bn(k)). Then for f ∈ AutC(O),
iO(f) = iO′(iOO′fi
−1
OO′).
Define the action µO of G on B1,n(k) as the transport via iO of its action on AutC(O), namely
µO(g)(b) := iO(g∗i
−1
O (b)). The claimed identities then hold with bOO′(g) := iO(i
−1
OO′ ◦(g∗iOO′)).
2) The collection of morphisms µellO is then defined in the same way: G is replaced by
Gell := GTell(k), C by Cell := PaB
ell
k
, the isomorphisms iO by i
ell
O and iOO′ by F (iOO′), where
F : C → Cell is the canonical functor. The claimed identity follows from iellO (F (x)) = iO(F (x))ell ,
for x ∈ AutC(O).
3) follows from identity (54), from the fact that g = 1GT(k) if gell ∈ Rell(k), and from
bOO′(1GT(k)) = 1Pn(k), which follows from the first part of (52). 
Proposition 4.22. 1) There are morphisms
µgrO : GRT(k)→ Aut(exp(ˆt
k
n)⋊ Sn) for each O ∈ Pan
and a map
GRT(k) ×Pan ×Pan → exp(ˆt
k
n), (g,O,O
′) 7→ bgrOO′(g),
satisfying the analogues of the identities of Proposition 4.21, 1).
2) There are morphisms
µell,grO : GRTell(k)→ Aut(exp(ˆt
k
1,n)⋊ Sn)
for each O ∈ Pan, satisfying the analogues of the identities of Proposition 4.21, 2).
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3) The restriction µell,gr
O|Rgr
ell
(k)
is independent of O and will be denoted
µgrell : R
gr
ell(k)→ Aut(exp(ˆt
k
1,n)⋊ Sn).
This morphism factors as Rgrell(k) → Aut(ˆt
k
1,n)
Sn → Aut(exp(ˆtk1,n) ⋊ Sn). The Lie algebra
morphism associated to the first factor is
rgrell → Der(t1,n)
Sn , (α+, α−) 7→ (x
±
i 7→ α
i,1···ˇi···n
± ).
Proof. Similar to that of Proposition 4.21. 
Remark 4.23. In [CEE], we introduced the Lie algebra d := d+ ⋊ sl2, where d+ is the sl2-Lie
algebra freely generated by the δ˜2m, m ≥ 0, which is a highest weight vector for the simple
(2m+1)-dimensional sl2-module. There is a surjective morphism d→ b3, which is the identity
on sl2 and given by δ˜2m 7→ δ2m. In [CEE], we also constructed a morphism
d→ Der(t1,n)
Sn .
According to Proposition 4.22, 3), this morphism factors as d → rgrell → Der(t1,n)
Sn . As
im(d→ rgrell) = b3, the morphism from [CEE] factors through b3. 
Let us set Bgrn (k) := exp(ˆt
k
n)⋊ Sn, B
gr
1,n(k) := exp(ˆt
k
1,n)⋊ Sn. We define P
gr
n (k), P
gr
1,n(k) as
the “pure” versions of these groups (i.e., the kernels of their maps to Sn).
Proposition 4.24. 1) There is a family of isomorphisms iΦ˜O : Bn(k) → B
gr
n (k) for each
Φ˜ := (µ,Φ) ∈M(k), and a family of maps
M(k)×Pan ×Pan → P
gr
n (k), (Φ˜, O,O
′) 7→ bgrOO′(Φ˜),
such that
iΦ˜O′ = Inn(b
gr
OO′(Φ˜)) ◦ i
Φ˜
O, b
gr
OO′′(Φ˜) = b
gr
O′O′′(Φ˜)b
gr
OO′(Φ˜),
iΦ˜O ◦ µO(g) = i
g−1∗Φ˜
O , µ
gr
O (ggr) ◦ i
Φ˜
O = i
Φ˜∗g−1gr
O ,
where g ∈ GT(k), ggr ∈ GRT(k).
2) Each e ∈ Ell(k) gives rise to a family of isomorphisms iell,eO : B1,n(k)→ B
gr
1,n(k), indexed
by O ∈ Pan. They satisfy
iΦ˜O(b)ell = i
ell,e
O (bell), i
ell,e
O′ = Inn(bO,O′(Φ˜)ell) ◦ i
ell,e
O
for b ∈ Bn(k), if Φ˜ := im(e ∈ Ell(k)→M(k)), and
iell,eO ◦ µ
ell
O (g) = i
ell,g−1∗e
O , µ
ell,gr
O (ggr) ◦ i
ell,e
O = i
ell,e∗g−1gr
O ,
for g ∈ GTell(k), ggr ∈ GRTell(k).
There is a commutative diagram
Rell(k)
µgr
ell//
ie

Aut(B1,n(k))
(ie,O)
∗

Rgrell(k)
µell// Aut(Bgr1,n(k))
Proof. Let Cgr := PaCDk, C
gr
ell := PaCDell,k, then there are compatible functors C →
Φ˜ ∗ Cgr ≃ Cgr, Cell → e ∗ C
gr
ell ≃ C
gr
ell, where in each case the first functor arises from univer-
sal properties and the second tensor forgets about the IBMC (or elliptic IBMC) structures.
The statements follow from the compatibility of these functors with the actions of GTell(k),
GRTell(k). 
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5. A family of elliptic associators, τ 7→ e(τ)
In this section, we construct an analytic family of elliptic associators τ 7→ e(τ), indexed by
the Poincare´ half-plane. This family arises from the KZB connection ([CEE]) and may therefore
be viewed as an analogue of the KZ associator. We study various functional properties of this
family: modular properties, behavior at infinity, differential system.
5.1. The KZ associator. Let G0(z), G1(z) be the analytic solutions of
G′(z) = (
A
z
+
B
z − 1
)G(z)
in ]0, 1[, valued in exp(ˆfC2 ), with asymptotic behavior G0(z) ∼ z
A as z → 0 and G1(z) ∼ (1−z)B
as z → 1. The KZ associator is defined by
ΦKZ := G1(z)
−1G0(z) ∈ exp(ˆf2).
Then13 (2π i,ΦKZ) ∈M(C) ([Dr]).
5.2. Definition of e(τ) = (A(τ), B(τ)). Let H := {τ ∈ C|ℑ(τ) > 0} be the Poincare´ half-
plane. Let (z, τ) 7→ θ(z|τ) be the holomorphic function on C × H, such that θ(z + 1|τ) =
−θ(z|τ) = θ(−z|τ), θ(z + τ |τ) = −e2π i zτ+iπτθ(z|τ), {z|θ(z|τ) = 0} = Z+ τZ, ∂zθ(0|τ) = 1.
For τ ∈ H, let F (z|τ) be the holomorphic function on {z = a + bτ |a, b ∈ R, a or b ∈]0, 1[},
valued in exp(ˆtC1,2) ≃ exp(ˆf
C
2 ), such that
∂zF (z|τ) = −
θ(z + adx|τ) ad x
θ(z|τ)θ(ad x|τ)
(y) · F (z|τ) and F (z|τ) ∼ (−2π i z)t as z → 0;
here x := x+2 , y := x
−
2 , t := t12. We then set
A(τ) := F (z|τ)−1F (z + 1|τ), B(τ) := F (z|τ)−1e2π ixF (z + τ |τ).
5.3. Algebraic properties of e(τ). We set EllKZ := Ell(C)×M(C) {(2π i,ΦKZ)}.
Proposition 5.1. τ 7→ e(τ) := (A(τ), B(τ)) is an analytic map H→ EllKZ.
Proof. In [CEE], Section 4.4, we introduced A˜, B˜ ∈ exp(ˆtC1,2). We set A˜+ := A˜, A˜− := B˜,
A+(τ) := A(τ), A−(τ) := B(τ), then
A±(τ) = Ad((−2π i)
−t)(A˜±),
So (A+(τ), A−(τ)) satisfies (22), (23), (26) in [CEE]. (22), (23) imply that (A+(τ), A−(τ))
satisfies (25). (26) implies that
(A−(τ)
12,3{Φ−1}(A−(τ)
1,23)−1{Φ}, A+(τ)
12,3) = {Φ−1e2π i t23Φ}
and using (23) in [CEE], we rewrite this as
({e− iπt12Φ3,2,1}A−(τ)
2,13{Φ2,1,3e− iπt12}, A+(τ)
12,3) = {Φ−1e2π i t23Φ},
which as in the proof of Proposition 3.8 implies that (A+(τ), A−(τ)) satisfies (26). 
13We set i :=
√−1.
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5.4. Analytic properties of e(τ).
Proposition 5.2. One has
2π i
∂
∂τ
e(τ) = e(τ) ∗ (−e− −
∑
k≥0
(2k + 1)G2k+2(τ)δ2k),
where Gk(τ) are the Eisenstein series defined by
Gk(τ) =
∑
a∈(Z+τZ)−{0}
a−k for k even ≥ 4, G2(τ) =
∑
m∈Z
(
′∑
n
(n+mτ)−2),
where
∑′
means
∑
n∈Z if m ≥ 0 and
∑
n∈Z−{0} if m = 0 (notation as in (48), (49)).
Proof. Rell(C) ⊂ Aut(ˆfC2 )
op acts from the right on EllKZ by (A+, A−) ∗ (u+, u−) :=
(A+(u+, u−), A−(u+, u−)). The same formula defines a left action of Rell(C)op ⊂ Aut(ˆfC2 )
on EllKZ. To prove that
2π i ∂τe(τ) = e(τ) ∗ x(τ)
for x(τ) ∈ rˆCell ⊂ Der(ˆf
C
2 )
op, it therefore suffices to prove that
2π i ∂τA(τ) = x(τ)(A(τ)), 2π i ∂τB(τ) = x(τ)(B(τ)),
where x(τ) is now viewed as an element of Der(ˆfC2 ).
In [CEE], Lemma 23, we constructed a function F (2)(z|τ), defined on {(z, τ) ∈ C × H|z =
a+ bτ, (a, b) ∈]0, 1[×R ∪R×]0, 1[} and valued in exp(ˆfC2 )⋊Aut(ˆf
C
2 ), such that
∂zF
(2)(z|τ) = −
θ(z + adx|τ) ad x
θ(z|τ)θ(ad x|τ)
(y) · F (2)(z|τ),
2π i
∂
∂τ
F (2)(z|τ) = −
(
e− +
∑
k≥0
(2k + 1)G2k+2(τ)δ˙
(2)
2k − g(z, adx|τ)(t)
)
· F (2)(z|τ)
= −
(
e− +
∑
k≥0
(2k + 1)G2k+2(τ)δ
(2)
2k − g(z|τ)(t)
)
· F (2)(z|τ),
and F (2)(z|τ) ∼ zt exp( −τ2π i (e− +
∑
k≥0 2(2k + 1)ζ(2k + 2)δ
(2)
2k )) as z → 0 and τ → i∞. Here
g(z, x|τ) = θ(z+x|τ)θ(z|τ)θ(x|τ)(
θ′
θ (z+x|τ)−
θ′
θ (z|τ))+
1
x2 , and g(z|τ) := g(z, adx|τ)(t)− g(0, adx|τ)(t);
in the notation of loc. cit., e− = ∆0.
These conditions imply that the image of F (2)(z|τ) in Aut(ˆfC2 ) is independent of z. Then
Az1z0(τ) := F
(2)(z1|τ)F
(2)(z0|τ)
−1 ∈ exp(ˆfC2 )
and satisfies
2π i∂τA
z1
z0(τ) = −
(
e− +
∑
k≥0
(2k + 1)G2k+2(τ)δ2k
)
(Az1z0(τ)) + g(z1|τ) · A
z1
z0(τ) −A
z1
z0(τ) · g(z0|τ).
The function F (z|τ), basic to the definition of (A(τ), B(τ)), is related to the function F (2)(z|τ)
by F (2)(z|τ) = F (z|τ)ϕ(τ), where ϕ(τ) takes values in exp(ˆfC2 ) ⋊ Aut(ˆf
C
2 ), as both satisfy the
same differential equation in z. It follows that
Az1z0(τ) = F (z1|τ)F (z0|τ)
−1.
Therefore A(τ) = F (z|τ)−1Az+1z (τ)F (z|τ). In the limit z → 0, this gives
A(τ) = limǫ→0(−2π i ǫ)
− ad t
(
A1+ǫǫ (τ)
)
.
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ε being fixed, (−2π i ǫ)− ad t
(
A1+ǫǫ (τ)
)
satisfies the same differential equation in τ as Az1z0(τ), with
g(z0|τ) replaced by (−2π i ǫ)− ad(t)(g(ǫ|τ)) and g(z1|τ) replaced by (−2π i ǫ)− ad(t)(g(1 + ǫ|τ)),
which both tend to 0 as ǫ → 0. It follows that these terms disappear from the differential
equation satisfied by A(τ), so
2π i ∂τA(τ) = −(e− +
∑
k≥0
(2k + 1)G2k+2(τ)δ2k)(A(τ)).
Similarly, B(τ) = F (z|τ)−1e2π ixAz+τz (τ)F (z|τ), hence
B(τ) = limǫ→0(−2π i ǫ)
−te2π ixAτ+ǫǫ (τ)(−2π i ǫ)
t.
One computes
∂τ (A
τ+ǫ
ǫ (τ)) =
−1
2π i
(e− +
∑
k≥0
(2k + 1)G2k+2(τ)δ2k)(A
τ+ǫ
ǫ (τ))
+
( 1
2π i
g(τ + ǫ|τ)−
θ(τ + ǫ+ adx|τ) ad x
θ(τ + ǫ|τ)θ(ad x|τ)
(y)
)
Aτ+ǫǫ (τ) −A
τ+ǫ
ǫ (τ)
1
2π i
g(ǫ|τ).
So Xǫ(τ) := (−2π i ǫ)−te2π ixAτ+ǫǫ (τ)(−2π i ǫ)
t satisfies (ǫ being fixed)
2π i ∂τ (Xǫ(τ)) = −(e− +
∑
k≥0
(2k + 1)G2k+2(τ)δ2k)(Xǫ(τ)) −Xǫ(τ) ·
(
(−2π i ǫ)−tg(ǫ|τ)(−2π i ǫ)t
)
+
(
Ad((−2π i ǫ)−te2π ix)
(
g(τ + ǫ|τ)− 2π i
θ(τ + ǫ+ adx|τ) ad x
θ(τ + ǫ|τ)θ(ad x|τ)
(y)
)
−(−2π i ǫ)−te2π ix(e− +
∑
k≥0
(2k + 1)G2k+2(τ)δ2k)(e
−2π ix)(−2π i ǫ)t
)
· (Xǫ(τ)).
Identity (7) in [CEE] implies that the parenthesis in the two last lines equals Ad((−2π i ǫ)−t)(g(ǫ|τ)).
As before, we get in the limit ǫ→ 0
2π i ∂τB(τ) = −(e− +
∑
k≥0
(2k + 1)G2k+2(τ)δ2k)(B(τ)).

Proposition 5.3.
σ(ΦKZ)
|
x 7→2π ix,
y 7→(2π i)−1y
= lim
τ→i∞
e(τ) ∗ exp(
τ
2π i
(e− +
∑
k≥0
(2k + 1)ζ(2k + 2)δ2k)).
Proof. In [CEE] (proof of Prop. 24 and Lemma 29), is it proved that
A(τ) = ΦKZ(y˜, t)e
2π i y˜ΦKZ(y˜, t)
−1 +O(e2π i τ ),
B(τ) = eiπtΦKZ(−y˜ − t, t)e
2π ixe2π i y˜τΦKZ(y˜, t)
−1 +O(e2π i τ(1−ǫ)),
for any ǫ > 0, where
y˜ := −
adx
e2π i ad x − 1
(y).
Let (Apol(τ), Bpol(τ)) be the principal parts of the right sides of these equalities; Apol(τ) is
constant in τ , while each coordinate of Bpol(τ) in a basis of U(f2) is a polynomial in τ .
It is proved in [CEE] that y˜, t are in the kernel of e− +
∑
k≥0(2k + 1)ζ(2k + 2)δ2k, while
exp
( τ
2π i
(e− +
∑
k≥0
(2k + 1)ζ(2k + 2)δ2k
)
(e2π ixe2π i τ y˜) = e2π ix.
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It follows that
exp
( τ
2π i
(e− +
∑
k≥0
(2k + 1)ζ(2k + 2)δ2k
)
(Apol(τ), Bpol(τ)) = σ(ΦKZ)σ(ΦKZ)
|
x 7→2π ix,
y 7→(2π i)−1y
,
which implies that statement. 
Note that the operation e 7→ e
|
x 7→2π i x,
y 7→(2π i)−1y
amounts the the action of diag(2π i, (2π i)−1) ⊂
SL2(C) ⊂ Rell(C) on EllKZ.
5.5. Modularity properties of e(τ). We now describe the behavior of the map τ 7→ e(τ)
under the action of SL2(Z) on H.
Define log : C× → C by the condition that its image is contained in R+ i[−π, π[. We define
group morphisms t : C× → SL2(C) and n± : C → SL2(C) by t(λ) :=
(
λ−1 0
0 λ
)
, n+(a) :=
(
1 0
a 1
)
,
n−(a) :=
(
1 a
0 1
)
.
Proposition 5.4. 1) There is a unique map
f : B3 × H→ C,
such that
f(σ1, τ) = 0, f(σ2, τ) = − log
( −1
τ − 1
)
and with the cocycle property f(gg′, τ) = f(g, g′ · τ) + f(g′, τ), where g 7→ g is the morphism
B3 → SL2(Z) and the action on SL2(Z) on H is
( α β
γ δ
)
·τ = ατ+βγτ+δ .
2) For any g ∈ B3 and τ ∈ H, one has
(55) e(g · τ) = Ad(ef(g,τ)t)
(
g ∗
(
a(g, τ) • e(τ)
))
,
where:
• for α ∈ C, Ad(eαt) is the self-map of EllKZ given by Ad(eαt)(e) := (eαtAe−αt, eαtBe−αt)
for e = (A,B);
• a : SL2(Z)×H→ SL2(C) is given by a(g, τ) =
( γτ+δ 0
2π i γ (γτ+δ)−1
)
= n+(
2π i γ
γτ+δ )t((γτ + δ)
−1) if
g =
( α β
γ δ
)
;
• ∗ and • are the commuting left actions of B3 = Rell ⊂ Rell(C) and SL2(C) ⊂ R
gr
ell(C)
op on
EllKZ , given as follows:
• for e = (A,B) ∈ EllKZ and g ∈ B3, g ∗ e := (θg(a)|(a,b) 7→(A,B), θg(b)|(a,b) 7→(A,B)), where θ :
B3 → Aut(F2) is the action of B3 on the free group F2 generated by a, b, and x 7→ x|(a,b) 7→(A,B)
is the morphism F2 → exp(ˆfC2 ), given by a, b 7→ A,B;
• for e = (A,B) ∈ EllKZ and a ∈ SL2(C), a • e := (αa(A), αa(B)), where α : SL2(C) →
Aut(exp(ˆfC2 ))
op is induced by αa
( x
y
)
=
(
p q
r s
)( x
y
)
if a =
(
p q
r s
)
.
Remark 5.5. Let g ∈ B3 and g =
( α β
γ δ
)
is its image in SL2(Z), then exp f(g, τ) = γτ + δ for
any τ ∈ H.
Remark 5.6. For g = (σ1σ2)
6 (a generator of the kernel of B3 → SL2(Z)),
g ∗ e = (Ad(B,A)(A),Ad(B,A)(B)) = (Ad(e2π i t)(A),Ad(e2π i t)(B)),
while f(g, τ) = −2π i. One checks this way that the r.h.s. of (55) does not depend of the choice
of a lift g of g to B3.
Proof. Statement 1) can be checked using the presentation of B3. It follows from the cocycle
identity for f(g, τ) and from the cocycle identity
a(hh′, τ) = a(h′, τ)a(h, h′ · τ), h, h′ ∈ SL2(Z), τ ∈ H
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that Γ := {g ∈ B3| identity (55) holds for any τ ∈ H} is a subgroup of B3. So statement 2)
follows from its particular cases g = σ1, g = σ1σ2σ1.
Recall that
A(τ) = lim
ǫ→0+
(−2π i ǫ)−tA1+ǫǫ (τ)(−2π i ǫ)
t, B(τ) = lim
ǫ→0+
(−2π i ǫ)−te2π i xAτ+ǫǫ (τ)(−2π i ǫ)
t,
where Az1z0(τ) be the solution of ∂z1A
z1
z0(τ) = K(z1|τ)A
z1
z0 (τ) such that A
z
z(τ) = 1, where
K(z|τ) = − θ(z+adx|τ) ad xθ(z|τ)θ(adx|τ) (y) and where the chosen branches of A
z1
z0(τ) are as in Fig. 1.
The identityK(z|τ) = K(z|τ+1) implies A1+ǫǫ (τ+1) = A
1+ǫ
ǫ (τ), and using the decomposition
of Fig. 2, it also implies Aτ+1+ǫǫ (τ +1) = A
τ+1+ǫ
1+ǫ (τ)A
1+ǫ
ǫ (τ) = A
τ+ǫ
ǫ (τ)A
1+ǫ
ǫ (τ). So A(τ +1) =
A(τ), B(τ + 1) = B(τ)A(τ), so e(τ + 1) = σ1 ∗ e(τ), which shows (55) in the case g = σ1.
r r r r
r r
✻
✲
0 ε 1 1+ε
τ
τ+ε
Fig. 1
r r r r
r rr
✻
✁
✁
✁✕
✁
✁
✁
✲
0 ε 1 1+ε
τ
τ+1
τ+1+ε
Fig. 2
Let w := −z/τ , then
∂
∂w
−K(w|
−1
τ
) = −τe−2π i zx
( ∂
∂z
−
( −τ 0
−2π i −1
τ
)
•K(z|τ)
)
e2π i zx.
So
Aw1w0(
−1
τ
) = e−2π ixz1 ·
( −τ 0
−2π i −1
τ
)
•(Az1z0(τ)) · e
2π ixz0 .
Then
A(
−1
τ
) = lim
ε→0+
(−2π i ǫ)−tA1+ǫǫ (
−1
τ
)(−2π i ǫ)t
= lim
ε→0+
(−2π i ǫ)−t ·
( −τ 0
−2π i −1
τ
)
•
(
e−2π i(1+ǫ)xA−τ−ετ−ετ (τ)e
2π i ǫx
)
· (−2π i ǫ)t
= exp(− log(
−1
τ
)t) ·
( −τ 0
−2π i −1
τ
)
•B(τ)−1 · exp(log(
−1
τ
)t),
see Fig. 3; and
B(
−1
τ
) = lim
ǫ→0+
(−2π i ǫ)−te2π ixA
−1
τ
+ǫ
ǫ (
−1
τ
)(−2π i ǫ)t
= lim
ε→0+
(−2π i ǫ)−te2π ixτǫ ·
( −τ 0
−2π i −1
τ
)
•A1−τǫ−τǫ (τ) · e
−2π ixτǫ(−2π i ǫ)−t
=
= exp(− log(
−1
τ
)t) ·
( −τ 0
−2π i −1
τ
)
•
(
lim
ε→0+
(2π i τε)−tA1−τε−τε (τ)(2π i τε)
t
)
· exp(log(
−1
τ
)t)
= exp(− log(
−1
τ
)t) ·
( −τ 0
−2π i −1
τ
)
•(B(τ)A(τ)B(τ)−1) · exp(log(
−1
τ
)t),
see Fig. 4. It follows that
e(
−1
τ
) = Ad
(
exp(− log(
−1
τ
)t)
)(
σ1σ2σ1 ∗
(( −τ 0
−2π i −1
τ
)
•e(τ)
))
The result for g = σ1σ2σ1 then follows.
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
6. Computations of Zariski closures
The action of the mapping class group B3 in genus one on the braid groups in genus one
(see (15)) restricts to an action on the pure braid subgroups. In this section, we compute the
Zariski closure of the image ofB3 in the automorphism groups of their prounipotent completions.
This computation relies on the relation between the action of GTell(−) on these prounipotent
completions and its the graded counterpart (Section 4), and on the properties of the elliptic
analogues of the KZ associator (Section 5).
6.1. Automorphisms of group schemes. We will view a Q-group scheme as a functor
{Q-algebras} → {groups}. The Lie algebra of a Q-group scheme G(−) is then LieG(−) :=
Ker(G(Q[ǫ]/(ǫ2))→ G(Q)).
If Γ is a finitely generated group, let Γ(−) be its Q-prounipotent completion and let Lie Γ be
its Lie algebra (a pronilpotent Q-Lie algebra). Let Aut Γ(−) be the Q-group scheme defined by
Aut Γ(k) := Aut(Lie Γ⊗ˆk) for k a Q-ring, where Lie Γ⊗ˆk := lim←(Lie Γ/(Lie Γ)≥n) ⊗ k, and
Lie Γ = (Lie Γ)≥0 ⊃ (Lie Γ)≥1 ⊃ · · · is the lower central series filtration of Lie Γ.
Any automorphism of Γ gives rise to an automorphism of Lie Γ, so there are natural mor-
phisms
AutΓ→ Aut Γ(Q)→ Aut(Γ(k))
for any Q-ring k. One checks that there is a morphism of Q-group schemes
µO : GT(−)→ AutPn(−)
such that the resulting morphism GT(k)→ Aut(Pn(k)) is compatible with GT(k)→ Aut(Bn(k)),
and morphisms
µgrO : GRT(−)→ AutP
gr
n (−), µ
ell
O : GTell(−)→ AutP1,n(−), µ
ell,gr
O : GRTell(−)→ AutP
gr
1,n(−),
µell : Rell(−)→ AutP1,n(−), R
gr
ell(−)→ AutP
gr
1,n(−)
with similar properties.
6.2. Results on Zariski closures. Define the Q-group scheme 〈B3〉 to be the Zariski closure
of the composite group morphism B3 → AutF2 → AutF2(Q); this is a group subscheme of
AutF2(−).
Theorem 6.1. Any elliptic associator of the form e(τ), τ ∈ H, or eKZ , gives rise to an iso-
morphism of C-group schemes 〈B3〉⊗C ≃
(
exp(bˆ+3 )⋊SL2
)
⊗C. Any two isomorphisms arising
in this way are related by an inner automorphism. There exists an analogous isomorphism for
Q-group schemes.
For n ≥ 1, define 〈B3〉n to be the Zariski closure of the composite group morphism B3 →
AutP1,n → AutP1,n(Q); this is a group subscheme of AutP1,n(−).
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Theorem 6.2. For any n ≥ 1, there is an isomorphism 〈B3〉 ≃ 〈B3〉n of Q-group schemes,
which is compatible with the maps from B3 to both sides.
6.3. Proof of Theorem 6.1. Composing (50) with the morphism B˜3 → GTell(k), we ob-
tain a commutative diagram
B˜3 → GTell(k) → GRTell(k)
↓ ↓ ↓
{±1} → GT(k) → GRT(k)
inducing morphisms B3 →
Rell(k)→ R
gr
ell(k).
Set
eKZ := σ(ΦKZ)
|
x 7→2π ix,
y 7→(2π i)−1y
.
When k = C and e = e(τ), eKZ , the morphism B3 → R
gr
ell(C) is computed as follows.
Define F (τ) as the map H→ exp(bˆ+,C3 )⋊ SL2(C) such that
(56) 2π i ∂τF (τ) = (e− +
∑
k≥0
(2k + 1)G2k+2(τ)δ2k)F (τ)
and F (τ) ∼ exp( τ2π i (e−+
∑
k≥0(2k+1)2ζ(2k+2)δ2k)) as τ → i∞. Then the map τ 7→ e(τ)∗F (τ)
is a constant, and
(57) eKZ = e(τ) ∗ F (τ) for any τ ∈ H.
Moreover, for any g˜ ∈ B3 with image g =
( α β
γ δ
)
∈ SL2(Z), one has
e(τ) ∗ ie(τ)(g˜) = g˜ ∗ e(τ) = Ad(e
−f(g˜,τ)t)(
( γτ+δ 0
2π i γ (γτ+δ)−1
)−1
•e(gτ))(58)
= e(τ) ∗ F (τ)F (gτ)−1
( γτ+δ 0
2π i γ (γτ+δ)−1
)−1
e−f(g˜,τ)δ0 ,
where the third equality follows from (57) for τ and gτ . It follows that
(59) ie(τ)(g˜) = F (τ)F (gτ)
−1
( γτ+δ 0
2π i γ (γτ+δ)−1
)−1
e−f(g˜,τ)δ0 .
Acting from the right by F (τ) in the equality between the second and the fourth terms of (58),
one gets g˜ ∗ eKZ = eKZ ∗ F (gτ)−1
( γτ+δ 0
2π i γ (γτ+δ)−1
)−1
F (τ)e−f(g˜,τ)δ0 , so
(60) ieKZ (g˜) = F (gτ)
−1
( γτ+δ 0
2π i γ (γτ+δ)−1
)−1
F (τ)e−f(g˜,τ)δ0
for any τ ∈ H. It follows that the images of ie(τ), ieKZ are contained in exp(bˆ
+,C
3 ) ⋊ SL2(C) ⊂
Rgrell(C). The composite morphismB3 → exp(bˆ
+,C
3 )⋊SL2(C)→ SL2(C) is g˜ 7→
( α −β/(2π i)
−2π i γ δ
)
.
Recall that B3 ⊂ Aut(F2) is generated by Ψ+,Ψ− given by Ψ+ : X,Y 7→ X,Y X and
Ψ− : X,Y 7→ XY −1, Y . Let Θ := (Ψ+Ψ−Ψ+)−1, then Ψ− = ΘΨ+Θ−1 and Θ : X,Y 7→
XYX−1, X−1.
Then
ieKZ (Ψ+) = F (τ + 1)
−1F (τ) = exp(−(2π i)−1(e− +
∑
k>0
2(2k + 1)ζ(2k + 2)δ2k))e
2pi i
12 δ0 =: ψ+,
and since ieKZ (Θ) ∈
(
0 −(2π i)−1
2π i 0
)
exp(bˆ+,C3 ),
ieKZ (Ψ−) = ψ−, where logψ− = 2π i(e+ + element of bˆ
C,+
3 ).
We then prove:
Proposition 6.3. For e = eKZ , the isomorphism ie : Rell(C) → R
gr
ell(C) restricts to an
isomorphism 〈B3〉(C)→ exp(bˆ
+,C
3 )⋊ SL2(C).
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Proof. ie(〈B3〉(C)) is the Zariski closure of the subgroup of R
gr
ell(C) generated by ψ±. These
are elements of the subgroup exp(bˆ+,C3 ) ⋊ SL2(C), which is Zariski closed, so ie(〈B3〉(C)) is
contained in this group. On the other hand, the Lie algebra of this Zariski closure is the
topological Lie algebra generated by logψ±. It then suffices to prove that this Lie algebra
coincides with bˆC3 .
Equip Aut(F2(C)) with the topology for which a system of neighborhoods of 1 is Aut
n(F2(C)) =
{θ|∀g ∈ F2(C), θ(g) ≡ g mod F
(n)
2 (C)} ⊂ Aut(F2(C)), where F
(1)
2 (C) = F2(C) and F
(n)
2 (C) =
(F
(n−1)
2 (C), F2(C)). This induces a topology on Rell(C), which we call the prounipotent topol-
ogy.
Lemma 6.4. 〈B3〉(C) ⊂ Rell(C) is closed for this topology.
Proof. We have 〈B3〉(C) = ∩G∈GG, where G = {G(C)|G ⊂ Rell(−) is a subgroup scheme
such that G(Q) ⊃ B3}. It then suffices to show that each G(C) is closed in the prounipotent
topology. Define coordinates on Rell(C) as follows: Rell(C) ∋ θ ↔ (cb, db)b, where b runs over
a homogeneous basis of f2 (generated by ξ = logX , η = log Y ), e.g., {b} = {ξ, η, [ξ, η], . . .}, and
log θ(eξ) =
∑
b cbb, log θ(e
η) =
∑
b dbb. Then G(C) is a finite intersection of sets of the form
{θ|P (cξ, cη, . . . , dξ, dη, . . .) = 0}, where P is a polynomial in (cb, db)b, vanishing at the origin.
Such a G(C) necessarily contains Rell(C) ∩ Aut
n(F2(C)) for a large enough n. 
Sequel of proof of Proposition 6.3. It follows that ie(〈B3〉(C)) ⊂ exp(bˆ
+,C
3 )⋊SL2(C) is closed
in the prounipotent topology of Rgrell(C) (as in the case of Rell(C), it is defined by the inclusion
in Aut(ˆfC2 )), so Lie ie(〈B3〉(C)) ⊂ bˆ
C
3 is closed.
Recall that logψ = −2π i(e− +
∑
k≥1 a2kδ2k) +
2π i
12 δ0 ∈ Lie ie(〈B3〉(C)), while logψ− ∈
(2π i)−1(e+ + bˆ
+,C
3 ).
Lemma 6.5. Let g ⊂ bˆC3 be a closed (for the total degree topology) Lie subalgebra, such that
g ∋ e˜±, where: e˜+ = e++ terms of degree > 0, e˜− = e− +
∑
k>0 a2kδ2k −
1
12δ0 +
∑
p≥1,q>1
degree (p, q). Then g = bˆC3 .
Proof. Set G = ⊕k≥0G2k := bC3 (decomposition w.r.t. the total degree), Gˆ := bˆ
C
3 . Set
Gˆ≥2k :=
∏
k′≥k G2k′ , then Gˆ = Gˆ≥0 ⊃ Gˆ≥2 ⊃ . . . is a complete descending Lie algebra filtration
of Gˆ, with associated graded Lie algebra G. Set g≥2k := g ∩ G2k, then g = g≥0 ⊃ g≥2 ⊃ . . . is a
complete descending filtration of g. Let gr(g) := ⊕k≥0g≥2k, where gr(g) := g≥2k/g≥2(k+2). We
then have an inclusion gr(g) ⊂ G of graded Lie algebras. We now prove that gr(g) = G.
As e˜± ∈ g = g0, gr(g0) contains e±. Set h := [e+, e−]. Then [e˜+, e˜−] = h +
∑
p,q≥1
terms of degree (p, q), and [h, e−] = −2e−, [h, δ2n] = 2nδ2n. Then g ∋ P (ad[e˜+, e˜−])(e˜−) =
P (−2)∆0 +
∑
n≥0 a2nP (2n)δ2n +
∑
p≥1,q>1 terms of degree (p, q) (with a0 = −
1
12 ). Taking P
such that P (−2) = P (0) = . . . = P (2k − 2) = 0 and a2kP (2k) = 1, we see that g contains
an element of the form δ2k +
∑
p≥1,q>1 terms of degree (p, q). Applying (ad e˜−)
2k to this
element, and using the fact that (ad e˜−)
2k(x) = 0 for x ∈ G of total degree ≤ 2(k − 1), we see
that g contains an element of the form (ad e−)
2k(δ2k) +
∑
terms of total degree ≥ 2(k + 2).
As the latter sum belongs to g≥2(k+1), we obtain that (ad e−)
2k(δ2k) ∈ gr(g)2(k+1). The Lie
subalgebra gr(g) ⊂ G then contains e± and (ad e−)2k(δ2k), k ≥ 0. As (ad e−)2k+1(δ2k) = 0,
(ad e+)
2k(ad e−)
2k(δ2k) is a nonzero multiple of δ2k. So gr(g) = G. It follows that g = G. 
End of proof of Proposition 6.3. Applying Lemma 6.5 with e˜+ = 2π i logψ−, e˜− = −(2π i)−1 logψ,
we get ie(Lie〈B3〉(C)) = bˆC3 , as wanted. 
The last part of Theorem 6.1 is a consequence of the following statement, applied to a torsor
of isimorphisms of Lie algebras. It was communicated to the author by P. Etingof; it is inspired
by the results of [Dr].
46 BENJAMIN ENRIQUEZ
Proposition 6.6. Let U = lim← Ui be a prounipotent Q-group scheme (where U0 = 1) and
let T := lim← Ti, where Ti are a compatible system of torsors under Ui, defined over Q. If
T (C) 6= ∅, then T (Q) 6= ∅.
Proof. Let U˜i := im(U → Ui), then U = lim← U˜i, where · · · → U˜2 → U˜1 → U˜0 = 1 is
a sequence of epimorphisms of unipotent groups. We set Ki := Ker(U → U˜i); then Ki ⊳ U .
If we set T˜i := im(T → Ti), then T˜i ≃ T/Ki is a torsor over U˜i; T is the inverse limit of
· · · → T˜2 → T˜1, where the morphisms are onto.
We may therefore assume w.l.o.g. that the morphisms Ui+1 → Ui, Ti+1 → Ti are onto; if
Ki := Ker(U → Ui), then Ti = T/Ki.
We now show that the projective systems · · · → T2 → T1, · · · → U2 → U1 may be completed
so that for any i, Ker(Ui+1 → Ui) ≃ Ga. Indeed, for Ui+1 → U ′ → Ui a sequence of epimor-
phisms, we set K ′ := Ker(U → U ′) and T ′ := T/K ′. Then Ti+1 → T ′ → Ti is a sequence of
epimorphisms, compatible with Ui+1 → U ′ → Ui.
Let t ∈ T (C). We construct a sequence (ki)i≥0, where ki ∈ Ki(C), such that im(ki · · · k0t ∈
T (C)→ Ti(C)) ∈ Ti(Q). Then k := limi(ki · · · k0) ∈ U(C) is such that kt ∈ T (Q).
We first construct k0. T1(C) is nonempty as it contains t1 := im(t ∈ T (C) → T1(C)),
hence by Hilbert’s Nullstellensatz T1(Q¯) is nonempty. Using then H1(GQ, Q¯) = 0 ([Se]), we
obtain that T1(Q) is nonempty; let t
′
1 ∈ T1(Q). Let u1 ∈ U1(C) be such that t
′
1 = u1t1. Let
k0 ∈ U(C) = K0(C) be a preimage of u1, then im(k0t ∈ T (C)→ T1(C)) ∈ T1(Q).
Assume that k0, . . . , ki−1 have been constructed and let us construct ki. Let t˜ := ki−1 · · · k0t,
then ti−1 := im(t˜ ∈ T (C) → Ti−1(C)) ∈ Ti−1(Q). Then Ti(C) ×Ti−1(C) {ti−1} is nonempty as
it contains τ := im(t˜ ∈ T (C) → Ti(C)). As ti−1 ∈ Ti−1(Q), we define a functor {Q-rings} →
{sets}, k 7→ X(k) := Ti(k)×Ti−1(k) {ti−1}; it is a Q-scheme and a torsor under Ki/Ki+1 = Ga.
We have seen that X(C) 6= ∅, from which we derive as above that X(Q) 6= ∅. Let τ ′ ∈ X(Q)
and let ki ∈ Ki(C) be such that k¯iτ = τ ′, where k¯i := im(ki ∈ Ki(C) → Ki/Ki−1(C)); then
im(ki · · · k0t ∈ T (C)→ Ti(C)) = im(ki t˜ ∈ T (C)→ Ti(C)) = k¯iτ = τ ′ ∈ Ti(Q). 
6.4. Proof of Theorem 6.2. The morphism B3 → AutP1,n(Q) factors as B3 → Rell(Q)
µell→
AutP1,n(Q).
The elliptic associator eKZ transports the morphismRell(−)→ AutP1,n(−) to the morphism
Rgrell(−)→ AutP
gr
1,n(−), whose Lie algebra morphism is
rgrell → Der(t1,n), (α+, α−) 7→ (x
±
i 7→ α
i,1...ˇi...n
± ).
The morphism t1,n → t1,2, x
±
i 7→ x
±
i if i = 1, 2, x
±
i 7→ 0 if i ∈ {3, . . . , n} can then be used
to prove that this Lie algebra morphism is injective. It follows that that the group morphism
Rell(−)→ AutP1,n(−) is injective.
One has 〈B3〉n = ∩H|H⊂Aut P1,n(−),H(Q)⊃im(B3)H , therefore
〈B3〉n ∩Rell(−) = ∩H|H⊂Aut P1,n(−),H(Q)⊃im(B3)(H ∩Rell(−)).
The map
{H |H algebraic subgroup of AutP1,n(−), s.t. H(Q) ⊃ im(B3)}
→ {G|G algebraic subgroup of Rell(−), s.t. G(Q) ⊃ im(B3)},
given by H 7→ G := H ∩Rell(−), is surjective (a preimage of G is G itself). Therefore
〈B3〉n ∩Rell(−) = ∩G|G⊂Rell(−),G(Q)⊃im(B3)G = 〈B3〉.
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The Zariski closure of im(B3 → AutP1,n(Q)) is contained in the Zariski closure of im(Rell(Q)→
AutP1,n(Q)), which is Rell(−) as the morphism Rell(−)→ AutP1,n(−) is injective. So
〈B3〉n ⊂ Rell(−) ⊂ AutP1,n(−).
All this implies that 〈B3〉 → 〈B3〉n is an isomorphism. 
7. Iterated integrals of Eisenstein series and MZVs
In this section, we define regularized iterated integrals of modular forms. This construc-
tion generalizes both that of interated integrals of cusp forms ([Ma]) and the definition of the
Mellin transform of Eisenstein series ([Za]): it is based on a truncation procedure and the use of
modular properties. We study the relations between these numbers arising from modular invari-
ance. We show that the relations (26)-(27) from [CEE], obtained by the study of a monodromy
morphism, can be recovered from formula (60) for the isomorphism ieKZ . The study of these
relations leads to a family of algebraic relations between the iterated integrals of Eisenstein
series and the MZVs.
7.1. Iterated Mellin transforms of modular forms. Iterated Mellin transforms of cusp
modular forms were studied in [Ma]. On the other hand, Mellin transforms of non-cusp (e.g.,
Eisenstein) modular forms were studied in [Za]. In this section, we study iterated Mellin
transforms of general (i.e., non-necessarily cusp) modular forms.
Proposition 7.1. Let E := {f : iR×+ → C|f is smooth and f(i t) = a+O(e
−2πt) as t→∞ for
some a ∈ C}. Set
F f1,...,fnt0 (s1, . . . , sn) :=
∫
t0≤t1≤...≤tn≤∞
f1(i t1)t
s1−1
1 dt1 · · · fn(i tn)t
sn−1
n dtn,
where f1, . . . , fn ∈ E and t0 ∈ R
×
+. This function is analytic for ℜ(si) ≪ 0 and admits a
meromorphic prolongation to Cn, where the only singularities are simple poles at the hyperplanes
si + · · ·+ sj = 0 (1 ≤ i ≤ j ≤ n).
Proof. Set E0 := {f ∈ E|a = 0}. Then E = E0 ⊕ C1. When f1, . . . , fn ∈ E0, F
f1,...,fn
t0 is
analytic on Cn. Let now f1, . . . , fn ∈ E , and set fi = f¯i + ai, with f¯i ∈ E0. Using∫
t≤t1≤...≤tn≤t′
ts1−11 dt1 · · · t
sn−1
n dtn
=
n∑
k=0
(−1)k
(t′)sk+1+···+sn
sk+1(sk+1 + sk+2) · · · (sk+1 + · · ·+ sn)
ts1+···+sk
sk(sk + sk−1) · · · (sk + · · ·+ s1)
,
we get
F f1,...,fnt0 (s1, . . . , sn) =
n∑
k=1
∑
1≤i1<...<ik≤n
(
∏
j∈{1,...,n}−{i1,...,ik}
aj)
∑
j1∈{1,...,j1−1},
...,
jk∈{ik−1,...,ik−1}
(−1)|A1|+|A2|+...+|Ak+1|∏k+1
i=1 s˜Ai
∏k
i=1
˜˜sBi
t
sA1
0 F
f¯i1 ,...,f¯ik
t0 (si1 + sB1 + sA1 , ..., sik + sBk + sAk),
where Al := {il−1+1, ..., jl}, Bl := {jl+1, ..., il− 1} for l = 1, ..., k, and Ak+1 := {ik+1, ..., n},
sA :=
∑
α∈A sα, s˜A := sb(sb + sb−1)...(sa + ... + sb),
˜˜sA := sa(sa + sa+1)...(sa + ... + sb), for
A = {a, a+ 1, ..., b}. This implies the result in general. 
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Note that F f1,...,fnt0 =
(−1)na1...an
(s1+...+sn)...sn
ts1+...+sn0 +O(t
σ
0 e
−2πt0) as t0 →∞, where σ depends on
the ℜ(si).
Let now E˜ := {f ∈ E|∃N ≥ 0, f(i t) = O(t−N ) as t→ 0+}. Set
Gf1,...,fnt0 (s1, ..., sn) :=
∫
0≤t1≤...≤tn≤t0
f1(i t1)t
s1−1
1 dt1...fn(i tn)t
sn−1
n dtn
for f1, ..., fn ∈ E˜ . This function is analytic for ℜ(si)≫ 0.
Proposition 7.2. For f1, ..., fn ∈ E˜, the function
(s1, ..., sn) 7→
n∑
k=0
Gf1,...,fkt0 (s1, ..., sk)F
fk+1,...,fn
t0 (sk+1, ..., sn)
is analytic for ℜ(si)≫ 0 and independent of t0. We denote it L∗f1,...,fn(s1, ..., sn).
Proof. The analyticity follows from the fact that F
fk+1,...,fn
t0 (sk+1, ..., sn) may be viewed as
an analytic function for ℜ(si)≫ 0. The independence of t0 follows from
∂t0G
f1,...,fk
t0 (s1, ..., sk) = fk(i t0)t
sk−1
0 G
f1,...,fk−1
t0 (s1, ..., sk−1),
∂t0F
fk,...,fn
t0 (sk, ..., sn) = −fk(i t0)t
sk−1
0 F
fk+1,...,fn
t0 (sk+1, ..., sn),
where the former identity in valid in the domain ℜ(si) ≫ 0 and the latter is analytically
extended from the domain ℜ(si)≪ 0 to ℜ(si)≫ 0. 
Recall that if f(τ) is a modular form of weight k, then (t 7→ f(i t)) ∈ E˜ , f(τ +1) = f(τ) and
f(−1τ ) = τ
kf(τ).
Proposition-Definition 7.3. Let fi be modular forms of weight ki (i = 1, ..., n), then the
function L∗f1,...,fn(s1, ..., sn) extends to a meromorphic function on C
n, whose only possible
singularities are simple poles at the hyperplanes si + ...+ sj = 0 and si + ...+ sj = ki + ...+ kj
(where 1 ≤ i ≤ j ≤ n). We call it the iterated Mellin transform of f1, . . . , fn.
Proof. By modularity,
Gf1,...,flt0 (s1, ..., sl) = (−1)
(k1+···+kl)/2F fl,...,f11/t0 (kl − sl, ..., k1 − s1).
Plugging this equality in the definition of L∗f1,...,fn(s1, ..., sn) and using the poles structures of
the functions F fl,...,f11/t0 , F
fl+1,...,fn
t0 , we obtain the result. 
When n = 1, we now relate L∗f(s) with the Mellin transform L
∗(f, s) defined in [Za]. Let
f be a modular form with f(τ) → a as τ → i∞. Then L∗(f, s) is defined for ℜ(s) ≫ 0 by
L∗(f, s) =
∫∞
0
(f(i t)− a)ts−1dt. Then:
Proposition 7.4. L∗(f, s) = L∗f(s).
Proof. L∗(f, s) =
∫ t0
0 f(i t)t
s−1dt− a
ts0
s +
∫∞
t0
(f(i t)− a)ts−1dt for ℜ(s)≫ 0.
On the other hand, Gft0(s) =
∫ t0
0
f(i t)ts−1dt for ℜ(s)≫ 0, while F ft0(s) =
∫∞
t0
f(i t)ts−1dt =∫∞
t0
(f(i t) − a)ts−1dt − a t
s
0
s for ℜ(s) ≪ 0. The second expression of F
f
t0(s) is meromorphic on
C with as its only possible singularity, a simple pole at s = 0; in particular, this expression
coincides with F ft0(s) for ℜ(s) ≫ 0. Then for ℜ(s) ≫ 0, L
∗
f (s) = G
f
t0(s) + F
f
t0(s) = L
∗(f, s).

For s1, . . . , sn ∈ Z, one sets
L♯f1,...,fn(s1, . . . , sn) := i
s1+···+sn L∗f1,...,fn(s1, . . . , sn).
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According to Proposition-Definition 7.3, the numbers
(61) L♯k1,...,kn(l1, . . . , ln) := L
♯
Gk1 ,...,Gkn
(l1, . . . , ln),
for k1, . . . , kn even integers ≥ 4, li ∈ {1, . . . , ki − 1}, are well-defined. One can prove that
L♯k1,...,kn(b1, . . . , bn) ∈ i
l1+···+ln R.
7.2. Monodromy relations and the isomorphism ieKZ . (60) defines a morphism
ieKZ : B3 → exp(bˆ
+
3 )⋊ SL2(C)(⊂ Aut(ˆf
C
2 )
op),
such that
(62) ∀g˜3 ∈ B3, g˜ ∗ eKZ = eKZ ∗ ieKZ (g˜) = (ieKZ (g˜)(AKZ), ieKZ (g˜)(BKZ)),
where eKZ = (AKZ , BKZ).
Specializing to g˜ = Ψ+, this gives
ieKZ (Ψ+) : AKZ 7→ AKZ , BKZ 7→ BKZAKZ ,
and for g˜ = Θ, this gives
ieKZ (Θ) : AKZ 7→ B
−1
KZ , BKZ 7→ BKZAKZB
−1
KZ .
In [CEE], we introduced A˜, B˜ ∈ exp(ˆt1,2) related to AKZ , BKZ by
A˜ = (2π/ i)tAKZ(2π/ i)
−t, B˜ = (2π/ i)tBKZ(2π/ i)
−t,
and elements [Ψ], [Θ] ∈ exp(bˆ+3 ) ⋊ SL2(C), and studying a monodromy morphism, showed
relations (numbered (26), (27) in [CEE])
[Ψ]ei
pi
6 ad t : AKZ 7→ AKZ , BKZ 7→ BKZAKZ ,
[Θ]ei
pi
2 ad t : AKZ 7→ B
−1
KZ , BKZ 7→ BKZAKZB
−1
KZ .
One checks that [Ψ]ei
pi
6 Ad t = ieKZ (Ψ), [Θ]e
i pi2 ad t = ieKZ (Θ). So (60) allows to recover relations
(26), (27) from [CEE].
7.3. Relations between iterated Mellin transforms and MZVs. Another consequence
of (62) is the behavior of the automorphism ieKZ (Ψ−), namely
(63) ieKZ (Ψ−) : AKZ 7→ AKZB
−1
KZ , BKZ 7→ BKZ .
Notice that Ψ− = ΘΨ+Θ
−1, and that log ieKZ (Ψ+) is a well-defined derivation of fˆ
C
2 . Set
xKZ := logAKZ|x 7→(2π i)−1x,y 7→2π i y ∈ fˆ
C
2 , yKZ := logBKZ|x 7→(2π i)−1x,y 7→2π i y ∈ fˆ
C
2 ,
so σ(ΦKZ) = (e
xKZ , eyKZ ). Then (63) is equivalent to the statement that the derivation
D := Ad(diag((2π i)−1, 2π i) ◦ ieKZ (Θ))(log ieKZ (Ψ+)) ∈ Der(ˆf
C
2 )
acts as follows
D : xKZ 7→ −
adxKZ
1− e− ad xKZ
(yKZ), yKZ 7→ 0,
where t(2π i) = diag((2π i)−1, 2π i) ∈ SL2(C) is viewed as an automorphism of fˆC2 (see Proposi-
tion 5.4).
There is a decomposition Der(ˆfC2 ) =
∏
k,l∈Z Der(f
C
2 )[k, l], where the bracket indicates the
bidegree in x, y. Let D =
∑
k,lD[k, l] be the corresponding decomposition of D. One has
Der(fC2 )[k, l] = Der(f
Q
2 )[k, l]⊗ C.
Set Z0 := Q and for l ≥ 1, set
Zl := SpanQ{ζ(l1, . . . , ls)|s ≥ 1, l1 ≥ 1, . . . , ls−1 ≥ 1, ls ≥ 2, l1 + · · ·+ ls = l} ⊂ C,
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where
ζ(l1, . . . , ls) =
∑
1≤k1≤...≤ks
k−l11 · · · k
−ls
s .
For V ⊂ C a Q-vector subspace and k ∈ Z, set V (k) := (2π i)kV .
Proposition 7.5. D[k, l] has the following properties:
• it lies in bQ3 [k, l]⊗Q(l) if k = 1, l ≥ −1;
• it lies in bQ3 [k, l]⊗ (Zl(0) + Zl+1(−1)) if k ≥ 2, l ≥ 1;
• it is equal to zero in all the other cases.
Proof. log ieKZ (Ψ+) ∈
∑
k≥−1Q(k) ⊗ b
Q
3 [k, 1], and diag((2π i)
−1, 2π i) ◦ ieKZ (Θ) = (element
of exp(bˆ+3 ))× (x 7→ y, y 7→ x), and the support of bˆ
+
3 is contained in {1, 2, . . .}
2. All this implies
that
D ∈
∏
l≥−1
Q(l)⊗ bQ3 [1, l]⊕
∏
k≥2,l≥0
bC3 [k, l].
Since D lies in bˆC3 , whose support is contained in {(1,−1), (0, 0), (−1, 1)} ∪ {1, 2, . . .}
2, this
statement can be improved by changing the second product into
∏
k≥2,l≥1 b
C
3 [k, l]. This implies
the first and the last statement of the proposition.
Recall that
xKZ = Ad
(
ΦKZ(−
adx
eadx − 1
(y), t)
)(
2π i
− adx
ead x − 1
(y)
)
,
yKZ = iπt ∗ logΦKZ(−
adx
eadx − 1
(y), t) ∗ x ∗ logΦKZ(
adx
ead x − 1
(y) + t, t),
where ∗ is the CBH product a ∗ b := log eaeb.
There exists a unique derivation D˜ of fˆC2 , such that
D˜ : x 7→ 0, y 7→ −
1
2π i
ead x − 1
adx
ϕ
(
ad
(
− 2π i
adx
ead x − 1
(y)
))
(x),
where ϕ(t) = (−t)/(1− e−t), and a unique automorphism θ of the same Lie algebra, such that
θ : x 7→ yKZ , y 7→ −
1
2π i
ead yKZ − 1
ad yKZ
(xKZ);
then D = θD˜θ−1. One has
(64) D˜ ∈ Q(−1)⊗Der(f2)[1,−1] +
∏
k≥1,l≥0
Q(l)⊗Der(f2)[k, l].
One computes
logΦKZ(−
adx
ead x − 1
(y), t), log ΦKZ(
adx
ead x − 1
(y)+t, t) ∈
∏
k≥1,l≥2
Zl⊗f
Q
2 [k, l], iπt ∈ Q(1)⊗f2[1, 1],
which implies
(65) yKZ ∈ x+
∏
k≥1,l≥1
(Zl + Zl−1(1))⊗ f
Q
2 [k, l].
It also implies
−
1
2π i
xKZ = y +
∏
k,l≥1
Zl−1 ⊗Der f
Q
2 [k, l],
which then implies
(66) −
1
2π i
ead yKZ − 1
ad yKZ
(xKZ) ∈ y +
∏
k,l≥1
(Zl + Zl−1(1))⊗ f
Q
2 [k, l].
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(65) and (66) imply that θ − id ∈
∏
k≥0,l≥1(Zl +Zl−1(1))⊗ End(f
Q
2 )[k, l], so that log θ belongs
to the same space. Together with the estimate on D˜, this implies that for any k ≥ 1,
ad(log θ)k(D˜) ∈
∏
k≥1,l≥0
Der(fQ2 )[k, l]⊗
(
Zl + Zl+1(−1)
)
.
Combining this with the estimate on D˜, one obtains that D = θD˜θ−1 belongs to the direct sum
of Der(fQ2 )[1,−1]⊗ Q(−1) with this space, which together with the first and third statements
of the proposition, and the fact that D ∈ bˆC3 , implies the second statement of the proposition.

For λ ∈ C×, set w(λ) :=
(
0 −λ−1
λ 0
)
∈ SL2(C).
Lemma 7.6.
ieKZ (Θ) ≡ w(2π i) ·
∑
n≥0
∑
k1,...,kn≥1
li∈{0,...,2ki}
(
−1
2π i
)l1+1 · · · (
−1
2π i
)ln+1L♯2k1+2,...,2kn+2(l1 + 1, . . . , ln + 1)
2k1 + 1
l1!
ad(e−)
l1(δ2k1) · · ·
2kn + 1
ln!
ad(e−)
ln(δ2kn)
in exp(bˆ+,C3 )⋊ SL2(C), up to multiplication by an element of exp(Cδ0).
Proof. ieKZ (Θ) = F˜ (
−1
τ )
−1w(2π i)F˜ (τ)elog(
−1
τ
)δ0 , where w =
(
0 −1
1 0
)
and F˜ (τ) := n−(
τ
2π i )
−1F (τ).
As F˜ (τ) satisfies
∂τ F˜ (τ) = −
(∑
k≥0
2k∑
l=0
τ lG2k+2(τ)(
−1
2π i
)l+1
2k + 1
l!
ad(e−)
l(δ2k)
)
F˜ (τ),
and taking into account the behavior of F˜ (τ) at τ → i∞, one obtains
F˜ (τ) ≡
∑
n≥0
∑
k1,...,kn≥1
∑
li∈{0,...,2ki}
φ
G2k1+2,...,G2kn+2
τ (l1 + 1, . . . , ln + 1)(
−1
2π i
)l1+1 · · · (
−1
2π i
)ln+1
2k1 + 1
l1!
ad(e−)
l1(δ2k1) · · ·
2kn + 1
ln!
ad(e−)
ln(δ2kn),
where φf1,...,fni t0 (s1, . . . , sn) := i
s1+···+sn F f1,...,fnt0 (s1, . . . , sn). Combining this with the similar
formula for F˜ (−1τ )
−1, one obtains the result. 
Set w := w(1) ∈ SL2(C).
Lemma 7.7.
Ad(w−1) ◦D = −
1
2π i
e− +
2π i
12
δ0 +
∑
n>0
k1,...,kn≥1
li∈{0,...,2ki}
(
−1
2π i
)l1+1 · · · (
−1
2π i
)ln+1×
×
{ −L♯2k1+2,...,2kn+2(l1 + 1, . . . , ln + 1) · ln if ln 6= 0
L♯2k1+2,...,2kn−1+2(l1 + 1, . . . , ln−1 + 1) · 2ζ(2kn + 2) if ln = 0
}
×
× [
2k1 + 1
l1!
(ad e−)
l1(δ2k1 ), · · · ,
2kn + 1
ln!
(ad e−)
ln(δ2kn)],
where L♯∅(∅) = 1 by convention, and [a1, . . . , an] := ada1 ◦ · · · ◦ ad an−1(an).
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Proof. One has t(2π i) ◦ w(2π i) = w(1) = w in Aut(ˆf2). One also has
log ieKZ (Ψ+) =
2π i
12
δ0 −
1
2π i
(e− +
∑
k>0
2(2k + 1)ζ(2k + 2)δ2k).
The result then follows from the expansion of ieKZ (Θ) and from the identity Ad(g)(y) =∑
n≥0 ai1,...,in [xi1 , . . . , xin , y] for g =
∑
n≥0
∑
i1,...,in∈I
ai1,...,inxi1 · · ·xin a group-like element
of Ug and y ∈ g, where g is a topological Lie algebra and xi, i ∈ I are positive degree elements
of g. 
Combining Proposition 7.5 and Lemma 7.7, one obtains the following family of relations
between iterated integrals of Eisenstein series and MZVs:
Proposition 7.8. Let I := {(a, b)|a, b ≥ 1, a+ b is even}. For (a, b) ∈ I, let
ea,b :=
a+ b− 1
(b − 1)!
(ad e−)
b−1(δa+b−2) ∈ b
Q
3 [a, b].
Let A ≥ 2, B ≥ 1. Any ξ ∈ bQ3 [A,B]
∗ gives rise to a relation∑
n>0
∑
(a1,b1),...,(an,bn)|
(a1,b1)+···+(an,bn)=(A,B)
〈ξ, [ea1,b1 , . . . , ean,bn ]〉×
×
{ −L♯a1+b1,...,an+bn(b1, . . . , bn) · (bn − 1) if bn 6= 1
L♯a1+b1,...,an−1+bn−1(b1, . . . , bn−1) · 2ζ(an + bn) if bn = 1
}
∈ ZA(B) + ZA+1(B − 1).
7.4. Modular and shuffle relations. The numbers L♯k1,...,kn(b1, . . . , bn) are subject to other
relations:
(a) the shuffle relations
(67)
L♯k1,...,kn(b1, . . . , bn)L
♯
kn+1,...,kn+m
(bn+1, . . . , bn+m) =
∑
σ∈Sn,m
L♯kσ(1),...,kσ(n+m)(bσ(1), . . . , bσ(n+m)),
where Sn,m = {σ ∈ Sn+m|σ(i) < σ(j) if i < j ≤ n or n+ 1 ≤ i < j}, which can be reexpressed
as the following statement: let M := ⊕k≥4CGk ⊗C[t]≤k−2, then the linear map I : T (M)→ C
such that I(Gk1 (t)t
b1 , . . . , Gkn(t)t
bn) := L♯k1,...,kn(b1 + 1, . . . , bn + 1) is an algebra morphism,
T (M) being equipped with the shuffle algebra product ;
(b) the modular relations
(68) I⊗2 ◦ (id⊗S) ◦∆ = J⊗3 ◦ (id⊗U ⊗ U2) ◦∆(2) = ε
(equalities in Homalg(T (M),C), T (M) being equipped with the shuffle product), where:
• J : T (M)→ C is defined by J := (I ⊗ ψ) ◦∆, ψ : T (M)→ C being defined by
ψ(Gk1 t
b1−1 ⊗ · · · ⊗Gkn t
bn−1) :=
2ζ(k1) · · · 2ζ(kn)
b1(b1 + b2) · · · (b1 + · · ·+ bn)
;
• S =
(
0 −1
1 0
)
, U =
(
1 −1
1 0
)
∈ PSL2(Z) act on M by S · tb−1Gk := tk−2(
−1
t )
b−1Gk, U · tb−1Gk :=
tk−2(1 − 1t )
b−1Gk;
• ε : T (M) → C is the augmentation morphism, ∆ : T (M) → T (M)⊗2 is the shuffle
coproduct morphism x1⊗· · ·⊗xn 7→
∑n
k=0(x1⊗· · ·⊗xk)⊗(xk+1⊗· · ·⊗xn), ∆
(2) := (∆⊗id)◦∆.
The relations (68) are proved as follows. Let b˜3 := Lie(⊕a,b≥1,a+b evenCe˜a,b) ⋊ sl2, where
Lie(−) means the free Lie algebra generated by a vector space, and ⊕a,b≥1,a+b evenCe˜a,b =
⊕k even(⊕a,b≥1,a+b=kCe˜a,b) is the direct sum of all the odd-dimensional simple sl2-modules, the
action being normalized by e− ·e˜a,b = be˜a−1,b+1. There is a unique morphism b˜3 → b3, such that
it induces the identity on sl2 and such that e˜a,b 7→ ea,b. The SL2(Z)-equivariant connection on H
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with values in the trivial principal bundle with group exp(bˆ+,C3 )⋊SL2(C) defined by (56) admits
a lift to a similar connection, where this group is replaced by its analogue with b˜3 replacing
b3. This connection therefore gives rise to a morphism SL2(Z) → exp(
ˆ˜
b+,C3 ) ⋊ SL2(C) to this
group. The relations (68) express the fact that the relations between the usual generators of
SL2(Z) are satisfied by their images.
Remark 7.9. Relations (68) are generalizations of the modular relations satisfied by the period
polynomials of Eisenstein series ([Za], Proposition p. 453). The contribution of ψ to J is the
analogue of the contributions of the values at cusps to the period polynomials of Eisenstein
series as defined in [Za], (9).
Remark 7.10. Let Z = ⊕k≥0Zk be the Q-algebra of formal MZVs, i.e., the Q-algebra generated
by formal versions of 2π i and of the ζ(k1, . . . , ks), subject to the associator relations. Define
Z∗ as the Z-algebra generated by formal analogues of the L♯k1,...,kn(b1, . . . , bn), k1, . . . , kn even
≥ 4, bi ∈ {1, . . . , ki − 1}, modulo the shuffle relations (67), the modular relations (68), and
the relations from Proposition 7.8, in which the right hand side is replaced by any lift in
ZA(B)+ZA+1(B−1). Then Z∗ is N-graded, with the degree of L
♯
k1,...,kn
(b1, . . . , bn) being equal
to k1 + · · ·+ kn.
7.5. Computation of some regularized iterated integrals. Denote by Sh(M) the vector
space T (M), equipped with its (commutative) shuffle algebra structure. Let Lie(M) ⊂ T (M) be
the (free) Lie subalgebra of T (M) generated byM, T (M) being equipped with its tensor algebra
structure. This inclusion gives rise to a commutative algebra morphism S(Lie(M)) → Sh(M),
which can be shown to be an isomorphism. As I : Sh(M) → C is an algebra morphism, it is
uniquely determined by its restriction
I : Lie(M)→ C.
Lie(M) decomposes as M⊕ Lie2(M) ⊕ · · · . The restriction of I to M has been determined in
[Za]: for k even ≥ 4,
(69)
I(tk−2Gk) = −I(Gk) =
2π i
k − 1
ζ(k−1), I(taGk) =
(−1)a+1
(k − 1)!
Ba+1
a+ 1
Bk−a−1
k − a− 1
(2π i)k for a = 1, . . . , k−3.
The grading M = ⊕k≥4Mk, where Mk = CGk ⊗ SpanC(1, t, . . . , t
k−2), induces a grading
Lie(M) = ⊕k≥4,k even Lie(M)k. The restriction of I to Lie(M)k for the first values of k can be
carried out as follows.
• k = 4, 6. In these cases, Lie(M)k = Mk, so (69) determines the restriction of I to Lie(M)k.
• k = 8. Lie(M)8 = M8⊕Lie2(M4). (69) determines the restriction of I to M8, so it remains
to compute its restriction to Lie2(M4) = SpanC([G4, tG4], [G4, t
2G4], [tG4, t
2G4]). The modular
relations imply that
I([G4, t
2G4]) = −
(2π i
3
ζ(3)
)2
−
418
45
ζ(4)2,
and that I([G4, tG4])+I([tG4, t
2G4]) = 0. Proposition 7.8 for (A,B) = (4, 4), together with the
fact that the restriction of the morphism b˜3 → b3 to degree 8 is an isomorphism, then implies
that I([G4, tG4]) ∈ Z5(3) + Z4(4) = SpanQ((2π i)
3ζ(5), (2π i)5ζ(3), (2π i)8). As I([G4, tG4]) is
pure imaginary, one even has
I([G4, tG4]) = −I([tG4, t
2G4]) ∈ Q(2π i)
3ζ(5) +Q(2π i)5ζ(3)
(the rational coefficients can be determined from the expression of the components of the
derivation D in a generating family of MZVs).
54 BENJAMIN ENRIQUEZ
• k = 10. Lie(M)10 = M10 ⊕M4 ⊗M6, and as a SL2(C)-module, M4 ⊗M6 decomposes as
a direct sum V7 ⊕ V5 ⊕ V3 of irreducible modules of the indicated dimensions, generated by the
highest weight vectors
(70) [G4, G6], [tG4, G6]− [G4, tG6], [t
2G4, G6]− 2[tG4, tG6] + [G4, t
2G6].
The modular relations determine the restriction of I to 1-codimensional subspaces of Vi (i =
3, 5, 7), for which the highest weight vectors (70) span supplementary subspaces.
On the other hand, the expansion of log(w(2π i)−1ieKZ (Θ)) up to degree 10 yields the identity
Ad(w−1)(D)
= Ad exp
(∑
a,b
(
−1
2π i
)bI(tb−1Ga+b)ea,b +
1
4
∑
a,b,a′,b′
(
−1
2π i
)b+b
′
I([tb−1Ga+b, t
b′−1Ga′+b′ ])[ea,b, ea′,b′ ]
)
·
·
( −1
2π i
(e− +
∑
k≥1
2ζ(2k + 2)δ2k)
)
modulo degree ≥ 12, from where one derives the expression in terms of MZVs of
(71) [e−,
∑
a,b,a′,b′|a+b+a′+b′=10
(
−1
2π i
)b+b
′
I([tb−1Ga+b, t
b′−1Ga′+b′ ])[ea,b, ea′,b′ ]].
On the other hand, let V˜k := SpanC(e˜2k,1, . . . , e˜1,2k) ⊂ b˜3; the degree 10 part of b˜3 decomposes
as (b˜3)10 = V˜10 ⊕ V˜4 ⊗ V˜6. This SL2(C)-module is dual to Lie(M)10, in particular
(72)
∑
a,b,a′,b′|a+b+a′+b′=10
(
−1
2π i
)b+b
′
[tb−1Ga+b, t
b′−1Ga′+b′ ]⊗ [e˜ab, e˜a′b′ ]
is the canonical element of (M4 ⊗ M6) ⊗ (V˜4 ⊗ V˜6). Decompose V˜4 ⊗ V˜6 as a direct sum
W˜7 ⊕ W˜5 ⊕ W˜3 of irreducible SL2(C)-modules of the indicated dimensions, then (72) is the
sum of the canonical elements in each summand of (V7 ⊗ W˜7)⊕ (V5 ⊗ W˜5) ⊕ (V3 ⊗ W˜3); these
canonical elements have the form
[G4, G6]⊗ (lowest weight vector of W˜7) + a sum of tensors of different weights,
([tG4, G6]− [G4, tG6])⊗ (lowest weight vector of W˜5) + a sum of tensors of different weights,
([t2G4, G6]− 2[tG4, tG6] + [G4, t
2G6])⊗ (l.w.v. of W˜3) + tensors of different weights.
Lemma 7.11. The composite maps W˜7 ⊂ (b˜3)10 → (b3)10, W˜5 ⊂ (b˜3)10 → (b3)10 and W˜3 →
(b˜3)10 → (b3)10 are injective.
Proof. The images of the highest weight vectors of W˜7, W˜5 in b3 ⊂ Dert(f2) can be partially
computed (here t = −[x, y] and Dert means the derivations taking t to zero) as follows. The
commutator of derivations induces a map Dert(f2, f
′
2)
⊗2 → Dert(f2, f′′2) (where f
′
2 = [f2, f2],
f′′2 = [f
′
2, f
′
2]), which in its turn induces a map D
⊗2
1 → D2, where D1 := Dert(f2, f
′
2)/Dert(f2, f
′′
2),
D2 := Dert(f2, f
′′
2 )/Dert(f2, f
′′′
2 ) (where f
′′′
2 := [f
′
2, f
′′
2 ]). There is a natural map D1 → f
′
2/f
′′
2
induced by Dert(f2, f
′
2) → f
′
2/f
′′
2 , D 7→ (the class of an element a ∈ f
′
2 such that D − ada ∈
Der(f2, f
′′
2)) and D2 → f
′′
2/f
′′′
2 defined similarly. There are isomorphisms C[u, v] ≃ f
′
2/f
′′
2 , defined
by unvm 7→ (the class of (adx)n(ad y)m[x, y]), and
∧2C[u, v] ≃ f′′2/f′′′2 , induced by the Lie
bracket
∧2
f′2 → f
′′
2 . The map D
⊗2
1 → D2 is then compatible with an explicit map C[u, v]
⊗2 →∧2C[u, v]. The images in b3 of the highest weight vectors of W˜7, W˜5 in fact lie in Dert(f2, f′′2),
and their images in
∧2C[u, v] can be computed using the above map C[u, v]⊗2 → ∧2C[u, v] and
shown to be nonzero. On the other hand, the image in
∧2C[u, v] of the highest weight vector of
W˜3 is zero, so the image of this highest weight vector in b3 lies in Dert(f2, f
′′′
2 ). This derivation
can be computed explicitly (by computer) and shown to be nonzero (this can also be derived
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from [Po], Thm. 3, where Ker(D⊗21 → D2) is computed). Note that [Dert(f2, f
′′
2 )10 : 3] = 1,
where 3 is the irreducible 3-dimension representation of SL2(C), so this multiplicity space is
spanned by the image of the highest weight vector of W˜3. 
The expression of (71) in terms of MZVs therefore allows one to express I([G4, G6]), I([tG4, G6]−
[G4, tG6]) and I([t
2G4, G6]− 2[tG4, tG6] + [G4, t2G6])
in terms of MZVs, thereby completing the computation of the restriction of I to V7, V5 and
V3. To summarize, the results of Sections 7.3, 7.4 allow one to determine the restriction of I to
Lie(M)10 in terms of MZVs of weight 10.
• k = 14. It has been shown in [Po] that [δ2, δ8] = 3[δ4, δ6]. Using the same techniques as
for k = 10, one can prove that 81 · I([G4, G10]) + 35 · I([G6, G8]) is a MZV of weight 14. These
techniques do not give any information on the individual values of I([G4, G10]) and I([G6, G8]).
8. Galois aspects
In this section, we recall the links between GQ, ĜT and the Teichmu¨ller groupoids in genus
zero. We then establish the analogous results in genus one: they relate the arithmetic funda-
mental group π1(M
Q
1,1), ĜTell and the Teichmu¨ller groupoid in genus one.
8.1. Galois groups and Teichmu¨ller groupoids in genus zero.
8.1.1. Profinite Galois representations. Let n ≥ 3 andMQ0,n be the moduli stack over Q of genus
zero smooth projective curves with n marked points andM
Q
0,n its Deligne-Mumford compactifi-
cation. Maximally degenerate curves are rational points of this stack, and correspond bijectively
to planar unrooted trivalent trees with leaves indexed bijectively by {1, . . . , n}, modulo ‘mirror’
symmetry. For T such a tree, let X0T the corresponding curve. The formal neighborhood of
X0T is a fibration XT → SpecQ[[qe, e inner edge of T ]]. Then the pull-back XT ⊗Q[[{qe}e]] Q[[q]]
corresponding to the morphism given by qe 7→ q is a rational tangential base point of M
Q
0,n
(recall that a rational tangential base point of a scheme X is a morphism X → SpecQ((q)));
see [Mm, IN].
Let S be this set of rational tangential base points. The fundamental groupoid T̂0,n :=
πgeom1 (M
Q
0,n, S) relative to this base set is the profinite completion of the groupoid T0,n described
in [Sch]. There is a split exact sequence
1→ T̂0,n → π1(M
Q
0,n, S)
x
→ GQ → 1
with section induced by S. It results in a group morphism GQ = Gal(Q¯/Q)→ Aut(T̂0,n) (see
[Gr1, Dr]).
Theorem 8.1. ([Dr, Sch]) This morphism factors as GQ → ĜT→ Aut(T̂0,n).
8.1.2. Pro-l and prounipotent completions. Let π be a finitely generated group, and let πQ(−)
denote its Q-prounipotent completion. It has the following properties: πQ(−) is a prounipotent
Q-group scheme; there is a group morphism π → πQ(Q); any morphism π → U(Q), where U(−)
is a unipotent Q-group scheme, induces a Q-group scheme morphism πQ(−)→ U(−), such that
(π → U(Q)) = (π → πQ(Q)→ U(Q)).
If k is a Q-ring, then πk(−) := πQ(−)⊗k is a prounipotent k-group scheme (it is the functor
{k-rings} → {groups}, K 7→ πQ(K)). There is a morphism (π → πk(k)) := (π → πQ(Q) →
πQ(k) = πk(k)). Any morphism π → U(k), where U(−) is a prounipotent k-group scheme,
gives rise to a morphism πk(−)→ U(−), such that (π → U(k)) = (π → πk(k)→ U(k)) ([Ha],
Section 3).
Let l be a prime number, and let πl be the prounipotent completion of π. According to
[HM1], Lemma A.7, there exists a morphism πl → πQ(Ql), compatible with the maps from π.
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If π, π′ are finitely generated groups, then a continuous morphism πl → π′l gives rise to
the morphism π → πl → π
′
l → π
′
Q(Ql), and hence to a Ql-group scheme morphism πQl(−) →
π′Ql(−), such that (π → π
′
Q(Ql)) = (π → πQl(Ql)→ π
′
Ql
(Ql)). The resulting map Hom(πl, π′l)→
Hom Ql-group
schemes
(πQl , π
′
Ql
) is compatible with compositions, hence gives rise to a group morphism
(73) Aut(πl)→ Aut Ql-group
schemes
(πQl).
Let U(−) be a prounipotent Q-group scheme. Let AutU be the Q-group scheme defined as
the functor {Q-rings} → {groups}, k 7→ AutU(k) := Aut k-group
schemes
(U ⊗ k) = Aut k-Lie
algebras
(u ⊗ k),
where u = LieU . Then AutU is an extension of a group Q-subscheme G ⊂ GL(uab) by a
prounipotent Q-group scheme, explicitly
1→ Aut+ U → AutU → G→ 1.
Namely, G is the intersection of the decreasing sequence of group schemes Im(AutU/U (n) →
GL(uab)), which is stationary.
The morphism (73) may therefore be interpreted as a morphism
Aut(πl)→ Autπ(Ql).
Let G ⇒ B be a groupoid where for any b ∈ B, Gb := Gbb is finitely generated. We denote by
Gl ⇒ B, GQ(−)⇒ B its pro-l and Q-prounipotent completions, given by (Gl)bc := (Gb)l×Gb Gbc
and GQ(k)bc := Gb(k) ×Gb Gbc.
Assume that G is connected (i.e., for any b, c ∈ B, Gbc 6= ∅). Define the group scheme AutG
by AutG(k) := Aut(G(k)). If Gab × Gbc → Gac, (gab, gbc) 7→ gbcgab is the composition of G,
then Aut(G(k)) = {θab : Gab → Gab(k)|∀a, b, c, ∀gab, gbc, θac(gbcgab) = θbc(gbc)θab(gab)}. The
choice of b ∈ B and of particular elements g0ab ∈ Gab for any a ∈ B − {b} gives rise to an
isomorphism Aut(G(k)) ≃ Gb(k)B−{b} ⋊ AutGb(k), the inverse isomorphism taking ((Xa)a, θ)
to the automorphism such that Gb(k) ∋ gb 7→ θ(gb) ∈ Gb(k), and Gab ∋ g0ab 7→ Xag
0
ab ∈ Gab(k).
The morphisms πl → πQ(Ql) and Aut(πl)→ Autπ(Ql), where π = Gb, give rise to a morphism
Aut(Gl)→ AutG(Ql).
8.1.3. Pro-l Galois representations. The following statement can be derived from [Dr, Sch].
Proposition 8.2. There exist morphisms GTl → Aut(T
l
0,n), GT(−)→ AutT0,n(−), such that
the squares in the following diagram commute
ĜT //

GTl //

GT(Ql)

Aut(T̂0,n) // Aut(T l0,n) // Aut T0,n(Ql)
8.2. Arithmetic fundamental groups and Teichmu¨ller groupoids in genus one. The
Galois theoretic counterpart of the theory of elliptic associators is the action of the arithmetic
fundamental group π1(M
Q
1,~1
) on the completions of elliptic braid groups, based on the fibration
MQ1,n →M
Q
1,1, as studied in [Gr2, Oda]. We first recall the main points of this study.
8.2.1. Arithmetic fundamental groups of moduli spaces. Let MQ1,1 (resp., M
Q
1,~1
, M˜Q1,1) be the
moduli space of elliptic curves with one puncture (resp., with one puncture and a nonzero
tangent vector at the puncture, with one puncture and a formal coordinate at the puncture).
A rational tangential base point ξ of MQ1,1 is defined as follows. The Deligne-Mumford
compactification M
Q
1,1 of M
Q
1,1 contains a unique curve X
0, which corresponds to the tadpole
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graph. A formal neighborhood of X0 in M
Q
1,1 is a curve X → SpecQ[[q]], whose generic fiber is
the Tate elliptic curve Gm/qZ with marked point [1] = qZ. This may be viewed as a morphism
SpecQ[[q]]→M
Q
1,1, which restricts to ξ : SpecQ((q))→M
Q
1,1.
A lift ξ˜ of ξ to M˜Q1,1 is defined by choosing the local coordinate log z at [1] = q
Z, z being the
canonical coordinate on Gm (such that the function ring is Q[z, z−1]). Let ~ξ be the lift of ξ to
M1,~1 given by the expansion of the local coordinate of ξ˜ at order one.
The isomorphism πgeom1 (M
Q
1,~1
, ~ξ) ≃ B̂3 gives rise to a split exact sequence
(74) 1→ B̂3 → π1(M
Q
1,~1
, ~ξ)
x
→ GQ → 1,
where the section is provided by the base point ~ξ; the induced morphism GQ → Aut(B̂3) has
been computed explicitly in [Na], Cor. 4.15 (it is recalled in Subsection 8.3).
The result of [Na] can be complemented as follows.
Proposition 8.3. There is a morphism from (74) to the split exact sequence
(75) 1→ SL2(Ẑ)→ GL2(Ẑ)
x
→ Z× → 1,
where the second morphism is the determinant det and the section is the morphism λ 7→
(
λ 0
0 1
)
.
The rightmost morphism in (74)→ (75) is the cyclotomic character GQ → Ẑ×.
The proof will be carried out in Section 8.3.
8.2.2. Profinite representations. Let M˜Q1,n be the moduli space of elliptic curves with n punc-
tures. There is a fibration MQ1,n →M
Q
1,1 defined by forgetting all the punctures except the first
one. One sets M˜Q1,n := M˜
Q
1,1 ×MQ1,1
MQ1,n.
A tangential section of a morphism X → Y of Q-schemes is defined to be a morphism
Y × SpecQ((t))→ X , such that its composition with X → Y is the canonical projection.
A n-tree T is defined to be a rooted trivalent planar tree, equipped with a bijection iT :
{leaves} → {1, . . . , n} (the root is not a leaf), such that the leftmost leaf is labeled 1. Such a
tree gives rise to the assignment, to each i ∈ {1, . . . , n}, of a pair (di, si), where di is an integer
≥ 1 (the distance between the leaf labeled i and the root), and of a map si ∈ {l, r}di describing
the path from the root to the leaf labeled i (si(k) = l or r according to whether the kth interval
of the path is a left or right descendant). It also gives rise to a permutation sT ∈ Sn such that
sT (1) = 1: sT is the composite map {1, . . . , n} → {leaves}
iT→ {1, . . . , n}, where the first map is
the inverse of the lexicographic (according to the order left < right) indexation of the leaves.
A tangential section σT of the morphism M˜
Q
1,n → M˜
Q
1,1 may be associated to each n-tree
T as follows: σT is the morphism M˜
Q
1,1 × SpecQ((t)) → M˜1,n, taking a pair ((E, p, z), t) to
(E, p1, . . . , pn, z), where pi := z
−1(
∑
k∈s−1i (r)
tk).
Let Fξ be the fiber over ξ of M
Q
1,n →M
Q
1,1. There is a split exact sequence of groupoids
1→ πgeom1 (Fξ, {σT (ξ)})→ π1(M˜
Q
1,n, {σT (ξ˜)})
x
→ π1(M˜
Q
1,1, ξ˜)→ 1.
(see [Gr2, Oda] and also [Na], Section 4.1), which gives rise to a morphism
(76) π1(M˜
Q
1,1, ξ˜)→ Aut(π
geom
1 (Fξ, {σT (ξ)})).
The fiber at (E, p) ofMQ1,n →M
Q
1,1 is (E−{p})
n−1− (diagonals), whose geometric fundamental
group is the profinite completion of P 1,n (the quotient of the elliptic braid group with n strands
P1,n by the central Z2). The geometric fundamental groupoid π
geom
1 (Fξ, {σT (ξ)}) is the profi-
nite completion of the groupoid Tell,n where objects are n-trees and the set of morphisms from
T to T ′ is P 1,n ×Sn {sT ′s
−1
T }, equipped with the composition of morphisms induced from the
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product in P 1,n. On the other hand, there is an isomorphism π1(M˜
Q
1,1, ξ˜) ≃ π1(M
Q
1,~1
, ~ξ). (76)
therefore gives rise to a morphism
(77) π1(M
Q
1,~1
, ~ξ)→ Aut(T̂ell,n).
Theorem 8.4. There exists a morphism π1(M
Q
1,~1
, ~ξ)→ ĜTell and an action of ĜTell on T̂ell,n,
such that:
(a) the morphism (77) factors as π1(M
Q
1,~1
, ~ξ)→ ĜTell → Aut(T̂ell,n);
(b) the morphism of split morphisms induced by (74) → (75) factors as (π1(M
Q
1,~1
, ~ξ)
x
→
GQ)→ (ĜTell
x
→ ĜT)→ (GL2(Ẑ)
x
→ Ẑ×).
The proof will be carried out in Section 8.4.
8.2.3. Pro-l representations.
Proposition 8.5. There exist morphisms GTlell → AutT
l
ell,n, GTell(−)→ AutTell,n(−), such
that the squares in the following diagram commute
ĜTell //

GTlell
//

GTell(Ql)

Aut(T̂ell,n) // Aut(T lell,n) // AutTell,n(Ql)
8.3. Proof of Proposition 8.3. As in [Na], let s0 : GQ → π1(M
Q
1,~1
, ~ξ) be the section induced
by ~ξ. The diagram π1(M
Q
1,~1
, ~ξ)
x
→ GQ gives rise to the semidirect product decomposition
π1(M
Q
1,~1
, ~ξ) ≃ B̂3 ⋊ GQ, where the action GQ → Aut(B̂3) is g ∗ x := s0(g)xs0(g)−1. On the
other hand, the diagram GL2(Z)
x
→ Ẑ× gives rise to the semidirect product decomposition
GL2(Ẑ) ≃ SL2(Z)⋊ Ẑ
×, where the action Ẑ× → Aut(SL2(Ẑ)) is λ •m :=
(
λ 0
0 1
)
m
(
λ 0
0 1
)−1
.
Let σ1, σ2 be the Artin generators of B3 (denoted a¯1, a¯2 in [Na]). As SL2(Ẑ) is profinite,
there is a unique morphism
(78) B̂3 → SL2(Ẑ), x 7→ x
extending the quotient morphism B3 → B3/Z(B3) ≃ SL2(Z), σ1 7→
(
1 1
0 1
)
, σ2 7→
(
1 0
−1 1
)
.
The action ofGQ on B̂3 can be made explicit as follows. Denote the mapGQ → ĜT ⊂ Ẑ××F̂2
by g 7→ (χ(g), fg). Using the formula β0(g) = σ
8ρ2(g)
1 s0(g) in [Na] before Proposition 4.12, and
Corollary 4.15 in the same paper, one obtains
g ∗ σ1 = σ
χ(g)
1 , g ∗ σ2 = Adσ−8ρ2(g)1 fg(σ21 ,σ22)−1
(σ
χ(g)
2 )
(here ρ2 : GQ → Ẑ is the Kummer cocycle related to the roots of 2).
Then
g ∗ σ1 = σ
χ(g)
1 =
(
1 χ(g)
0 1
)
=
(
χ(g) 0
0 1
)(
1 1
0 1
)(
χ(g) 0
0 1
)−1
= χ(g) •
(
1 1
0 1
)
= χ(g) • σ1;
on the other hand, Corollary 4.15 in [Na] says that
fg(
(
1 2
0 1
)
,
(
1 0
−2 1
)
) = ±
(
1 0
−8ρ2(g) 1
)(
χ(g)−1 0
0 χ(g)
)(
1 −8ρ2(g)
0 1
)
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(identity in SL2(Ẑ)), therefore
g ∗ σ2 = Adσ−8ρ2(g)1 fg(σ21 ,σ22)−1
σ
χ(g)
2 = Ad
±
(χ(g) 0
0 χ(g)−1
)(
1 0
8ρ2(g) 1
)( 1 0
−χ(g) 1
)
=
( 1 0
−χ(g)−1 1
)
=
(
χ(g) 0
0 1
)(
1 0
−1 1
)(
χ(g) 0
0 1
)−1
= χ(g) • σ2.
It follows that (78) intertwines the actions of GQ and Ẑ×, which proves Proposition 8.3. 
8.4. Proof of Theorem 8.4. Theorem 8.4 states the existence of a morphism π1(M
Q
1,~1
, ~ξ)→
ĜTell, which will now be constructed.
Proposition 8.6. Set R̂ell := Ker(ĜTell → ĜT).
(a) There is a unique morphism B̂3 → R̂ell, extending the canonical morphism B3 ≃ Rell →
R̂ell(⊂ Aut(F̂2)).
(b) There is a unique morphism π1(M
Q
1,~1
, ~ξ)→ ĜTell, such that the diagram
1 → B̂3 → π1(M
Q
1,~1
, ~ξ)
s0
x
→ GQ → 1
↓ ↓ ↓
1 → R̂ell → ĜTell
σ
x
→ ĜT → 1
commutes.
Proof. (a) Recall that R̂ell is a subgroup of Aut(F̂2). Aut(F̂2) is profinite ([DDMS],
Thm. 5.3), and the map Aut(F̂2) → F̂ 22 , θ 7→ (θ(X), θ(Y )) is continuous (loc. cit., Ex. 2,
p. 96). As R̂ell is the preimage of 1 by a continuous map (F̂2)
2 → (B̂1,3)2 × F̂2, it is closed,
so R̂ell is a closed subgroup of Aut(F̂2), hence is profinite. The morphism B3 → R̂ell therefore
extends to a morphism B̂3 → R̂ell.
Statement (b) is equivalent of the compatibility of the morphism B̂3 → R̂ell with the actions
ofGQ and ĜT on both sides via s0 and σ and the morphismGQ → ĜT, i.e., to the commutativity
of
(79)
GQ × B̂3 → B̂3
↓ ↓
ĜT× R̂ell → R̂ell
Consider the following cubic diagram
GQ × π
geom
1 (M1,~1,
~ξ) //

**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
πgeom1 (M1,~1,
~ξ)

((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
GQ ×Autπ
geom
1 (Cξ, ξC)
//

Aut πgeom1 (Cξ, ξC)

ĜT× R̂ell //
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
R̂ell
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
ĜT×Aut F̂2 // Aut F̂2
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where Cξ is the fiber of M
Q
1,2 → M
Q
1,1 at ξ (which identifies with the fiber of M
Q
1,~2
→ MQ
1,~1
,
where MQ
1,~2
= MQ
1,~1
×MQ1,1
MQ1,2), ξC is a tangential base point of Cξ supported at the marked
point, and the maps are defined as follows :
• the upper horizontal maps are the Galois actions; the map ĜT× R̂ell → R̂ell is the action
induced by the section of ĜTell → ĜT defined in Proposition 2.20; the map ĜT × Aut F̂2 →
Aut F̂2 is induced by the composite map ĜT → Aut F̂2 → Aut(Aut F̂2), where the second
map is the inner action of Aut F̂2 on itself, and the first map is the composite morphism
ĜT → ĜTell ⊂ ĜT × Aut F̂2 → Aut F̂2, where ĜTell → ĜT is the same morphism as above
and ĜT×Aut F̂2 → Aut F̂2 is the second projection;
• the vertical maps are induced by the morphisms GQ → ĜT, π
geom
1 (M
Q
1,~1
, ~ξ) ≃ B̂3 → R̂ell,
πgeom1 (Cξ, ξC)
∼
→ F̂2;
• the diagonal maps are induced by the canonical inclusion R̂ell → Aut F̂2, and by the action
of πgeom1 (M1,~1,
~ξ) on πgeom1 (Cξ, ξC) induced by the fibration M
Q
1,~2
→MQ
1,~1
.
The square corresponding to the upper face of the cube commutes because the action of
πgeom1 (M1,~1,
~ξ) on πgeom1 (Cξ, ξC) is compatible with the Galois action.
The square corresponding to the sides of the cube commute because this action identifies
with the profinite completion of the action of B3 on F2.
The square corresponding to the lower face of the cube commutes by construction of the
map ĜT×Aut F̂2 → Aut F̂2.
The square corresponding to the lower front face commutes for the following reason. Ac-
cording to [Na], Corollary 4.5, the action of GQ on π
geom
1 (Cξ, ξC) may be described as follows.
πgeom1 (Cξ, ξC) is topologically free, generated by x1, x2. The action of γ ∈ GQ on this group is
(80) γ∗(x1) = fγ(x1, z1)x
χ(γ)
1 fγ(x1, z1)
−1,
(81) γ∗(x2) = fγ(x1, z1)x
1−χ(γ)
1 f
→
∞1
γ (x1, x
−1
1 z1x1)
−1x2x
χ(γ)−1
1 fγ(x1, z1)
−1,
where z1 = (x2, x1) = x2x1x
−1
2 x
−1
1 , γ 7→ (χ(γ), fγ) is the map GQ → ĜT, and f
→
∞1
γ (a, b) =
fγ(b, c)b
(χ(γ)−1)/2fγ(a, b) for abc = 1.
Under the identification x1 7→ X , x2 7→ Y , formula (80) corresponds to the expression of g+
in Proposition 2.20. It follows from the hexagon and duality identities that any (λ, f) ∈ ĜT
satisfies the octagon identity
f(X−1Z−1, Z)(ZX)−λf(Z,X−1Z−1)Z(λ+1)/2f(X,Z)Xλf(Z,X)Z(λ−1)/2 = 1,
where Z := (Y,X). This identity implies
f(X, (Y,X))X1−λf
→
∞1(X, (X−1, Y ))−1Y Xλ−1f(X, (Y,X))−1
= Z(λ−1)/2f(X−1Z−1, Z)Y f(X, (Y,X))−1
so that (81) corresponds to g− in Proposition 2.20. All this implies the commutativity of
GQ → Aut π
geom
1 (Cξ, ξC)
↓ ↓
ĜTell → Aut F̂2
Composing this square with the commutative square
Aut πgeom1 (Cξ, ξC) → Aut(Aut π
geom
1 (Cξ, ξC))
↓ ↓
Aut F̂2 → Aut(Aut F̂2)
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where the horizontal maps are inner action morphisms, one obtains the commutativity of the
square corresponding to the lower front face.
The commutativity of all these squares implies that the two composite maps
GQ × π
geom
1 (M1,~1,
~ξ)→ R̂ell → Aut F̂2
coincide, where the maps GQ × π
geom
1 (M1,~1,
~ξ) → R̂ell are the two composite maps which
can be obtained from the upper front face. As R̂ell → Aut F̂2 is injective, this implies the
commutativity of the square corresponding to the upper front face, and therefore of (79). 
The next statement of Theorem 8.4 is the existence of an action of ĜTell on T̂ell,n, which
will now be constructed (Definition 8.8).
If C is a category, let Aut(C) be its group of automorphisms (as a category, even if C has a
braided monoidal structure).
For (λ, f) ∈ ĜT, let iλ,f be the composite functor P̂aB
α(λ,f)
→ (λ, f) ∗ P̂aB
∼
→ P̂aB, where
the first functor is the unique tensor functor which induces the identity on objects, and the
second functor is the identity functor (which is not tensor). iλ,f is then an endofunctor of P̂aB.
Lemma 8.7. (λ, f) 7→ i−1λ,f is a morphism ĜT→ Aut(P̂aB).
Proof. The identity i(λ′,f ′)i(λ,f) = i(λ,f)(λ′,f ′) follows from the commutativity of the diagram
C
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
i(λ′,f′)

(λ, f) ∗ C
∼
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥
''PP
PP
PP
PP
PP
PP
(λ′, f ′) ∗ C
∼
##❍
❍❍
❍❍
❍❍
❍❍
❍
C //
;;✇✇✇✇✇✇✇✇✇✇
i(λ,f)
//
i(λ,f)(λ′ ,f′)
22(λ, f)(λ′, f ′) ∗ C
∼ //
∼
66♥♥♥♥♥♥♥♥♥♥♥♥
C
in which the commutativity of the central square follows from that of
(λ, f) ∗ C
(λ,f)∗ϕ
→ (λ, f) ∗ D
∼↓ ↓∼
C
ϕ
→ D
for any braided monoidal categories C,D and any tensor functor ϕ : C → D. 
One constructs in the same way a morphism
(82) ĜTell → Aut(P̂aBell).
If C0 is a braided monoidal category, then ObC0 is a magma (i.e., a set equipped with a
composition map and a unit). Let φ : M → ObC0 be a magma morphism, then a braided
monoidal category φ ∗ C0 can be constructed by Obφ∗C0 = M , φ∗C0(m,m′) := C0(φ(m), φ(m′))
and by the condition that the obvious functor φ∗C0 → C0 is tensor. If C0 → C is an elliptic
structure over C0, then one defines an elliptic structure φ∗C0 → φ∗C over φ∗C0 in the same way.
Then there are natural group morphisms
(83) Aut C0 → Autφ
∗C0, Aut C → Autφ
∗C.
Let µ(S) be the free magma generated by a set S. The unique map S → {•} induces a
magma morphism φ : µ(S)→ µ({•}) ≃ Ob P̂aB. Set P̂aBS := φ∗P̂aB, P̂aBell,S := φ∗P̂aBell.
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The morphisms (83) then specialize to morphisms
(84) Aut(P̂aB)→ Aut(P̂aBS), Aut(P̂aBell)→ Aut(P̂aBell,S).
T̂ell,n may be viewed as the full subcategory of P̂aBell,[n], where the objects are the preimages
of 1+˙ · · · +˙n under the map µ([n])
ψ
→ N[n], extending the identity on [n], where N[n] is the free
abelian semigroup generated by [n] = {1, . . . , n} (in which the addition is denoted +˙). If C is any
category and C′ is any full subcategory, then there is a natural morphism Aut(C) → Aut(C′).
It specializes to a group morphism
(85) Aut(P̂aBell,[n])→ Aut(T̂ell,n).
Definition 8.8. The action of ĜTell on T̂ell,n is given by the composite morphism
ĜTell → Aut P̂aBell → Aut P̂aBell,[n] → Aut(T̂ell,n).
obtained from (82), (84) and (85).
Theorem 8.4 next states the compatibility of the ‘arithmetic’ action
π1(M˜
Q
1,1, ξ˜)→ Aut(π
geom
1 (Fξ, {σT (ξ)}))
(see (76)) with its ‘algebraic model’ ĜTell → Aut(T̂ell,n) (see Definition 8.8), namely the com-
mutativity of
(86) π1(M˜
Q
1,1, ξ˜)

// Aut(πgeom1 (Fξ, {σT (ξ)}))

ĜTell // Aut(T̂ell,n)
The commutativity of the restriction of (86) to B̂3 ⊂ π1(M˜
Q
1,1, ξ˜) can be proved as follows.
Let B̂ell be the category with Ob B̂ell = N, B̂ell(n,m) = ∅ if m 6= n, and B̂ell(n, n) = B̂1,n.
There is a natural functor P̂aBell → B̂ell, defined as the length map l : µ({•}) → N at the
level of objects and as the identity at the level of morphisms; actually P̂aBell ≃ l∗B̂ell. As
R̂ell ⊂ ĜTell acts trivially on the images of the associativity constraints under P̂aB→ P̂aBell,
its action on P̂aBell is the lift of an action of R̂ell on B̂ell. One checks explicitly that the
composition of this action with the morphism B̂3 → R̂ell coincides with the action of B̂3 B̂ell,
which arises from its geometric action on the various groups B̂1,n.
The commutativity of the composition of (86) with GQ
σ
→ π1(M1,~1,
~ξ) can be shown as
follows. As the diagram
GQ //

π1(M
Q
1,~1
, ~ξ)

ĜT // ĜTell
commutes, it suffices to proves that its composition with (86) commutes, i.e., that
GQ //

Aut(Fξ, {σT (ξ)})

ĜT // Aut(T̂ell,n)
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commutes. According to [Mt], the morphism GQ → Aut(Fξ, {σT (ξ)}) can be derived explicitly
from the actions of GQ on π1(Cξ, ξC) and on the profinite braid groups in genus zero. The
former action has been computed in [Na], Cor. 4.5. The resulting formulas for the action of
GQ can be shown to match those for the action of ĜT on T̂ell,n.
The last statement of Theorem 8.4 says that the morphism (π1(M
Q
1,~1
, ~ξ)
x
→ GQ) → (GQ
x
→
Ẑ×) factors through (ĜTell
x
→ ĜT). This can be proved as follows. First one checks that
the morphism B̂3 → SL2(Ẑ) factors through R̂ell. The three morphisms between B̂3, R̂ell and
SL2(Ẑ) are compatible with the actions of GQ, ĜT and Ẑ×; and the morphism GQ → Ẑ× factors
through ĜT. This ends the proof of Theorem 8.4.
8.5. Proof of Proposition 8.5. This statement follows from the form taken by the action of
ĜTell on T̂ell,n. 
9. A question
In this section, we ask whether rell is generated by the elements δ2n arising from [CEE]. This
question is analogous to the problem of whether grt1 is generated by its Drinfeld generators,
which is also open. We give an indication in favor of a positive answer: such an answer would
imply a statement which is also implied by a transcendence conjecture about MZVs; this last
conjecture would follow from Grothendieck’s transcendence conjecture for the category of mixed
Tate motives and the equality of the motivic Galois group GMTM (−) with GT(−) (see [An2]).
We record that in contrast with the fact that the Drinfeld generators of grt1 generate a free Lie
algebra (Brown), several families of relations between the δ2n have been found (see [Po]).
9.1. A generation conjecture (GC). The Drinfeld generators of grt1 are obtained from the
homogeneous decomposition of the logarithm of im(−1 ∈ GT
jΦKZ→ GRT(C)) · can(−1), where
can : C× → GRT(C) is the canonical morphism. The analogue of the conjecture that these
elements generate grt1 is then:
Conjecture 9.1. (Generation Conjecture) b3 ⊂ r
gr
ell is an equality, i.e., r
gr
ell is generated by sl2
and the δ2n, n ≥ 0.
This conjecture is equivalent to the inclusion exp(bˆ+,k3 )⋊SL2(k) ⊂ R
gr
ell(k) being an equality.
Proposition 9.2. GC is equivalent to the Zariski density of B3 ⊂ Rell(−), i.e., 〈B3〉 = Rell(−).
Proof. According to Lemma 2.18, 〈B3〉 is uniquely determined by its Lie algebra. This fact
and Proposition 2.17 immediately imply that 〈B3〉 = Rell(−) iff the inclusion Lie(u+, u−) =
〈logψ, logψ−〉 ⊂ LieRell(−) is actually an equality. Tensoring with C, this holds iff
〈logψ, logψ−〉
C ⊂ rˆCell
is an equality. On the other hand, GC holds iff bˆ+,C3 ⊂ rˆ
gr,C
ell is an equality. Now ieKZ sets up a
diagram
〈logψ, logψ−〉C →֒ rCell
≃↓ ↓≃
bˆ+,C3 →֒ rˆ
gr,C
ell
It follows that the upper inclusion is an equality iff the lower is. 
9.2. Relation with a transcendence conjecture. We first present the transcendence con-
jecture.
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9.2.1. The coordinate ring of associators. The functors {Q-rings} → {sets}, k 7→ M(k),M(k)
may be represented as follows. Let pent
k
: exp(ˆfk2 )→ exp(ˆt
k
3 ), hex : k×exp(ˆf
k
2 )→ exp(ˆt
k
3 ), dual :
exp(ˆfk2 )→ exp(ˆt
k
3 ) be the maps pent(Φ) := lhs((24))
−1 rhs((24)), hex(µ,Φ) := lhs((23)) rhs((23))−1,
dual(Φ) := ΦΦ3,2,1.
Let B,B′, C be homogeneous bases of f2, t3, t4. Let µ, φb (b ∈ B) be free commutative
variables and set k0 := Q[ϕb, b ∈ B], k1 := Q[µ, ϕb, b ∈ B]. Then k0 ⊂ k1. Let Φ :=
exp(
∑
b∈B ϕbb) ∈ exp(ˆf
k0
2 ) ⊂ exp(ˆf
k1
2 ). For b
′ ∈ B′, c ∈ C, define pentc, dualb′ ∈ k0 ⊂ k1 by∑
c∈C pentc c = log(pent(Φ)),
∑
b′∈B′ dualb′ b
′ = log(dual(Φ)),
∑
b′∈B′ hexb′ b
′ = log(hex(µ,Φ)).
We then set Q[M ] := k1/(pentc, dualb′ , hexb′ , b
′ ∈ B′, c ∈ C) and Q[M ] := Q[M ][µ−1] =
Q[µ±1, ϕb, b ∈ B]/{ideal with the same generators}. Then for any Q-ring k, we have (functorial
in k) bijections
M(k) ≃ HomQ-rings(Q[M ],k)
⊂↓ ↓⊂
M(k) ≃ HomQ-rings(Q[M ],k)
9.2.2. The Transcendence Conjecture. The KZ associator (2π i,ΦKZ) ∈ M(C) gives to a mor-
phism ϕKZ : Q[M ]→ C.
Conjecture 9.3. (Transcendence Conjecture) ϕKZ is injective.
Let kMZV := im(Q[M ]
ϕKZ
→ C). This is a subring of C (according to [LM], this is the subring
generated by (2π i)±1 and the MZVs (multizeta values)).
9.3. Consequences of GC.
Proposition 9.4. The inclusion
(87) ie(B3) ⊂ exp(bˆ
+,C
3 )⋊ SL2(C)
holds:
(a) for any e ∈ Ell(C)×M(C) {ΦKZ} iff b3 ⊳ r
gr
ell;
(b) for any e ∈ σ(M(C)) iff [σ(grt), b3] ⊂ bˆ3;
(c) for any e ∈ Ell(C) iff b3 ⊳ grtell, i.e., iff the two above-mentioned conditions are realized.
Moreover, GC implies that (87) holds for any e ∈ Ell(C).
We do not know whether the Lie algebraic statements in (a), (b), (c) hold, so they may be
viewed as conjectures implied by GC.
Proof. Note first that for any e ∈ Ell(C), and by Zariski density, (87) ⇔ (ie(〈B3〉(C)) =
exp(bˆ+,C3 )⋊ SL2(C)).
(a) is proved as follows. e ∈ Ell(C)×M(C) {ΦKZ} iff e = σ(ΦKZ) ∗ g for some g ∈ R
gr
ell(C).
So
((87) holds for any e ∈ Ell(C)×M(C) {ΦKZ})
⇔ (g(iσ(ΦKZ )(〈B3〉(C))) = exp(bˆ
+,C
3 )⋊ SL2(C) for any g ∈ R
gr
ell(C))
⇔ (g(Γ) = Γ for any g ∈ Rgrell(C), where Γ = exp(bˆ
+,C
3 )⋊ SL2(C))
⇔ (b3 ⊳ r
gr
ell).
Here the second equivalence follows from Proposition 6.3.
(b), (c) are then proved in the same way, using
(e ∈ σ(M(C)))⇔ (e = σ(ΦKZ) ∗ σ(g) for some g ∈ GRT(C)),
(e ∈ Ell(C))⇔ (e = σ(ΦKZ) ∗ g for some g ∈ GRTell(C)).
The equivalence (c) ⇔ ((a) and (b)) follows from grtell = σ(grt)⊕ r
gr
ell. Finally, GC means that
〈sl2, δ2k〉 = r
gr
ell, which immediately implies (a), (b) and (c) as r
gr
ell ⊳ grtell. 
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9.4. Consequences of the Transcendence Conjecture (TC).
Proposition 9.5. If TC holds, then for any Q-ring k and any Φ ∈ M(k), iσ(Φ)(B3) ⊂
exp(bˆ+,k3 )⋊ SL2(k).
Proof. Recall that 〈B3〉(−) →֒ Rell(−), exp(bˆ
+
3 ) ⋊ SL2(−) →֒ R
gr
ell(−) are inclusions of
Q-group schemes, and Ell→M , M
σ
→M are morphisms of Q-group schemes.
In the notation of Definition 3.10, any x ∈ X(k) gives rise to a morphism ix : G(k)→ H(k),
defined by g ∗ x = x ∗ ix(g) for any g ∈ G(k). The assignment x 7→ ix is functorial in the
following sense: if k→ k′ is a morphism of Q-rings and x′ := im(x ∈ X(k)→ X(k′)), then
G(k)
ix→ H(k)
↓ ↓
G(k′)
ix′→ H(k′)
commutes.
For any Q-scheme X and any Q-ring k, let X ⊗ k be the k-scheme (X ⊗ k)(k′) := X(k′)
for any k′ ∈ {k-rings}. Again with the notation of Definition 3.10, a torsor even gives rise to
an assignment X(k) ∋ x 7→ (G ⊗ k
ikx→ H ⊗ k), where ikx is a morphism of k-group schemes,
defined by: ∀k′ ∈ {k-rings}, g ∗ x¯ = x¯ ∗ ikx(g) for any g ∈ (G ⊗ k)(k
′) = G(k′), where
x¯ := im(x ∈ X(k)→ X(k′)).
In particular, ΦKZ ∈ M(kMZV ) gives rise to an isomorphism iσ(ΦKZ) : Rell(−)⊗ kMZV
∼
→
Rgrell(−) ⊗ kMZV , and therefore to a Lie algebra isomorphism Lie iσ(ΦKZ) : rell ⊗ kMZV
∼
→
(rgrell ⊗ kMZV )
∧, whose ⊗kMZV C is the infinitesimal of the isomorphism of Proposition 6.3.
The group scheme inclusions 〈B3〉(−) ⊂ Rell(−) and exp(bˆ
+
3 ) ⋊ SL2 ⊂ R
gr
ell(−) give rise
to Lie algebra inclusions Lie〈B3〉(−) ⊂ rell and bˆ
+
3 ⊂ rˆ
gr
ell and Proposition 6.3 implies that
Lie iσ(ΦKZ )⊗kMZV C restricts to an isomorphism Lie〈B3〉(−)⊗Q C→ (b3⊗Q C)
∧. This implies
that Lie iσ(ΦKZ ) restricts to a Lie algebra isomorphism
Lie〈B3〉(−)⊗Q kMZV → (b3 ⊗Q kMZV )
∧.
There are Lie subalgebras Q logψ±⊗kMZV in the l.h.s., mapping to (Qe±+ terms of degree
> 0)⊗ kMZV in the r.h.s. (where e+ = e, e− = f , ψ+ = ψ). This induces a diagram
〈B3〉(−)⊗ kMZV
iσ(ΦKZ )→ (exp(bˆ+3 )⋊ SL2)⊗ kMZV
⊂↑ ↑⊂
Ga ⊗ kMZV = Ga ⊗ kMZV
If now Φ ∈ M(k), the transcendence conjecture says that there exists a Q-ring morphism
kMZV
ϕ
→ k, such that Φ = ϕ∗(ΦKZ). Applying this morphism to the above diagram, one gets
〈B3〉(−)⊗ k
iσ(Φ)
→ (exp(bˆ+3 )⋊ SL2)⊗ k
⊂↑ ↑⊂
Ga ⊗ k = Ga ⊗ k
Taking k-points, one obtains a commutative diagram
〈B3〉(k)
iσ(Φ)
→ exp(bˆ+,k3 )⋊ SL2(k)
⊂↑ ↑⊂
k = k
The image of 1 ∈ k is Ψ± ⊂ 〈B3〉(k); then iσ(Φ)(Ψ±) ∈ exp(bˆ
+,k
3 ) ⋊ SL2(k) ⊂ exp(bˆ
+,C
3 ) ⋊
SL2(C). 
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