










　　内容提要 :作为一种近似处理的工具 ,粗集主要用于不确定情况下的决策分析 ,并且不需要任何事先的数据假
定。但当前的主流粗集分类方法仍然需要先经过离散化的步骤 ,这就损失了数值型变量提供的高质量信息。本文
对隶属函数重新加以概率定义 ,并提出了一种基于 Bayes概率边界域的粗集分类技术 ,比较好地解决了当前粗集方
法所面临的数值型属性分类的不适应、分类规则不完备等一系列问题。
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Rough Set C la ssif ica tion Using Bayes Probab ilistic Boundary and Its
Applica tion in H igh Frequency Da ta
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Abstract:Having been broadly used in decision2making fields Rough Set Theory (RST) p rovides a way of extracting
decision ruleswithout imposing ap riori assump tions. However current RST2based classification methods still need to discrete
numerical variables into categorical ones, in which potential useful information may be om itted. In this article, we introduce
a Bayes2based RST classification technique which can solve a series of p roblem s facing with current RST classification,
including inability to numerical data, incomp lete rule generation and etc.




属 [ 1 ]。在分类能力不变的前提下 ,通过知识约简导
出分类规则 ,并用于数据压缩 ,规则提取以及分类等
任务。粗集中的主要研究方向集中在理论扩展、数
学性质分析以及算法设计等方面 [ 2 - 4 ]。但粗集也面
临两个主要的问题 :其一 ,粗集的基础是等价关系 ,
但实际中这一条件比较强 ,并且考虑到噪声和观测
误差 ,容易出现泛化能力不足的现象 [ 5 ]。另外 ,粗
集不能直接处理定量数据 ,必须先对连续数据进行
离散化 ,不可避免地损失了一些分类信息。Ziarko
(1993 ) 提出的可变精度粗集 ( Variable Precision
Rough Set)模型比较好地解决了第一个方面的问
题 [ 6 ]。可变精度粗集模型把粗集上下近似域的绝
对条件变为相对条件 ,也就是根据其所考察的属性
集的重叠区域的比例来判断近似程度。在属性集不
变的条件下 , β越大 ,其边界越清晰 ,当β = 1时 ,就
还原为普通的粗集模型。因为采用了概率公式来表
达近似程度 ,所以也称为β近似。随后 , Ziarko又进
一步提出基于样本的β近似等价关系 ,从大数定律
的角度进一步探讨了利用β近似所得到的规则的完







况 [ 9 ] ,这就直接违背了粗集中约简与核的定义。其
次 ,由于可变精度粗集方法是将落入同一等价类区
域中的个体看做是来自同一总体中的样本 ,直接计























获取全属性域的经验分布 ;其次 ,利用 Bayes后验分
布计算各个等价类的隶属概率 ,并用概率阈值筛选











言描述是 :论域 U的其任一子集 X称为概念 ,任意的
一个概念的集合称为知识。一个能对论域 U 进行分
类的知识 R, 可得一个概念族 U /R = { X ( 1) , ⋯,
X
( n)
}。根据划分的定义 , R 应满足 : X ( i) Α U; X ( i)
≠ ª, X ( i) ∩X ( j) = ª, 对于 i ≠ j, i, j = 1, ⋯, n;
∪ni =1 X i = U。在粗集理论中 ,我们将分类知识 R称为
等价关系 ;由该等价关系得到的每个概念 X ( i) 称为
等价类 , 若有 x ∈ X ( i) , 则等价类 X ( i) 也可表示为
[ x ]R ;而概念族 U /R称为等价类族。
对于任一子集 X Α U,事件“论域 U中的元素 x
是否包含于 X”可由示性函数 I ( x; X ) 表示 , 若 x
∈ X,则 I ( x; X ) = 1,否则 I ( x; X ) = 0。若已知论域
U中的一个分类知识 R及其对应的等价类族 U /R,
任一等价类 [ x ]R与 X的包含关系可用示性函数表示 :
μX ( [ x ]R ) =
6 x∈[ x ]R∩X I ( x; X )
6 x∈[ x ]R I ( x; X )
(1)
对于整个等价类族而言 ,子集 X的隶属度为 :
μX (U /R ) =
6 [ x ]R∈U /R 6 x∈[ x ]R∩X I ( x; X )
6 [ x ]R∈U /R 6 x∈[ x ]R I ( x; X )
(2)
显然 0 ≤μX (U /R ) ≤ 1。当 X可由 U /R中等价
类完全表示时 ,μX (U /R ) = 1; X | U 时 ,μX (U /R )




通过式 (1) 和式 (2) , 我们可识别出“包含于
X”、“不包含于 X”,以及“相交于 X”三种等价类。这
就将 U /R划分为三个子集 : X的 R正域 ( PR (X ) )、R
负域 (NR (X ) ) 和 R边界域 (BR (X ) )。
PR (X ) = { x | x ∈ [ x ]R | [ x ]R < X, [ x ]R
∈U /R } (3)
NR (X ) = { x | x ∈ [ x ]R , [ x ]R ∩ X = ª, [ x ]R
∈U /R } (4)
BR (X ) = U - PR (X ) - NR (X ) (5)
特别地 , 对于等价类 [ x ]R 而言 , 当 μX ( [ x ]R )
= 1时 , [ x ]R Α PR (X ) ;μX ( [ x ]R ) = 0 时 , [ x ]R
Α NR (X ) ; 而 当 0 < μX ( [ x ]R ) < 1 时 ,
[ x ]R Α BR (X )。
由上节分析可知 ,判断分类确定性的一个较好
的指标是隶属度函数 (见式 (2) ) ,而利用三种域 ,可
以将隶属度函数表示为如下形式 :
μ(U /R ) =
#{BR (X ) ∪ PR (X ) }










的适应能力 ,可变精度粗集 [ 6 ]应运而生。其核心观
点是把个体 x ∈X与等价类 [ x ]R的隶属函数作为一
种概率测度 ,即 Pr{ X | [ x ]R } =μX ( [ x ]R )。通过设
定近似阈值β∈ (015, 1 ],就可以得到如下的β近似
域。
Pβ (X ) =∪ { [ x ]R | Pr{ X | [ x ]R } ≥β} (7)
Nβ (X ) =∪ { [ x ]R | Pr{ X | [ x ]R } ≤ 1 - β} (8)
Bβ (X) =∪ { [ x ]R | 1 - β < Pr{X | [ x ]R } ≤β} (9)
特别地 ,当β = 1时 ,可变精度粗集就退化为普
通的粗集。由于边界柔化 ,较之普通的粗集 ,可变精
度粗集的容错能力和适应性能大大增强 ,在此基础
上 ,派生出一系列基于β近似的数据约简 [ 9 ]以及算





















述。在 N 个观测个体的样本中 ,有 M 个属性向量 Q
= {Qm | m = 1, ⋯, M } ,其取值区域为实数空间 R
M
或其子空间。任意 x ∈U,都有观测向量 q = { qm | m
= 1, ⋯, M } 来描述其特征。分类知识 R则是建立在
对于属性集值域的划分上的 ,即 R = { R r | r = 1, ⋯,




m | m = 1, ⋯, M } 包含了一个或
多个 Bore l矩形域 ( qrL , q
r
U ]的集合。对于第 r个等价
类 ,值域区间为 ( qrL , q
r
U ],个体 x的第 m 个属性的真
实示性函数为 Im ( x; R
r ) = I ( x ( q) | qm ∈R
r
m ) ,若存
在观测误差向量εm = (0, ⋯,εm , ⋯, 0) ′,ε = (ε1 ,





I ( x; R r ) =
6 mωm Im ( x ( q +εm ) ; R r )
6 mωm
(10)
其中ωm 为对应属性项的权重 ,而分类知识 R
r 对边
界域 BR (X ) 的识别能力可以用其隶属度函数表示。
μX (R
r ) = 6
x∈R r∩X
I ( x; R r ) (11)
类似于式 (2) ,给定的分类知识 R 的分类精度
可以用隶属度函数表示 ,即 :
μX (U /R ) =
1





和取伪问题。一方面 ,虽然观测到 x落入 X ∩R r ,但
需要考虑由于误差而导致的取伪情况 ;另一方面 ,弃
真错误同样会导致 x ∈R r \X。为行文简练 ,记观测到
的隶属关系集 O = { x | I ( x; R r ) = 1} , O = { x | I ( x;
R
r ) = 0} , 对应的真实隶属关系集合为 A = { x |
I ( x; R
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个属性 ,则加下标为 Om 和 Om , Am 和 Am 。
考虑到观测误差主要是由于观测过程的随机因
素引起 ,可假定服从密度函数为 fm (εm )的分布 , A和
A的真实条件密度函数记为 fm (εm | Am ) , fm (εm |
Am )。而观测到的密度函数为 gm (εm | Am ) , gm (εm |
Am )。利用 Bayes法则 ,可以得到在给定观测值 x的
类别情况下 x能够被正确分类的后验概率。
pm , A | O =
∫O | A gm ∫A fm






若设定误分阈值为 0 <α < 1,该属性的示性函
数可表示为下式 :
Im ( x +εm ; R
r ) =












响。有鉴于此 ,结合 bayes概率边界域 ,本文提出了
以下一种比较通用的数值型多属性等价类划分和选
优步骤。
11对数值型变量 t1 , t2 , ⋯, tn 进行标准化 ,剔除
已知因素干扰 ;
21确定等价类策略集 S,并对 S i ∈ S进行以下
步骤 :
( a) 对 t1 , ⋯, tn 进行划分 ,划分策略为 S i ,得到
等价类空间 E = ª ni =1 { ti /S i } ;
( b) 对各分类下的变量条件分布进行拟合 ,并
结合分类先验概率 ,计算任一等价类 ej ∈ E隶属于




k ( ej → c; pe j, c ) } ;

















四个单项检测指标 ,记为 t1 , t2 , t3 和 t4 ,一项最终检
测指标 t6。数据覆盖了从 9点 30分至 13点整的检验
数据 ,检测间隔为五分钟。因此总样本量为 20 ×10
×4 ×12 = 19200。为便于比较 ,对所有指标都进行






















分布特征 ,即根据 f ( ti | y, i = 1, 2, 3, 4) 来判断样本
最佳类别。为了计算 bayes边界判别概率 ,还应获
得最终检验指标误差 t6 的误差分布 ,即 f ( y | t6 ) 。
从图 2看出 ,最终的检验指标误差 t6 实际上是右偏
尖峰分布 ,与各单项检测指标的分布有较大差异。这
表明先验概率 f ( y | ti ) 对于等级判断的影响较大。
　·80　· 统计研究 2010年 3月　




均值 标准差 偏度 峰度
t1 t2 t3 t4 t1 t2 t3 t4 t1 t2 t3 t4 t1 t2 t3 t4
1 4468 - 0150 - 0152 - 0148 - 0150 1106 1106 1107 1106 　0120 　0120 　0121 0121 - 1149 - 1149 - 1149 - 1150
2 6423 - 0109 - 0110 - 0109 - 0109 0198 0197 0199 0198 - 0134 - 0134 - 0134 - 0134 - 1127 - 1126 - 1126 - 1126
3 3402 0121 0121 0120 0120 0189 0188 0189 0188 - 0174 - 0175 - 0173 - 0174 - 0140 - 0139 - 0142 - 0141
4 1711 0137 0137 0136 0136 0182 0181 0182 0182 - 0186 - 0187 - 0186 - 0186 0107 0111 0106 0109
5 3196 0146 0150 0144 0148 0177 0177 0177 0177 - 0176 - 0175 - 0178 - 0176 0108 0114 0106 0112
19200 0100 0100 0100 0100 1100 1100 1100 1100 - 0144 - 0144 - 0144 - 0144 - 1110 - 1108 - 1111 - 1109
图 2　指标误差 t6 的频数分布图
　　按照上节所述的 Bayes边界划分方法 ,可以非
常容易地得到每个单项指标的后验概率分布 ,即 :
Pr ( y = k | ti = l) =
Pr{ ti = l | y = k}Pr{ y = k | t6 ∈Rk }Pr{ t6 ∈Rk }
6
j =0
Pr{ ti = l | y = j}Pr{y = j | t6 ∈Rj } Pr{ t6 ∈Rk }
(15)
得到后验概率分布后 ,按照最大概率准则 ,从规
则集 { ( l → k) | Π k} 中选择后验概率最大的规则。
即对于规则 ( l → k) 而言 ,
Pr{ l → k} = max
k










Kh ( x - X i )








在近似均方积分误差 ( asympotic mean integrated
square error)下的最优带宽公式为 :




第 27卷第 3期 来升强等 :基于 Bayes概率边界域的粗集分类方法及其在高频数据中的应用 ·81　·　
　　表 2　 Bayes概率边界域分类与简单粗集分类准确率的扩展样本对比
nLot
Emp irical CDF Kernel Density Est.
5 6 7 8 9 10 5 6 7 8 9 10
simAVG
0137 01367 01355 01356 01358 01355 0132 01317 01313 01314 01314 01311
( - 01218) ( - 01223) ( - 01226) ( - 01224) ( - 01224) ( - 01225) ( - 01177) ( - 01178) ( - 01179) ( - 01178) ( - 01179) ( - 01179)
bayesAVG
01579 01575 01559 01566 01572 01566 01525 01519 01514 01525 01531 01524
( - 0119) ( - 01191) ( - 01196) ( - 01201) ( - 01199) ( - 01199) ( - 01160) ( - 01155) ( - 01159) ( - 01161) ( - 01162) ( - 01163)
　　注 :括号内为标准差。
　　由于核密度函数实际上是未知的 ,所以最优带
宽 (式 (18) )只能是在某种程度的近似获取。本文
选用 的 是 Silverman ( 1986 ) 提 出 的 拇 指 规 则
带宽 [ 12 ] ,
hAPPR = 019m in [σ̂, (Q3 - Q1 ) ] n




(AM ISE)均小于 01001①。类似地 ,在经验分布拟合
中 ,间隔点也被分为 1000个。
关于等价类的划分策略 ,笔者选用了从 - 016
(约为 10%的分位数 )开始 ,到 210 (约为 90%的分































分策略 ,即每个样本期包含了 16个横坐标刻度 ,因
① 通过反复拟合数据 ,我们发现当节点数 n大于 800时 ,不同
核函数和带宽设定之间的差异微乎其微。
　·82　· 统计研究 2010年 3月　
图 4　bayes边界域划分法所得规则的平均分类准确率
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