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ABSTRACT 
Interactions between Vegetation and Water Cycle 
In the Context of Rising Atmospheric Carbon Dioxide Concentration: 
Processes and Impacts on Extreme Temperature 
Léo Lemordant 
Predicting how increasing atmospheric carbon dioxide concentration will affect the 
hydrologic cycle is of utmost importance for water resource management, ecological systems 
and for human life and activities. A typical perspective is that the water cycle will mostly be 
altered by atmospheric effects of climate change, precipitation and radiation, and that the land 
surface will adjust accordingly. Terrestrial processes can however feedback significantly on 
the hydrologic changes themselves. Vegetation is indeed at the center of the carbon, water and 
energy nexus.  
This work investigates the processes, the timing and the geography of these feedbacks. 
Using Earth System Models simulations from the Coupled Model Intercomparison Project, 
Phase 5 (CMIP5), with decoupled surface (vegetation physiology) and atmospheric (radiative) 
responses to increased atmospheric carbon dioxide concentration, we first evaluate the 
individual contribution of precipitation, radiation and physiological forcings for several key 
hydrological variables. Over the largest fraction of the globe the physiological response indeed 
not only impacts, but also dominates the change in the continental hydrologic cycle compared 
to either radiative or precipitation changes due to increased atmospheric carbon dioxide 
concentration. It is however complicated to draw any conclusion for the soil moisture as it 
exhibits a particularly nonlinear response.  
The physiological feedbacks are especially important for extreme temperature events. 
  
The 2003 European heat wave is an interesting and crucial case study, as extreme heat waves 
are anticipated to become more frequent and more severe with increasing atmospheric carbon 
dioxide concentration. The soil moisture and land-atmosphere feedbacks were responsible for 
the severity of this episode unique for this region. Instead of focusing on statistical change, we 
use the framework of Regional Climate Modeling to simulate this specific event under higher 
levels of surface atmospheric carbon dioxide concentration and to assess how this heat wave 
could be altered by land-atmosphere interactions in the future. Increased atmospheric carbon 
dioxide concentration modifies the seasonality of the water cycle through stomatal regulation 
and increased leaf area. As a result, the water saved during the growing season through higher 
water use efficiency mitigates summer dryness and the heat wave impact. Land-atmosphere 
interactions and carbon dioxide fertilization together synergistically contribute to increased 
summer transpiration if rainfall does not change. This, in turn, alters the surface energy budget 
and decreases sensible heat flux, mitigating air temperature rise during extreme heat periods.  
This soil moisture feedback, which is mediated and enabled by the vegetation on a 
seasonal scale is a European example of the impacts the vegetation could have in an atmosphere 
enriched in carbon dioxide. We again use Earth System Models to systematically and 
statistically investigate the influence of the vegetation feedbacks on the global and regional 
changes of extreme temperatures. Physiological effects typically contribute to the increase of 
the annual daily maximum temperature with increasing atmospheric carbon dioxide 
concentration, accounting for around 15% of the full trend by the end of the XXIth Century. 
Except in Northern latitudes, the annual daily maximum temperature increases at a faster pace 
than the mean temperature, which is reinforced by vegetation feedbacks in Europe but reduced 
in North America. 
This work highlights the key role of vegetation in influencing future terrestrial 
hydrologic responses. Accurate representation of the response to higher atmospheric carbon 
  
dioxide concentration levels, and of the coupling between the carbon and water cycles are 
therefore critical to forecasting seasonal climate, water cycle dynamics and to enhance the 
accuracy of extreme event prediction under future climates in various regions of the globe.
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The atmospheric concentration of [CO2] has risen globally from the pre-industrial level 
of 285 ppm to more than 400 ppm in 2015(Etheridge et al. 1996). This unprecedented fast 
increase has caused the climate to progressively change. However, despite international 
political agreement in Paris in 2015, [CO2] continues to rise according to the NOAA Mauna 
Loa observatory, setting the trajectory of future [CO2] on the path of the highest emissions 
scenario of the International Panel on Climate Change(Stocker & Qin 2013). The [CO2] levels 
could reach a doubling of current levels, and even surpass a concentration of 1000 ppm by the 
end of the century.  
The rise of global mean temperature is one of the most visible and best known feature 
of climate change. However, in recent times, extreme climatic events have more clearly 
highlighted the dramatic turn climate change could have in the future. An international effort 
of the scientific community has gathered observational evidence of the features of climate 
change already occurring. At the same time, the community has worked on model-based 
estimations of climate change in the future. Both observations and modeling studies enable the 
community to better understand the processes and interactions at play. Oceans are a very 
important component and global regulator of the climate. The oceanographic community has 
historically been among the pioneers of the climate change science. Models have long excluded 
any terrestrial feedback on the atmosphere. The common view was that climate change was 
driven exclusively by atmospheric and oceanic processes and the land area would then adjust 
to the new state. Sellers et al. (Sellers et al. 1996) introduced the idea of coupling a land model 
to an usual atmospheric model within a Global Climate Model, to capture the feedbacks 
between the terrestrial landmass and the climate. This work convincingly demonstrated that the 
impacts of this land/atmosphere coupling can be significant. 
Terrestrial feedbacks are sometimes referred to as land-atmosphere interactions. Koster 
et al. (Koster et al. 2004) were among the first to focus specifically on land-atmosphere 
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interactions. They found that specific geographical and ecological regions were particularly 
sensitive to these interactions. In these hotspots, precipitation was found to be heavily 
influenced by soil moisture anomalies, both positively and negatively depending on the specific 
region. Seneviratne et al.(Seneviratne et al. 2006) found that soil moisture anomalies could 
create the conditions for exceptional heat-waves. Land-atmosphere interactions play a 
fundamental role in determining the severity of those heat waves (Fischer et al. 2007; Teuling 
et al. 2010).  
Land-atmosphere interactions are in fact mediated by vegetation. Vegetation is indeed 
at the heart of the carbon, water and energy cycles. Plants take CO2 from the atmosphere via 
their stomata, small pores at the surface of the leaves, to convert it into carbohydrates and 
biomass. In the process, they release water vapor through the stomata as they transpire. 
Transpiration accounts for 40% of the precipitation and 60% (Schlesinger & Jasechko 2014) 
to 90% (Jasechko et al. 2013) of the evapo-transpiration on land. The transpired water is taken 
from the ground through the roots. The soil moisture is dependent on the vegetation 
consumption of soil water. Plants are therefore the major player of the water cycle in terrestrial 
areas. While releasing water the plants are modulating the partition of energy. Transpiration 
releases energy in the form of latent heat while conduction and convection release energy as 
sensible heat. Latent heat is the most efficient pathway for energy dissipation (Bateni & 
Entekhabi 2012) and releasing more energy as latent heat decreases the surface temperature. 
For this reason, the vegetation is a key part of the energy cycle. 
How plants will react to an atmosphere enriched in CO2, and what are the impacts on 
the water cycle, are two questions that have been investigated in field experiments. At the leaf 
level, the size of the stomatal aperture is a direct function of the gradient of [CO2] between the 
air and the intercellular [CO2], and controls how much water is transpired. The stomatal 
aperture is reduced under higher [CO2], reducing stomatal conductance without reducing 
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photosynthesis and therefore increases the water use efficiency (the rate of carbon gain per unit 
water transpired). As a consequence, less energy is dissipated as latent heat and leaf 
temperatures increase. Reduced transpiration has been observed in situ using tree rings 
measurements (Frank et al. 2015; Saurer et al. 2004; Peñuelas et al. 2011), and reproduced in 
experiments specifically designed to study the effect of large [CO2] increases, the Free-Air CO2 
Enrichment (FACE) experiments (Ainsworth & Long 2005; Norby & Zak 2011).    
Another potential but debated physiological effect of increased [CO2] is known as the 
fertilization effect. For certain species and under certain circumstances (Peñuelas et al. 2011), 
especially depending on sufficient nutrient availability, higher CO2 levels can stimulate growth. 
The phenomenon has been reported in most experiments (Ainsworth & Long 2005; Norby & 
Zak 2011; Mccarthy et al. 2007), but the long-term behavior of the vegetation remains 
uncertain. If a CO2 fertilization effect persists, this additional biomass could mean more 
transpiration at the canopy level and could at least partially offset the stomatal conductance 
reduction effect on transpiration. 
Tree ring measurements can only attempt to explore the effects of past increase in 
atmospheric [CO2] while FACE experiments can simulate the effects of future atmospheric 
[CO2]. However, the spatial footprint of FACE experiments is currently limited to at most a 
few hundred meters in diameter and thus as consequence, they cannot investigate larger scale 
feedbacks. Of particular importance is the feedback on the boundary layer and the atmosphere, 
with spatial scale around 10 km. Modelling experiments are a way to get around this difficulty 
and gain insights on both the future climate under higher [CO2] and the processes involved. In 
this way, the effect of global increase in [CO2] can be investigated across multiple CO2 levels 
and at many spatial and temporal scales.  
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This dissertation builds on both the recent works and body of literature presented above.  
I use both observations and model simulation to address the following three research questions: 
1- What role will the vegetation play in future hydrologic cycles?  
2- How and how much will vegetation impact extreme temperature events under 
higher [CO2]? 
3- How will the effects of vegetation of future hydrologic cycles and extreme 
temperature events vary regionally and globally? 
I use coupled climate models to disentangle the physiological from the atmospheric 
feedbacks replicas of the same run. The first run of the model is in its original parameterization 
with. The [CO2] increasing in the two inter-dependent but district components of the model, 
namely the atmospheric model that manages all atmospheric and climate variables, and the 
land model, that manages the vegetation and other terrestrial processes. This represents the 
control run, where both atmospheric and physiological effects occur simultaneously. Next, I 
alter the increase of atmospheric [CO2] within the model while holding all other parameters 
constant. To estimate the atmospheric impacts, the [CO2] is increasing in the atmospheric 
model, but remains constant in the land model, I note this run ATMO or RAD. Reciprocally, 
to estimate the physiological effects, the [CO2] is increasing in the land model but not in the 
atmospheric model, I note this run PHYS or FER. Comparing these runs with the control run 
enables the estimation of the relative contribution of the atmospheric effects, the physiological 
effects, and the additional indirect feedbacks to the overall effect of rising [CO2]. I verify the 
key underlying assumption of this experiment design that the radiative processes are 
independent from the physiological processes, so that the decomposition of the control run into 
the ATMO and the PHYS run is relevant.     
In part I, I estimate the individual contributions of precipitation, radiation and 
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physiological CO2 forcing to several key hydrological variables in an atmosphere enriched in 
CO2. The variables considered include: leaf area index, evapo-transpiration, the dryness index 
Precipitation minus evapo-transpiration, the evaporative fraction, and the soil moisture. This 
set of variables has been chosen to address the focus of various scientific communties, such as 
agronomy, ecology, hydrology, climate science, land-atmosphere interactions. The analysis 
reveals that the change in the continental hydrologic cycle is dominated by the physiological 
response to CO2 compared to the response to either radiative or precipitation changes. Soil 
moisture exhibits however a more nonlinear response compared to the other variables 
investigated. This study sheds light on the regionaly dominant processes and feedbacks, and 
demonstrates the key role of the vegetation in influencing future terrestrial hydrologic 
responses. The study also highlights that the precipitation does not play as big of a role as 
previously thought. 
The Part II develops a novel methods for the study of mega-heatwaves in the future. 
Instead of looking at statistical data, past extreme events are simulated for future [CO2]. 
Specifically I use a regional climate modelling framework to study the European mega-
heatwave of 2003, and again use various model parameterizations to isolate the effects of 
physiological processes from soil-moisture feedbacks. A seasonal analysis shows that the water 
saved during the spring due to the improved water use efficiency, translates into higher soil 
moistue during the summer, which is then consumed by the vegetation to cope with the extreme 
temperatures. The stimulated latent heat flux acts as a proxy for reduced temperature in these 
simulations and shows that the vegetation can reduce hydrologic stress. As such, the 
physiological effects could have a dampening effect on the expected increased severity of 
future heat-waves. 
The Part III builds on the results of the Part II, by using a more common statistical 
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analysis of the model runs used in Part I to investigate the change in extreme temperature events 
globally. The set up enales me to disentangle and evaluate the global contribution of 
atmospheric vs. physiological effects on the annual daily maximum temperature Txx change 
with rising [CO2]. I show that the vegetation effects typically increase Txx, accounting for 
around 15% of the full Txx trend. Except in Northern latitudes, Txx increases at a faster pace 
than the mean temperature, which is reinforced by vegetation feedbacks in regions like Europe, 











PART I: Vegetation physiology controls continental water 





Predicting how increasing atmospheric CO2 will affect the hydrologic cycle is of utmost 
importance for ecological systems and for human life and activities. A typical perspective is 
that hydrologic change will mostly be caused by atmospheric effects of climate change, 
precipitation and radiation, and that the land surface will adjust. Recent work suggests that 
terrestrial processes may play a greater role than originally predicted. I investigate several key 
hydrological variables over the largest fraction of the globe using Earth System Models with 
decoupled surface (vegetation physiology) and atmospheric (radiative) CO2 responses. 
Estimating the individual contribution of precipitation, radiation and physiological CO2 
forcing, I show here that the CO2 physiological response dominates the change in the 
continental hydrologic cycle compared to either radiative or precipitation changes due to 
increased atmospheric CO2, except for soil moisture which exhibits a more nonlinear response. 




Lemordant, L., Swann, A., Cook, B., Scheff, J., Gentine, P., 2018. Vegetation physiology 
controls continental water cycle responses to increasing CO2. Proceedings of National 
Academy of Sciences. DOI: 10.1073/pnas.1720712115  
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Chapter 1: Introduction to Part I 
Most of our understanding of changes in water availability is based on the analysis of 
changes in the imbalance between precipitation (P) and total evaporation (E) (Held & Soden 
2006; Seager et al. 2014). Over open water bodies, evaporation is at its potential rate, i.e. 
potential evaporation Ep (Penman 1948; Durack et al. 2012). However, over land, soil and 
vegetation limit the supply of moisture to the atmosphere so that the actual evapotranspiration 
(ET) is lower than the atmospheric demand Ep. Hence on vegetated surfaces, the analysis of P 
- Ep fails to explain the projected changes in actual water fluxes (Greve & Seneviratne 2015; 
Swann et al. 2016; Milly & Dunne 2016), or even the direction of the change in many regions 
of the globe, and in particular in the subtropics (Byrne & O’Gorman 2015; He & Soden 2016; 
Greve & Seneviratne 2015). The supply of ET is controlled by the transport of water from the 
soil and plant roots to the atmosphere and thus depends on moisture available in the soil, 
biomass (particularly leaf area), plant hydraulic stress, and the opening of stomata (small pores 
at the leaf surface) among other things. The atmospheric demand of ET is driven by the 
temperature and dryness of the air, wind speed, and available radiation (as given by the 
Penman-Monteith equation). As a result, ET, and P-ET, over land can substantially differ from 
their potential rates Ep, and P - Ep respectively (Milly & Dunne 2016; Swann et al. 2016; Scheff 
& Frierson 2014). 
Plant transpiration accounts for the largest fraction of terrestrial ET (Good et al. 2015), 
and rising atmospheric [CO2] affects transpiration through the regulation of stomata (Norby & 
Zak 2011). With increasing [CO2] at the leaf surface, the density of stomata at the leaf surface 
is decreased and their individual opening is reduced and therefore less water is transpired per 
unit leaf area (de Boer et al. 2011; Lammertsma et al. 2011). In other words, leaf-level water 
use efficiency increases (Ainsworth & Long 2005; Norby & Zak 2011; Warren et al. 2011), 
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potentially increasing surface soil moisture (Lemordant et al. 2016; Leuzinger & Körner 2007) 
and runoff (Betts et al. 2007). On the other hand, leaf biomass tends to also increase with 
increasing [CO2], as reported in several field experiments (Ainsworth & Long 2005; Norby & 
Zak 2011; Mccarthy et al. 2007; Warren et al. 2011), generating a larger evaporative surface 
that can partly offset the reduction in stomatal conductance and negate the soil water savings 
(Lemordant et al. 2016). Our objective is therefore to quantify how such plant [CO2] effects 
influence future hydrological variable responses compared to radiative effects (Sellers et al. 
1996) – the atmospheric impact of the “greenhouse effect”. Radiative effects impact 
precipitation, i.e. water supply, and evaporative demand, through increase in radiation, 
temperature, and atmospheric dryness as estimated by the vapor pressure deficit (VPD), i.e. 
saturation minus actual vapor pressure (Figure 1.1). 
  Several dryness indices based on Ep have been previously defined and used to assess 
changes in water stress, but give contradictory responses (Berg, Findell, et al. 2016; Scheff & 
Frierson 2015; Greve et al. 2014). We therefore decided to not use such indices (Swann et al. 
2016) as they are not pertinent in the future because of plant physiological effects (Milly & 
Dunne 2016; Swann et al. 2016). We instead focus on actual physical variables that can be used 
as land aridity indicators pertinent to various applications. P-ET is a good proxy for long-term 
runoff, as soil and groundwater storage variations over several years are negligible, and a useful 
variable for agricultural and ecological impacts. In addition to P-ET, we focus on three 
variables (Figure 1.2) of specific interest for scientific communities: soil moisture (agronomy 
and ecology), evapotranspiration (ET) (hydrology, climate), and evaporative fraction (EF) 





Chapter 2: Data and Methods  
We used outputs from six Earth System Models (ESM) from the idealized single-
forcing CMIP5 (Taylor et al. 2011) experiments with [CO2] increasing at a rate of one percent 
per year in the atmospheric model, in the vegetation model or in both models. The combined 
vegetation and atmospheric model [CO2] increase is called CTRL (1pctCO2 in CMIP5 
terminology). We call PHYS the vegetation model [CO2] increase with no atmospheric model 
increase (esmFixClim1 in the CMIP5 terminology). We call ATMO the converse simulations, 
with atmospheric and no vegetation [CO2] increase (esmFdbk1 in CMIP5 terminology). The 
three runs are otherwise replicas of the same experiment, in which the [CO2] is increased for 
140 years by 1% each year starting from preindustrial [CO2] levels in 1850 (except for 
HadGEM2-ES which starts in 1860). The [CO2] of the 140th year of experiment is about 1145 
ppm, significantly higher than the 2100 [CO2] level in the RCP 8.5 scenario (935 ppm) often 
taken as the reference scenario for future CO2 concentration. 
The data is available for 6 models: BCC-CSM1-1, CanESM2, CESM1-BGC, GFDL-
ESM2M, HadGEM2-ES, NorESM1-ME. For those experiments only one run is available for 
most of the models -one ensemble member- (r1i1p1 in the CMIP5 terminology), so that we 
consider only the r1i1p1 ensemble member for all models and ignore ensemble with other 
members if available. 
The 6 models are fully coupled global climate–carbon model including interactive 
vegetation and global carbon cycle. Land models have several common features. There all 
based on Plant Functionnal Types (PFT). The various vegetation species are grouped into 5 to 
16 different types of vegetation. The models use either the Ball−Berry-type or the Leuning 
stomatal conductance formulation. Ball-Berry (Ball et al. 1987) is based on relative humidity, 
whereas Leuning (1995) is based on vapor pressure deficit. Photosynthesis formulation is based 
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on Farquhar et al. (1980)  and Collatz et al. (1991; 1992), except BCC-CSM1-1 which uses a 
different formulation. It should be noted that half of the models use an atmospheric model 
derived from the NCAR’s CAM4 atmospheric model. BCC-CSM-1 integrates the GFDL’s 











The sum of ATMO and PHYS is very close to CTRL (SI Appendix, Figure 1.5, 1.6) 
indicating that the processes occurring in ATMO and PHYS are sufficiently independent from 
one another, and justifies the linear decomposition of CTRL into ATMO and PHYS. In 
particular, for example, rare and extreme events caused by increased warming do not 
significantly impact PHYS effects on the future mean state in these simulations. Soil moisture, 
which shows more non-linearities, is an exception. We also emphasize that because of slight 
differences in each ensemble member initial conditions one should not expect to obtain a 
perfect match between the combined ATMO+PHYS and CTRL. In particular, regional 
variations should be expected and due to the internal climate variability. 
These idealized runs differ from the more typical CMIP5 Representative Concentration 
Pathways 8.5, an emission scenario from 2005 to 2100 that includes prescribed changes in 
Land Use and Land Cover (LULC) scenarios, as well as aerosol and ozone forcing. Also, the 
[CO2] increase is different between RCP 8.5 (ending at 936 ppm in 2100) and the 1% per year 
runs (ending at 1145 ppm after 140 years of simulation). For comparison with the idealized 1% 
runs, we combined RCP 8.5 with the data from historical runs simulating the period 1850-2005 
(historical in CMIP5 terminology). The resulting data 1850-2100 is shown in Figures 1.1, 1.5, 
and 1.6, and is comparable in terms of geographical features to the 1% simulations. 
Our analysis is based on monthly-averaged outputs. We consider one value of a given 
water stress indicator for each year, and suggest the use of the most relevant period of the year 
for each variable and localization. It makes more sense to use annual average for precipitation 
and ET, and P-ET in order to obtain the total water fluxes – as ET is very small in cold winter 
regions. We also use the annual average for the net radiation and LAI. However, summer is the 
dominant growing season whether in tropics, mid-latitudes or high latitudes, but not around the 
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equator, and so plant soil moisture stress is more present and relevant in summer than at other 
times of year. Hence, we use the summer-time mean (i.e. JJA for latitudes between [10; 90] 
and DJF for latitudes between [-90; -15]) for EF, VPD, and soil moisture, three variables that 
indicate a stress, except around the equator (latitudes between [-15; 10]) where, in the Congo 
for instance, there are two dry/wet seasons. Around the equator selecting only one season 
would thus lead to a subjective assessment of dryness, as there is minimal dryness in the wet 
seasons, and ultimately the annual signal is dominated by the dry seasons. The [-15; 10] latitude 
range was chosen so that the transition with the local summer averaging zones looks smooth, 
and so that the equatorial range stays as small as possible.  
We re-grid each model to a common 1°ｘ1° grid in order to later compute the 
intermodel average. The change of a variable X is normalized before the intermodel averaging 








 is the mean of X over years 89-118 of the runs CTRL, PHYS and 
ATMO (resp. 2070-2099 for RCP 8.5),  
¯
 is the mean of X over years 1-20 (resp. 1939-
1968), and ()  is the standard deviation of X over the same period of the run CTRL. 
We have chosen the averaging periods so that the mean CO2 concentrations in all four sets of 
runs are similar (see Table S1). We then compute the standardized change ∆X intermodel 
average. For comparison, Figure 1.11 and 1.12 show for all the variables presented in Figure 












Net radiation is computed using the net downward minus upward longwave and 
shortwave radiation fluxes. EF is defined as the monthly ratio of the latent heat flux to the sum 
of the latent and the sensible heat fluxes. VPD is computed from the relative humidity and the 
saturation vapor pressure, calculated from the monthly averaged temperature. Soil moisture at 
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2 m and at 30 cm are interpolated using the model soil moisture profiles. As the number of 
layers varies across models, we first linearly interpolate the profiles of each model and each 
annual data point (e.g. after the seasonal averaging), extract the value at 2m depth and 30cm 
depth, and then apply the same routine as for the other variables.  
Figure 1.13 shows the number of models that agree with the sign of the ∆X intermodel 
average. Only the soil moisture intermodel average change shows wide areas of mismatch with 
individual model change sign.   
We decompose changes in each water stress variable X (P-ET, LAI, etc…) into three 
terms (Figure 1.3, SI Appendix, Figure 1.7): the change due to the effect of Rn, the change due 
to the effect of P, and the change due to the effect of the physiology. Changes due to Rn are not 
differentiated from correlated changes in air temperature and VPD, as they are too collinear to 
yield unique linear decomposition.  
This translates into the following equation (1) decomposing changes in water cycle 
variables, due to Rn and precipitation changes in ATMO and physiological changes in PHYS 
(and related changes in atmospheric VPD and Rn through land-atmosphere interactions, as seen 
in Figure 1.1 and 1.2): 
∆ = &' (() . ∆+,-./0 + '
(
(2 . ∆3-./0 + 456789:8;<=<8, 6>>8>?./0@ + 4∆?2ABC +
  456789:8;<=<8, 6>>8> <,=8 DEFG &3IJK?    (1) 
First we re-grid X to 1x1° and temporally (annually except for the soil moisture at 2m) 
average it as for Figure 1.2. Then we apply a multiple linear regression of the variable X of 
ATMO with respect to the drivers P or Rn, over the 140 years of the 6 models data of X. Hence 
we regress against 140 x 6 values for each grid point and each variable X, P, Rn. Those 
decomposed PHYS and ATMO runs help us uniquely define the sensitivity. This contrasts with 
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CTRL where all variables are evolving jointly in response to both surface physiological and 
radiative changes so that a uniquely defined decomposition is nearly impossible. The 
decomposition error terms are reported in Figure 1.5 and 1.6, the fraction of variance explained 
by the multiple linear regression (R²) is in coherence with the fact that LAI and EF are 
dominated by physiological effects (SI Appendix, Figure 1.9d and 1.3d), and but large for P-
ET (SI Appendix, Figure 1.14). 
A linear regression on net radiation and precipitation cannot account for all the variance 
explained as we did not include other modified variables such as temperature, relative humidity 
or wind. However, given the very strong correlation (nearly 1) of temperature with net 
radiation, a unique linear decomposition cannot be found. The other terms (relative humidity, 
wind and nonlinearities), as well as non-linearities and ensemble variations, explain the non-
unity R2 (SI Appendix, Figure 1.14). However, in most regions R2 is very high, emphasizing 
that precipitation and net radiation (and related temperature changes) are the primary drivers 
of the change. In the CO2 physiological runs, precipitation changes as well as mean temperature 
changes are small (Figure 1.1), so that it is fair to ignore precipitation influence on the changes 
due to physiological effects.  
It should also be noted that PHYS and ATMO are strictly independent and cannot have 
cross-correlation. The decomposition of CTRL into ATMO and PHYS is not perfect but works 
well, as shown in Figure 1.5 and 1.6. The effect of the linearization in (1) in the independent 
PHYS and ATMO runs are further compared to the full nonlinear response of the CTRL runs 
in Figure S2 and S3. ATMO and PHYS contributes quite independently and linearly to CTRL 
(SI Appendix, Fig 1.5 and 1.6). However, if we use the decomposition of ATMO changes along 
the precipitation and the net radiation (as in Figure 1.3 and SI Appendix, Figure 1.7) to 
reconstruct an equivalent to CTRL, the result is satisfactory except for EF at northern latitudes 
and in Eastern Africa (SI Appendix, Figure 1.5 and 1.6) and especially for the soil moisture (SI 
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Appendix, Figure 1.5 and 1.6), indicating non-linearities, consistent with an overall low R² (SI 
Appendix, Figure 1.14). This further emphasizes the difficulty to predict the change in soil 
moisture.  
We end up with a triplet (R, G, B) with R, G and B in [0;1] for each pixel defined as 








   (2) 
Y = |4∆?UVWX|S' MNMO.∆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   (4). 
The triplet (R,G,B) is used to color the pixel with the combination of (red, green, blue) 
in Figure 3, as an indicator of absolute net radiation, physiology and precipitation changes. On 
all plots we discard pixels where LAI is below 0.2. Figure 1.3 reports also pie charts of global 
averages of R, G and B values, weighted by the total effect including error terms, reported in 




Chapter 3: Disentangling atmospheric and physiological 
responses to increasing CO2 
We quantify changes in these water cycle parameters using a multi-model ensemble 
from Phase 5 of the Coupled Model Intercomparison Project CMIP5(Taylor et al. 2011), and 
assess the impact of atmospheric (ATMO) vs. physiological (PHYS) CO2 effects(Sellers et al. 
1996) using an idealized experiment where [CO2] is increased from preindustrial levels by one 
percent each year only in the atmospheric model (ATMO) or in the vegetation model (PHYS), 
or in both (CTRL) (Methods). These conceptual experiments give geographically consistent 
results with the more commonly used RCP8.5 experiments (Figure 1.4, 1.5 and 1.6), and enable 
us to disentangle the greenhouse gas warming (ATMO), from the physiological effects of 
increased [CO2] (PHYS) on hydrologic responses. We further decompose the global warming 
effects in ATMO into the contribution of precipitation and net radiation (and related increases 
in temperature and VPD) (Methods). We are then able to estimate the relative contribution of 
each of the three main hydrologic drivers: precipitation, net radiation, and physiological effects 
(Figure 1.3, Figure 1.7), as well as nonlinearities that could result from the interactions between 
surface physiology and atmospheric changes (Chap. 2, Methods). 
The drivers of water supply and evaporative demand - precipitation, radiation and VPD 
- are primarily controlled by atmospheric greenhouse effects (ATMO) (Figure 1.1). On the 
supply side of the water balance, annual precipitation increases throughout the globe in CTRL, 
because of the increased energy input into the surface due to increased greenhouse gas effects 
and because of the increased atmospheric water vapor, especially at northern latitudes (Figure 
1.1a) where the present pattern is exacerbated by warming-induced changes in water vapor 
(Held & Soden 2006; Sarah B. Kapnick & Delworth 2013; Krasting et al. 2013). Precipitation 
decreases in several places such as in Southwest North America, southern Africa, the Amazon, 
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and the Mediterranean region(Seager et al. 2014), primarily because of global warming (Figure 
1.1b) and changes in atmospheric dynamics and not because of physiological effects, which 
mainly have an impact on tropical precipitation (Figure 1.1c).  
On the demand side of the water balance, net radiation (Rn), one of the main drivers of 
Ep(Penman 1948), increases relatively uniformly over the Earth (Figure 1.1d) in CTRL, 
primarily driven by greenhouse gas radiative effects (Figure 1.1e). Nonetheless, physiological 
effects also increase Rn throughout the globe except in equatorial Africa and in Indonesia 
(Figure 1.1f). The reduction in low cloud cover imposed by the decreased EF(Gentine et al. 
2013) (Figure 1.2i) drives a downwelling shortwave radiation increase, while the limited 
differential changes in surface skin and air temperature keep longwave radiation changes 
small.  
Enhanced VPD not only increases evaporative demand (Penman’s equation(Penman 
1948)) but also decreases  stomatal conductance, and therefore ET. VPD increases strongly 
across the Earth with increasing [CO2] (Figure 1.1g) due to its exponential dependence on 
temperature (Figure 1.1h, SI Appendix, Figure 1.8). In addition to warming effects (Figure 
1.1h), the closure of stomata under higher [CO2] implies reduced water flux into the air. The 
resulting shift in EF (Figure 1.2i) contributes to higher temperatures, which, combined with 
lower humidity, increases VPD throughout the globe, especially in the wet tropics (Figure 1.1i). 
Climate change also drives differential land and ocean warming, reducing relative humidity 





Figure 1.1 Supply and demand for water. 
Precipitation (A, B, C; annual) is the supply; demand for water is driven by two factors: Net 
radiation (D, E, F; annual) and VPD (G, H, I; growing season), for respectively CTRL (left 
column), ATMO (center column) and PHYS (right column) runs. Change is quantified by the 
difference of the years 89-118 of the simulation and the years 1-20, normalized by the 
standard deviation of CTRL over the years 1-20 (Methods). The changes observed for VPD 
are much larger in amplitude than for Rn and P, so that the scale was adjusted accordingly 




Figure 1.2 Hydrologic cycle response to increased [CO2]. 
ET (A, B, C; annual), P-ET (D, E, F; annual), EF (G, H, I; growing season), soil moisture at 
2m (J, K, L; growing season), changes in CTRL (left column), ATMO (center column), and 
PHYS (right column) runs, are quantified by the difference of the years 89-118 of the 
simulation and the years 1-20, normalized by the standard deviation of CTRL over the years 




Chapter 4: Physiological effects have a critical impact on the 
variables of the water cycle 
Field experiments (Ainsworth & Long 2005; Mccarthy et al. 2007; Norby & Zak 2011) 
and observations (Campbell et al. 2017) have shown that higher [CO2] can stimulate plant 
growth within an observed range of nearly zero up to ~12% at a doubling of [CO2] depending 
on species, climates, nutrient availability and other stresses. Land-surface models capture a 
similar range (Zhu et al. 2016). We find that LAI indeed increases almost everywhere except 
in Amazonia and central Africa (Figure 1.9a), where LAI is already high and further growth is 
thus limited (Norby & Zak 2011). The physiological effect (SI Appendix, Figure 1.9c) is, as 
expected, the primary driver of LAI changes over 89% of land accounting for two thirds of the 
change globally (SI Appendix, Figure 1.9d, Figure 1.10a). Exceptions are the northern latitudes 
where radiative effects (SI Appendix, Figure 1.9d) induce warmer temperatures and a longer 
growing season (Zhu et al. 2016) (SI Appendix, Figure 1.9b), and the Amazon basin, where 
the combined negative contributions of the precipitation decline (SI Appendix, Figure 1.9d, 
Figure 1.1b) and the radiatively induced Rn increase (SI Appendix, Figure 1.9d, Figure 1.1e) 
cancel out the physiological effects (SI Appendix, Figure 1.9d, 1.9c).  
Changes in ET under elevated [CO2] vary widely across the globe (Figure 1.2a) and are 
mostly controlled by physiological effects, which account for 58% of the changes globally 
(Figure 1.3a, SI Appendix, Figure 1.7c). In the energy-limited northern latitudes, higher ET is 
however mostly due to radiative effects and accompanying increased precipitation (Figure 
1.2b, Figure 1.3a, and SI Appendix, Figure 1.7a). Tropical rainforests, which are also energy-
limited, display an increase in ET from radiative effects (Figure 1.2b) but this effect is 
overcompensated by the physiological response of stomata to [CO2] (Figure 1.2c). The 
Mediterranean, Central America and West Africa all exhibit reduced ET (Figure 1.2a) in 
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response to radiatively driven precipitation declines (Figure 1.2b), but are also largely 





Figure 1.3 Decomposition along the three main drivers of ET (A), P-ET (B), EF (C), Sm (D) 
in CTRL 
Green quantifies the effect of the vegetation physiology based on the run PHYS; red and blue 
quantify the contribution of, respectively, net radiation and precipitation, based on a multiple 
linear regression of ATMO. Pie charts show for ET (E), P-ET (F), EF (G), Sm (H) the global 
average of each contribution, weighted by the total effect including error terms, reported as a 





The response of P-ET, i.e. long term runoff (Figure 1.2d), reflects the changes in both 
P and ET, and is expected to be more strongly related to radiative changes than just ET changes 
as radiative changes mostly alter precipitation. Nonetheless, physiology still slightly dominates 
changes of P-ET over precipitation, 37% vs. 32% of the total changes respectively (Figure 
1.3b). In CTRL, the response is a smoothed version of the precipitation response (Figure 1.1a) 
and does not reflect the increase in Ep (Figure 1.3b) (Swann et al. 2016), further confirming 
that Ep is not a pertinent variable of changes in ET in the future (Swann et al. 2016). The 
geographical structure of P-ET thus largely reflects global warming changes (Figure 1.2e). 
Physiological effects and their impact on ET (Figure 1.2c) drive the P-ET response in the 
regions where ET changes are the largest (Eastern US, central South America, South-East Asia 
and central Africa) (Figure 1.12i); they contribute most to P-ET in about one third of the globe 
(Figure 1.3b, Figure 1.7f). Precipitation accounts for about a third of the P-ET changes (Figure 
1.3b, Figure 1.7e) and dominates the P-ET response in one quarter of the globe (Figure 1.10c), 
which is a much larger fraction than for other stress indices such as LAI, ET, EF or soil 
moisture. Over Western Europe, the northern part of Amazon and southern South America, the 
decreasing trend in precipitation (Figure 1.1a) has a large impact on P-ET. Radiation and 
related temperature increase drives P-ET change in the northern latitudes and in some semi-
arid regions (Figure 1.3b, Figure 1.7d). However, a third of the globe surface is not dominated 
by one single factor, and only their combined effects can explain the overall response (Figure 
1.10c). This multi-model analysis of P-ET shows that both total greenhouse gas effects (as 
assessed in ATMO) and PHYS play a very significant role in long-term runoff similarly to a 
previous single earth system model analysis (Betts et al. 2007). 
The evaporative fraction (latent heat flux divided by the total energy input), and its 
associated quantity the Bowen Ratio (sensible heat flux divided by latent heat flux), measure 
the surface energy partitioning towards ET and its impact on the overlying atmosphere (Gentine 
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et al. 2007; Gentine et al. 2011), and reflects ecosystem stress. While changes in EF are 
constrained by ET, they are impacted by the energy cycle changes as well. Both the radiative 
flux and EF changes impact the global changes in evaporation and precipitation (Held & Soden 
2006). Since ET equals EF times the radiative flux, the responses of ET and EF are related but 
distinct, especially in regions where radiative changes are large, such as in cold regions. The 
linear combination of radiative and physiological effects very well explains the spatial patterns 
of EF in CTRL (Figure 1.2g). Radiative (Figure 1.2h, Figure 1.10d) and physiological effects 
(Figure 1.2i, Figure 1.10d) show strong and opposite control on EF. Radiative effects increase 
EF (Hartmann 2016), except in the Mediterranean, Central America, West Africa and around 
the Amazon delta (Figure 1.2h, Figure 1.10d, Figure 1.3c, Figure 1.7g). On the contrary, 
physiological effects have a large negative impact on EF (Figure 1.2i, Figure 1.10d) in most 
regions (79% of the globe, Figure S7d) and especially in tropical regions (Figure 1.3c, Figure 
1.7i), as decreases in transpiration due to stomatal closure under rising [CO2] are not 
compensated by saved soil moisture resources (Gray et al. 2016; Lemordant et al. 2016) or 
increased LAI, which is already very high in tropical regions. In Alaska, Siberia, Australia and 
the horn of Africa, the physiological-induced decrease of EF indicates increased partitioning 
towards sensible heating compared to ET and thus increased temperature through land-
atmosphere feedback (Seneviratne et al. 2010). It is therefore critical to correctly represent 
physiological effects in models to estimate future land-atmosphere interactions and extremes 
(Lemordant et al. 2016). Precipitation (Figure 1.3c, Figure 1.7h) is a major driver of EF changes 
in Europe, Australia, in the Great Plains, and some of central and South America. In the 
Northern West coast of South America, EF decreases significantly, while ET tends to increase 
because of increased radiative effect (Figure 1.2a, b, g). In Northern latitudes regions like 
Québec or Central Northern Russia, EF increases slightly but ET increases much more because 
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of the additional radiative heating (Figure 1.2a, b, g). Overall though, physiology accounts for 
the majority (almost two thirds) of the EF changes (Figure 1.3c, Figure 1.7i). 
Growing season soil moisture at 2m depth (SM2m) (Methods) changes almost everywhere but 
the sign and magnitude of the response varies widely across the globe (Figure 1.2j). SM2m is 
influenced by changes in seasonality imposed by changes in phenology and LAI (Figure 1.9c) 
(Lemordant et al. 2016; Boisier et al. 2015). Most of the soil moisture decrease (Figure 1.2j) is 
due to radiative effects (Figure 1.2k, Figure 1.3d, Figure 1.7j), whereas physiological effects 
tend to increase SM2m (Figure 1.2l), especially in equatorial Africa, South America, South Asia 
and Indonesia (Figure 1.2j). Soil moisture does not homogeneously change over the whole soil 
column, consistent with recent findings(Berg, Sheffield, et al. 2016). Soil moisture changes are 
often thought to be driven by changes in P, but this is confirmed only over a very small fraction 
of the globe (Figure 1.3d, Figure 1.7k, 1.10e), and, overall, soil moisture changes have no 
unique global driver. Large fractions of the globe are impacted by radiative changes, including 
the Amazon and most of Western Europe (Figure 1.3d, Figure 1.7j), where precipitation also 
declines (Figure 1.1a). Vegetation and land-atmosphere interactions are the main drivers of soil 
moisture changes in regions including South America, Eastern US, South East Asia and some 
places in Central Africa (Figure 1.12o). In addition, soil moisture variations are strongly non-
linear so that a linear decomposition does not explain all the features observed (Figure 1.4, 1.5, 




Chapter 5: Discussion 
The control of precipitation on the future terrestrial water cycle is weak in general and 
represents the dominant control for only a small fraction of the Earth, consistent with recent 
remote sensing observations showing stronger vegetation response to atmospheric aridity 
compared to precipitation (Konings et al. 2017). In particular, precipitation trends are only a 
minor factor for biomass growth (as measured by LAI, Fig. 1.9a-c) and energy partitioning (as 
indicated by EF, Fig. 1.2g-i). We note that the response over the Amazon basin is heavily 
influenced by net radiation changes rather than by physiological or precipitation effects (Fig. 
1.3). In energy-limited ecosystems such as the Amazon, changes in radiation will become one 
of the primary drivers of transpiration and ecosystem functioning (Pieruschka et al. 2010). Our 
conclusions are not strongly affected by additional land-use and land cover changes or the 
addition of aerosols, as present in the RCP 8.5 simulations, which overall behave similarly to 
the simplified one-percent yearly increase CO2 experiments (Fig. 1.4). Soil moisture appears 
to be the most complex and non-linear variable and is also affected by uncertain land-use and 
land-cover change and vegetation response (Alkama & Cescatti 2016). Our study illustrates 
how deeply the physiological effects due to increasing atmospheric [CO2] impact the 
continental water cycle. Contrary to previous wisdom, changes in precipitation and radiation 
do not play the primary role in future drying and moistening in most regions. Rather, biosphere 
physiological effects and related biosphere-atmosphere interactions (Green et al. 2017) are key 
for predicting future continental water stress as represented by evapotranspiration, long-term 
runoff, evaporative fraction or leaf area index. In turn, vegetation water stress largely regulates 
land carbon uptake (Poulter et al. 2014), further emphasizing how tightly the future carbon and 
water cycles are coupled so that they cannot be evaluated in isolation. 
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Figure 1.4 Standardized changes in RCP 8.5. 
All forcings (land use and land cover change, aerosols, ozone, etc…) are taking into account 
for precipitation (A), net radiation (B), VPD (C), EF (D), LAI (E), ET (F), P-ET (G) and soil 
moisture at 2m (H).  
Change is quantified by the difference of the years 89-118 of the simulation and the years 1-




Figure 1.5 Reconstruction of the change. 
Difference between years 89-118 and years 1-20 from the multiple linear regression (first 
column), the sum of changes in ATMO and PHYS (second column), and the comparison with 
CTRL (third column) and RCP 8.5 (fourth column) is shown for LAI (A, B, C, D), P-ET (E, F, 






Figure 1.6 Comparison of the ratios to CTRL. 
Difference between years 89-118 and years 1-20 from the multiple linear regression (first 
column), the addition of changes in ATMO and PHYS (second column), and the comparison 
with CTRL (third column) and RCP 8.5 (fourth column) is shown for LAI (A, B, C), ET (D, E, 




Figure 1.7 Individual contributions of net radiation, precipitation and physiological effects. 
Contribution of net radiation to ET (A), P-ET (D), EF (G), Sm (J) and LAI (M) in CTRL 
according to the decomposition. 
Individual contribution of precipitation to ET (B), P-ET (E), EF (H), Sm (K) and LAI (N) in 
CTRL. Individual contribution of physiological effects to ET (C), P-ET (F), EF (I), Sm (L) 





Figure 1.8 The VPD exponential dependence on temperature.  
The VPD exponential dependence on temperature alone explains that a 3K temperature 
variations, or less than 10% change, lead to large seasonal (A) and long run climate change 
(B) variations of VPD, dozens of percent variations relatively to the minimum (C and D 




Figure 1.9 LAI (annual) changes in CTRL (A), ATMO (B), and PHYS (C). 
Changes are calculated as the difference of the years 89-118 of the simulation and the years 
1-20, normalized by the standard deviation of CTRL over the years 1-20 (Methods).  
For the decomposition along the three main drivers of LAI (D), Green quantifies the effect of 
the vegetation physiology based on the run PHYS; red and blue quantify the contribution of, 
respectively, net radiation and precipitation, based on a multiple linear regression of ATMO. 
The pie chart (E) shows for each variable the global average of each contribution, weighted 






Figure 1.10 Main influence of drivers. 
After the decomposition along the three main drivers of LAI (A), ET (B), P-ET (C), EF (D), 
Soil moisture at 2m (E) in CTRL, the pie charts show for each variable the fraction (labelled 
in %) of land under the main influence (more than 50% of the changes is attributed to this 
driver) of one the three main drivers (green for grid points dominated by vegetation 
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physiology, red for grid points dominated by net radiation, and blue for grid points 





Figure 1.11 Changes in Precipitation (A, B, C; annual), Net radiation (D, E, F; annual) and 
VPD (G, H, I; growing season) are presented.   
The left column shows results for CTRL as changes normalized by the standard deviation of 
CTRL over the years 1-20 (Methods), whereas the center and right columns show the 
changes of ATMO and PHYS relative to the changes of CTRL in % (purple to orange 
colorbar). Change is quantified by the difference of the years 89-118 of the simulation and 
the years 1-20. The changes observed for VPD are much larger in amplitude than for Rn and 





Figure 1.12 Variables, normalized by the standard deviation.  
LAI (A, B, C; annual), ET (D, E, F; annual), P-ET (G, H, I; annual), EF (J, K, L; growing 
season), soil moisture at 2m (M, N, O; growing season) changes are shown on the left 
column for CTRL, normalized by the standard deviation of CTRL over the years 1-20 
(Methods). The center and right columns show the changes of ATMO and PHYS relative to 




Figure 1.13 Numbers of models that agree with the inter-model average sign from 1 to 6, for 





Figure 1.14 Fraction of variance explained by the multiple linear regression (R²) for LAI (A), 





 1pctCO2 RCP 8.5 
historic period 1850 1869 1941 1970 
historic years id 1 20 91 120 
historic  [CO2] min-max  (ppm) 284 347 310 325 
historic  [CO2] average  (ppm) 313 315 
     
future years 1939 1968 2070 2099 
future years id 89 118 220 249 
future  [CO2] min-max (ppm) 690 920 670 927 
future  [CO2] average (ppm) 800 799 
 
Table 1.1 Years considered for temporal averaging to match similar levels of [CO2] in 


















PART II: Modification of land-atmosphere interactions by 





Plant stomata couple the energy, water and carbon cycles. We use the framework of 
Regional Climate Modeling to simulate the 2003 European heat wave and assess how higher 
levels of surface CO2 may affect such an extreme event through land-atmosphere interactions. 
Increased CO2 modifies the seasonality of the water cycle through stomatal regulation and 
increased leaf area. As a result, the water saved during the growing season through higher water 
use efficiency mitigates summer dryness and the heat wave impact. Land-atmosphere 
interactions and CO2 fertilization together synergistically contribute to increased summer 
transpiration. This, in turn, alters the surface energy budget and decreases sensible heat flux, 
mitigating air temperature rise. Accurate representation of the response to higher CO2 levels, 
and of the coupling between the carbon and water cycles are therefore critical to forecasting 
seasonal climate, water cycle dynamics and to enhance the accuracy of extreme event 
prediction under future climate.  
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Chapter 7: Introduction to Part II 
Western Europe experienced an unprecedented heatwave event and severe soil dryness 
conditions during the summer of 2003 (Schär et al. 2004). The impact on the ecosystems was 
widespread, as this event roughly negated four years of net carbon storage in Western Europe 
forests (Ciais et al. 2005). France experienced the highest temperature anomaly within Europe 
with mean daily temperatures in the 95th percentile from 8 to 16 June and from 2 to 16 August 
2003 (Stéfanon et al. 2012). This meteorological episode had a great impact on society, as 
France, for example, recorded 15,000 excess deaths in August (Canouï-Poitrine et al. 2006). 
Such extreme heat waves are believed to occur more frequently (Quesada et al. 2012) and more 
intensely in future climate (Meehl & Tebaldi 2004) in a context of globally warmer and locally 
drier conditions (Sherwood & Fu 2014) in the mid-latitudes.  
Land-atmosphere interactions play a fundamental control on the severity of those heat 
waves (Fischer et al. 2007; Seneviratne et al. 2006; Teuling et al. 2010.  There are several ways 
rising CO2 levels affect the canopy conductance, which regulates both the water and energy 
cycles. First, the stomatal conductance is reduced with increasing surface CO2 concentrations 
(Figure 2.1a), increasing the plant water use efficiency (WUE) (Katul et al. 2012; Norby & Zak 
2011; Ainsworth & Long 2005; Morgan et al. 2011), defined as the ratio of net photosynthesis 
to transpiration. Reduced water vapor losses, in turn, conserve soil water and allows more heat 
to be dissipated as sensible heat flux, resulting in higher surface temperatures (Bateni & 





Figure 2.1 Dominant carbon, energy and water feedbacks. 
During the growing season, the water use efficiency due to higher CO2 concentrations 
reduces latent heat flux, increasing air temperature and soil moisture (a). In early summer, 
the increase in LAI due to CO2 fertilization increases the latent heat flux and leads to a 
temperature reduction (b). During a heat wave, the spring soil moisture savings decrease the 
stress of the vegetation and increase the transpiration leading to a decrease of the peak 




Second, the potential stimulation of biomass production by CO2 fertilization (Warren 
et al. 2011; Norby & Zak 2011; Ainsworth & Long 2005; Mccarthy et al. 2007) can counteract 
some of the stomatal conductance reduction by increasing the leaf area (Wullschleger et al. 
2002) hence sustaining higher transpiration and lower sensible heat flux, resulting in reduced 
temperature. This is referred to as fertilization effect (Figure 2.1b).  
Numerous field experiments have been conducted to investigate the vegetation response 
to higher atmospheric CO2 levels using various methodologies such as the Free-Air CO2 
Enrichment (FACE) experiments or using tree-rings isotopes (Frank et al. 2015; Norby & Zak 
2011; Peñuelas et al. 2011; Saurer et al. 2004). These experiments show that transpiration is 
typically reduced and water use efficiency increased with increasing CO2, while local, above 
canopy temperature might increase due to higher sensible heating. Decrease in stomatal 
conductance accompanied by leaf area index (LAI) increase (Ainsworth & Long 2005; Norby 
& Zak 2011; Warren et al. 2011) has been reported across several experiments and across a 
broad range of species. In particular, the stomatal conductance of crops and grass strongly and 
unequivocally responds negatively, i.e. the stomata close, to elevated CO2 while maintaining 
relatively similar rates of photosynthesis (Ainsworth & Long 2005). As a result, the water-use 
efficiency of crops and grass have been reported to increase with elevated CO2, the impact 
being even greater in water-stressed conditions (Wullschleger et al. 2002). The LAI increase 
can in some cases partly compensate some of the transpiration reduction by stomatal 
conductance (Wullschleger et al. 2002; Mccarthy et al. 2007). Higher LAI also increases 
canopy conductance so that more heat is released as turbulent heat fluxes (Figure 2.1b). 
Nonetheless individual species response to elevated CO2 varies across FACE experiments. 
Multi-year droughts, in particular, may affect the availability of the deep soil moisture itself, 
as well as the biomass production stimulation and the capacity of trees to access the soil water 
(Warren et al. 2011; Morgan et al. 2004). The Swiss Canopy Crane project - a long-term FACE 
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experiment in a mature forest (Bader et al. 2013) - is the only available on-site data for 2003 
within the domain of our study. The elevated CO2 plot showed notably reduced stomatal 
conductance and reduced transpiration in normal weather conditions (Figure 2.1a) (Keel et al. 
2007). But during the 2003 centennial drought significantly higher transpiration was recorded 
for some species, translating into locally reduced temperature during the extreme drought and 
heat wave (Leuzinger et al. 2005). The stomatal response during the growing season (Figure 
2.1a) leads to a larger soil moisture availability later in the year, which could potentially 
decrease vegetation stress and increase evapotranspiration during a subsequent summer heat-
wave and thereby mitigate its severity. This is referred to as water cycle feedback (Figure 2.1c).  
These field experiments give crucial evidence at a small spatial scale of the different 
processes at play. Because of their small footprint, FACE experiments cannot be used to 
investigate the regional land-atmosphere impact of CO2 fertilization nor the regional coupling 
and feedbacks with the atmosphere (Leuzinger et al. 2015) that may, for instance, affect the 
atmospheric water vapor pressure deficit (Wullschleger 2002). Our study is specifically 
designed to investigate the impact of CO2–driven physiological effects on extremes through 
changes in land-atmosphere interactions, here taking the 2003 European heat wave as a case 
study. Previous studies have not taken into account the impact of the surface CO2 physiological 
effect on land-atmosphere interactions when studying regional extreme events (e.g. 
(Seneviratne et al. 2006)). We use a Regional Climate Model (RCM) to investigate the physical 
mechanisms of land-atmosphere interactions, similarly to other authors (Seneviratne et al. 
2006; Stéfanon et al. 2012). We purposely do not use GCMs as, in addition to their coarse 
resolution and initialization issues, they only allow characterizing statistical changes of 
frequency and intensity of heat waves and droughts, and cannot directly quantify the relative 
contribution of each physical or physiological process on a specific weather event.  In addition, 
GCMs have difficulties representing large-scale blocking conditions especially in the Euro-
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Atlantic region (D’Andrea et al. 1998; Sillmann & Croci-Maspoli 2009), and are thus not ideal 
for investigating mid-latitude heat waves. Unlike GCMs, RCMs are aimed at understanding 
physical processes by repeating near-twin runs using the same large-scale forcing but with a 
different set of parameters or processes (see Methods and Table 1.1). For each run, we can 
estimate the contribution of the process and parameter under the same prescribed synoptic 




Chapter 8: Data and Methods 
8.1 Model Setup 
In this experiment the WRF (Weather and Research Forecasting - v.3.1.1) limited-area 
model is coupled with the ORCHIDEE (Organizing Carbon and Hydrology In Dynamic 
Ecosystems – v.1.9.5) land-surface model (Drobinski et al. 2012). WRF is an atmospheric 
model with non-hydrostatic core used for regional climate simulations (Skamarock et al. 2008). 
ERA-Interim reanalysis of the European Centre for Medium-Range Weather Forecasts 
(ECMWF) (Dee et al. 2011) provides the initial and lateral weather conditions (temperature, 
wind and humidity). At the boundaries, if the temperature is prescribed, the fluxes are not, and 
can reflect the changes within the boundaries. ORCHIDEE simulates the surface processes of 
the terrestrial biosphere – in particular the soil water budget and the photosynthesis – as well 
as the phenology and the carbon dynamics (Krinner et al. 2005; Stéfanon et al. 2012). This 
coupled model setup has been shown to produce results consistent with observations of the 
2003 heat wave (Stéfanon et al. 2012). A spin-up is first applied by repeating the year 2002 
twice so that the leaf area index and soil moisture are in a dynamic equilibrium at the beginning 
of 2003.  
The study focuses on the summer and especially the heat wave of 2003, which exhibited 
more than 4K temperature anomaly over Western Europe. This anomaly is similar in amplitude 
to the expected temperature changes in 2100 under the Representative Concentration Pathway 
8.5 scenario of the International Panel on Climate Change (IPCC) report – likely in the range 
of 2.4 to 4.8 K in the global mean, and from 4 to 8 K during the summer in Central Europe. 
Therefore, our setup gives preliminary insights on how the CO2 physiological effects might 
affect surface fluxes and regional temperature patterns in a typical summer at the end of the 
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century, the particularities of the setup (block, precipitation pattern, boundary conditions, 
etc…) are nonetheless not quite identical in this study as the simulated RCP 8.5 climate change.  
Two sets of simulations are performed on domains of different sizes. In the first set of 
simulations, the domain extends from 6.4˚W to 10.4˚E and from 41.5˚N to 51.7˚N, with a 0.26˚ 
grid cell. At this scale, the lateral boundary conditions control is substantial, so that there cannot 
be large-scale temperature deviations across simulations while still resolving the regional 
impact of land-atmosphere interaction changes. The second set of simulations is run on an 
extended domain from 10.5˚W to 26.5˚E and from 35˚N to 59˚N, with a 0.22˚ grid cell. On this 
larger domain, the influence of the boundary conditions becomes less important and larger-
scale patterns can be altered. In other words, this larger domain tests the sensitivity of the results 
to the prescribed lateral boundary conditions and domain size. However, as is elaborated below, 
the main results and conclusions are not modified over the larger domain and confirm the 
findings of the smaller domain.  
8.2 ORCHIDEE and the vegetation model 
The surface model takes into account 12 different Plant Functional Types (PFTs). 
Agricultural C3 crop is the most frequent PFT throughout the domain, followed by C3 grass 
and temperate broad-leaved summer green plant (deciduous forests), covering similar areas. 
ORCHIDEE has been shown to produce results consistent with local flux tower data (Anav et 
al. 2010) and LAI satellite observations (Lafont et al. 2012). ORCHIDEE has also been 
evaluated in the context of elevated CO2 (Cheaib et al. 2012) and has been successfully 
validated against multiple FACE datasets in a recent inter-model comparison study, where the 
LAI is however reported to be somewhat overestimated by ORCHIDEE (De Kauwe et al. 2013; 
Walker et al. 2014). The version used here does not include the nutrient cycle. Table 2.2 points 
out to the other differences with the model used in De Kauwe et al. (2013). 
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8.3 Surface CO2 and other Greenhouse gasses concentrations  
Two types of simulations are performed (Supp. Table 2.1). The first is the control run 
or CTL, and the surface model is set with the observed mean CO2 concentration of 2003 (376 
ppm) while in the second one, FER, the surface model is set with the CO2 concentration 
expected for 2100 in the RCP 8.5 (936 ppm) (Moss et al. 2010). In FER, the CO2 concentration 
of the atmospheric model is not changed, enabling us to estimate the sole impact of CO2 
physiological effects on the surface vegetation, land-atmosphere interactions and heat wave. 
Another experiment was performed, named FERdry, a replicate of the FER run but with soil 
moisture imposed at all time step identical to the CTL values, which are drier than in FER. By 
doing so, we separate the effect of seasonal CO2-induced water saving on land-atmosphere 
feedbacks (Figure 2.1c) from the other effects - namely the CO2 fertilization and the 
instantaneous stomatal response feedback (Figure 2.1a and b). The method to constrain the soil 
moisture level leads to a soil moisture difference between CTL and FERdry of less than 0.6 
kg/m2 or <0.3% of the total amount, and 7% of the maximum difference between CTL and 
FER. This is due to the variety of PFT fractions of each pixel. We imposed the same average 
CTL value of the pixel to all PFTs of the pixel, instead of generating the various soil moisture 
values for each PFT as in the original version of the code. 
8.4 Sensitivity analysis with additional runs 
A set of additional experiments has been run to test the sensitivity of the results to 
several critical model parameters. Each parameter is tested with both the CTL and FER surface 
CO2 conditions. To test the sensitivity to phenology and LAI, the leaf onset is delayed by 
increasing the growing degree-day by 50% in ORCHIDEE (Supp. Figure 2.6 a, e). In a second 
set of experiments, the planetary boundary layer scheme used in WRF for the first experiment 
(the non-local, counter-gradient, Yonsei University scheme - YSU) is switched to another 
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scheme (a local 2.5-order turbulent closure Mellor-Yamada-Nakanishi and Niino scheme - 
MYNN 2.5) (Supp. Figure 2.6 b, f). To test the sensitivity to the stomatal conductance 
parameterization, we modified the parameter representing the temperature dependence of 
photosynthesis (Supp. Figure 2.6 c,g) and the parameter representing the soil moisture stress 
in Vcmax, i.e., the maximum rate of Rubisco carboxylation (Supp. Figure 2.6 d, h). This way, 
we alter either the temperature stress response of the vegetation or its water use efficiency. In 
both cases, the original parameter value x (between 0 and 1) was modified for the sensitivity 
analysis to a higher value x+(1-x)/2. Supp. Table 2.1 summarizes the model parameters 






Chapter 9: Results and Discussion 
9.1 Small domain 
The small domain is centered over France, which experienced the peak of the 2003 
heatwave. FER exhibits significantly less latent heat flux than CTL throughout the growing 
season (Figure 2.2b), as a direct consequence of the reduction of the stomatal conductance 
under higher CO2 concentration (Figure 2.1a). As a result, FER displays increased soil moisture 
content compared to CTL (Figure 2.2a) consistently throughout the growing season (Figure 
2.3a). The stomatal closure also translates into higher sensible heat flux (Figure 2.2d, 2.3h) and 
higher surface temperature (Figure 2.2c, 2.3c). However, the latent heat flux difference 
between FER and CTL is reduced from mid-March onward because of the larger LAI due to 
the CO2 fertilization effect in FER (Figure 2.1b, Supp. Figure 2.4a, 2.4b).  
During the growing season, similarly to FER, lower latent heat fluxes (Figure 2.2b, 
2.5d) and higher temperature than CTL are experienced (Figure 2.2c, Supp. Figure 2.5c) in 
FERdry. Latent heat flux in FERdry and FER are of the same order of magnitude during the 
growing season. This is expected since the growing season difference is dominated by the CO2 
stomatal closure (Figure 2.1a), as soil water is not limiting early in the season. The daily 
maximum temperature, as well as the sensible heat flux, are also of the same order of magnitude 
in both FER and FERdry.  However, starting mid-March, due to lower LAI in FERdry than in 
FER (Supp. Figure 2.4a, 2.4b), fluxes and temperature begin to progressively diverge, FERdry 





Figure 2.2 Effects of the water cycle feedback on temperature over the small domain. 
Left column shows averages over the domain of the main components of the water cycle (a) 
soil moisture (0-200 cm) (kg/m2) (b) latent heat flux at 15:00 UTC (W/m2). Right column 
shows averages over the domain of the (c) daily maximum temperature (K) and (d) sensible 
heat flux (W/m2) at 15:00 UTC. Data is shown for the period from 19 February (DOY 50) to 
7 September 2003 (DOY 250). All variables are expressed as a difference relative to CTL of 
the two runs FER (blue) and FERdry (red, dashed). Grey shaded areas correspond to the 
period where the temperature anomaly was above the 95th percentile in 2003, the periods of 
an extreme heat wave over the domain. The red and blue shaded areas correspond to 
respectively the FERdry-FER and FER-CTL differences. Except for the soil moisture, the time 




Figure 2.3 Physiological effect (FER) over the small domain during spring and summer. 
The left column presents an average of the variables for FER expressed as the difference to 
CTL for spring (15 March to 8 June 2003), while the right column displays the same results 
for the summer period (8 June to 16 August 2003). The presented variables are the average 
soil moisture content (kg/m2) (a, e), the average latent heat flux (W/m2) at 15:00 UTC (b, f), 
the daily max temperature (K) (c, g) and the average sensible heat flux (W/m2) at 15:00 UTC 
(d, h).  
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In contrast to the growing season, during the June heat wave, stomatal closure is not the 
main driver of latent heat flux difference between FER and CTL anymore. The latent heat flux 
is indeed now higher in FER than in CTL (Figures 2.2b, 2.3f), which holds true for the rest of 
the summer. The higher LAI in FER could be one of the reasons explaining the increased latent 
heat flux. LAI is indeed 37% larger in FER than in CTL during the summer (Supp. Figure 2.4). 
As a consequence of higher latent heat flux, the soil moisture in FER decreases compared to 
CTL (Figures 2.2a, 2.3e), and the spring soil moisture surplus is depleted to sustain higher 
transpiration (Figure 2.1c).  
We can evaluate the differential impact of the soil moisture surplus on one side and the 
larger LAI on the other side comparing FER to FERdry. The response to summertime 
temperatures in FER is unequivocal with more latent heat and less sensible heat fluxes than in 
CTL (Figure 2.3f and 2.3h). In contrast, the response is spatially different in FERdry with latent 
and sensible heat fluxes close to the levels in CTL (Supp. Figure 2.5d and 2.5f).  
The latent heat difference FERdry -CTL averaged from 8 June to 16 August 2003 over 
the entire domain is about a quarter that of FER-CTL (Figure 2.2c). LAI in FERdry is 22% 
higher than in CTL, but latent heat increases by only 4% (Supp. Figure 2.5d). LAI in FER is 
37% higher than in CTL, and latent heat increases by 14% (Figure 2.3f). There may be a 
contribution of the CO2 fertilization effect (Figure 2.1b) to the latent heat flux difference 
between FERdry and FER during the summer, but the soil moisture saving induced by stomatal 
closure (Figure 2.1c) as assessed by (FER- FERdry) accounts for the larger share. Figure 2.2 
suggests, however, a less categorical conclusion for the most extreme periods of the summer, 
during which the heat fluxes in FERdry are very different than in CTL, implying an important 
contribution of the LAI during this period. 
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The corresponding reduction in sensible heat flux (Figure 2.2d) translates into lower 
temperature, which is of great importance during the hottest part of the season. Nonetheless, 
the model set-up with the constraint of prescribed temperature boundary conditions does not 
allow representing significant temperature differences between FER, FERdry and CTL. Surface 
fluxes are allowed to evolve freely and are of comparable magnitude to typical global warming 
impact (e.g. Representative Concentration Pathway RCP 8.5 – with 8.5 W m-2). The prescribed 
temperature boundary condition is an obvious caveat of the adopted framework.   
FACE experiments on crops and grass tend to show less pronounced fertilization than 
simulated by ORCHIDEE (Ainsworth & Long 2005; De Kauwe et al. 2013). If LAI were lower 
than simulated by the model (as in FACE), the water savings would be even larger during the 
growing season, and this water could further sustain transpiration in the summer, thus reducing 
water stress. This would reinforce our results and further amplify the mitigation of heat stress 
through increased soil moisture. 
9.2 Sensitivity to model parameters 
Given the uncertainties in the model parameterization and representation of the 
coupling between the carbon and water cycle, we performed a series of sensitivity studies to 
the different model parameters. The additional runs using different bud break date, planetary 
boundary layer scheme, and dependence of stomatal conductance to temperature and soil 
moisture (Methods) confirm the results highlighted above. The main result – that the CO2-
induced water savings mitigate the heat wave and summer dryness holds true for all these 
sensitivity experiments (Supp. Figure 2.6a to 2.6h), but with a different amplitude. The bud 
break day and the temperature dependence of the stomatal conductance do not have much 
influence on the results, but the dependence of stomatal conductance on soil moisture (i.e. the 
modeled intrinsic water use efficiency) does, which further emphasizes that characterization of 
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the carbon and water cycles coupling is key for accurate seasonal prediction of land-atmosphere 
interactions and of heat waves in particular. The boundary layer scheme is also important in 
modulating the impact of land-atmosphere interactions, especially during the heat wave period. 
Indeed during heatwaves, the unstable boundary layer experiences intense updrafts spanning 
the entire boundary layer depth and the nighttime boundary layer does not become stable 
(Miralles et al. 2014). It is therefore expected that a scheme (YSU) that better accounts for non-
local turbulent transport and explicitly represents thermals would better model the heat-wave 
boundary layer. Entrainment and vertical mixing are the most significant differences among 
boundary layer schemes in WRF, which have considerable consequences on the intensity of 
the vertical mixing and fluxes (Hu et al. 2010).  Nonetheless, only the FERdry run radically 
affects the pattern of decreased latent heat flux during spring and increased latent heat flux – 
concurrently with temperature - during summer compared to CTL (Supp. Figure 2.6i and 2.6j). 
9.3 Large domain 
To test the dependence of the results on the domain size and to the prescribed lateral 
temperature boundary conditions we performed a second set of simulations (CTL, FER) over 
a larger domain covering continental Europe (Methods). As many regions of the extended 
domain did not experience temperatures as extreme as France (Seneviratne et al. 2006) those 
simulations are also used to investigate the robustness of the findings to less extreme 
temperature anomalies and more typical summer conditions. 
The water-saving feedback observed over the smaller domain similarly occurs over the 
extended domain (Supp. Figure 2.7). Over France, we observe the same range of magnitude 
for spring soil water savings and latent heat seasonal change. Evapotranspiration is stronger in 
FER than in CTL during the summer (Supp. Figure 2.7b and 2.7f), as reduced stomatal opening 
during the growing season has conserved water. Except in a few sea-dominated locations along 
the coasts (Iberian Peninsula, extreme south of Italy and south of Greece), the FER simulation 
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exhibits lower surface average temperatures difference with CTL in the Summer compared to 
Spring over a significant part of the domain (Supp. Figure 2.7c and 2.7g). This lower 
temperature difference is due to the higher latent heat flux (Supp. Figure 2.7f) accompanied by 
a reduction of sensible heat flux (Supp. Figure 2.7h). In other words, the seasonal water cycle 
feedback and the larger LAI compensates for the stomatal response over this extended domain. 
These effects are particularly strong over central and Eastern Europe. This more continental 
part of Europe exhibits indeed strong land-atmosphere temperature coupling (Seneviratne et 
al. 2006), stronger than over France, and is less influenced by maritime air advection. In 
continental Europe, the spring stomatal water savings seem however not enough to overcome 
the transpiration stimulation by the larger LAI, and soil moisture content tends to decrease in 






Chapter 10: Summary and conclusion of Part II 
The present study illustrates the role of plant physiology in altering land-atmosphere 
interactions under higher CO2 concentration. CO2 indirect effects can mitigate heat-wave 
impacts and the severity of summer dryness in the Western Europe mid-latitude climate. Spring 
water savings enabled by increased ecosystem water use efficiency modifies the surface energy 
partitioning, allowing increased latent heat flux later in the summer that more than compensates 
the reduced stomatal opening induced by increased CO2. Mitigation of extreme temperature 
anomalies is more pronounced in regions experiencing summer water stress and in regions of 
strong land-atmosphere coupling. We demonstrated that the characterization of the surface CO2 
physiological effects is essential to accurately predict seasonal climate and extremes. This has 
important implications for climate model prediction of continental heat waves and dryness. 
Future droughts and heat wave intensity might indeed be partially attenuated by the carbon-
water feedback, and especially by the water use-efficiency. Such attenuation depends on the 
competing contributions of the fertilization and stomatal closure effects, which are biome and 
climate dependent. This calls for additional studies on the statistical changes in heat-wave 
characteristics induced by vegetation physiology using GCMs. 
Other biogeochemical processes and nutrient feedbacks could also play an important 
role in the context of rising atmospheric CO2, but these remain poorly represented in current 
generation models (Zaehle et al. 2014). Water stress regulation of photosynthesis neither is 
accurately represented in land-surface models nor accounts for the diversity of strategies 
observed from active (isohydric behavior) to minimal stomatal regulation (anisohydric 
behavior) under water stress (Mcdowell 2011; Gentine et al. 2016; Konings & Gentine 2016).  
In addition to highlighting the importance of the land-atmosphere interactions induced by CO2 
for future model improvements [Fatichi et al., 2016], these findings have important 
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implications for better estimating summertime heat waves in the context of projected future 
warming or drying across much of Europe (Seneviratne et al. 2006; Dai 2013; Giorgi & 
Lionello 2008), emphasizing the role of the plant water use efficiency and its model 









Figure 2. 4 Leaf Area Index averaged over the small domain. 
(a) displays averaged over domain the Leaf Area Index (LAI) of the runs CTL, RAD, FER and 
FERdry. (b) displays averaged over domain the LAI of the runs RAD, FER and FERdry 





Figure 2.5 Water cycle feedback on temperature over the large domain during the summer. 
The two columns (from left to right) display averaged over the 2003 spring (March 15th to 
June 8th) and summer (June 8th to August 16th) the mean daily maximum temperature (K) (a, 
d), the daily average temperature (b, e) and the latent heat flux (W/m2) at 15:00 UTC (c, d). 







Figure 2.6 The sensitivity analysis to various features of the model. 
The two columns display (from left to right) the daily maximum temperature (K) and the 
Latent Heat flux (W/m2) at 15:00 UTC for the FER run, averaged over the small domain for 
four experiments where one parameter of the original settings is altered, and expressed as a 
difference relative to the run CTL of the original settings. The parameter altered in (a) and 
(e) is the growing degree day, in (b) and (f) the planetary boundary layer scheme, in (c) and 
(g) the parameter representing the temperature dependence of photosynthesis in Vcmax,in (d) 





Figure 2.7 Water cycle feedback on temperature over the large domain during the summer. 
The two columns (from left to right) display averaged over the 2003 spring (March 15th to 
June 8th) and summer (June 8th to August 16th) the mean daily maximum temperature (K) 
(a, d), the daily average temperature (b, e) and the latent heat flux (W/m2) at 15:00 UTC (c, 










 Part II De Kauwe et al. (2013) 
Nitrogen cycle No Yes 
Reference 
Krinner et al. (Krinner et al. 
2005) 
Zaehle et al. (Zaehle & 
Friend 2010) 
Time step 3 min 30 min 
Assimilation 
Farquhar et al. (Farquhar et 
al. 1980) / Collatz et al. 
(Collatz et al. 1992) 
Kull & Kruijt (Kull & Kruijt 
1998) 
 
Table 3.2 Differences in the model features of this study compared to those of De Kauwe et 












PART III: Global impacts on extreme temperatures of the 




Extreme temperatures are responsible for damages to society and ecosystems. There is 
evidence that severe episodes of extreme heat have been occurring more frequently and more 
severely in recent periods. Driven primarily by oceanic and atmospheric effects as well as land-
climate feedbacks, those extreme events are expected to increase with climate change. 
Vegetation, which regulates the energy, water and carbon cycles, is a key player of land-
atmosphere interactions that has been proven to be determinant in recent extreme events. Using 
an ensemble of Earth System Models simulations, we show that physiological effects globally 
increase the annual daily maximum temperature (Txx) with rising [CO2], accounting globally 
for around 13% of the full Txx trend. Due to physiological effects, Txx can reinforce (e.g. 
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Chapter 12: Introduction to Part III 
Observations and climate projections show that increasing atmospheric [CO2] drives a 
global temperature rise (Stocker & Qin 2013). Observations also present a consistent increasing 
trend of occurrence and intensification of temperature extremes during the XXth century 
(Alexander et al. 2006; Donat et al. 2016; Perkins et al. 2012). Record breaking heat waves and 
extreme temperatures have been observed in recent years (Alexander et al. 2006; Coumou and 
Rahmstorf 2012), deeply impacting ecosystem functioning (Ciais et al. 2005; Granier et al. 
2007) and societies (Canouï-Poitrine et al. 2006; Watts et al. 2017). Their onset is primarily 
driven by oceanic and atmospheric effects (Byrne & O’Gorman 2013; Sherwood & Fu 
2014).These extreme events are expected to become more frequent (Ding et al. 2010), and more 
intense (Fischer and Schär 2010; Meehl and Tebaldi 2004; Perkins et al. 2012; Schär et al. 
2004) in large parts of the world (Perkins-Kirkpatrick & Gibson 2017).  
Land-atmosphere interactions (Teuling et al. 2010), and the interplay of soil moisture 
in particular, take a significant role in the regulation of temperature extremes at the regional 
level, shifting the distribution of maximum temperatures compared to the mean (Berg et al. 
2014; Seneviratne et al. 2006; Seneviratne et al. 2016; Vogel et al. 2017). In Europe for 
example, soil moisture feedbacks are responsible for a large fraction of the amplification of 
extreme temperatures compared to the mean temperature (Miralles et al. 2014; Vogel et al. 
2017). The lack of precipitation during spring, and subsequent soil moisture deficit, reduces 
the latent cooling of the surface during a major heatwave event and consequently induces an 
increase in duration and intensity of daily maximum temperatures (Fischer et al. 2007; Hauser 
et al. 2016). 
Nonetheless, soil moisture does not control evapotranspiration directly but only 
indirectly through changes in surface conductance, in places where soil moisture storage is not 
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the limiting factor of vegetation growth. Vegetation is the primary regulator of 
evapotranspiration, as transpiration is a major evapotranspiration flux (Jasechko et al. 2013; 
Schlesinger & Jasechko 2014), modulating the latent heat flux and influencing surface 
temperature (Frank et al. 2015).  
 
Figure 3.1 Schematic representation of the physiologically based feedbacks.  
Leaf-level effect of CO2 increase decreases the latent heat flux (LH) due to stomatal 
regulation gsto (a), and so decreases the Txx.  Potential increased LAI due to higher [CO2]atm 
would have the opposite effect on LH and Txx (b). The increased water use efficiency during 
the growth phase of the plants means higher soil moisture available during the hottest days of 




Field observations such as the Free-Air CO2 Enrichment (FACE) experiments or tree-
ring isotope analysis are used to investigate vegetation response to increased [CO2] (Frank et 
al. 2015; Norby and Zak 2011; Peñuelas et al. 2011; Saurer et al. 2004). Even though responses 
vary widely across species and climate, transpiration has been shown to be reduced (Frank et 
al. 2015) and water use efficiency increased (Ainsworth and Rogers 2007; Morison 1985), 
while locally, above canopy temperature increases (Figure 3.1a). Leaf area index (LAI) and 
leaf-level photosynthesis (Kimball et al. 1993; Norby & Zak 2011) have been reported to 
typically increase. The increase in LAI induces an increased canopy conductance, which 
implies that more heat is released as turbulent latent heat fluxes, which can then offset the 
stomatal reduction by transpiration (Mccarthy et al. 2007; Wullschleger et al. 2002), and 
potentially reduce the canopy temperature (Figure 3.1b). The increase in LAI is sometimes 
called “fertilization effect” of CO2 (Strain 1987). Site conditions, especially nutrient 
availability (Mccarthy et al. 2007) seem critical for this effect and various observations give 
contradictory results (Morgan et al. 2004). Besides LAI and fertilization effects, 
evapotranspiration can also increase as a result of enhanced evaporative demand and the 
lengthening of the growing season (Frank et al. 2015). All these direct physiological effects 
can contribute to the modulation of extreme temperatures, while also generating additional 
ecosystem stress and damage to ecosystems (Granier et al. 2007). 
Vegetation response to CO2 can in turn alter soil moisture (Lemordant et al. 2018; 
Morgan et al. 2004), and evaporative fraction (Lemordant et al. 2018), impacting extreme 
temperatures(Alexander et al. 2006; Perkins et al. 2012)(Alexander et al. 2006; Perkins et al. 
2012)(Alexander et al. 2006; Perkins et al. 2012)(Alexander et al. 2006; Perkins et al. 
2012)(Alexander et al. 2006; Perkins et al. 2012)(Alexander et al. 2006; Perkins et al. 
2012)(Alexander et al. 2006; Perkins et al. 2012)(Alexander et al. 2006; Perkins et al. 
2012)(Alexander et al. 2006; Perkins et al. 2012)(Alexander et al. 2006; Perkins et al. 
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2012)(Alexander et al. 2006; Perkins et al. 2012)(Alexander et al. 2006; Perkins et al. 
2012)(Alexander et al. 2006; Perkins et al. 2012)(Alexander et al. 2006; Perkins et al. 2012) 
(Alexander et al. 2006; Perkins, Alexander, and Nairn 2012). During the 2003 centennial 
European drought, Leuzinger et al. (Leuzinger & Körner 2007) recorded higher transpiration 
rates for some species and locally reduced temperature in the experimental higher [CO2] area. 
A model study (Lemordant et al. 2016) showed that stomatal response to higher [CO2] can 
generate soil water savings during the growing season and enhanced water availability during 
the summer, feeding larger transpiration during a summer heat wave and thereby mitigating its 
severity (Figure 3.1c).  
This study systematically investigates the response of extreme temperatures to rising 
[CO2] in Earth System Models (ESMs) at the global scale by separating the radiative 




Chapter 13: Data and Methods 
13.1 CMIP5 ensemble 
Daily temperature is available for four Earth System Models (ESM) for the idealized 
single-forcing Coupled Model Intercomparison Project, Phase 5 (CMIP5) (Taylor et al. 2012) 
experiments with [CO2] increasing at a rate of one percent per year, either 1) in the atmospheric 
model only, i.e. acting as a greenhouse gas but not seen by the leaves, 2) in the vegetation 
model only, i.e. prescribing transparent CO2  in the atmosphere or 3) in both. The simulations 
1) are called CTRL (1pctCO2 in the CMIP5 terminology). The simulations 2) are called PHYS 
(esmFixClim1 in the CMIP5 terminology), and simulations 3) are referred to as ATMO 
(esmFdbk1 in CMIP5 terminology). In all three simulations, CO2 is increased by 1% each year 
starting for 140 years from pre-industrial levels in 1850 for CanESM2, IPSL5A-LR, and MPI-
ESM-LR, and in 1860 for HadGEM2-ES. 
These idealized runs differ from the more common CMIP5 Representative 
Concentration Pathway 8.5 (RCP 8.5), an emission scenario from 2005 to 2100 that includes 
prescribed changes in land use and land cover scenarios, as well as aerosol and ozone forcing. 
All ESMs used here have a dynamic vegetation model, so that LAI can vary. 
Daily data is available for four models: CanESM2, IPSL5A-LR, HadGEM2-ES, and 
MPI-ESM-LR (Taylor et al. 2012). For most of the models only one ensemble member is 
available -r1i1p1 in the CMIP5 terminology-, so that we consider only one ensemble member 
per model.  
13.2 Data processing and analysis 
Our analysis of extremes is based on the annual maximum of the daily maximum 
temperature, Txx (Zhang et al. 2011). We re-gridded each model to a common 1°ｘ1° grid in 
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 is the mean of X over years 89-118, so that the mean CO2 
concentration matches the period 2070-2099 in RCP 8.5, while 
¯
 is the mean of X over 
years 1-20  to correspond with the period 1939-1968 in RCP 8.5. We chose to define 
¯
  in 
this way in order to facilitate the comparison with other studies (Stocker & Qin 2013).   
In addition to daily temperature data, our analysis is based on monthly-averaged outputs 
for sensible heat flux and evaporative fraction (EF), defined as the ratio of the latent heat flux 
to the sum of the latent and the sensible heat fluxes. For sensible heat flux, we consider the 
annual average, as physiological impact is small in the winter. For EF, we use the annual 
average for tropical latitudes between [-15; 10], and the average of local summer months 
elsewhere (i.e. JJA for [10; 90] and DJF for [-90; -15]). We focus on summer months since this 
is the dominant growing season and therefore the most relevant for plant water stress and heat-
wave events. In the tropics we use the latitudinal range [-15; 10], as it satisfies the two 
following constraints: the transition with the local summer averaging zones is consistent, and 
the equatorial range stays as small as possible.  
The runs are independent and the Txx response is quasi linear for the different 
experiments presented here (Figure 3.4). The difference between CTRL and ATMO is indeed 
very close to PHYS (Figure 3.5) indicating that the ATMO and PHYS effects compare nearly 
linearly with CTRL, which justifies the decomposition. Soil moisture, which shows more non-
linearities, is however an exception (Figure 3.7). Because the initial conditions of each 
ensemble member are not perfectly identical, one should not expect to obtain a perfect match 
between the combined CTRL-ATMO and PHYS. In particular, the internal climate variability 
is causing regional variations.  
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3 out 4 models agree on the sign change of Txx between the Years 89-118 and 1-20 on 
49% of the land pixel of the grid (Figure 3.8), and the 4 models agree on the sign of the change 
on 27% of the pixels. This leaves out 23% of the grid with insignificant results. 
We focus on five regions initially defined in a previous studies of extremes (Seneviratne 
et al. 2012). We selected these regions as they highlight the behavior of various ecosystem-
climate and strong land-atmosphere coupling (Vogel et al. 2017): Amazonia (AMZ), Central 




Chapter 14: Results 
The Txx response to increasing [CO2] is nearly linear, in time, for CTRL and ATMO 
(Figure 3.4, 3.1b). Txx increases in CTRL by 7 K during the 140 years experiment, 
corresponding to a [CO2] increase from 284 to 1134 ppm. A large fraction of CTRL Txx 
increase can be seen in ATMO, as in ATMO Txx increases globally by about 5.5 K (Figure 
3.4). However, Txx also increases in PHYS, by about 1 K in 140 years, i.e. 15% of the CTRL 
total increase. The sum of the mean contributions of ATMO and PHYS is slightly lower than 
CTRL (Figure 3.4, Figure 3.6), by about 0.3 K. 
Once plotted against [CO2], the Txx response does not show a linear behavior 
anymore but rather a curvature (Figure 3.2a). The effect of increasing [CO2] on Txx is more 
important at lower [CO2] levels. The marginal effect of increasing [CO2] on temperature 
becomes smaller with increasing [CO2] as a result of both ATMO and PHYS effects, as they 
both become less efficient at higher concentrations. However, the PHYS effect on Txx 
becomes more important, in proportion, at [CO2] above 600 ppm, stabilizing at 15% of the 
CTRL response (Figure 3.5b). We note that the mean temperature response in CTRL is 
within the range of the whole CMIP 5 ensemble for RCP 8.5 (Seneviratne et al. 2016; Stocker 




Figure 3.2 Global and Regional terrestrial Txx anomalies and quantification of the 
physiological effect. 
Global and Regional terrestrial Txx anomalies and quantification of the physiological effect. 
The global terrestrial Txx anomalies (K) are plotted against [CO2] in ppm (a) for CTRL 
(blue), ATMO (red) and PHYS (green).  
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(Left column) The regional terrestrial Txx anomalies (K) are plotted against [CO2] in ppm 
for CTRL (blue), ATMO (red) and PHYS (green), for AMZ (b), CEU (d), CNA (f) and SAF 
(h).  
(Right Column) Regional Txx anomalies in K are presented against regional mean 
temperature anomalies in K for CTRL (blue), ATMO (red) and PHYS (green) for AMZ (c), 
CEU (e), CNA (g) and SAF (i).  
The colored shaded areas present the minimum and maximum values of the individual 
models. Txx intermodel average is smoothed using a 10-years moving mean algorithm. 
Anomalies are calculated against the mean of years 1 to 10. Anomalies can be small, 
translating into shorter lines. Data of only 4 models was available, explaining some of the 
noise in the results. Grey shaded area indicate the historical and future periods used for the 
maps of Figure 3.3. 
 
The global Txx averages depicted in Figure 3.2 nonetheless hide strong geographical 
disparities. Txx is increasing by a few degrees in CTRL everywhere globally over land areas 
(Figure 3.9a). Mean temperature increases in similar ways to Txx, although the magnitude of 
the increase is noticeably smaller in Europe and South America, and larger in Northern latitudes 
(Figure 3.3a). ATMO is showing similar results to CTRL in respect to the regional patterns 
(Figure 3.9b). Quantitatively ATMO is showing less changes with respect to CTRL (Figure 
3.2c) in key areas, resulting in global averages smaller with respect to CTRL (Figure 3.2a). 
Like in CTRL, Txx rises less than mean temperature in northern latitudes. Oppositely, Txx 
increases more than mean temperature in Central Europe and in the core of the Amazon (Figure 
3.3b).  
Changes in PHYS are smaller than those in CTRL and ATMO but can be regionally 
higher than +2 K, thus reinforcing extremes in several regions. In other regions, the change in 
Txx compared to the mean due to PHYS can be negative thus mitigating the ATMO increase 
of Txx, such as in Louisiana (Figure 3.9c). Txx increases in PHYS compared to the mean 
temperature around the equator, in Central Europe, in South America, in the eastern part of 
Asia, in central Australia and northern North America. The increase is larger than the mean 
temperature increase in Central Europe, in Northern latitudes, in North-Eastern Asia, in 
Amazonia and in Australia. This means that physiological effects there tend to reinforce the 
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radiative effect of increasing Txx, while the reverse effect is relevant in Southern USA, Eastern 
Brazil, Africa, and South-Eastern Asia (Figure 3.6a), where physiological effects tend to 
dampen the ATMO effect of increasing Txx. Altogether, this result indicates that CTRL 
changes are dominated by the greenhouse gas, radiative, effect of climate change, but that the 
physiological effects on Txx can be regionally large and of varying sign and magnitude. We 
therefore decided to highlight specific regions displaying contrasting behaviors.  
AMZ, CNA and CEU exhibit large Txx increases in CTRL (Figure 3.2), consistently 
with previous studies (Vogel et al. 2017). In those regions, physiological effects account for 5 
(CNA) to 25% (CEU) of the effects in CTRL in the end of the simulation, in the same range of 
amplitude as soil moisture effects on Txx (Vogel et al. 2017). SAF and NAU show a more 
limited increase of Txx and little PHYS influence. 
Txx increases in AMZ by about +8 K in 140 years in CTRL (Figure 3.2b) and is driven 
by a large sensible heat flux increase (Figure 3.6b), and a corresponding large EF decrease of 
-15%. The contribution of physiological effects to EF changes (Figure 3.3i) is of the same order 
of magnitude as the radiative effects. The corresponding increase in sensible heat flux warms 
up the atmosphere and then ultimately impacts Txx. LAI slightly decreases in CTRL (Figure 
3.3j), as the LAI increase in PHYS (Figure 3.3l) due to the positive fertilization effect is 
compensated by an LAI decrease in ATMO (Figure 3.3k) due to the negative effect of the 
temperature increase. However, physiological feedbacks remain an important contributor 
(~13%) to the total CTRL Txx increase in the region. The physiological effect is reinforcing 
the large-scale radiative effect on Txx (Figure 3.2b), and follows the increase in local mean 





Figure 3.3 Drivers of the Txx change.  
Projected changes between Years 89-118 and 1-20 of Txx minus local mean temperature (K) 
(a, b, c), sensible heat flux (W/m²) (d, e, f), evaporative fraction (W/m² / W/m²) (g, h, i), and 
leaf area index (m2/m2) (j, k, l), for CTRL (left column), ATMO (middle column) and PHYS 
(right column).  Each colorbar corresponds to the according row. Dashed areas correspond 
to Amazonia (AMZ), Central Europe (CEU), Central North America (CNA), Northern 
Australia (NAU), and Southern Africa (SAF). For Txx change (a, b, c), only pixels with more 
than 3 models in agreement on the sign change are shown.   
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CEU also exhibits a large Txx increase of more than +8 K in 140 years in CTRL (Figure 
3.2d). CEU has been documented as a region with a strong increase in extreme heat-wave 
episodes in recent decades (Schär et al. 2004), largely due to soil moisture feedbacks 
(Seneviratne et al. 2006). Here we show that physiological effects are also strong contributors 
to the Txx increase over CEU. EF decreases in CEU (Figure 3.3g), driven by the physiological 
effect (Figure 3.3i). The LAI increase (Figure 3.3j and Figure 3.3l), which tends to increase the 
latent heat flux, does not sufficiently compensate the stomatal closure and the corresponding 
increase in water use efficiency. The latent heat flux does not increase as much as sensible heat 
flux, thus driving down EF in the region. Long-term mean soil moisture does not increase nor 
decrease on average in this region centered on CEU (Figure 3.7) in the simulations analyzed 
here, emphasizing that radiative and physiological effects, even in the absence of soil moisture 
changes can strongly regulate Txx. Physiological effects and associated feedbacks account for 
about 25% of the radiative effects in CEU at the end of the simulation, comparable with 
previously assessed regional soil moisture feedbacks on Txx in CEU (Vogel et al. 2017). The 
Txx trend in PHYS over CEU is rather large (~0.2 K/decade), as well as the difference between 
the CTRL (0.6 K/decade) and ATMO (~0.4 K/decade) (Figure 3.2d). As a result of those 
physiological feedbacks, Txx in CTRL increases more than the mean temperature, while 
ATMO Txx follows the mean temperature trend tightly (Figure 3.2e).  
In CNA, the large Txx increase (Figure 3.2f) is even larger than the regional mean 
temperature increase in CTRL (Figure 3.2g, Figure 3.3a). The increase in sensible heat flux 
due to the greenhouse gas effect is a driving factor of both the mean temperature and Txx 
increases. The increase in sensible heat flux is primarily due to ATMO (Figure 3.3e) but with 
a non-negligible impact of PHYS (Figure 3.3f) and therefore of reduced stomatal conductance. 
Txx in ATMO increases at a higher rate than the mean temperature (Figure 3.3b, Figure 3.2g), 
as soil is predicted to become drier in this region (Figure 3.7, Vogel et al. 2017). Txx increases 
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only moderately in PHYS (Figure 3.2f), compared to CTRL (~10% at the end of simulation of 
the CTRL changes). Whereas EF increases in ATMO (Figure 3.3h), EF decreases in PHYS 
(Figure 3.3i), so that EF remains mostly steady in CTRL (Figure 3.2f). The decrease in PHYS 
is due to the reduced stomatal conductance, which is not compensated by the increased LAI 
due to fertilization effects in PHYS (Figure 3.3l). CNA also shows a consistent decreasing 
trend of soil moisture in large parts of the region (Figure 3.7), and the soil moisture decrease 
feeds back onto the atmosphere and increases Txx (Vogel et al. 2017). However, the increased 
LAI (Figure 3.4l), largely mitigates the increase of Txx so that the increase in Txx in CTRL is 
comparable to ATMO (Figure 3.2g), i.e. physiological effects (stomatal regulation, fertilization 
and soil moisture feedback) compensate each other and are overall small over CNA. 
The SAF increase of Txx is smaller in CTRL (+7 K in 140 years) than over the three 
previous regions (Figure 3.2h), and is comparable to the mean temperature increase (Figure 
3.3b, Figure 3.2i). In agreement with those results, PHYS trends of Txx are close to 0 (Figure 
3.2h). Since this semi-arid to arid area is seasonally very dry the impact of vegetation effects 
in PHYS are limited and the change in sensible and latent heat fluxes are small (Figure 3.3f). 
As a result, the ATMO and CTRL trends are similar (Figure 3.2f). The physiological effects 
on Txx changes are thus small in SAF (about 5% at most of CTRL), yet slightly negative 
(Figure 3.6a, Figure 3.2i). 
Similarly, NAU shows a more moderate change in Txx (+6 K in 140 years) compared 
to AMZ, CEU and CNA (Figure 3.3a, Figure 3.10a). Only limited physiological effects are 
observed in this monsoonal regions (Figure 3.10a). NAU is indeed a region much less sensitive 
to land-atmosphere interactions than CEU, and where carbon uptake is dominated by 
interannual climate variability (Perkins et al. 2015; Poulter et al. 2014). The Txx increase in 
this region follows strikingly the mean temperature change (Figure 3.10b), indicating that 
PHYS effects are indeed very small. Soil moisture feedbacks on Txx have been shown to be 
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consistently small in this region (Vogel et al. 2017), as this monsoonal region is mostly 
impacted by oceanic influence.   
We note that except for NAU, vegetation physiological effects on temperature extremes 
are particularly important in transitional dry-to-wet regions, like the Certão or the Sahel (Figure 
3.6a), which are well known hotspots of biosphere-atmosphere interactions (Green et al. 2017; 
Koster et al. 2004). At Northern latitudes, in the models, the mean temperature increase trends 
are much larger than the Txx increasing trends (Figure 3.3a), which may be contradictory with 
recent evidence (Tingley & Huybers 2013). This departure from observations might be due to 
challenges in the model representation of cold processes such as the stable boundary layer and 
snow related processes. Interestingly though, the changes in Txx in this region is not only due 
to radiative effects but also to some physiological effects (Figure 3.6a). In fact, the PHYS 
impact on Txx is positive in the region (Figure 3.6a), while the effect of ATMO is negative 
(Figure 3.3b). The stomatal regulation increases sensible heat flux (Figure 3.3f) over this 




Chapter 15: Discussion 
The increasing trend of temperature extremes (Txx) is globally driven by radiative 
effects, but we demonstrated that physiological effects due to increased CO2 at the leaf level, 
account for about 15% of the radiative greenhouse gas CO2 effects, globally. However, global 
averages hide substantial variability across regions. In the Amazon and Central Europe, 
physiological effects strongly increase temperature extremes, while they tend to mitigate 
radiative greenhouse effects in Central North America because of the increase in leaf area index 
there. Vegetation indeed modulates the partitioning of energy fluxes. If stomatal regulation is 
the dominant surface CO2 response mechanism then the evaporative fraction is reduced and 
sensible heat flux increases. If biomass increases (fertilization) then increased roughness and 
increased turbulent exchange tend to cool the surface and near-surface air. These two 
mechanisms, in turn, affect seasonal soil moisture depletion, especially during heat-waves or 
droughts (Lemordant et al. 2016). The degree of variation of those three mechanisms (direct 
physiological effects, biomass increase, soil moisture feedbacks), summarized in Figure 3.1, 
explains the wide variety of physiological responses observed across the globe.  
We showed that physiological effects tend to play a negligible effect in regions 
dominated by ocean variability, such as Southern Africa and Northern Australia, consistent 
with the fact that land-atmosphere feedbacks are weak in those regions. These regions are 
sensitive to precipitation variability (Green et al. 2017; Poulter et al. 2014), which is expected 
to decline in the future (Scheff & Frierson 2015) under oceanic influence (Mason 2001; Poulter 
et al. 2014; Richard et al. 2001) so that droughts will increase in occurrence and length 
(Prudhomme et al. 2014). It is also an important factor in regions prone to a climate change 
towards a transitional regime, such as Central Europe. Central North America and Central 
Europe show larger influence of the physiological effects, consistently with the impact of soil 
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moisture on Txx (Vogel et al. 2017), which is large in those regions. These regions are indeed 
hotspots of biosphere-atmosphere interactions (Green et al. 2017).  
CO2 fertilization representation in models is still relatively uncertain. First, extreme 
weather conditions (Ciais et al. 2005; Obermeier et al. 2016; Reichstein et al. 2013) might limit 
on the long run the trend of CO2 fertilization, a negative impact not correctly represented in 
current models. Secondly, biogeochemical processes and nutrient limitations (Reich et al. 
2014) might also limit plant growth stimulation by CO2, in comparison with model simulations. 
On top of these uncertainties, the representation of stomatal conductance in current models 
may lead to an under-estimation of the intensity of the future extreme temperatures (Kala et al. 
2016). Given that we could only use four models for this study, there is an inherent noise in the 
results presented but we believe that the results still present a useful assessment of the impacts 
of surface CO2, which likely will be better assessed in the CMIP6 and future Model 
Intercomparison Projects. Future simulations should try to disentangle the effects of stomatal 
CO2 effects from the fertilization and soil moisture effects to correctly assess their relative 
contributions to temperature extremes.  
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Figure 3.4 Global terrestrial Txx anomalies and quantification of the physiological effect.  
The global terrestrial Txx anomalies (K) are plotted against time in years for CTRL (blue), 
ATMO (red) and PHYS (green). The colored shaded areas present the minimum and 
maximum values of the individual models. Txx intermodel average is smoothed using a 10-
years moving mean algorithm. Anomalies are calculated against the mean of years 1 to 10. 







Figure 3.5 Comparison of the PHYS simulation with the hypothesized equivalent CTRL-
ATMO.  
The Txx physiological effect in % is presented against global mean temperature anomalies 
(a) and against [CO2] in ppm (b). It is calculated as the ratio of the PHYS anomaly to the 
CTRL anomaly (green), and the ratio between the difference between the CTRL anomaly and 






Figure 3.6 Projected changes of Txx. 
Change is calculated between Years 89-118 and 1-20 for the increase of Txx (a, b), Txx 
minus mean local temperature (c, d), sensible heat flux (e, f), evaporative fraction (g, h) and 
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leaf area index (i, j), for the runs PHYS (left column), and CTRL - ATMO (right column).  




Figure 3.7 Standardized changes in CTRL of soil moisture at 2m.  
Change is quantified by the difference of the years 89-118 of the simulation and the years 1-





Figure 3.8 Significance of Txx change for CTRL (a), ATMO (b), and PHYS (c).  
Light and dark pink indicates that 3 and 4 models respectively agree on the sign change of 







Figure 3.9 Coherence of projected changes of Txx. 
Change is calculated between Years 89-118 and 1-20 for the increase of Txx, additional to 





Figure 3.10 Terrestrial regional NAU Txx anomalies and quantification of the physiological 
effect. 
The regional NAU terrestrial Txx anomalies (K) are plotted against [CO2] in ppm for CTRL 
(blue), ATMO (red) and PHYS (green) (a). The colored shaded areas present the minimum 
and maximum values of the individual models.  
Regional NAU Txx anomalies in K are presented against regional mean temperature 
anomalies in K for CTRL (blue), ATMO (red) and PHYS (green) (b). The Txx intermodel 
average is smoothed using a 10-years moving average. Anomalies are calculated against the 
years 1 to 10 average. Anomalies can be small, translating into shorter lines. Data of only 4 


















 This study explored the role and importance of the physiological processes in the 
changes of the hydrologic cycle in an atmosphere enriched in CO2. Altogether, the three parts 
strongly highlight the key role of the vegetation will play in the future. In the first part, we 
showed that vegetation is not only responding to the hydrological cycle with rising [CO2], but 
also that direct physiological effects and feedbacks are the main drivers of hydrological 
changes on land. For the first time, a model study quantifies the role of the vegetation in 
regulating the terrestrial water cycle and finds that it will be more important in that respect than 
either precipitation or radiation, contrary to current wisdom.  
 In part II and III, the focus has been put on extreme events, a crucial consequence of 
the water cycle changes. The extreme events are indeed of vital importance for both ecosystems 
and societies. We showed that for heat-waves and extreme temperatures are also influenced by 
physiological effects and feedbacks. The European case study of part II points out a seasonal 
feedback originated by the vegetation reaction to higher [CO2] levels. As a consequence, the 
severity of the heat-wave is attenuated and the stress caused by heat-waves is partially 
diminished. In the Part III, we look more systematically and globally at the extreme 
temperatures. The maximum daily temperatures are shown to increase globally, in a trend that 
is larger or in the same ballpark than the mean temperature except in Northern latitudes. The 
physiological effects contribute globally to about 15% of the full trend, with large local 
variations. The physiological effect does indeed depend on regions, and is contradictory 
between Europe and North America. If in Europe, the extreme temperature increasing trend is 
expected to be reinforced by physiological direct and indirect feedbacks, in North America, the 
vegetation tend to dampen it. 
 The results presented above open a path for future work. First of all, these results 
highlight the fundamental role land processes will play in the future in regulating the climate 
and the hydrological cycle at the local, regional and global levels, as well as at various temporal 
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scales. It should incite the model community to systematically use coupled models, and spend 
resources to improve the land models. Vegetation and biogeochemical processes in models are 
sometimes represented too simplistically, are not even represented. There lies a way to improve 
significantly both the accuracy of climate model performance and prediction.  
The number of models that have taken part to the CMIP5 experiments used in this 
dissertation is limited. The quantitative accuracy of the findings presented here are necessary 
limited by the number of realizations, and the variety of models used. However, this type of 
idealized experiments have proven to be very useful to disentangle the complexity of the 
interactions in the climate system. CMIP6 is in its launching phase. We hope that more model 
groups will participate to the idealized runs, and at least run the PHYS-like experiments. 
Lastly, this study focused on some aspects only of the water cycle. Further work should 
investigate all other aspects. For example, minimum temperature, and especially minimum 
temperature during a heat-wave, should be affected dramatically by the physiological 
feedbacks. Nighttime temperature, though a very important parameters for ecosystem health, 
is relatively neglected in the literature. How the vegetation feedbacks on nighttime temperature 
could be of great importance. 
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