This paper presents the enhancement of color images in the frequency domain with interpolation. The novelty in our approach is the treatment of the chromatic components, while previous techniques treated only the luminance components and the enhanced image is interpolated with bicubic interpolation. After interpolation, the interpolated surface is smoother than corresponding surface obtained by the enhancement. The treatment of chromatic components improves the visual quality of the images to a great extent. The proposed technique, is more efficient than the spatial domain method.
INTRODUCTION
Image enhancement is required mostly for better visualization or rendering of images to aid our visual perception. There are various reasons ,why a raw image data requires processing before display. The dynamic range of the intensity values may be small due to the presence of strong background illumination, as well as due to the insufficient lighting. It may be the other way also. Due to these problems ,the scene appears to be too dark while in some other places it is too bright. An example is shown in fig. 1(a) . It can be seen that the persons stand at the backside is not clear and many details are not visible. In such images it is necessary to enhance the background illumination by preserving the colour and contrast [1] . After bicubic interpolation the image surface become more smoother and the number of pixels increases. The image is very clear when the number of pixels is high. The result of such a processing with improved display is shown in fig.  1(b) .The display of a color image depends upon three fundamental factors, namely 1) its brightness 2) contrast and 3) color. After enhancement the output is interpolated. In this work we have considered all the above attributes while designing a simple computationally efficient algorithm. The drawbacks of the existing methods are 1) it will process only the luminance part 2) all enhancement techniques are spatial domain based. 3)it enhance the brightness and preserve only the contrast. 
2.1) Input image
The input image must be a color image. Every image is on the basis of color, contrast and brightness. These three primary elements are altered in order to obtain enhanced image. Thus direct observation and recorded color images of the same scenes are often strikingly different because human visual perception computes the conscious representation with vivid color. [2] , [3] .
2.2) Y-Cb-Cr color space
The Y-Cb-Cr color space is related to the R-G-B color space as follows:
Y= 0.502G + 0.098B +0. 
2.3) Discrete Cosine Transform (DCT)
DCT [4] is more commonly used in image compression algorithms, because it reduces the number of computational complexity. Fig 2 shows 
2.4.1) Adjustment of local background illumination.
In adjusting the local background illumination, the DC coefficient of a block is used. The Dc value gives the mean of the brightness distribution of the block. This adjustment may be performed by mapping the brightness values to a value in the desired range. This function should be monotonic in the given range. Let Imax be the maximum brightness value of the image Let the DCT coefficient of a 8×8 block of the luminance component (Y) be denoted by {Y(k, l),0≤k, l≤ 7}.In adjusting the local brightness , the oeffi ient is mapped to y ^(0,0)
The functions used are the twicing function [5] ,a function used in [6] ,and the S-function [7] .
The reason for choosing the functions are 1) They have been employed earlier in developing image enhancement algorithms.
2) There is no single function which has been found to provide the best performance for every image. Fig. 3 shows the enhanced image by scaling DC coefficients only using ‫ﺡ‬ (x), η (x), Ψ (x). It may be noted that though the dark regions get brightened by these processes, the image lack the sharpness or details of the original one. so to preserve the local contrast ,apply the following simple procedure. 
4.2) Preservation of local contrast.
The enhancement factor k = f ﴾Y(0,0))/ Y(0,0)
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Contrast, is defined as the diference in intensity between the highest and lowest intensity levels in an image. The concept of contrast simultaneous related entirely to the perceived brightness, does not depend simply on its intensity ; they appear to the eye to become darker as the background gets lighter. The proposed image enhancement algorithm is applicable to any DCT -based image compression standard such as JPEG,MPEG.
3) Preservation of colors.
All 
2.5) Inverse Discrete Cosine Transform (IDCT)
The inverse DCT is given by
Here the coefficient x(0,0) is the DC coefficient and the remaining are the AC coefficient for the block. Generation of many image and video compression schemes perform the Discrete Cosine Transform (DCT) to represent image data in frequency space [9] . In MPEG, the DCT is used to code interframe prediction error terms. The distribution of these coefficient is explored. Many digital image and video compression schemes use block based DCT as the transform coding. In particular JPEG and MPEG use the DCT to concentrate image information. Image compression systems often divide each image into multiple planes, one for luminance and two for color. The images are also spatially divided into blocks, usually 8×8 pixels. The DCT is applied to each block in each plane.
2.6) R-G-B color space
The syntax used to Convert YCbCr color values to RGB color space is y=ycbcr2rgb(a), where a is the input image. The RGB color model is an additive color model in which red, green, and blue light are added together in various ways to reproduce a broad array of colors. The name of the model comes from the initials of the three additive primary colors, red, green, and blue. The main purpose of the RGB color model is for the sensing, representation, and display of images in electronic systems, such as televisions and computers, though it has also been used in conventional photography. Before the electronic age, the RGB color model already had a solid theory behind it, based in human perception of colors.
2.7) Bicubic Interpolation
Bicubic interpolation is an extension of cubic interpolation for interpolating data points on a two dimensional regular grid. The interpolated surface is smoother than corresponding surfaces obtained by bilinear interpolation or nearest-neighbor interpolation. Bicubic interpolation [10] can be accomplished using either Lagrange polynomials, cubic splines, or cubic convolution algorithm. In image processing, bicubic interpolation is often chosen over bilinear interpolation or nearest neighbor in image resampling, when speed is not an issue. In contrast to bilinear interpolation, which only takes 4 pixels (2x2) into account, bicubic interpolation considers 16 pixels (4x4).
Images resampled with bicubic interpolation are smoother and have fewer interpolation artifacts. If the values of a function f(x) and its derivative are known at x=0 and x=1, then the function can be interpolated on the interval [0,1] using a third degree polynomial. This is called cubic interpolation. Bicubic interpolation is cubic interpolation in two dimensions. Bicubic interpolation is more sophisticated and produces smoother edges than bilinear interpolation. This is the method most commonly used by image editing software printer drivers and many digital cameras for resampling images. 
CONCLUSION
In this paper, we enhance the color images in the block DCT domain and after enhancement the image is interpolated with bicubic interpolation. The important feature is that it preserve the color of image by the treatment of chromatic components. The interpolation improves the visual quality of the image to a great extent. It has been found that proposed schemes outperform the existing schemes and image interpolation with RGB color space. The proposed method is applicable for Satellite and research applications, Digital camera applications. Also in this mrthod a comparison is done by using the image quality index .By analyzing using the image quality index, the interpolated image shows better Q value compaired with the enhanced image. It means that the visual quality of the image is good after bicubic interpolation.
COMPARISON RESULTS
For perceptual quality evaluation purposes , we propose a new universal objective image quality index, which is easy to calculate and applicable to various image processing applications. The new index is mathematically defined and no human visual system model is explicitly employed .Let x and y be the original and the test image signals. The proposed quality index is defined as Table I shows the performance measures of different images.Image signals are generally nonstationary while image quality is often also space variant, although in practice it is usually desired to evaluate an entire image using a single overall quality value. Therefore, it is more appropriate to measure statistical features locally and then combine them together. We apply our quality measurement method to local regions using a sliding window approach. Starting from the top left corner of the image, a sliding window moves pixel by pixel horizontally and vertically through all the rows and columns of the image until the bottom -right corner is reached.
ANALYSIS
The proposed method done the bicubic interpolation with the enhanced image. After the interpolation the surface of the image become more smoother and visual quality of image also increases to a great extent. The improvement between the base paper and the new method is shown in fig. 5 .After this the quality of the image is compaired by using the image quality index. By analysis the result obtained that the Q value is very less for the enhanced images compaired with the interpolated images. 
