INTRODUCTION
In Part I we showed that for very light element x-radiation it is vital that the intensity measurements are performed in an integral fashion, in order to take into account the peak shape alterations due to differences in the chemical bond. We also showed that this tedious process can be considerably shortened once the so-called area/peak factors (APFs) (ratio between the integral and peak intensity ratios) are known. Further measurements can then simply be carried out on the peak again and multiplication with the appropriate APF will yield accurate integral intensity ratios. Here such measurements are described for 13 binary carbides at nine different accelerating voltages between 4 and 30 kV. The resulting data file can now be used in the final step in the quantification of light element analysis, i.e. the conversion of the measured k ratios into concentration units.
It was pointed out in Part I that two major problems are connected with this procedure. Firstly, no one knows which of the existing correction programs (if any) is capable of handling the very large correction factors which are necessary in the field of light elements. This is mainly due to the fact that until now there have been no data available to test them on. Also, there is a total lack of experimental @(pz) data for light elements, for understandable reasons. In fact, attention has mainly been focused on the absorption correction. It is true that this correction is usually much larger than the atomic number correction for light elements. However, it has been demonstrated' that for light elements the differences in the atomic number corrections from program to t For Part I, see p. 135.
program can, in themselves, already account for the differences between calculated and nominal concentrations. Secondly, there are the mass absorption coefficients (MACs), which play an equally important role as the correction program itself. Unfortunately, the available of MACs for carbon show differences of 50-100%.
It is obvious, for both reasons, that it is impossible to make definite statements about the performance of any correction program as long as the MACs are not known with a precision of, say, 1%. For practical reasons it is very doubtful if such precise values will ever become available. For the time being we shall have to be content with statements on correction programs in conjunction with the specific set of MACs used. Of course, if a given program were known to be perfect, it would be possible to calculate the MACs backwards from the measured results. In any case, a large data file is necessary to test the results on.
There is one other way of assessing the published sets of MACs, through the use of the thin film model put forward by Duncumb and Melford.8 This model and its use will now be discussed.
THIN FILM MODEL
According to Duncumb The useful thing about this model (if it applies) is that it predicts a limiting k ratio which is independent of the take-off angle and that it allows the relationships between the MACs in the standard and the specimen to be tested. Part of the present work has been devoted to such a test.
EXPERIMENTAL
In order to improve the statistics and to overcome the problems connected with slight inhomogeneities, inevitably present in most carbides, an extended series of peak k ratio measurements were carried out for carbon and for the metals involved. The measurements were performed at 4, 6, 8, 10, 12, 15, 20, 25 and 30keV. In order to avoid excessive dead-time corrections for the metal lines (see Part I), the metals and carbon were measured separately.
The procedure for the metals was as follows. In a preliminary survey, 6-10 suitable areas for analysis were located, the coordinates of which were stored in a points table in the computer. In the actual measurements the computer was instructed to move the specimen in five steps in a certain direction in each of these areas and to take point counts at each interval. In total 30-50 measurements were thus performed for each carbide at each of the nine potentials. The beam current was usually adjusted as to ensure a maximum count rate of 2500 counts s-l, in order to avoid dead-time problems. Where possible (Ta and W), both M and L lines were measured. The air-jet was not used in this case.
In this way 145 accurate k ratios were accumulated. To give some idea about the homogeneity of the specimens, it can be stated that the differences between the maximum and minimum count rates very rarely exceeded 3%. The standard deviation was usually better than 1%. The background was measured in the usual way, i.e. on either side of the peak, and interpolated.
For carbon a similar procedure was followed. In this case the air-jet was, of course, used and the number of measurements was increased to ten areas each with five measurements. Also, a waiting period of 30s was programmed with the beam switched on (see Part I) for accelerating voltages higher than 6 kV and a 1-min period for lower potentials before the measurements were started.
Measurements on B,C, Sic, T i c and VC (and Fe,C as a standard) were performed with the same (relatively wide) pulse-height analyser (PHA) settings of 0.6V for the threshold and 5 V for the window. The window was narrowed to 2 V and the threshold increased to 1 V for the chromium carbides and the carbides of elements of the 5th and 6th Periods, in order to prevent interferences as much as possible.
Typical beam currents were between 100 and 300 nA and the variations between extremes in count rates were usually within 6%. The variations in the position of the carbon peak were accounted for by a repeated, very slow peak search procedure, which' the automation program was instructed to carry out between measurements on standards and specimens.
Special attention was paid to the correct determination of the background. This was measured at the position of the carbon peak on each of the constituent elements. That of carbon was obtained by interpolation vs atomic number between the values for boron and silicon. Subsequently, the background was composed on the basis of the weight fractions of the constituent elements and subtracted from the gross intensities. The final k ratios obtained with this procedure differed only slightly (maximum 3%) from those obtained by a straightforward interpolation between either side of the peak. This is because the former procedure affects both the standard and the specimen and much of the effects are lost in taking the ratio. Besides, the peak-to-background ratio for many carbides is high. Nevertheless, the former procedure certainly deserves preference and is probably the only correct one. The second procedure can result in dramatic errors (several hundred percent) for carbon concentrations much below 1 %.
In total 117 accurate peak k ratios with respect to Fe,C were accumulated, which served, after multiplication with the proper APF, as the data file on which the various correction programs could be tested. All numerical data have been given in an internal report.l0 Figures 1 and 2 show some of the results of these measurements. They are typical examples in the sense that the k ratio for carbon in systems with a stronger absorption than in the Fe,C standard (e.g. Mo,C) shows an initial decrease, followed by a kind of saturation, which is followed in turn by an increase again. The reverse is found in cases with a lower absorption than in the standard (e.g. VC).
RESULTS

Peak K ratios for metals and carbon
Apparently it is too simple to expect the limiting k ratio to attain a simple saturation level. In fact, if our measurements were not pursued up to 30keV we would easily have been misled by the saturation, frequently observed between 10 and 20 keV, with the result that the observed limiting k ratios would be assumed to take completely wrong values. These effects are, of course, directly connected with the ways in which the relative intensities in the various carbides vary with potentia1.l' If the measured k ratios for carbon are extrapolated to ca 35keV, it becomes apparent that the existing sets of MACs are not fully consistent and do not lead to good agreement between observed and predicted limiting k ratios. Table 1 gives a survey of the extrapolated values. These observations have partially been the reason for us to propose a new and consistent set of MACs, which provide better agreement, as Table 1 shows. The new set is given in Table 2 , together with the sets of Ruste,* Henke and Ebisu6 and Henke et u E .~ We shall return to this point later.
One final remark on the measurements must still be made, namely that the measurements at 4kV were sometimes difficult to reproduce. This is undoubtedly the result of the fact that at these low potentials x-ray generation only takes place in an extremely superficial layer; calculated +(pz) curves show that for many carbides at 10kV the ultimate depth from which generated x-rays may reach the surface is already below 0.25pm. Hence, the system is then extremely vulnerable to all kinds of surface effects, such as artefacts introduced by polishing and cleaning procedures, surface relief, etc. We would, therefore, not advise carbon measurements to be performed at potentials much below 10 kV; instead, we prefer the region below 8 and 12 kV, especially as most metal lines can be excited satisfactorily in this range.
Comparison of correction programs
Four current correction programs were were tested on the extensive data collected in this work. The first program was the ZAF program supplied by Tracor The usual approach for testing a program on a data file is that for a given concentration in the file the intensity ratio, k', is calculated and compared with the actually measured k ratio. This means that the program is, in fact, run backwards. The k'lk values are usually displayed in a histogram, showing the number of analyses as a function of k'lk and the shape of the histogram, together with the root-meansquare (r.m.s.) deviation are used as a final judgement of success.
Metal Analyses. The results of the four programs for the 145 metal k ratios are represented graphically in Fig. 3 . The averages and r.m.s. values are given in Table 3 . As it turns out, the ZAF program seems to be the most satisfactory for this particular type of file; particular in the sense that in most cases only a very small atomic number correction (smaller than 5%) is necessary. It seems that the application of a different expression for the ionization potential in the Ruste program leads to a slight deterioration in the results. The LOS and BAS programs lead to comparable results. It is remarkable, though that in the LOS program a small bias can be noticed, which is similar to that observed earlier,' when the four programs were compared on a test file containing 441 analyses of a widely varying nature. Moreover, it is interesting that the figure of merit in the present case is in the reverse order when compared with earlier' tests on the atomic number correction. This may serve as an example that it can be very difficult to make firm statements on the performance of correction programs, especially if the test file is of a specific nature. As far as the BAS program is concerned, it must be remarked that the present file contains a relatively large number of analyses at low overvoltage ratios. It has been stated before1,13 that this program is more sensitive to low overvoltage ratios than others; better results would have been obtained if only analyses at overvoltages exceeding 1.5 had been performed.
Carbon analyses.
It is more difficult to assess the performance of the programs for carbon analyses, mainly for two reasons.
Firstly, the carbon measurements were carried out with respect to a complex standard (Fe,C), and this may obscure to a certain extent any malfunctioning of a particular program as the calculations proceed through the primary calculation of a correction factor ( k ratio of Fe,C relative to an imaginary carbon standard). The measured k ratio of a carbide, relative to Fe,C, is then multiplied by this factor, after which the program converts the resulting k ratio into concentration. One could argue that in such a procedure one does not have to rely so heavily on the proper functioning of the program. Hence it is perfectly conceivable that both in the carbide and in the standard appreciable errors might be made; yet the final result could turn out to be acceptable as these errors might well be divided out in taking the ratio.
Secondly, a further complicating factor is, again, the uncertainty in the MACs. This effect is noticeable in two ways: first it renders the absorption in the carbide uncertain, second in a way that the absorption coefficient of C K a in iron plays a major role, as this comes in through the calculation of the correction factor for Fe,C and is, therefore, implicitly contained in all k ratios.
For both reasons it was considered vital to measure the (area) k ratio of C K a in Fe,C relative to glassy carbon as a standard, in order to check the performance of the programs in this crucial first step. The results are shown in Fig. 4 . The k ratios, calculated by the BAS program, agree perfectly with the measured values between 4 and 12-15 kV. In this case our own MACs were used; inspection of Table 2 Y"o. shows, however, that the differences between the various sets can safely be neglected for carbon and iron. Above 15 kV increasingly low values are calculated, which must be attributed to the program's failure to predict any longer the proper @ ( p z ) curves in carbon at such high overvoltage ratios. Apparently a better parameterization is necessary for these extreme conditions. The good agreement between 4 and 15 kV can be interpreted in that all carbides could just as well have been measured relative to glassy carbon.
The Ruste program is second best in this range, giving about 5% too low values, followed by the LOS program, with up to 10% too high values. The ZAF program was the least satisfactory, with 6% too low values at up to 8 kV, 8-10% too high values between 8 and 15 kV, good results at 20 kV and suddenly 18% too low again at higher potentials. Above 15 kV the LOS program is best, followed by the Ruste, BAS and ZAF programs.
After this very important first step, final calculations were carried out using the sets of MACs in Table 2 . The results are given in Tables 4 and 5. A few things should be noted in Tables 4 
Justification for new set of mass absorption coefficients
There have been a number of considerations that brought us to introduce a new set of MACs. We realize, of course, that none of them gives full proof of the correctness of the values proposed. However, together they might be considered as circumstantial evidence.
We have already seen ( At present the new set can only be regarded as a convenient and consistent set to go with our program in its present state. As we have pointed out before, it is still possible that the introduction of new MACs is necessary to mask inadequacies in the correction program, e.g. in the atomic number correction or in the shape of the # ( p z ) curves. As long as there is considerable uncertainty about both the functioning of the program and the correctness of the MACs there is little use in trying to improve either of them. Only if more certainty about the h4ACs could be obtained would it perhaps be necessary to improve the program or vice versa. In either case the data file presented in this work would be very useful for either procedure. At present work is in progress on similar measurements for boron and nitrogen and the results will be reported later.
Summarizing the results, we can state that quantitative electron probe microanalysis of carbon is possible with very good accuracy, provided that the intensities are measured in an integral fashion, proper case is exercised in the measurements and a suitable correction program and a consistent set of mass absorption coefficients are used. 
