Abstract-In this paper, we derive a prewhitening-induced lowerbound on the Frobenius norm of the difference between the true mixing matrix and its estimate in independent component analysis. This bound applies to all algorithms that employ a prewhitening. Our analysis allows one to assess the contribution to the overall error of the partial estimation errors on the components of the singular value decomposition of the mixing matrix. The bound indicates the performance that can theoretically be achieved. It is actually reached for sufficiently high signal-to-noise ratios by good algorithms. This is illustrated by means of a numerical experiment. A small-error analysis allows to express the bound on the average precision in terms of the second-order statistics of the estimator of the signal covariance.
I. INTRODUCTION

L
ET us use the following notation for the basic independent component analysis (ICA) model: (1) in which the observation vector , the noise vector , and the source vector are zero-mean stochastic vectors, with . The mixing matrix is assumed to be full column rank. The vector is the signal part of the observations. Signal and noise are uncorrelated. The goal is to exploit the assumed mutual statistical independence of the source components to estimate the mixing matrix and/or the source signals from realizations of .
Many ICA algorithms are prewhitening based. For instance, the algebraic algorithms presented in [3] , [6] , [9] , [14] belong to this class. An eigenvalue decomposition (EVD) of the observed covariance, or a singular-value decomposition (SVD) of the data matrix, allows one to estimate the number of sources and to decorrelate them. The remaining rotational degrees of freedom are fixed by resorting to the higher order statistics (HOS) of the observations. (An alternative is, e.g., to exploit the structure of the spatial covariance matrices for different time lags if the sources are temporally correlated [3] . Our paper applies to all algorithms consisting of a prewhitening followed by the determination of a unitary matrix.) Because higher order cumulants are asymptotically insensitive to additive Gaussian noise [24] , the prewhitening step has the disadvantage w.r.t. the higher order step that its partial results are directly affected by this noise.
The error introduced at this stage may not be compensated by the higher order step (this will be further explained later; see also [7] ). It may actually introduce an upper-bound to the performance of the ICA algorithm. This observation has led to the development of higher order only ICA procedures [4] , [5] , [10] , [11] and soft whitening techniques [17] , [26] , [28] , [30] . Of course, in many ICA algorithms the second-and higher order statistical information is combined in a more implicit way [1] , [2] . If one wishes to evaluate the quality of the outcome of an ICA, in fact two points of view are possible. One may wonder how well the estimated sources have been separated. Natural criteria for this separation quality are the signal-to-interference ratio (SIR), or the signal-to-interference-plus-noise ratio (SINR). On the other hand, in several applications, the goal is the estimation of the mixing matrix, rather than the separation of the sources. Here, it would be natural to evaluate the identification accuracy in terms of the Frobenius norm of the difference between the estimated and the true mixing matrix. The latter aspect is omitted in most papers introducing new ICA algorithms, because of the intuitive link between the quality of separation and identification. Nevertheless, it is clear that it is unnatural to quantify the identification accuracy in terms of SIR or SINR. Moreover, large variations of the separation index may correspond to small variations of the identification index, and vice-versa. (This will be illustrated in Section V.) Hence, it is preferable to analyze each aspect in its proper way. The distinction between the two viewpoints is more established in the processing of convolutive mixtures/channels, where it is reflected by the terminology: blind identification versus blind deconvolution. The goal of blind identification is the estimation of the channel coefficients, while the goal of blind deconvolution is the estimation of the inputs.
The identification problem is important in, for instance, wireless communications, where directions of arrival (DOA) may be computed from the estimated mixing matrix [22] . In seismology and geophysics, the mixing coefficients may be related to physical parameters one wishes to estimate [8] , [23] . A third application is the extraction of the fetal electrocardiogram from cutaneous potential recordings [15] , where the mixing vectors indicate how strongly the different electrodes capture each source signal. From this information, better measurement positions might be deduced. We mention that the positioning of the electrodes is one of the most crucial factors for the success of the method. A fourth example comes from operating response analysis in vibro-acoustics [25] . Here, the animation of "independent operating field shapes" (IOFS) may show the contribution of the distinct mutually statistically independent contributions to the vibration problem [12] . The IOFS are a graphical representation, as a function of frequency, of the mixing vectors.
As far as the prewhitening-induced performance bound is concerned, [7] focuses on the quality of separation and an appropriate performance bound in terms of the intersymbol interference is derived. Our paper is the "identification" counterpart of [7] . However, the methodology to derive an appropriate bound is completely different.
In the next section, we will have a closer look at the concept of prewhitening, which will allow us to describe the goals of this paper in some more detail. Section III contains the core result of this paper. In this section, we will derive a deterministic prewhitening-induced lowerbound on the Frobenius norm of the difference between the true mixing matrix and its estimate. In Section IV we will interpret this result in a statistical context and conduct a small-error analysis. The derivations are based on the perturbation analysis theorems given in the Appendix . To our knowledge, the second-order perturbation analysis results are new. Section V illustrates our study by means of some simulations.
A. Notation
Scalars are denoted by lower case letters , vectors are written as capitals (italic shaped) and matrices correspond to bold-face capitals . This notation is consistently used for lower-order parts of a given structure. For example, the entry with row index and column index in a matrix , i.e., , is symbolized by . We have made one exception to this rule: as we frequently use the characters and in the meaning of indices, and are reserved to denote the index upper bounds. The th column vector of a matrix is denoted as , i.e., . By we denote the transpose and by the complex conjugated transpose.
is the complex conjugated transpose of the th column of (and not the th column of ). denotes the Moore-Penrose pseudo-inverse.
is the real part of a complex number. is the inner product of matrices and . denotes the statistical expectation and the variance.
II. PREWHITENING-BASED ICA
Let us first briefly repeat the general scheme of a prewhitening-based ICA, thereby introducing some notations.
Let us write the covariance matrix of a random vector as . Then we have from (1) the following relationship between the covariance matrices of the signals under consideration (2) It is well known that in ICA the columns of the mixing matrix can only be found up to a scaling factor and permutation. We assume that corresponds to unit-variance sources. We have then (3) From this equation, it is clear that the mixing matrix may be found, up to a multiplicative unitary factor, as a square root of the covariance of the signal part of the observations. The most common way to determine such a square root is by computation of the EVD of . Let the SVD of the mixing matrix be given by (4) in which has mutually orthonormal columns, is positive diagonal, and is unitary. Then, we have (5) from which and may be found. The unitary factor cannot be determined from the second-order statistics of the data. Hence, we have to resort to their HOS (assuming only that the sources are independent and that at most one of them is Gaussian). However, the higher order equivalent of (2), expressed in terms of the unknown , is overdetermined. This allows to distinguish between different solution strategies, depending on how is estimated from the HOS of the data (see [14] , [20] and the references therein).
In practice, we have to work with an estimate of the covariance of . Let us for instance consider a more-sensors-thansources setup subject to white noise. Call an estimate of the noise variance on each data channel. This estimate can be obtained as the mean of the smallest eigenvalues of . Then can be obtained from the sample observations covariance by subtracting from the largest eigenvalues and setting the smallest eigenvalues equal to zero. If no estimate of the noise covariance is available, the estimate is taken equal to itself. One then considers the EVD (6) in which , having mutually orthonormal columns, is an estimate of and the positive diagonal matrix is an estimate of . (Note that we assume that the number of sources is estimated correctly. If this is not the case, the mixing matrix and its estimate have different dimensions, such that the Frobenius norm of their difference is not defined. Quantification of how close matrices of different dimensions are, and evaluation of the obtained accuracy, in the case of an incorrect estimation of , is outside the scope of this paper.) An estimate of the mixing matrix is subsequently obtained as (7) in which the unitary matrix is an estimate of , obtained from the sample HOS of the observations. The goal of this paper is to explain that errors in the estimation of and , due to an imperfect estimation of , may imply a bound on the overall accuracy with which the mixing matrix can be estimated. Our error measure is the Frobenius norm , in which the columns of both matrices are normalized such that they correspond to unit-variance sources. This particular normalization convention has the advantage that the squared Frobenius norm of a mixing vector reflects the "energy" of the corresponding independent component in the dataset. We will explain in which way the estimation errors on and contribute to the overall bound. Instead of deriving for one particular algorithm and looking how well it compares to , we will address the problem in an algorithm-independent way. This means that we will derive a bound on , regardless of how well is chosen. (Of course, the bound depends on the values taken by and , but the prewhitening is not really specific for a particular ICA algorithm. As indicated above, algorithms are considered different when a different approach is followed for the estimation of .) This bound is the ultimate performance that can be obtained by an ICA algorithm, given a certain prewhitening. The actual performance of a particular algorithm can then be assessed by comparing its results with this ultimate bound. So the results of this paper can be used to analyze the performance of (the step of) a prewhitening-based ICA algorithm. Also, the theorem allows one to judge whether the prewhitening step is too critical in a typical problem setup. Based on this knowledge, one may choose to use a higher order only algorithm or a method in which second-and higher order information are exploited in a more balanced way. The results can also be used to verify whether a nonprewhitening based algorithm indeed goes beyond the bound.
III. BOUND ON IDENTIFICATION ERROR
First, we mention the following lemma. Lemma 1: Let the SVDs of the matrices , and product , with , be given by
Let the respective singular values be given by , and ( ). Then, we have
The equality sign holds iff is a diagonal matrix containing only unit-norm scalars, in the case that all the singular values of , and all the singular values of , are mutually different. In the case that singular values of (or ) are equal, the equality sign still holds if is equal to a diagonal matrix that contains only unit-norm scalars up to unitary transformation of the corresponding rows (columns).
Proof: [19, pp. 176-177]. Using the notation introduced in the previous section, we now have the following theorem.
Theorem 2:
The quality of the mixing matrix estimate is bounded by the quality of the prewhitening in the following way:
(12) (13) (14) in which is the th singular value of , involving arbitrary square roots of and . The right-hand side of (12) defines the minimal error given a prewhitening based on the estimate . The difference between the left-hand side and the right-hand side of (12) . If the SVD of is given by , then the optimal takes the form of . Since and , and are square roots of and , respectively. Multiplying and/or from the right by a unitary factor just leads to a unitary transformation of the optimal but does not change the bound. This proves the first inequality.
The second inequality is equivalent to (17) The latter inequality follows from Lemma 1, in which and . This theorem tells us that, no matter how accurate the higher order step of an ICA algorithm is, one can never do better than stated by (12) . Consequently, if one wishes to assess the accuracy of the (higher order step of the) ICA procedure (given the subresults obtained by the prewhitening), then one should not simply evaluate how large the Frobenius norm of the difference between the true mixing matrix and its estimate is (taking a zero error as reference) but examine how close the Frobenius norm is to the bound specified in (12) .
The theorem further allows one to assess to what extent the bound is caused by inaccuracies in the estimation of the eigenvectors of , or by inaccuracies in the estimation of its eigenvalues. If the eigenvectors are exactly estimated, then the bound reduces to the lower value specified in (13) . So the difference between bounds (12) and (13) is due to errors in the estimation of the eigenvectors, given the estimates of the eigenvalues. Equation (13) by itself shows the part of the overall bound that is due to errors in the estimation of the eigenvalues. If one starts from perfect estimates of both the eigenvectors and the eigenvalues, then of course it is theoretically possible to find a perfect estimate of the mixing matrix. This is made explicit in (14) . When the additive noise is spatially white and , the estimated eigenvectors asymptotically (for the number of samples going to infinity) approach the true eigenvectors and only the eigenvalue estimates are biased. In this case, the error bound approaches (13) .
Note that bound (12) is sharp by definition. The proof demonstrates that there always exists a unitary matrix such that the bound is exactly reached. Also, if the eigenvectors of are exactly known, then there always exists a unitary matrix such that bound (13) is reached. It is trivial to say that, when both the eigenvectors and the eigenvalues of are known, exact estimation of the mixing matrix is theoretically possible.
It is well known that eigenvectors corresponding to eigenvalues that are close, are ill conditioned [21] . In other words, principal components associated to eigenvalues that are close, are hard to estimate. Nevertheless, this does not pose a major problem for the global ICA. The reason is that, if the eigenvectors are only known up to some rotation, in this case, the rotation can be absorbed by and the error can more or less be compensated by the higher order step. This fact is reflected by the theorem. Indeed, if eigenvalues of are the same and the corresponding eigenspace is accurately estimated, then the corresponding singular values of are given by . The corresponding part of (12) then reduces to the form of (13) .
The philosophy behind Theorem 2 is different from the one behind a Cramer-Rao type bound. A Cramer-Rao bound allows one to assess the optimal average performance of an unbiased estimator. In contrast, Theorem 2 not only applies on the average, but also to each individual ICA run. Moreover, it is not algorithm-specific.
IV. STATISTICAL CONSIDERATIONS AND SMALL-ERROR ANALYSIS
Because (12)- (14) apply to each individual ICA run, they also hold on the average. We obtain the following statistical bounds: (18) (19) (20) in which one averages over all runs. (12) (solid) and (13) (dash-dotted), and small-error approximations, following from (21) (dashed) and (22) (dotted). More explicit relations between the average identification accuracy and the statistics of the estimator of can be derived when we assume that the error on the estimated covariance is small. For convenience, we assume that is full rank ( ) and that all its eigenvalues are distinct. For small errors, we have the following theorem.
Theorem 3: Let , in which characterizes the estimation error. In first order, the Frobenius norm of the difference between the true and the estimated mixing matrix is bounded as follows: (21) (22) (23) in which . The proof is given in the Appendix . Example 1: Consider , with for varying between and 0.5. In Fig. 1 we have plotted the exact bounds (12) and (13) on , together with their small-error approximations, following from (21) and (22) .
Hence, for small errors, the expected identification accuracy, for a finite dataset generated in accordance with (1) can be bounded by a function of . In other words, the bound can be written as a function of the second-order statistics of the estimator . If this estimator is unbiased (due to noise compensation, as discussed in Section II), we obtain (24) (25) (26) 
V. SIMULATIONS
Usually a text introducing an ICA algorithm, or proposing ICA as the solution to a typical problem, illustrates the performance of the technique by means of some simulations in which the true independent components are known. Our results can help in the evaluation of the method and the interpretation of the data. In this section we illustrate our results by means of a numerical experiment. The emphasis is on explaining the principles of this paper, rather than on investigating how well different ICA algorithms approach the bound in different scenarios. We start from the experimental setup in the simulations of [6] , which is particularly instructive.
We consider two zero-mean complex-valued source signals, uniformly distributed over the unit circle. Both signals impinge on a linear equispaced array of 10 unit-gain omnidirectional sensors in the far field of the emitters. Under this assumption, the theoretical values of the elements of the mixing matrix are given by , where equals the electrical angle of source . The noise is Gaussian, with power . We set the data length and the angle . For the ICA, we used the efficient algorithm described in [6] , which is known to be asymptotically equivalent to the methods derived in [9] and [16] . In Figs. 2 and 3 we plot the root mean-square error (RMSE), , between the true mixing matrix and its estimate. We assume that the columns of the estimate are optimally ordered. The dash-dotted and dotted lines give the two error lowerbounds (18) and (19) . All curves are obtained by averaging over 500 Monte Carlo simulations. The variance of the displayed results is small: the worst value of the variance divided by the squared mean is for each curve in the order of magnitude of to . Note that for moderate to high signal-to-noise ratios (SNRs), bound (18) is actually reached. This means that, in this region, algorithm [6] performs as well as can be expected. Additional improvement is not possible, given the errors introduced by the prewhitening. Furthermore, Theorem 2 can be used in the following sense. The curves corresponding to in Fig. 2 show that here some improvement is still possible for SNRs lower than 5 dB. When comparing another prewhiteningbased algorithm to the algorithm of [6] , its quality should now be assessed in how closely it approaches the dash-dotted line. If in some way one has prior knowledge of the eigenvectors of , then the ultimate performance becomes that indicated by the dotted line. In other words, the difference between the dotted and the dash-dotted lines shows how much is lost by not knowing the eigenvectors of in advance. The theorem thus allows to attribute the bound on the achievable performance to contributions by the two aspects of the prewhitening stage. Namely, the difference between the dash-dotted and the dotted lines is due to a misfit of the eigenvectors (given a certain estimate of the eigenvalues), and the value indicated by the dotted lines is due to the inaccuracy of the eigenvalue estimates.
Let us compare the analysis of the performance in terms of the RMSE to an analysis of the performance in terms of the interference-to-signal ratio (ISR) and the interference plus noise-tosignal ratio (INSR) of the source estimates . These estimates are obtained from the observations by premultiplication with a matrix , following some beamforming strategy [29] (27)
The average ISR and INSR are then defined as follows:
in which is the variance of the th source. On the other hand, the mutual interference of the sources can be cancelled by implementing a linear constrained minimum variance (LCMV) filter (31) Of course, in the simulations, these filters have been approximated using sample statistics and the estimate of the mixing matrix.
A comparison of Figs. 2 and 3 to Figs. 4-7 shows the following. Although the general picture is more or less the same, there are some important differences. The INSR is monotonically increasing over the full SNR interval that we considered. On the other hand, the RMSE is almost constant over a substantial part of this interval. In Fig. 3 the RMSE is slowly increasing for values of ranging from 0.02 to 0.1, while we see in Figs. 5 and 7 that the ISR is actually decreasing and the INSR is constant. For high SNR values, the estimation of the mixing matrix was more accurate when the parameter was set equal to 0.02, rather than 0.1. In terms of the ISR, the opposite holds true. We conclude that the accuracy with which the mixing matrix has been estimated, should be examined using proper criteria, such as the Frobenius norm proposed in this paper. Inferring conclusions on the identification accuracy from the ISR and INSR curves should be avoided. The theorems of this paper can be used to see the performance that is actually achieved in the perspective of what is theoretically possible.
VI. CONCLUSION
Errors introduced in the prewhitening step of ICA algorithms cannot be compensated by the higher order step. In this paper, we have derived the theoretical bound on the accuracy with which the mixing matrix can be estimated. Our error measure is the Frobenius norm of the difference between the true mixing matrix and its estimate, which is natural if one is interested in the identification accuracy of the ICA algorithm. Our analysis allows one to assess the contribution to the overall error of the errors occurring in the estimation of the eigenmatrix of the covariance of the signal part of the observations, in the estimation of its eigenvalues and in the estimation of the unitary factor from the HOS of the data. The analysis was carried out in a way that is conceptually independent of the specific mechanisms of particular ICA procedures. We have performed a small-error analysis of the bound. A statistical interpretation of the result showed in which way the bound on the average performance is related to the autocorrelation of the estimator of the signal covariance matrix.
APPENDIX PERTURBATION ANALYSIS
Theorem 3:
Proof: Equations (21)- (23) are the result of a perturbation analysis of (12)- (14) . The eigenvalues follow from Theorem 5, the square root follows from Theorem 4 and the singular values follow from Theorem 6. These theorems are given further in this Appendix.
Let us first derive (21) from (12) . For and , we take the Hermitian square root of and , respectively. Equation (12) can be expanded as (32) in which and satisfy the Lyapunov equations [19] (33)
and in which and are skew-Hermitian matrices of which the entries are given by
with . Note that the expansion of contains neither second nor higher order terms because It can easily be verified that the zeroth-and first-order terms in (32) cancel out.
Taking into account definitions (35) and (36) of and , we obtain (37) in which . On the other hand, taking into account that the trace is invariant under similarity transformations and invoking (34), we obtain (38) From (33) we have that . Substituting this expression in (37) and (38) yields (21) . Now let us turn to (13) and (22) . According to Theorem 5, we have Hence, Substituting this expression in (13) yields (22) . [27] .
Equation (44) is obtained by equating the terms in in (49)-(50) and multiplying them from the left by and , respectively.
