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Abstract We prove that Wigner functions contain a symplectic connection. The lat-
ter covariantises the symplectic exterior derivative on phase space. We analyse the
role played by this connection and introduce the notion of local symplectic covariance
of quantum–mechanical states. This latter symmetry is at work in the Schroedinger
equation on phase space.
1 Introduction
A celebrated theorem by Stone and von Neumann states that every unitary, irreducible
representation of the Heisenberg algebra
[Q,P ] = i~ (1)
is unitarily equivalent to that in whichQ acts by multiplication and P by differentiation
of square–integrable, q–dependent wavefunctions ψ [1]. This fact, supplemented with
the uncertainty principle, surely discouraged physicists from considering phase–space
formulations of quantum mechanics. Wigner stands out among those not discouraged.
In his study of quantum corrections to classical statistical mechanics [2], Wigner de-
fined a function on classical phase space,
Wψ(q, p) :=
1
2pi~
∫
dy ψ∗
(
q − 1
2
y
)
ψ
(
q +
1
2
y
)
e−ipy/~, (2)
that enjoys properties similar to those of probability distributions. Although little
known, this formulation of quantum mechanics on phase space has a considerable
theoretical interest [3, 4] as well as useful practical applications [5]. In general the
integral (2) is difficult to compute, if altogether possible. However, assume that the
wavefunction ψ can be factorised as
ψ(q) = e−aq
2
φ(q), (3)
with a > 0 a dimensionful constant and φ(q) piecewise smooth, such that
∫
∞
−∞
dq e−2aq
2
φ2(q) <∞. (4)
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For example, the harmonic oscillator and the Gaussian wavepacket satisfy conditions
(3) and (4). Then, expanding the wavefunction ψ in a basis of oscillator eigenstates,
Wigner’s Wψ(q, p) can be recast in an integral–free form as [6]
Wψ(q, p) =
1
~
√
2pia
e−2aq
2
φ∗
(
q − i~
2
∂p
)
φ
(
q +
i~
2
∂p
)
e−p
2/2a~2 . (5)
The operator within the argument of φ can be canonically transformed into q/2+ i~∂p,
a convention more useful for our purposes. Then the two operators
QA′
0
:=
q
2
+ i~∂p, PA′
0
:=
p
2
− i~∂q (6)
also satisfy the Heisenberg algebra (1).
Let us for the moment pretend that we are unaware of the Stone–von Neumann
theorem; let us also not be discouraged by the fact that QA′
0
and PA′
0
are somewhat
more complicated, in their action on wavefunctions, than the usual Qψ(q) = qψ(q)
and Pψ(q) = −i~∂qψ(q). This action will in fact require wavefunctions Ψ(q, p) that
depend both on q and p; we will see presently how to interpret them. On phase space
we have the usual exterior derivative
d := dq∂q + dp∂p (7)
and the symplectic exterior derivative
d′ := −dq∂q + dp∂p. (8)
The negative sign before the first term above is ultimately related to the antisymme-
try of the quantum commutator (1) under the exchange of position and momentum
or, equivalently, to the antisymmetry of the classical symplectic form. Consider the
following connection 1–form on phase space:
A′
0
:=
1
2i~
(pdq + qdp) . (9)
The operators (6) are the result of covariantising the symplectic derivative d′ by the
connectionA′
0
:
i~D′A0 := dq
(p
2
− i~∂q
)
+ dp
(q
2
+ i~∂p
)
. (10)
We are thus drawn to the conclusion that Wigner’s formulation of quantum mechanics
on phase space leads naturally to a covariantisation of symplectic derivatives. In plain
words, Wigner functions carry a symplectic connection hidden inside. 1
Now the hypotheses (3) and (4) need not always be satisfied. It makes sense to
assume that, if the integral (2) is to be computed in a situation more general than that
1Since we are covariantising the symplectic exterior derivative (8), will denote all related quantities with
a prime. This will help avoid confusion with gauge theories on fibre bundles, where one covariantises the
usual exterior derivative (7).
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corresponding to eqns. (3) and (4), connections A′ more general than (9) must also be
taken into account. We will therefore covariantise d′ as per
d′ → D′A′ := d′ +A′, (11)
where
A′ =
1
i~
[
A′q(q, p)dq +A
′
p(q, p)dp
] (12)
is a certain symplectic connection. As a rule, connections and the corresponding co-
variant derivatives arise whenever a local gauge symmetry is present [7]. It is the
purpose of this article to elucidate what this gauge symmetry is and how it acts on
phase space.
Additional motivatation for our analysis comes from the following, apparently un-
related fact. It is well known that geometrical optics is to wave optics as classical
mechanics is to quantum mechanics [8]. Further pursuing this analogy, Wigner’s ap-
proach to quantum mechanics on phase space has been argued [9] to be the analogue of
Fresnel optics, i.e., a wave theory of phenomena in which terms up to quadratic powers
are taken into account, and higher powers are neglected. This quadratic truncation of
power–series expansions in the relevant variables (q and p in the case of phase space)
yields precisely the regime in which the semiclassical WKB approximation is actually
exact. We observed above that the derivation of eqn. (5) starting from the general
Wigner integral (2) hinges crucially on the expansion of ψ into oscillator eigenstates.
It follows that eqn. (5) can be regarded as a semiclassical expression of the general
Wigner integral (2). 2
It is therefore natural to ask, under what conditions is it possible to transform any
given quantum–mechanical state into the semiclassical regime? Beyond the case of
Hamiltonians that are at most quadratic in q and p, it is by no means obvious that such
a transformation can be made. Our central claim is that such a transformation can al-
ways be made, provided that one appropriately transforms the phase–space wavefunc-
tion into the right variables. We will prove that the property of local symplectic covari-
ance of quantum–mechanical states, to be defined presently, ensures the possibility of
transforming any given quantum–mechanical state into the semiclassical regime; this
is the gauge symmetry alluded to after eqn. (12). In fact we have already established
this conclusion in refs. [10, 11, 12] using the abstract mathematics of gerbes. However
in this paper we will develop the alternative, though equivalent, viewpoint sketched
above: a theory of symplectic connections on phase space. For a detailed account of
the symplectic viewpoint see refs. [13, 14]. Phase–space quantum mechanics is also
closely related to deformation quantisation [15]. Related matters, not always primarily
concerned with quantum mechanics (some as far afield as quantum gravity) are dealt
with in refs. [16, 17, 18, 19]. We believe that clarifying the quantum–mechanical issues
raised here may substantially contribute to such apparently disparate fields.
The reader should be warned that expressions such as connections, gauge invari-
ance, symplectic covariance and the like do not refer to standard Yang–Mills gauge
2Eqn. (5) is certainly valid also beyond the limit ~→ 0. The precise meaning of the above statement is
that, had one computed the general Wigner integral (2) only within the WKB approximation, and still under
the assumptions (3) and (4), the same result (5) would have been obtained. This is so because the WKB
approximation to the harmonic oscillator is actually exact.
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theory on fibre bundles, but rather to a gerbe gauge theory. This notwithstanding, in
this paper we will renounce the mathematical language of gerbes in favour of the phys-
ical language of Wigner functions.
2 Configuration–space wavefunctions vs. phase–space
states
Let a 2d–dimensional phase space P be given. We can pick local Darboux coordinates
qj , pj such that the symplectic form reads 3
ω = dq ∧ dp, (13)
The canonical 1–form θ on P defined as [7]
θ := −pdq (14)
satisfies
dθ = ω. (15)
We will also need the integral invariant of Poincare´–Cartan, denoted λ. If H denotes
the Hamiltonian function, then λ is defined as [7]
λ := θ +Hdt. (16)
The mechanical action equals (minus) the line integral of λ,
S = −
∫
λ. (17)
On constant–energy submanifolds of P, or else for fixed values of the time, we have
dλ = ω, H = const. (18)
By eqn. (17) we can perform the transformation
λ −→ λ+ df, f ∈ C∞(P), (19)
where f is an arbitrary function on P with the dimensions of an action, without altering
the classical mechanics defined by ω. The transformation (19) amounts to shifting S
by a constant C,
S −→ S + C, C := −
∫
df. (20)
The way the transformation (19) acts on the quantum theory is well known. In the
WKB approximation, the wavefunction reads [8]
ψWKB = R exp
(
i
~
S
)
(21)
3We will denote qj , pj collectively by q, p, omitting all sums over the 2d dimensions of P.
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for some amplitude R. Thus the transformation (19) multiplies the WKB wavefunc-
tion ψWKB and, more generally, any wavefunction ψ, by the constant phase factor
exp (iC/~):
ψ −→ exp
(
i
~
C
)
ψ. (22)
Gauging the rigid symmetry (22) one obtains the transformation law
ψ(q) −→ Ψf (q, p) := exp
(
− i
~
f(q, p)
)
ψ(q), f ∈ C∞(P), (23)
f being an arbitrary function on phase space, with the dimensions of an action. We will
henceforth call the objects Ψf (q, p) phase–space states. The Born interpretation of the
wavefunction is maintained since |Ψf |2 = |ψ|2, i.e., the probability density remains
unchanged.4 However the action of any given operator Ω(q, p) on Ψf (q, p) will in
general differ from the action of the same Ω(q, p) on ψ(q). We also remark that an
arbitrary function Φ(q, p) on phase space does not qualify as a state unless it can be
factorised as in eqn. (23), with ψ(q) square–integrable.
Now eqn. (23) implies that, if the original wavefunction ψ depends only on the
coordinates q, its transform Ψf under an arbitrary f ∈ C∞(P) generally depends also
on the momenta p. The question arises, are the transformations (23) a symmetry of
the theory? That is, are we allowed to perform the gauging (23)? In section 3 we
will answer this question in the affirmative. In the meantime we observe that eqn.
(23) allows us to arbitrarily pick, on a point–by–point basis on phase space, the zero
point for the classical action S. The symmetry (23) is reminiscent of the U(1) gauge
symmetry of electromagnetism. However there need be no electric charge present in
our setup. Moreover, while electromagnetism is the gauge theory of a U(1) fibre bundle
over spacetime, the gauge theory under consideration here is not of the Yang–Mills
type, as will become evident presently. The gauge transformation (23) is definitely not
that of electromagnetic theory.
3 The Schroedinger equation on phase space
It has been shown in ref. [13] that the Schro¨dinger equation for the wavefunction ψ(q)
on configuration space,
H (q,−i~∂q)ψ(q) = Eψ(q), (24)
is equivalent to the following Schro¨dinger–like equation for the state Ψf(q, p) on phase
space [20]:
H
( q
2
+ i~∂p,
p
2
− i~∂q
)
Ψf (q, p) = EΨf (q, p). (25)
The operators within the argument of the Hamiltonian (25) are those already encoun-
tered in eqn. (6), so eqn. (25) can be rewritten as
H
(
QA′
0
, PA′
0
)
Ψf (q, p) = EΨf(q, p). (26)
4The normalisation integral of Ψf (q, p) is to be understood as
R
dpdq|Ψf (q, p)|
2 = V
R
dq|ψ(q)|2,
where V is the (possibly infinite) volume of the momentum subspace of phase space, which one cancels.
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We have also observed that QA′
0
, PA′
0
satisfy the Heisenberg algebra (1). A compu-
tation shows that Ψf(q, p) in (25) and ψ(q) in (24) are related as per eqn. (23), the
argument f(q, p) of this latter exponential being
fA′
0
(q, p) :=
1
2
pq. (27)
That is, the Schro¨dinger eqns. (24) and (25) are equivalent, and the respective state
Ψf(q, p) and wavefunction ψ(q) are related as
Ψf (q, p) = exp
(
− i
2~
pq
)
ψ(q). (28)
Moreover, the connectionA′0 of eqn. (9) is in fact the differential of the function (27):
A′
0
=
1
i~
dfA′
0
=
1
2i~
(p dq + q dp) . (29)
Covariantising the symplectic derivative (8) with the connection (9) is equivalent to
the symplectic transformation considered in ref. [13] that renders the quantum theory
manifestly symmetric under the symplectic exchange of q and p. This latter symmetry
is conspicuously absent in the usual formulation of quantum mechanics based on the
Schro¨dinger equation (24) on configuration space.
As discussed in section 1, one can consider more general covariantisations of the
symplectic derivative d′. Given a solution ψ = ψ(q) of the Schro¨dinger equation (24)
on configuration space, and given a function fA′ ∈ C∞(P), define ΨfA′ (q, p) as per
eqn. (23). We can require the latter to satisfy a phase–space Schro¨dinger equation,
that we can determine as follows. One picks a certain connection (12) and constructs
the covariant symplectic derivative (11). The components A′q = A′q(q, p) and A′p =
A′p(q, p) are unknown functions of q, p. However they are not totally unconstrained,
because the position and momentum operators
QA′ := A
′
p + i~∂p, PA′ := A
′
q − i~∂q (30)
will enter the Hamiltonian H(QA′ , PA′) obtained from H(Q = q, P = −i~∂q) by the
replacements Q→ QA′ , P → PA′ :
H (QA′ , PA′) =
1
2m
P 2A′ + V (QA′) =
1
2m
(
A′q − i~∂q
)2
+ V (A′p + i~∂p). (31)
As such, the operators (30) must satisfy the canonical commutation relations (1). This
requires that the following integrability condition hold:
∂A′pj
∂ql
+
∂A′ql
∂pj
= δjl . (32)
Notice the positive sign, instead of negative, between the two summands on the left–
hand side of eqn. (32). This is ultimately due to the fact that we are covariantising
the symplectic derivative d′ rather than the usual exterior derivative d. For this reason,
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contrary to what one would expect in Yang–Mills theory, the integrability condition
(32) is not a constant–curvature condition. This is a consequence of the fact, already
mentioned, that the gauge symmetry at hand is not of the Yang–Mills type. Now a
computation shows that the phase–space Schro¨dinger equation
H(QA′ , PA′)Ψf (q, p) = EΨf(q, p) (33)
is equivalent to the Schro¨dinger equation (24) on configuration space if, and only if,
A′q , A
′
p and fA′ are related as
A′q = ∂qfA′ , A
′
p = q − ∂pfA′ . (34)
Whenever eqn. (34) holds, the integrability condition (32) is automatically satisfied.
We conclude that picking one function fA′ ∈ C∞(P) and defining the connection A′
as per eqns. (12), (34), we arrive at the phase–space wave equation (33). Alternatively,
given a connection (12) and a phase–space wave equation (33), we can find a function
fA′ ∈ C∞(P), defined by (34) up to integration constants, such that the correspond-
ing phase–space state Ψf(q, p) is related to the wavefunction ψ(q) as per eqn. (23),
where f = fA′ . Eqn. (34) above gives us a whole C∞(P)’s worth of phase–space
Schro¨dinger equations, one per each choice of a function fA′ . The latter may well
be termed the generating function for the transformation (23) between configuration–
space and phase–space states and their corresponding Schro¨dinger equations.
To summarise, gauging the rigid symmetry (22), i.e., allowing for the local transfor-
mations (23), one arrives naturally at a phase–space formulation of quantum mechan-
ics. This answers the question, posed after at the end of section 2, in the affirmative:
under the assumption (23), that symplectic covariance is a symmetry of our theory, we
arrive at the same phase–space Schroedinger equation of refs. [13, 14, 20]. We may
therefore take symplectic covariance as our starting point.
4 Action of the U(1) symmetry on Wigner functions
Further insight into the meaning of the local U(1) rotations (23) can be gained from
the following observation. The integrand of the Wigner function (2) factorises as the
product of ψ(q + y/2) exp(−ipy/2~) and ψ∗(q − y/2) exp(−ipy/2~). Now
exp
(
− i
2~
py
)
ψ
(
q +
y
2
)
= exp
(
− i
2~
py
)
exp
(
q
∂
∂(y/2)
)
ψ
(y
2
)
= exp
(
i
~
qp
)
exp
(
q
∂
∂(y/2)
)
exp
(
− i
2~
py
)
ψ
(y
2
)
= exp
(
i
~
qp+ q
∂
∂(y/2)
)
exp
(
− i
2~
py
)
ψ
(y
2
)
= exp
[
i
~
q
(
p+
~
i
∂
∂(y/2)
)]
Ψg
(y
2
, p
)
, (35)
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where the Baker–Campbell–Hausdorff formula has been used, and
Ψg
(y
2
, p
)
:= exp
(
− i
~
g
(y
2
, p
))
ψ
(y
2
)
, g(y, p) := yp. (36)
Recalling eqn. (6), we can rewrite (35) as
exp
(
− i
2~
py
)
ψ
(
q +
y
2
)
= exp
[
2iq
~
(
p
2
− i~ ∂
∂y
)]
Ψg
(y
2
, p
)
= exp
[
2iq
~
PA′
0
(y, p)
]
Ψg
(y
2
, p
)
, (37)
where the arguments y, p within PA′
0
(y, p) remind us that y replaces q as the variable
being differentiated. By the same token,
exp
(
− i
2~
py
)
ψ∗
(
q − y
2
)
= exp
[
−2iq
~
PA′
0
(y, p)
]
Ψ∗g
(
−y
2
, p
)
. (38)
Altogether, eqns. (37) and (38) allow one to recast the Wigner function (2) as 5
(2pi~)dWψ(q, p) (39)
=
∫
dyΨ∗g
(
−y
2
, p
)
exp
[
−2iq
~
←−
P A′
0
(y, p)
]
exp
[
2iq
~
−→
P A′
0
(y, p)
]
Ψg
(y
2
, p
)
,
where the covariant derivatives (6) and the phase–space wavefunctions (23) appear
explicitly. The arrows above PA′
0
indicate left or right action. Also, the function g of
(36) is twice the function f ′A0 of (27). In Dirac’s notation we can reexpress (39) as
(2pi~)dWψ(q, p) (40)
= 〈Ψ2fA′
0
(
−y
2
, p
)
exp
(
−2iq
~
PA′
0
(y, p)
)
| exp
(
2iq
~
PA′
0
(y, p)
)
Ψ2fA′
0
(y
2
, p
)
〉.
We stress that (40) is just a symbolic rewriting of the Wigner function (39). That
Wψ(q, p) is not positive definite is reflected in the fact that (40) is not the norm squared
of the ket vector (Wigner ket)
| exp
(
2iq
~
PA′
0
(y, p)
)
Ψ2fA′
0
(y
2
, p
)
〉, (41)
since the argument of Ψ in the corresponding bra vector in (40) is evaluated at −y/2
instead of y/2. However, eqn. (40) bears out very explicitly the fact, already explained
in section 1, that Wigner functions carry a symplectic connection hidden inside.
We can now write down the most general Wigner ket (and, with it, the most general
Wigner function, eqn. (44) below):
| exp
(
2iq
~
PA′(y, p)
)
ΨfA′
(y
2
, p
)
〉. (42)
5In eqn. (2) we had d = 1.
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The elements entering (42) are the following. Pick a function fA′(q, p) on phase space
and a configuration–space wavefunction ψ(q). Transform the latter into the phase–
space wavefunction
ΨfA′
(y
2
, p
)
:= exp
(
− i
~
fA′(y, p)
)
ψ
(y
2
)
. (43)
Next use eqn. (34) to construct the connection A′ corresponding to the function fA′ ,
and use it to covariantise the symplectic derivative. This gives the covariant position
and momentum operators of eqn. (30). Finally exponentiate the covariant momentum
PA′ and act with it on the wavefunction (43). The result is the Wigner ket (42), and the
scalar product with its corresponding Wigner bra (after replacing y/2→ −y/2) is the
Wigner function
(2pi~)dWΨf
A′
(44)
= 〈ΨfA′
(
−y
2
, p
)
exp
(
−2iq
~
PA′(y, p)
)
| exp
(
2iq
~
PA′(y, p)
)
ΨfA′
(y
2
, p
)
〉
=
∫
dyΨ∗fA′
(
−y
2
, p
)
exp
[
−2iq
~
←−
P A′(y, p)
]
exp
[
2iq
~
−→
P A′(y, p)
]
ΨfA′
(y
2
, p
)
.
5 Gauge transformations by 0–forms and by 1–forms
We have so far considered the following transformations of the canonical 1–form θ:
θ −→ θ + df, f ∈ C∞(P). (45)
Once integrated, these transformations gave rise to eqn. (22); gauging the latter led to
eqn. (23) and the ensuing construction. The gauge parameter of these transformations
is an arbitrary function f , or 0–form, on phase space.
Consider gauge–transforming the canonical 1–form θ as per
θ −→ θ + ξ, ξ ∈ Ω1(P), dξ = 0, (46)
ξ being an arbitrary closed 1–form with the dimensions of an action. 6 By eqn. (15), the
above does not modify the dynamics defined by the symplectic form ω on phase space
P. Now, in general, ξ need not be a total derivative df . Hence the line integral
∫
ξ
depends not only on the endpoints but also on the actual path taken between those two
endpoints. On the other hand, the (reduced, i.e., time–independent) mechanical action
S equals − ∫ θ, the integral depending also on the path taken. Hence (46) is the most
general gauge transformation possible for the canonical 1–form θ: a path–dependent
gauge transformation. Only when ξ is a total derivative, ξ = df , is this gauge trans-
formation path–independent. Gauge transformations by 1–forms thus include gauge
transformations by 0–forms, and are therefore more general.
So not only do we gauge–transform the phase of the wavefunction (gauge transfor-
mations by 0–forms); we also gauge–transform the canonical 1–form θ (gauge transfor-
mations by 1–forms). We have so far understood our construction as the gauge theory
6The transformations (45) and (46) were respectively called δ0 and δ1 gauge transformations in ref. [11].
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of U(1) phase transformations of the wavefunction, eqn. (23). As seen in this section,
a deeper understanding is gained by regarding our construction as the theory of gauge
transformations of the canonical 1–form θ, by arbitrary closed 1–forms ξ. Such gauge
transformations preserve the symplectic form ω because dξ = 0. However they are not
to be confused with symplectomorphisms of P.
Our gauge transformations are also not to be confused with gauge transformations
in the sense of Yang–Mills theory (a potential 1–form A and a field–strength 2–form
F ). A Yang–Mills gauge transformation would be A → A + g−1dg, with g a gauge–
group valued function on P. Our gauge group is U(1). A first guess would be to identify
the Yang–Mills potential 1–form A with the canonical 1–form θ and the field strength
2–form F = dA with the symplectic form ω. Setting g = eiα, the Yang–Mills gauge
transformation would be A → A + idα. The term idα is exact; at best it could be
identified with the term df in our gauge transformation (45). Even so, the Yang–Mills
gauge transformation law cannot reproduce our transformations by 1–forms, eqn. (46).
To summarise, the data we have on P do not define a fibre bundle, and the gauge
theory at hand is not of the Yang–Mills type. Instead, as shown in refs. [10, 11, 12], our
gauge theory is of the gerbe type . Moreover, this is imposed on us by the fact that the
natural connection sitting inside the Wigner function is symplectic. This fact suggests
defining the following transformation law for A′ under eqn. (45):
A′ −→ A′ + d′f, f ∈ C∞(P). (47)
The right–hand side of (47) contains the symplectic derivative d′ instead of the exterior
derivative d. This makes sense from what has been said so far, but we can further
support this fact if we observe that the gauge–transformed symplectic connection A′
should continue to satisfy the integrability condition (32). The latter would no longer
be satisfied if the right–hand side of (47) contained the usual exterior derivative.
6 Discussion
It has been known for long [2] that Wigner functions provide a formulation of quantum
mechanics that resembles classical statistical mechanics. In this paper we have estab-
lished a correspondence between Wigner functions, on the one hand, and the phase–
space Schroedinger equation, on the other. This correspondence is expressed by eqn.
(44).
The phase–space Schroedinger equation actually corresponds to the choice of an
irreducible, unitary representation of the Heisenberg algebra [13]. This representation
is given explicitly in eqn. (6) and its generalisation (30). By the Stone–von Neumann
theorem, this latter representation is unitarily equivalent to the usual one Qψ(q) =
qψ(q), Pψ(q) = −i~∂qψ(q). This notwithstanding, we find representation (6) and its
generalisation (30) more useful for our purposes. Moreover, we have seen in section 1
that the representations (6) and (30) have a natural origin in the Wigner functions (2)
and (44) respectively.
Symplectic covariance is the symmetry that allows one to gauge–transform the
canonical 1–form θ (14) by arbitrary closed 1–forms ξ, as in eqn. (46). Let Ω1(P)
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denote the set of all closed 1–forms ξ on phase space P. Then Ω1(P) is the param-
eter space for the gauge transformations considered here. The symplectic form ω is
preserved under all gauge transformations of θ by elements of Ω1(P). Since 1–forms
and symplectomorphisms are different objects, the theory under consideration here is
different from the classical theory of canonical transformations on phase space. We
have also proved that our gauge transformations are not those of Yang–Mills theory.
We have called the above transformations gauge because the 1–forms ξ ∈ Ω1(P)
are obviously point–dependent. Now the (reduced, i.e., time–independent) classical
action S equals the line integral − ∫ θ, see (16), (17). Also, through Feynman’s path
integral, quantum–mechanical amplitudes depend not on θ but on its line integral S.
Therefore the gauge property disappears both clasically and quantum–mechanically.
One may decide to restore the missing point–dependence of these transformations,
as in eqn. (23).7 Actually this gauge property is called for, e.g., in the passage from the
configuration–space Schroedinger equation (24) to its phase–space counterpart (25).
Now the latter has been derived on general grounds [20], independently of symplec-
tic covariance. Moreover, eqn. (24) and its counterpart (25) have been shown to be
equivalent [13]. Therefore it is legal to restore the missing point–dependence of these
transformations, and to take the symmetry expressed by eqn. (23) as our starting point.
We call the symmetry (23) local symplectic covariance of quantum–mechanical states.
Thus gauging the transformations of (the line–integrated) θ by elements of Ω1(P) one
arrives at the possibility to U(1)–rotate the configuration–space wavefunctionψ(q) into
the phase–space wavefunction Ψ(q, p), as in eqn. (23). This rotation carries a point–
dependent rotation parameter.
We have thus shown that local symplectic covariance of quantum–mechanical states
makes it possible to U(1)–rotate the Schro¨dinger equation from configuration space
into phase space, and also within phase space itself, with a point–dependent rotation
parameter. We have also exhibited the presence of symplectic connections within the
Wigner function. The resulting phase–space formulation of quantum mechanics looks
somewhat clumsy at first, if only notationally. And there is no getting around the
Stone–von Neumann theorem. It is legitimate to ask, what is the payoff?
The payoff is the possibility of transforming any given quantum–mechanical state
into the semiclassical regime, in which ~→ 0, after an appropriate choice of variables.
The foregoing statement looks shocking on first sight. It is actually a corollary to a
farther–reaching statement, to the effect that the notion of an elementary quantum is not
universal but rather depends on the observer (see [19] and refs. therein).8 In order to
justify our answer let us observe that the transformations (46), and their gauged version
after taking the corresponding line integral, allow us to arbitrarily pick the origin for
the mechanical action S on a point–by–point basis on phase space. On the other hand,
large values of the quotient S/~ correspond to the semiclassical regime, while small
values of S/~ correspond to the strong–quantum regime. Clearly these two regimes
are locally interchangeable by virtue of the transformations (46); see refs. [10, 11,
7The fact that this symmetry is spontaneously broken in Nature [12] is immaterial to the present discus-
sion.
8The terms coordinates, observer and the like are not necessarily used here with the same meaning as
in general relativity. Thus, e.g., the term observer may refer to the choice of a complex structure on phase
space (whenever possible), or to a choice of gauge ξ, etc; see [21] for this viewpoint.
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12] for more details. This same conclusion can also be arrived at differently in our
approach via symplectic connections and Wigner functions. Namely, the symplectic
connection (9) within the Wigner function (2) is the semiclassical limit of the general
symplectic connection (34) within the corresponding Wigner function (44). Now, using
the transformation law (47) one can readily prove that the symplectic connection (9)
is gauge equivalent to the general symplectic connection (34) under 0–form gauge
transformations. This gauge equivalence under 0–forms generally holds only locally
on phase space; in the absence of homological obstructions, it will also hold globally.
Hence our statement concerning the gauge equivalence of the semiclassical and the
strong quantum regimes follows.
Thus our main result is a presentation of quantum mechanics in which the state-
ment above, to the effect that it is always possible to locally transform any state into
the semiclassical regime, is explicitly realised. In the optical analogy used in section 1,
this amounts to the possibility of locally transforming into a set of variables in which
Fresnel’s optics (the analogue of the WKB approximation in mechanics) is a suffi-
ciently good description of observed phenomena. While certainly meaningless within
the realm of optics, these notions do have a meaning in any quantum theory of gravity
[22]. In plain words, one may think that relativising the notion of a quantum (as done
here) is dual to quantising gravity. In this sense, here we have developed the quantum
mechanics that is pertinent to a theory of quantum gravity.
To summarise, there is interesting geometry and physics underlying quantum me-
chanics on phase space, some of which has been unravelled here.
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