Abstract. Let I be a nite interval, r 2 N and (t) = distft; @Ig; t 2 I. Denote by W r p; , 0 < < 1, the class of functions x on I with the seminorm kx (r) 
x1. Introduction and statement of the main results
Let X be a real linear space of vectors x with norm kxk X , W X; W 6 = ;, and L n , a subspace in X of dimension dim L n n, n 0. Let M n = M n (x 0 ) := x 0 + L n be a shift of the subspace L n by an arbitrary vector x 0 2 X. Let E(x; M n ) X := inf y2M n kx ? yk X ; denote the best approximation of the vector x 2 X by M n , and let (1.1) E(W; M n ) X := sup x2W E(x; M n ) X ;
denote the distance between the sets W and M n . The Kolmogorov n-width of W is de ned by (1.2) d n (W) X := inf M n E(W; M n ) X ; n 0:
We also let (X; L n ) be the set of all linear maps : X ! L n . Then E(W; L n ) lin X := inf where (u) + := maxfu; 0g and a n b n means that there exist two constants 0 < C 1 < C 2 , such that C 1 a n b n C 2 a n , 8n. If on the other hand, (r; p) = (1; 1) and 2 < q < 1, then c 1 n ? 1 2 d n (W 1 1 ) L q c 2 n ? 1 2 ? log(n + 1) 3 2 ; n 1;
where c 1 > 0 and c 2 do not depend on n. If on the other hand, (r; p) = (1; 1) and 2 < q < 1, then c 1 n ? 1 2 d n (W 1 1 ) lin L q c 2 n ? 1 2 ? log(n + 1) 3 2 ; n 1;
and if (r; q) = (1; 1) and 1 < p < 2, then c 1 n ? 1 2 d n (W 1 p ) lin L 1 c 2 n ? 1 2 ? log(n + 1) 3 2 ; n 1; where c 1 > 0 and c 2 do not depend on n.
The exact orders of the linear widths of the classes W 1 1 in L q , 2 < q < 1, and of W 1 p , 1 < p < 2, in L 1 are not known.
We refer the interested reader to the list of references for earlier results concerning the Kolmogorov and linear n-widths of Sobolev classes of periodic and of nonperiodic functions, as well as of nite dimensional sets.
The main result that we prove in Sections 2 and 3, is the following extension of Theorem A. where the constants in these two-sided estimates are independent of m and n.
And
Lemma K. Let m; n 2 N be so that m < n. Then
1 + log n m 3 2 ; where c > 0 is an absolute constant.
We are ready for the proof of Theorem 1.
Proof of Theorem 1{part I. We achieve upper bounds for the approximation of the classes W r p; in the L q metric, using continuous piecewise polynomials. To show this take the generic interval I = (?1; 1), and recall that ;r?1 (x; n; t); t 2 I n; n : Evidently, r;n (x; ) 2 C 1 (I), and it is a polynomial of degree r + 1 on each interval of the partition (in fact on the two end intervals it is a polynomial of degree r ? 1 kx( ) ? r;n (x; )k L p (I n; n ) c 1 t n; (n? 1) r?
x (r) L p (I n; n ) :
where c = c(r; ; p).
In order to conclude our estimates we thus need to estimate the distances jt n; i ? t n; (i?1) j and j1 t n; i j. To this end, it is readily seen that since 1, (2.18) cn ? (n ? jij + 1) ?1 jt n; i ? t n; (i?1) j Cn ? (n ? jij + 1) ?1 ; i = 1; : : :; n; and (2.19) cn ? (n ? jij + 1) j1 t n; i j Cn ? (n ? jij + 1) ; i = 0; 1; : : :; n ? 1; where c = c( ); C = C( 
This completes the proof of (2.9) for 1 q p 1. For n > 1, let 1 r;n := 1 r;n (I) be the space of piecewise polynomials 2 C 1 (I), that are polynomials of degree r + 1 in each interval t n;i?1 ; t ni ] and t ni ; t ni ], 1 i n ? 1, and in each interval t n;i+1 ; t ni ] and t ni ; t ni ], ?n+1 i ?1, and which are polynomials of degree r ? 1 in I n; n . Then clearly, dim 1 r;n = 4r(n ? 1) + 2r ? 2. For n = 1 we do even better by taking for 1 r;1 := 1 r;1 (I) := P r?1 , the space of polynomials of degree r ? 1, that is, of dimension r. By ? log(n + 1)
Proof of Theorem 1{part II. For n > 1 let 0 r;n := 0 r;n (I) be the space of continuous piecewise polynomials 2 C(I), that are polynomials of degree r + 1 in each interval t n;i?1 ; t ni ] and t ni ; t ni ], 1 i n, and in each interval t ni ; t n;i+1 ] and t ni ; t ni ], ?n i ?1. Then clearly, dim 0 r;n = 4(r + 1)n + 1. For n = 1 we take 0 r;1 := 1 r;1 . We also have for all n 1, We rst exclude the case r = p = 1 and 2 < q < 1, and we prove that in all other cases, if r ? ? 1 p + 1 q > 0, then there exist integers = (r; p; q) > 1, a = a(r; p; q) > 0 and subspaces r;a2 n 0 r;2 n , of dimensions r dim r;a2 n a2 n 2 n , n 1 where c = c(r; ; p; q). Set n(r) := 2(r + 1)n, n > 1, and subdivide the intervals, re ning the partition by letting (3.3) t n;i;k := t n(r);(r+1)(2i?1)+k ; i = 1; : : :; n; k = 0; 1; : : :; (r + 1); t n(r);(r+1)(2i+1)+k ; i = ?n; : : : ; ?1; k = 0; 1; : : :; (r + 1);
where the points t n(r);2(r+1)i k are de ned by (2.6) for n = n(r). Observe that t n;i;0 = t ni ; i = 1; ; n; and t n;i;?r?1 = t n;i?1 ; t n;i;r+1 = t ni ; i = 1; : : :; n; t n;i;r+1 = t n;i+1 ; t n;i;?r?1 = t ni ; i = ?n; : : :; ?1: Now de ne a one-to-one correspondence between the spaces 0 r;n and R 2n(r)+1 , by the invertible discretization operator A r; ;q;n : 0 r;n 3 ! y = ? y ?n(r) ; : : :; y ?1 ; y 0 ; y 1 ; : : :; y n(r) 2 R 2n(r)+1 ; where y j = n(r) ? q (n(r) ? jjj + 1) ?1 q (t n(r);j ); j = 0; 1; : : :; n(r): The inverse operator is A ?1 r; ;q;n : R 2n(r)+1 3 y = ? y ?n(r) ; : : :; y ?1 ; y 0 ; y 1 ; : : :; y n(r) ! 2 0 r;n ; where is uniquely de ned by the interpolation equations (t n(r);j ) = n(r) q (n(r) ? jjj + 1) ? ?1 q y j ; j = 0; 1; : : : ; n(r): We will show that the norms kA r; ;q;n k l 2n(r)+1 q and k k L q are equivalent, the equivalence constants depending only on p, q, r and . Indeed, since is a polynomial of degree r+1 on each interval t n;i?1 ; t ni ] and t ni ; t ni ] etc., then there is a constant c = c(q; r) > 0 such that
where the right-hand inequality is simply H older's inequality. Also we have the representation
P 0 k=?r?1 (t n;i;k ) Q 0 j=?r?1;j6 =k (t ? t n;i;j )(t n;i;k ? t n;i;j ) ?1 ; t 2 t n;i?1 ; t ni ]; P 0 k=r+1 (t n;i;k ) Q r+1 j=0;j6 =k (t ? t n;i;j )(t n;i;k ? t n;i;j ) ?1 ; t 2 t ni ; t ni ]; for i = 1; : : :; n; P r+1 k=0 (t n;i;k ) Q r+1 j=0;j6 =k (t ? t n;i;j )(t n;i;k ? t n;i;j ) ?1 ; t 2 t ni ; t n;i+1 ]; P 0 k=?r?1 (t n;i;k ) Q 0 j=?r?1;j6 =k (t ? t n;i;j )(t n;i;k ? t n;i;j ) ?1 ; t 2 t ni ; t ni ]; for i = ?n; : : : ; ?1:
Note where c = c(r; ; p; q).
Excluding the case r = p = 1, let 1 p 2 < q 1. We x a positive integer so where c = c(r; ; p).
In case 2 p < q 1, we x a positive integer so big that where c = c(r; ; p; q). It is now a standard technique to obtain (3.1) and the upper bounds in (1.4) are proven.
The one remaining case is r = p = 1 and 2 < q < 1 (note that q = 1 is excluded by the assumption that r ? ? 1 p + 1 q > 0). We put N := q 2 n , n 2 N, and set (3.26) m := 2 +3 + 1; = 1; : : :; n ? 1; m := n ?1 2 n ; = n; : : :; N; Lemma G2. Let n; m 2 N be so that m < n, and let 1 p < q 1, excluding the case p = 1 and q = 1. Then where (m; n; p; q) is de ned by (2:2), and 1 p + 1 p 0 = 1. The constants in these two-sided estimates do not depend on m and n.
The following is a corollary of 11, Lemma 3].
Lemma M1. For all n; m 2 N so that m < n we have Proof of Theorem 2. Evidently, the mapping x 7 ! r;n (x; ), de ned in the proof of where c = c(r; ; p; q). We obtain (4.3) by standard methods from (4.5), (4.7) and (4.9).
We nally deal with the two outstanding cases. First, let r = p = 1 and 2 < q < 1.
We set N := q 2 n and de ne m by (3.26 
