1 Introduction.
The theory of orthogonal polynomials on the real line has a great amount of contributions and a lot of applications in various areas of science, see [14] , [7] , [13] , [3] , [12] , [8] . Let {g n (x)} ∞ n=0 , deg g n = n, be orthonormal polynomials on the real line, having positive leading coefficients: R g n (x)g m (x)dµ g (x) = δ n,m , n, m ∈ Z + .
Here µ g is a (non-negative) measure on B(R). It is well known that polynomials g n satisfy the following recurrence relation: a n−1 g n−1 (x) + b n g n (x) + a n g n+1 (x) = xg n (x),
where a j > 0, b j ∈ R, j ∈ Z + ; and a −1 = 0, g −1 (x) = 0. Relation (2) can be written in the following matrix form:
where g(x) = (g 0 (x), g 1 (x), ...) T . Here G is the Jacobi matrix with b k s on the main diagonal, and with a k s on the first subdiagonal ( [1] ). Polynomials K n (t, x) = n k=0 g k (t)g k (x), n ∈ Z + ,
are called kernel polynomials (see, e.g., [14, p. 39 ] and observe that we use a slightly different notation). Kernel polynomials have the reproducing property as well as other important properties. In particular, if the measure support lies inside (−∞, b], and t = t 0 ≥ b, then kernel polynomials K n (t 0 , x) are orthogonal on R with respect to (t 0 − x)dµ g , see [14, p. 40 ]. Let c = {c k } ∞ k=0 be a row vector of arbitrary positive numbers. Consider the following polynomials: 
These polynomials generalize the above polynomials K n (t 0 , x), since c k = g k (t 0 ) > 0 in that case. As we shall see, polynomials u n (x) need not to be orthogonal on the real line. However, they possess many interesting properties. They will be called modified kernel polynomials. Further examples of polynomials of type (5) appear from Green's formula for solutions of the second-order difference equation generated by (2) [1, p. 9] . For example, one can choose c 0 = 1; c k = q k (t 0 ), k ≥ 1, when the latter numbers are positive. Here q k are polynomials of the second kind for g k . The use of Green's formula provides a compact representation for these polynomials. Parameters c k may be also chosen to be some other solutions of the corresponding second-order difference equation of g k . Other examples of modified kernel polynomials lead to some classical type Sobolev orthogonal polynomials. The theory of Sobolev orthogonal polynomials is nowadays of a considerable interest. A brief account of the theory state can be found in [5] and a more recent survey is given in [10] . Before we shall discuss the examples of Sobolev orthogonal polynomials related to (5) , we need the following definition.
is a Jacobi matrix and J 5 is a semi-infinite real symmetric five-diagonal matrix with positive numbers on the second subdiagonal, is said to be a Jacobi-type pencil (of matrices).
From this definition it follows that matrices J 3 and J 5 have the following form:
With a Jacobi-type pencil of matrices Θ one associates a system of polynomials {p n (λ)} ∞ n=0 , such that p 0 (λ) = 1, p 1 (λ) = αλ + β,
and
where p(λ) = (p 0 (λ), p 1 (λ), p 2 (λ), · · ·) T . Polynomials {p n (λ)} ∞ n=0 are said to be associated to the Jacobi-type pencil of matrices Θ.
Relation (9) shows that p(λ) is a generalized eigenvector of a linear operator pencil (or, in other words, of an operator polynomial) J 5 − λJ 3 , corresponding to eigenvalue λ. Relation (9) is a generalization of relation (3). This is a discretization of a 4-th order differential equation appearing in some physical problems [16] . One can rewrite relation (9) in the following scalar form:
where p −2 (λ) = p −1 (λ) = 0, γ −2 = γ −1 = a −1 = β −1 = 0. Polynomials p n satisfy some special orthogonality relations as well as other interesting properties [17] . Another possible generalization of (3) of the following form:
with J 2N +1 being a (2N + 1)-diagonal complex semi-infinite symmetric matrix, appeared in the study of orthogonal polynomials on radial rays in the complex plane, see, e.g., [6] , [11] , [4] and references therein for other generalizations. Observe that pencils of threediagonal matrices and associated biorthogonal rational functions were studied in [19] . Let us briefly describe the content of the present paper. The modified kernel polynomials satisfy a recurrence relation of type (10) (Theorem 1). In order to prove this we emborder relation (3) by two-diagonal matrices. This idea for producing systems of polynomials satisfying (9) was proposed by one of the referees of [15] . We also needed to change the sign of matrices to fit into (9) and to choose special two-diagonal matrices.
When g k are chosen to be Jacobi or Laguerre polynomials, these special cases have additional advantages. Suitable choices of parameters c k imply u n to be Sobolev orthogonal polynomials. Here we used an idea from [18] .
A further selection of parameters c k gives some differential equations for u n . The above results will be gathered in Theorems 2 and 3. Since u n are (generalized) eigenfunctions both for a difference operator and for a differential operator, they may be viewed as classical type Sobolev orthogonal polynomials.
Notations. As usual, we denote by R, C, N, Z, Z + , the sets of real numbers, complex numbers, positive integers, integers and non-negative integers, respectively. The superscript T means the matrix transpose. By Z k,l we mean all integers j satisfying the following inequality: k ≤ j ≤ l; (k, l ∈ Z). By B(R) we mean the set of all Borel subsets of R. By P we denote the set of all polynomials with complex coefficients. For a complex number c we denote (
where m, n ∈ N, a j , b l ∈ C. By Γ(z) and B(z) we denote the gamma function and the beta function, respectively. By J ν (z) we mean the Bessel function of the first kind.
2 Modified kernel polynomials.
Our first aim is to provide a recurrence relation for the modified kernel polynomials (5) .
be orthonormal polynomials on the real line with positive leading coefficients and satisfying relation (2) . Let {c k } ∞ k=0 be a set of arbitrary positive numbers, and u n be the modified kernel polynomials from (5) . The polynomials
are associated polynomials to the following Jacobi-type pencil:
where
matrices J 3 , J 5 , have forms (6) and (7), respectively, with
Polynomials p n and u n satisfy relation (10) with the above coefficients from (16) .
, deg g n = n, be orthonormal polynomials on the real line with positive leading coefficients and relations (1),(2),(3) hold. Define the modified kernel polynomials by relation (5), where {c k } ∞ k=0 be a set of arbitrary positive numbers. Consider the following semi-infinite two-diagonal matrix:
Observe that
where g(x) = (g 0 (x), g 1 (x), ...) T , u(x) = (u 0 (x), u 1 (x), ...) T . Relation (18) can be directly verified by relation (5) . Substitute for g(x) from (18) 
Denote by C * the formal adjoint of C:
Then
Denote
Let us calculate the elements of matrices J 3 and J 5 . Denote by e n the semiinfinite column vector (δ j,n ) ∞ j=0 , n ∈ Z + . Let e −1 = e −2 be zero column vectors. Observe that
Notice that
By (23),(24) and (26) it follows that
where c −1 := 1, a −1 := 0. By (25),(27) we see that matrices J 3 , J 5 have forms (6), (7) , respectively. Their entries are given by relations (15) and (16) . Define polynomials p n by (12) . Then p 0 = 1, and p 1 can be directly calculated to get α and β from (14) . By (21) we conclude that p n are associated to a Jacobi-type pencil J 3 , J 5 , α, β . ✷
Recall that the Jacobi polynomials P (α,β) n (x):
). The orthonormal polynomials have the following form:
Polynomials P (α,β) n (x) and P (α,β) n (x) are solutions to the following differential equation:
Let c > 0 be an arbitrary positive number. Rewrite equation (28) in the following form:
where D α,β,c := (x 2 − 1)
l n,c := c + n(n + α + β + 1).
It is important for us that l n.c are positive numbers. On the other hand, relations (29)-(31) can be written for all real values of the parameter. Define the following polynomials:
where t 0 ≥ 1 is an arbitrary parameter. Since 1 l k,c P (α,β) k (t 0 ) > 0, we conclude that P n (α, β, c, t 0 ; x) are modified kernel polynomials of type (5) . Observe that scaled by eigenvalues polynomial kernels of some Sobolev orthogonal polynomials already appeared in the literature, see [9] . Observe that
(33) Polynomials p n (α, β, t 0 ; x) are usual kernel polynomials. As it was noticed in the Introduction, they are orthogonal on R. Thus, polynomials P n (α, β, c, t 0 ; x) fit into the scheme of paper [18] (see Condition 1 on page 3 therein). This means that P n (α, β, c, t 0 ; x) are Sobolev orthogonal polynomials.
The case t 0 = 1 has a special advantage. In fact, p n (α, β, 1; x) is a multiple of the Jacobi polynomial for indices (α + 1, β). In this case, the differential equation for p n (α, β, 1; x), together with (33), gives a differential equation for P n (α, β, c, 1; x). Theorem 2 Let α, β > −1; c > 0, and t 0 ≥ 1, be arbitrary parameters. Polynomials P n (x) = P n (α, β, c, t 0 ; x), given by relation (32), are Sobolev orthogonal polynomials on R:
where A n are some positive numbers and
Moreover, the following differential equation holds for P n (α, β, c, 1; x):
where D α,β,c , l n,c are defined as in (30),(31).
Proof. All statements of the theorem readily follow from considerations before its formulation. ✷ Example 1 Consider a polynomial of the following form:
where a k > 0, b k ≥ 0, and g k is a real polynomial of degree k with a positive leading coefficient; k = 0, 1, 2. Of course, the polynomial P 2 (α, β, c, t 0 ; x), with some fixed admissible parameters α, β, t 0 , has form (37). Another polynomial of form (37) will appear below. Let
with µ k;j ∈ R, µ k;k > 0. Substitute for g k from (38) into (37) to get
The discriminant D of the latter quadratic equation is equal to
In the case of P 2 (α, β, c, t 0 ; x) we have b 0 = 0, while b 1 , b 2 > 0. Therefore, for some small positive values of c, the discriminant D is negative. This fact shows that polynomials P n (α, β, c, t 0 ; x) (for some small values of c) are not orthogonal polynomials on the real line.
Recall that the (generalized) Laguerre polynomials L α n (x):
are orthogonal on [0, +∞) with respect to the weight w(x) = x α e −x , α > −1, ( [2] ). Orthonormal polynomials L α n (x) have the following form:
Polynomials L α n (x) satisfy the following differential equation:
Polynomials L n (x) = L n (α; x) := 1
are orthonormal on (−∞, 0] with respect to the weight (−x) α e x , see [14, section 2.3] . By (41) it follows that L n (x) are solutions of the following differential equation:
Let c > 0 be an arbitrary positive number. Equation (42) can be written in the following form:
λ n,c := c + n.
Observe that λ n,c are positive numbers. Define the following polynomials:
where t 0 ≥ 0 is an arbitrary parameter. Since 1 λ k,c L k (α; t 0 ) > 0, then L n (α, c, t 0 ; x) are modified kernel polynomials of type (5) . Notice that
Polynomials p n (α, t 0 ; x) are usual kernel polynomials. Since t 0 ≥ 0, they are orthogonal on the real line. Thus, polynomials L n (α, c, t 0 ; x) fit into the scheme of paper [18] and therefore L n (α, c, t 0 ; x) are Sobolev orthogonal polynomials.
The case t 0 = 0 has a special interest. In fact, p n (α, 0; x) is a constant multiple of L n (α+1; x). In this case, the differential equation for p n (α, 0; x), together with (42), gives a differential equation for L n (α, c, 0; x).
Theorem 3 Let α > −1; c > 0, and t 0 ≥ 0, be arbitrary parameters. Polynomials L n (x) = L n (α, c, t 0 ; x), given by relation (46), are Sobolev orthogonal polynomials on R:
where B n are some positive numbers and
Moreover, the following differential equation holds for L n (α, c, 0; x):
where D α,c , λ n,c are defined as in (44),(45). For an arbitrary x < 0, and c ∈ N, polynomials L n (α, c, 0; x) admit the following integral representation:
Proof. All statements of the theorem, except the last one, follow from considerations before its formulation. Fix arbitrary α > −1, c ∈ N. By the definitions of L n (α, c, 0; x), L k (α; t 0 ), using L α n (0) = (α+1)n n! , we get
If x < 0, then (see [13, p. 206] )
The polynomial f n (t) admit the following representation:
where for t = 0 we mean the limit value. Relation (56) can be checked by writing 2 F 0 as a terminating series and changing the index of summation. Integrating (55) and using (56) we see that
By relations (57) and (54) we obtain the required integral representation (51). Notice that for t = 0 formula (57) is not valid. However, the value of the integral in (51) does not depend on this value. ✷ Example 2 Observe that
has form (37). We have b 0 = 0, while b 1 , b 2 > 0. Thus, for some small positive values of c, the discriminant D from (40) is negative. This fact shows that polynomials L n (α, c, t 0 ; x) (at least for some values of c) are not orthogonal polynomials on the real line. 
Observe that πt 1 (c; x) = 1 c + 2 c + 1
x, πt 2 (c; x) = 4 c + 4
The root of t 1 is x 1 = − c+1 2c → − 1 2 , as c → +∞. We see that it need not to lie inside [−1, 1] for small values of c. The roots of t 2 can be non-real for small c. Further properties of polynomials t n (c; x) will be studied elsewhere.
