Abstract: The paper proposes a solution an actual scientific problem related to load balancing and efficient utilization of resources of the distributed system. The proposed method is based on calculation of load CPU, memory, and bandwidth by flows of different classes of service for each server and the entire distributed system and taking into account multifractal properties of input data flows. Weighting factors were introduced that allow to determine the significance of the characteristics of server relative to each other. Thus, this method allows to calculate the imbalance of the all system servers and system utilization. The simulation of the proposed method for different multifractal parameters of input flows was conducted. The simulation showed that the characteristics of multifractal traffic have a appreciable effect on the system imbalance. The usage of proposed method allows to distribute requests across the servers thus that the deviation of the load servers from the average value was minimal, that allows to get a higher metrics of system performance and faster processing flows.
I. INTRODUCTION
Due to the massive spread of distributed computing system the problem of their effective use has become relevant. One aspect of this problem is the effective planning and allocation of tasks within a distributed computing system in order to optimize of resources utilization and reduce the computation time. Quite often there is a situation in which a portion of computational resources idle, while another portion of resources is overloaded and a large number of tasks awaiting execution in the queue.
To optimize resource utilization, reducing the time of service requests, horizontal scaling (dynamic addition/removal of devices) and failover (backup) the method of uniform distribution of tasks between multiple network devices (eg, servers) is applying and called Load Balancing [1] [2] [3] .
When new tasks come the software that implements the balance must decide on what compute node should perform calculations related to this new task. In addition, balancing involves the transfer (migration -migration) of task s part from the most loaded compute nodes to less load nodes. In the performance of tasks processors exchange among themselves by communication messages. In the case of low communication costs, some processors (computers) may be idle while others are loaded. There will also be inappropriate high cost of communication. Consequently, balancing strategy should be such that the computing nodes have been loaded quite evenly, but also communication environment must not be overloaded. The most famous studies in the field of balancing, theoretical research and development of fundamentals of load distribution, the creation of a mathematical apparatus, models and methods of management for load balancing in distributed systems are engaged by scientists like V. Cardellini [1, 2] , E.I. Ignatenko [3] , Hisao Kameda, Lie Li [4] , H. Chen, F. Wang [5] , S.Keshav [6] , Xing-Guo Luo, Xing-Ming Zhang [7] and other researchers.
Numerous studies of processes in information networks have shown that network traffic has the property of scale invariance (self-similarity). Self-similar traffic has a special structure, conserved on many scales there are large amount of bursts with a relatively small average level of traffic. These bursts cause significant delay and packet loss, even when the total load of all flows is far from the maximum permissible values.
Self-similar properties discovered in the local and global networks, particularly traffic Ethernet, ATM, applications TCP, IP, VoIP and video streams. The reason for this effect lies in the features of the distribution of files on servers, their sizes, the typical behavior of users [8] [9] [10] .
It turns out that data streams originally did not exhibit selfsimilarity properties, having treatment on the hub server and active network elements, begin feeding pronounced signs of self-similarity. The presence of self-similarity property in the transferred customer information flows has a great influence on the performance of distributed systems. A particularly important role it plays for services, providing the transmission of multimedia traffic, and real-time traffic. Thus, the actual task is the development and analysis of load balancing algorithm that takes into account the self-similarity of the traffic and load of each node and the entire distributed system. Now the multifractal properties of traffic are intensively studied. Multifractal traffic is defined as an extension of self-similar traffic due to take account of properties of second and higher statistics.
The purpose of work is to simulate dynamic load balancing in a distributed system based on the monitoring server load at various parameters of multifractal input traffic.
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II. MONITORING OF THE SYSTEM STATE
The problem of the load balancing occurs for the following reasons [1, 3, 11] : -Non-uniform structure of objectives, the various logical processes require different computing power; -Cluster structure is also not uniform, i.e., different computing nodes have different capacities; -Inter-node communication structure is not homogeneous, since link connecting nodes may have different bandwidth characteristics.
Monitoring the status of servers and free bandwidth can be accomplished in three ways [12] [13] [14] [15] [16] [17] : -after each incoming request; -at fixed intervals determined by a static algorithm; -in the non-fixed time intervals determined by a dynamic algorithm.
The information obtained by the first method is the largest volume, since measurements are taken after each incoming request. In the second method, the amount of information constantly, but it is necessary to determine the information reading range, that the amount of information has not been excessive and insufficient. In the third method, the amount of information depends on the frequency of control intervals which must adapt to the structure of the incoming traffic due to its self-similar structure.
Before describing the load balancing strategy, which includes a comprehensive measurement of the total system imbalance level (degree of uniformity of load distribution between servers), some of the concepts and definitions must be entered.
The term "part" means the portion of CPU resources allocated to the task. If the task stands out more part of process than other tasks, this task gets more CPU resources from the fair part scheduler. CPU parts are not equivalent percent of the CPU resources.
Parts can determine the importance of workloads relative to other workloads. When assigning processor parts to task the most important is not the number of parts allocated to the task. Much more important is to know how many parts allocated to task in compared to the other tasks. It should also be take into account that many of these tasks will compete with this task for the CPU.
CPU usage, memory, and the channel will be regarded as dimensionless quantities, whose values are normalized and are in the range [0, 1]. Is generally accepted that if the average value of permanent load exceeds 0.70, it is necessary to find out the reason for such behavior of the system in order to avoid problems in the future; if the average load of the system is close to one, then an urgent need to find the cause and fix it. 
III. SELF-SIMILAR AND MULTIFRACTAL TRAFFIC S PROPERTIES
)}. ( { )} ( { t X a Law at X Law H (1)
IV. INTEGRATED MEASUREMENT SYSTEM IMBALANCE
The method of complex measure the total value of the system imbalance and the average value of each server imbalance has been developed [18, 19] . The proposed load balancing method is based on the complex external and internal methods of monitoring. The usage of external monitoring system allows to periodically test the network to determine the most congested segments. The usage of internal monitoring of node status allows to get an objective information about load of node and assembly components. 
where N is the total number of servers in a system. Similarly, the average utilization of memory 
4. The imbalance value of all CPUs. Using dispersion formulas, the imbalance value of all CPUs in distributed system is defined as 
5. Lets introduce complex value i IMB load imbalance i -th server, which takes into account all three server resource. Using the formula for calculating the variance as a measure of non-uniformity, the integrated value of load imbalance ith server can be defined as: 
6. Average duration of work with the same amount tasks allows to compare different scheduling algorithms. 7. The processing period on i -th server is defined as the maximum load on i -th server. The treatment period in the system is defined as the average load on all servers. 8. Efficiency is defined as the average load on any server. Thus, the method of complex measurements of general level of integrated system imbalance has been developed for scheduling resources, as well as the average level of each server imbalance.
V. THE RESULTS OF THE SIMULATION
For the simulation of load balancing of distributed system with an input multifractal flows the software was created, written in Python. This software allows the simulation of work load balancing system by using different balancing algorithms using the proposed dynamic load balancing method.
Multifractal traffic generated as described in [8] and input to the system. Requests coming from the external network, forming a multifractal traffic and sent to the load balancer, which in turn regulates the flow of tasks by using the selected balancing policy and give tasks to servers.
Also a system has Secondary Load Balancer, which provides fault tolerance, restoring balancer if it could not stand the load. The usage of this structure makes it possible to distribute the load between the servers by means of However, with increasing heterogeneity of traffic even with the small Hurst exponent values system is not balanced, and the imbalance of the system has a large burstability. For the large Hurst exponent values and large heterogeneity the balancing system is in unstable state and the imbalance value tends to maximum, which means the maximum load of resources. It can be concluded that the self-similar properties of traffic have significant effect on the state of the system, but traffic heterogeneity has even more influence. The more heterogeneous traffic, the more resources is necessary for its processing.
VI. CONCLUSION
In this work a solution of actual scientific task of load nodes evaluation of the distributed system has been proposed. As the evaluation of nodes resources the characteristics loading of the processor, memory and bandwidth have been offered. In the proposed method, the average load of CPU, memory and bandwidth have been calculated. It is based on the multifractal properties of traffic, which has been measured by accounting system or operating system monitor. This method allows to calculate the loading of the processor, memory and bandwidth for multifractal flows of different classes of service for each server separately and for the entire distributed system.
The method allows to count the imbalance of all processors of distributed system, memory and bandwidth. Weighting coefficients have been introduced for determination of significance of server characteristics relative to each other. The complex value of server load imbalance has been calculated. Thus, this method allows to calculate the imbalance of the all system servers and system utilization.
In further it is planned to carry out research of proposed algorithm and standard balancing algorithm and compare them by the quantity of lost data, and the average waiting time of tasks in the system.
