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What is CEDA? 
• The Centre for 
Environmental 
Data Archival 
• Includes BADC  
 
• Serves the 
environmental 
science community 
through 4 data 
centres and 
involvement in a 
host of projects 
 
 
 
 
 
  www.ceda.ac.uk 
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CEDA home page:  http://www.ceda.ac.uk/ 
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About CEDA 
• Based at RAL, Oxford.  
• One of several NERC Data Centres in the UK. 
• Supports national/international projects funded by NERC, EU, UK 
Government, etc. and helps develop international standards (e.g. OGC) 
• Promotes good data management practice. 
• Help develop data policy for NERC, Data Management Plans. 
• Provides dedicated user helpdesks/community support/ file format advice 
CF-Standard names for variables, etc. 
• Supports data users and providers 
• >200 datasets, >100 Million files, ~2Pb of data. 
• Many datasets are available free for academic use. 
 
• NERC’s view is that data is an asset and needs to be properly 
managed 
• Just finding data can be a challenge….! 
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NERC Data Catalogue Service (DCS)  
• CEDA supports the NERC DCS to allow users to easily find and access 
the data they need across all of the Data Centres – ARSF in this case. 
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NERC Data Catalogue Service (DCS)  
• NERC DCS search directs users to ARSF dataset at CEDA…. 
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NERC Data Catalogue Service (DCS)  
• …and to the CEDA tools to allow them to find exactly what they need 
 
 
 
 
 
On-line data coverage viewer at 
CEDA 
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CEDA Services 
• Traditionally have provided 
http, and ftp access to data, 
as well as data delivery on 
physical media. 
 
• Also have developed  on-line 
interfaces for data subsetting 
and visualisation. 
 
• The CEDA Web Processing 
Service (WPS) is the latest of 
these. 
 
• Based on OGC standards 
 
• OpenDAP also implemented 
for some datasets. 
 
 
Extracted data 
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Centre for Environmental Data Archival 
CEDA Data (Sept 2013) 
 
 
 
 
 
Project Type Current archive volume (Tb) 
NEODC Earth Observation 400 (was 300 in 2012) 
BADC Atmospheric Science 500 (was 350 in 2012) 
CMIP5 Climate Model 1000 (was 350 in 2012) 
Total 1900 Tb = 1.9 Pb 
Data themselves come from a wide range of sources: 
Observations, Satellites, aircraft, numerical models. ->”data deluge” 
 
Volume of data has doubled in 12 months. -> Petascale  
 
Total storage available is 5 Pb –and all has been allocated! 
 
Storage will increase to 11Pb over the next 2 years. 
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Centre for Environmental Data Archival 
CEDA Users 
~3000 active users 
Most are from: 
• Universities (71%) 
• Government (18%) 
 
 
UK 
Other 
Europe 
Unknown 
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Centre for Environmental Data Archival 
CEDA Users 
 
Diverse range of CEDA user disciplines 
Atmospheric Physics 
Earth Science 
Earth Observation 
Geography 
Engineering 
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BADC Download Statistics 
A  ~small dataset is most popular! 
A ~small dataset is most popular! 
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NEODC Download Statistics 
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JASMIN/CEMS  
• Government funding for infrastructure 
has enabled us to set up the 
JASMIN/CEMS system at CEDA  
• JASMIN=“Joint Analysis System 
Meeting Infrastructure Needs” 
• CEMS=“Centre for Environmental 
Monitoring from Space” 
• JASMIN/CEMS are not just about 
supporting the traditional archival 
services of CEDA though – they are 
intended to additionally provide support 
for high performance analysis of high 
volume data by the greater NERC 
scientific community. 
 
• “Bring the users to the data…”  
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JASMIN/CEMS  
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CEMS – what is it? 
 
• A joint academic-industrial facility for climate and 
environmental data services  
 
 
• Will provide: 
• Step change in EO/climate data storage, processing and 
analysis 
• A scalable model for developing services and 
applications : hosted in a cloud-based infrastructure 
• Data quality and integrity tools 
• Information on data accuracy and provenance  
• To give users confidence in the data, services and 
products 
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JASMIN/CEMS functions 
CEDA data storage & services 
• Curated data archive 
• Archive management services 
• Archive access services (HTTP, FTP, Helpdesk, ...)  
Data intensive scientific computing 
• Global / regional datasets & models 
• High spatial, temporal resolution 
• Private cloud 
Flexible access to high-volume & complex data 
for climate & earth observation communities 
• Online workspaces 
• Services for sharing & collaboration 
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JASMIN/CEMS  
• 4.6 Petabytes of “fast” disk – with excellent connectivity  -     to 11 Pb in 
next 2 years  
• A compute platform for running Virtual Machines -   to 3000 cores in next 
2 years  
• A small HPC compute cluster (known as “LOTUS”) 
• Connected to : 
• Some CEMS infrastructure for commercial applications 
• JASMIN nodes at remote sites 
• Dedicated network connections to specific sites 
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JASMIN/CEMS  
• All of the CEDA archive has now been moved onto JASMIN/CEMS storage 
 
• GWS (Group Work Spaces) and Virtual Machines are available to allow 
groups of users to do processing of data in the CEDA archive locally on the 
JASMIN system. 
 
• Advantages : 
 No need for users to download large volumes of data to their local system. 
 No need for users to have access to their own processing capability locally. 
 
• In the era of ‘Big Data’, this is increasingly important.  
 
• Essential to provide such services to allow such large and complex datasets 
to be fully exploited.  
CEMS Opendap 
 
Data discovery and data 
download: find and access 
CEDA data through the 
CEMS interface 
VO Sandpit, November 2009 
JASMIN/CEMS Latest Status 
• Group Workspaces provide additional capability which many projects are 
already finding invaluable: 
• Multi-terabyte online workspace 
• High-performance, parallel-IO storage can be “provisioned” rapidly in 
response to user needs 
• GWSs are created as volumes in the same storage infrastructure as 
archives  
• Access control -GWS manager enable secure data sharing within the 
group. 
• Data transfer-A shared data transfer server 
• Data analysis- A shared data analysis environment is available 
• Dedicated virtual machines for data analysis are available on request, 
• “Elastic Tape” near-line storage 
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JASMIN/CEMS Latest Status 
 
• As of the time of writing (August 2013), there are: 
• 25 NCAS/JASMIN Group Workspaces,   
• total GWS allocation of 1.4 Petabytes  
• between 1 and 27 users per workspace 
 
• JASMIN-CEMS Phase 2 underway to expand the 
infrastructure –funded by the NERC “Big Data” 
initiative. 
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JASMIN/CEMS Science Use cases 
Example academic CEMS projects are: 
• Trial processing of AATSR for Climate (ARC) Sea Surface 
Temperature Data (University of Edinburgh, University of 
Reading) 
• Land Surface Temperature processing from AATSR data 
(University of Leicester)  
• Processing/hosting GlobAlbedo data products (MSSL, UCL) 
• ATSR1+2 Full Mission Reprocessing (RAL) 
• Cloud Essential Climate Variables processing (RAL) 
 
All report more efficient and faster data processing on 
CEMS.  
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JASMIN/CEMS Science Use case (1) 
• Processing large volume 
EO datasets to produce: 
• Essential Climate 
Variables 
• Long term global 
climate-quality datasets 
e.g ESA CCI 
JASMIN/CEMS Science Use Case (2) 
 
• Cloud ECV reprocessing 
• Performed by RAL Space Remote 
Sensing Group (RSG) 
• 15 years worth of (A)ATSR data 
• Co-location with JASMIN / CEMS enables 
combination of  
– STFC’s compute  cluster with  
– JASMIN / CEMS fast IO storage. 
 
 
•On the previous system it took ~2-3 weeks per year of data to process the AATSR data to 
cloud products.    
•On the JASMIN/CEMS system 3 days per  year of data. 
•Every 3 days cycle means reprocessing is much more feasible.  
•Use of this system set-up is a ‘game changer’ for RSG. 
 •“AATSR” reprocessing:  
•ATSR1 and ATSR2 data reprocessed using 
improved algorithms into ENVISAT AATSR 
format data – and hence the 
“aatsr_multimission” archive at CEDA.  
•Better algorithms means better cloud 
clearing and flagging, better ground 
calibrated and more complete coverage.   
•CEDA has copies of AATSR v2.1 
reprocessing done at ESA alongside the 
ATSR1 and 2 v2.1 data reprocessed on 
JASMIN 
•Much easier having fast direct access to 
data and processing power! 
 
 
LST plot for the UK [John Remedios and Darren 
Ghent, University of Leicester].   
JASMIN/CEMS Science Use Case (3) 
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JASMIN/CEMS Science Use case (4) 
• User access to 5th Coupled Model Intercomparison Project 
(CMIP5) 
• Large volumes of data from best climate models 
• Greater throughput required 
• Critical for analysis of data for next IPCC Report 
• Large model data analysis facility 
• Workspaces for scientific users. Climate modellers 
need 100s of Tb of disk space, with high-speed 
connectivity 
• Large cache on fast disk available for post-processing 
results 
• “Near Real Time Ash and SO2 Hazard Alert” 
• Volcanic Gas Detection and Monitoring 
• Oxford university project funded by NCAS 
starting Jan 2014. 
• CEDA will provide NRT EUMETSAT and 
ECMWF data to enable early detection and 
monitoring of volcanic gas emissions. 
• Processing software will run on the JASMIN 
system but be fully managed by the Oxford 
group. 
JASMIN/CEMS Science Use case (5) 
Digital Object Identifiers 
• CEDA is actively 
supporting the 
development and wider 
use of DOI’s for 
datasets. 
• DOI’s mean that the 
dataset is CITABLE 
• Users get the credit for 
the data they produce 
• Online Data Journals 
now available  to 
describe datasets 
 
Commentary Metadata- CHARMe 
“CHARacterization of Metadata to enable high-quality 
climate applications and services” 
How can climate data users decide whether a dataset is 
fit for their purpose? 
2 Year EU project to develop the CHARMe system 
 
http://www.charme.org.uk 
CHARMe metadata 
Post-fact annotations, e.g. citations, ad-hoc comments and notes; 
Results of assessments, e.g. validation campaigns, intercomparisons 
with models or other observations, reanalysis; 
Provenance, e.g. dependencies on other datasets, processing 
algorithms and chain, data source; 
Properties of data distribution, e.g. data policy and licensing, 
timeliness (is the data delivered in real time?), reliability; 
External events that may affect the data, e.g. volcanic eruptions, El-
Nino index, satellite or instrument failure, operational changes to the 
orbit calculations. 
 
General rule: information originates from users or external entities, not 
original data providers 
However, sometimes information is not available from the data 
provider! 
CEDA Summary 
• Archive contains a diverse range of datasets 
• CEDA supports a wide range of data users 
and data providers 
• CEDA provides Data Management support 
and advice to data users, providers and 
policy makers 
• CEDA have implemented scalable systems 
to deal with era of ‘Big Data’ 
• CEDA are involved with numerous projects 
  
 
Thank you! 
 
www.ceda.ac.uk 
 
 
