Introduction
There has been a long history of interest in difference equations and difference systems; for example, see [1] [2] [3] [4] [5] [6] [7] [8] and the references therein. In particular, a wide variety of nonlinear difference systems have been studied because they model numerous real-life problems in biology, physics, population dynamics, economics, and so on.
One of the difference equations that has attracted some attention is ( + 2) = ( , ( ) , ( + 1)) , ∈ {0, 1, . . . , − 1} ,
where Δ ( ) = ( + 1) − ( ) for all ∈ Z, , ∈ R. In 2003, Cabada and Otero-Espinar [4] studied the existence of solution of the problem (1) and obtained optimal existence results by lower and upper solutions methods. Besides, we note that some systems of discrete boundary value problems are investigated by several authors in recent years; see [5, 7, 8] and the references therein. For example, Sun and Li [5] studied the following boundary value problem of discrete system: 
Under some assumptions on , , they obtained some sufficient conditions for the existence of one or two positive solutions to the system by using nonlinear alternative of LeraySchauder and the fixed point theorem in cones.
Henderson et al. [7] considered the following system of three-point discrete boundary value problem:
where ∈ {1, 2, . . . , −1}, , > 0, , , , are nonnegative functions and , > 0. They deduced the existence of the eigenvalues and yielding at least one positive solution to the system (3) under some assumptions on , , , and with weakly coupling behaviors. Their main tool is the fixed point theorem in cones.
However, very little work has been done for the existence of positive solutions of second-order Neumann difference systems. Inspired by the above works, we study the existence of positive solutions of the following second order Neumann difference system:
where I = {1, 2, . . . , }, the coefficients , , , and are positive functions on I, and , are positive constants. Through careful analysis, we have found that (4) is not cooperative but its linear part is and this makes it possible to establish existence and nonexistence results for nonnegative solutions of (4) in terms of the principal eigenvalue of the corresponding linearized system. These conditions are different from those given in [5, 7] . Although system (4) is very simple, it contains an interesting mathematical feature. It is well known that cooperative systems can be analysed by using lower and upper solutions method and, in general, possesses many of the properties of scalar equations. Although system (4) is not cooperative, its linear part
is and the cooperative nature of the linear system plays a key role in formulating and helping to prove our existence results for (4) . For recent works in the literature on continuous Neumann boundary value problem as well as system, we refer to [9] [10] [11] [12] [13] [14] [15] and the references therein. Sufficiently motivated, the paper is organized as follows: in Section 2, we discuss the properties of cooperative system which we will require. In Section 3, we establish necessary and sufficient conditions for the existence of a positive solution of (4) in terms of the principal eigenvalue of the associated linear system. Finally, an example is presented to illustrate the main result.
Cooperative Systems
The difference system
is said to be cooperative if V → ( , V) is a nondecreasing function for any fixed and → ( , V) is a nondecreasing function for any fixed V. Because of maximum principle arguments cooperative systems possesses many of the properties of single difference equation, in this section, we will discuss the results that we require for linear cooperative systems. We are primarily interested in the existence of principal eigenvalues for such systems and on the monotone behavior of such eigenvalues with respect to coefficients of the system. Our proofs depend on the connection between the existence of positive upper solutions for the system and the maximum principle. The continuous case has been obtained by Sweers [13] , López-Gómez and Molina-Meyer [14] , and Brown and Zhang [15] , but as far as we known, there is no result for the discrete case. Throughout the rest of this section, we will consider the cooperative system
where , , , and are functions on I with ( ), ( ) < 0 and ( ), ( ) > 0 for ∈ I. LetÎ = {0, 1, . . . , , + 1} and = { | :Î → R} be a Banach space with the norm ‖ ‖ = max ∈Î | ( )|. In addition, we introduce the notation ≫ 0 onÎ that means that ( ) > 0 for ∈Î.
In the following, we give some important Lemmas to show the main result. 
has the solution that satisfies either ≡ 0 or ≫ 0 onÎ.
Proof. Let ( ), ( ) be the solution of initial value problems
respectively. It is easy to compute and show that
=1 ( − ) ( ) ( ) > 0 and is increasing onÎ; (ii) ( ) = 1 + ∑ = +1 ( − ) ( ) ( ) > 0 and is decreasing onÎ.
It is not difficult to verify that the problem (8) has the solution
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Clearly, it follows from the properties of , together with the above that either ≡ 0 or ≫ 0 onÎ.
Theorem 2. Suppose that there exist functions
where equality does not hold in all of the equations in (12) . Then (7) satisfies the maximum principle; that is, if , V ∈ such that 
Moreover, Δ 
Theorem 4.
The cooperative system (7) has a principal eigenvalue; that is, there exists Λ ∈ R and , V ∈ such that , V ≫ 0 and
Proof. Let
and = × . Define : → by
and define the matrix ( ) by
It is well know that if > 0 is sufficiently large, then − + is an invertible operator such that ( − + ) −1 is compact. If, moreover, is chosen sufficiently large to ensure that ( ) + ( ) − < 0 and ( ) + ( ) − < 0 for all ∈ I, it follows from Corollary 3 that ( − + ) −1 is strongly positive.
Since For convenience, we will denote the principal eigenvalue of − by 1 ( ).
Corollary 5.
Suppose that 1 ( ) and 2 ( ) are cooperative matrices (i.e., matrices with positive entries in the off-diagonal elements) such that 1 ( ) ≥ 2 ( ) (i.e., the ( , )th element of 1 ≥ the ( , )th element of 2 ) for all
Proof. There exists 0 = (
but ( 1 − 2 ) 0 ̸ ≡ 0 and so by Theorem 2, the cooperative system [ − 2 − 1 ( 1 )] ≥ 0 with = ( V ) ∈ satisfies the maximum principle. Hence, if denotes the principal eigenvalue for the system − 2 − 1 ( 1 ) , it follows that > 0. Clearly, − 2 has principal eigenvalue 1 ( 2 ) = 1 ( 1 ) + > ( 1 ) and so 1 ( 2 ) > 1 ( 1 ).
Existence and Nonexistence of Positive Solutions
System (4) can be rewritten as
where ( ) = (
Although ( ) is a cooperative matrix, (20) is not a cooperative system. The following general theorem describes how the method of lower and upper solutions must be modified to deal with general, possibly non-cooperative system such as (6) . 
(22)
Then the problem
has a solution ( ) that satisfies
Proof. Let us consider the auxiliary problem
where * ( , ) = ( , ( , )) and ( , ) is defined by
Clearly, to show that (23) has a solution ( ) satisfies ( ) ≤ ( ) ≤ ( ), it is enough to prove that (25) has a solution that
By the standard of compact operator argument, it is easy to show that is a completely continuous operator. Obviously, * is a bounded function; this combined with Lemma 1 and Brouwer fixed point theorem and we can get that has a fixed point * ; that is, * is a solution of the problem (25). Next, we will show that ( ) ≤ * ( ) ≤ ( ). We only have to deal with * ( ) ≤ ( ) and the case ( ) ≤ * ( ) can be proved by a similar argument. Suppose on the contrary that there exists a point 0 ∈ I such that
On the other hand, we have that
which is a contradiction. So * ( ) ≤ ( ). The proof is complete.
Theorem 7.
Suppose that there exist functions , V, , V ∈ such that ≤ and V ≤ V and, for all ∈ I,
Then there exists a solution ( V ) of the system
Proof. From Lemma 6, it is easy to show that for any fixed For every ∈ (V), we have that
and for any ∈ (V), we get that
Therefore, by the connectivity of Σ, there exist V 0 ∈ [V, V] and
Thus ( (V 0 ), V 0 ) is solution of the system (31). We can proceed in the same way, proving that there exists 
The proof is complete.
We can give necessary and sufficient conditions for the existence of a positive solution of the system (4). Proof. Suppose 1 ( ) < 0. Then there exist 1 , 2 ≫ 0 such that ( − ) (
Let ( V ) = ( ) and ( V ) = ( ). We will show that ( V ) and ( V ) satisfy the hypotheses of Theorem 7 provided that > 0 is chosen sufficiently small and is chosen sufficiently large. Let
Then for all ∈ I, ( ) − ≤ 0 and so
whenever V ≥ 0. Similarly,
whenever ≥ 0. Let
Then if < 0 , we get that ( ) − 1 ( ) ≥ 0 and ( ) − 2 ( ) ≥ 0 for all ∈ I. Hence, when < 0 , ( ) = 1 ( ) and V( ) ≥ 2 ( ), we have
when is sufficiently small. Similarly, if V( ) = 2 ( ), ≥ 1 ( ), and is sufficiently small, we have 
