ABSTRACT Quickly establishing reliable correspondence between two feature sets is a challenging task for feature matching. However, the key to successful feature matching is not only matching robustness but also the precision and real-time performance. It is difficult to achieve both efficiency and efficacy using the current algorithms. In this paper, we propose unilateral grid-based clustering (UGC), which creates a unilateral grid of an image's features and meanshift clustering constraints of the other image correspondence features. UGC removes a large number of mismatches using clustering center statistical analysis of the match feature points in a grid region. For low texture, blur and wide-baselines feature matching of images, UGC provides a realtime, ultra-robust correspondence system. Extensive experiments on image data sets demonstrate the higher precision and real-time performance of UGC, which outperforms current state-of-the-art methods, including conditions such as low contrast and high exposure.
I. INTRODUCTION
Image registration is a fundamental and challenging computer vision processing problem. The primary purpose of image registration is matching and overlaying two or more images acquired at different times using different sensors (imaging equipment) or under different conditions (weather, illumination, camera position, and angle). It has been widely used in many fields, including remote sensing data analysis, computer vision, and image processing [1] , [2] . Feature matching is an important branch of image registration, and a number of feature registration methods have been produced [3] , [4] . In general, these methods are oriented to a certain range of applications and have their own characteristics; thus, it is difficult to integrate robustness, accuracy, and real-time performance.
Image feature point extraction could be affected by factors such as the information richness and feature algorithm selection, so the number of feature points varies. This poses a great burden on typical feature-matching methods. Meanwhile, the complexity of images often results in a high number of false matches, particularly in the non-rigid case. Therefore, a robust procedure for removing mismatches is desirable [5] .
To address these issues, this study proposes unilateral gridbased clustering (UGC), that grids the space, clusters the match features in the grid region, and then calculates the score probability to distinguish between inliers and outliers. Because the feature matching is consistent [6] , [7] , the nonrigid deformation of the target can interfere with this consistency constraint, that is, the constraint effect of the whole image using consistency is common. Neighborhood characteristics in mathematical analysis show that feature point matching could preserve completeness in certain neighborhoods. Therefore, using simple grid division, the consistency of neighborhood matching can be guaranteed. At the same time, a large number of outliers present the divergence characteristics in the region with feature consistency. Using the proposed clustering statistical analysis, it is easy to distinguish between true and false matches, as shown in Fig. 1 .
Research on feature matching [5] , [9] - [12] implements the feature structure constraints globally or locally, thus ensuring precise correspondence. That is the classic RANSAC algorithm [13] uses the geometric information to ensure precise correspondence. However, RANSAC requires that most mismatches be excluded in advance, which is time-consuming. FIGURE 1. The brute-force algorithm can be well matched, but it is easily affected. Although weaker ORB descriptors are used, the proposed UGC solution can leverage feature numbers to improve the quality while maintaining real-time performance.
GMS [8] uses an efficient grid-based score estimator that can be incorporated into a real-time feature matcher, and converts the motion smoothness constraints into statistical measures for rejecting false matches. GMS distinguishes between the true or false matches by simply calculating the number of neighborhood matches. Although the theory is clear, the effect is remarkable. From a statistical standpoint, the greater the amount of data, the more realistic the statistical effect. Therefore, UGC puts forward a new direction: true matches converge to a certain extent, while false matches show divergence. Thus, the distinction between true and false matches can be made more efficiently and simpler.
Our contribution in this study includes the following:
• Put forward an efficient spatial unilateral grid. Unlike the usual matching algorithm to simultaneously grid the image pairs, it only needs to unilaterally grid one of the images in the matching pairs. This process addresses the influence of the image pairs to gridding on the statistics of the feature points, and makes our method highly efficient with real-time performance.
• Establish a method of local clustering statistical analysis. This clustering constraint utilizes the consistency between the neighborhood feature points, which is an inherent pillar of feature matching, and therefore can handle a large number of outliers.
• Prove that our UGC system has higher efficiency and more robust than traditional RANSAC [13] , Fast RANSAC [14] , FLANN [15] , [16] , LLT [5] , GMS [8] , and LPM [17] on standard test sets. It is important for real-time video images.
II. RELATED WORK
Feature matching has been widely applied in many fields such as target identification [18] , [19] , 3D reconstruction [20] , motion analysis [21] , and image mosaic [22] . Feature matching finds the correspondence of the effective matching points between the two images to determine the position relation of these two images. The usual strategy is a two-stage process [23] - [25] . In the first stage, a set of putative correspondence is computed using similar constraints that require the point to only be matched with similar local descriptors (such as SIFT [9] , shape context [26] , ORB [27] , SURF [28] , A-SIFT [29] , Harris corners [30] , and affine covariant region detectors [31] ). The correspondence set of this putative not only contains most true matches, but also a large number of false matches or outliers, due to the fuzziness of the similar constraint conditions. The second stage eliminates outliers using geometric constraints that require matching to meet basic geometry requirements. The inliers and geometric parameters of the transformation are then obtained. The main challenge is how to quickly eliminate false matches and retain true ones. For example, the classic RANSAC algorithm [13] , [32] - [37] can leverage geometric information to alleviate this problem. It can adopt the iterative approach to determine the optimal parameter model and eliminate the points that do not conform to the optimal model in a data set including ''outlier points.'' However, RANSAC requires most false matches to be pre-eliminated. The Kd-tree [38] , [39] establishes a match data structure by finding the most similar match pairs with image feature descriptors. In addition, some algorithms [40] - [42] first establish feature block matches and then match the corresponding feature points on the basis of block matches. The advantage of this method is that the search scope is reduced and the match precision is improved. The ICP algorithm [17] , [43] uses the Euclidean distance as the match measure function through a given initial value, calculates the transform coefficient matrix, accepts the coefficient values obtained, and iteratively optimizes the objective function continuously until the target requirement is met. The disadvantage of the algorithm is that it is easy to obtain the local optimum. Recently, grid-based motion statistics (GMS) performed local region matching with motion smoothness as a statistic. GMS enables the translation of high match numbers into high match quality, which provides a real-time, super match system. Because GMS relies on the grid to create statistics, if the grid is poorly divided or the feature points are insufficient in number, then it does not reflect the consistency of the true feature points well.
In this study, UGC shares a new design concept. A unilateral grid clustering method solves the influence of the image FIGURE 2. In the neighborhood of the match point, the true match points are consistent with it, while the false ones are not.
pairs to gridding on feature point statistics. At the same time, the consistency of the feature points in the local region is described. Therefore, UGC can address a large amount of high quality and high efficiency outliers.
III. PROPOSED APPROACH
In this section, we describe the proposed UGC featurematching algorithm in detail. We start by introducing the statistics consistency phenomena of feature point data in the local region and then propose the unilateral grid division constraint. We subsequently apply the clustering approach to feature point sieving. Finally, we analyze the computational complexity, algorithm effect, and real-time performance.
A. CONSISTENCY ANALYSIS OF THE LOCAL REGION
In the same scene, the registration based on the whole image does not guarantee the consistent motion of all feature points. Some region feature points move to the left, while others move to the right. However, the consistencies of these motions are of the region. We note that other true match points should be consistent with a pair of true match points in their local neighborhood, as shown in Fig. 2 .
We assume the following: Two feature points (x 0 , y 0 ) and (x, y) exist in neighborhood U (x 0 , δ) of the feature point x 0 . If feature point x ∈ U (x 0 , δ), then the true match feature point y that corresponds to x must also be in neighborhood U (y 0 , δ 1 ) of the true match feature point y 0 that corresponds to x 0 . That is,
This assumption implies that the true match point pairs in the local region are consistent, while the false ones are random in the spatial position and may appear in any region in the whole image. The scene suffering from repeated textures, belongs to the special scene, and is not considered in the assumption. Therefore, the true match points in the local region should follow a similar consistency distribution rule, and the false ones should follow a random distribution without rules. This means that the local consistency distribution could serve as a useful indicator for differentiating between true and false matches.
B. UNILATERAL GRID DIVISION
The motion of the image feature point is smooth in a specific region scope. However, due to the influence of translation, rotation, and deformation, the consistency of feature point pairs is destroyed. This reduces the distinction between true and false match distributions. Therefore, it is very difficult to match the motion consistency of the whole image, while it is easy to obtain the smooth motion of a small enough region. If the matching pairs are simultaneously gridded, it will affect the speed of grid traversal and make the statistical results depend on the size of the mesh. As shown in Fig. 3 , when a pair of matching images is divided at the same time, the correct matching points are divided into two adjacent grids (shown in the orange box), so the matching points of small proportion are removed in two adjacent grids.
Therefore, this study redesigns the idea of the unilateral grid. It only needs to divide one image into n * n grid regions, and the other image does not need to be divided, as shown in Fig. 4 . The feature points of each grid region calculate the corresponding match feature points in the match image individually. Because the true match points have consistency distribution characteristics while the false ones have random distribution characteristics, the probability distribution of the false feature match points can be expressed as p
where a is the grid region corresponding to the feature point and a is the region beyond the grid region corresponding to the feature point.
The distribution of feature points through the grid illustrates that the true match points in the corresponding region have a high probability, while the false ones do not, is shown in Fig. 5 . Therefore, the standard deviation of the feature points can distinguish between the true and false match points well, the standard deviation of the true match points are stable, and the false ones exhibit more fluctuation. The mean and standard deviation of the feature points are, respectively: 
where d i is the distance between the feature point and the center of each grid.
C. GRID CLUSTERING STATISTICS
Because of the previous clear derivation, we obtain some useful conclusions. Taking advantage of the true match points with high probability density, if the number of the true match points is greater than the false ones, then the grid region points falling into the corresponding clustering center increase continuously. The standard deviation of these grid region points is small, the data is smooth, and differentiation degree is more obvious. Even if the number of true match points is less than the false ones due to the randomness of the false match points (which presents the discrete state), the standard deviation is larger, the data are fluctuating, and it is easy to distinguish between and exclude the false match points in this region, as shown in Fig. 6 . Therefore, when the true match points reach a certain proportion, the obtained match points have a very high precision and recall rate using the clustering and threshold value judgments. Because the mean value of the feature match points is disturbed by the false match points, we choose the clustering method to obtain the feature match center points, as shown in Fig. 6 (a mean center point and a clustering center point). Fig. 6 illustrates that the standard deviation with the higher reliability is obtained using the clustering center point.
D i is the distance between the clustering feature points and center points, and µ c is the mean of the distance between the clustering feature points and center points. We choose meanshift [44] to obtain the clustering center. Typically, the data distribution may be more than one clustering center, such as uniform distribution. There is no denseness of the points, so there many clustering centers will be present. Meanshift relies on the probability density of the cluster, and several clustering centers are obtained according to the probability density distribution, whose computation of the drift vector is as follows:
Here:
55504 VOLUME 6, 2018 where G(x) is the unit kernel function, H is the positive definite symmetric d × d matrix, and w(x i ) is the weight of the sampling point x i . To prevent the distance of the adjacent clustering center from being too close, we adopt multiples of the grid radiuses as the combined radius R of the clustering center, judge whether the clustering centers are combined, and calculate the new combined center:
where C i is the i th clustering center point, C new is the new clustering center point, k i is the number of the i th clustering points, k new is the number of the new clustering points, and d(C new − C i ) is the distance between the new and the i th clustering center point.
Since it takes much more time to calculate the standard deviation, we use effective, more concise statistical methods FIGURE 9. The effect of different mesh numbers on the accuracy and time consumption of the UGC. As the number of grids increases, the UGC algorithm consumes more time, and the right number rises first and then slowly declines.
to determine whether the clustering is a true or false match. The previous works typically optimized the match quality by increasing the number of feature points. However, this equally increased the algorithm operation time. In addition, meanshift clusters according to the space probability density of the feature points, without requiring a large number of feature points. Therefore, the proportion of each clustering category in the grids could be obtained by calculating the feature point numbers of each clustering category:
When max(r i ) is much larger, it indicates that the clustering category has higher probability density; therefore, we set a fixed threshold T. When max(r i ) is greater than the threshold T, we assume that this clustering category is the true match point set. This is of practical importance, as T is unknown and scene pair dependent. It also increases the UGC's generality by allowing it to scale with improvements in feature descriptor design.
We summarize the UGC algorithm for feature matching in Algorithm 1.
Algorithm 1 UGC Feature Matcher
Input:One pair of images Output:Inliers set 1: Detect orb feature points 2: Use brute-force for initial matching point 3: Divide one image src into G grids 4: for i = 1 to G do 5: Compute the clustering centers C j of corresponding image feature points; 6: repeat: 
IV. EXPERIMENTS
The performance of the proposed UGC algorithm was evaluated from two aspects: accuracy and time consumption. We compare UGC to powerful matchers like RANSAC, Fast-RANSAC, FLANN, LLT, GMS, and LPM. The parameters of the algorithms are consistent throughout the experiments. The experiments are conducted on a 2.4-GHZ Intel core CPU with 8-GB memory, using open source toolbox opencv3.0.
A. DATA SETS AND SETTINGS
We evaluate the performance on four data sets: TUM [45] , Strecha [46] , VGG [31] , and Cvlab [47] . TUM contains six video sequence sets of size 640 * 480, and are respectively named desk_with_person, walking_static, and sitting_static with challenging wide-baselines, low-texture, blur and rigid deformation. Strecha is a standard data set containing 500 images. These images are the 3D plaster model of size 640 * 480, and they have good texture and various light intensities and angles. VGG is an affine transform data set containing 40 images, including angle change, zoom, rotation, and blur. Cvlab includes a six series sets of images, which include car, fountain, and building, with different angle motion changes and non-rigid deformation.
B. EXPERIMENTAL RESULTS
To compare the performances of each algorithm, we use the OpenCV ORB feature uniformly, with the feature numbers fixed as 1000, 3000, 5000, 8000, and 10000. The main purposes of our algorithms are to sieve the match feature points, thereby using the brute-force (BF) match algorithm to perform the initial match after collecting the feature points. The BF algorithm can use the GPU to improve the match speed. Two important parameters must be set in the UGC precision registration process: R and T. Parameter R affects the distance between the clustering categories. Parameter T judges the true clustering categories or false ones. According to the experimental test, we set R as 75% of the grid radius and T as the 50% of the total number of grid feature points.
We select the number of the feature points of difference, and compare the match sieving results of the feature points of UGC with the other algorithms in different data sets. Fig. 7 lists the accuracies of each algorithm, and the accuracy is measured by the percentage of the distance ratio. Usually, the distance between two points within 3 pixels does not affect the attitude estimation, so this requires the error to be less than 3 pixels. Fig. 7 shows that UGC is robust for the difference in the number of the feature points, and it is more accurate than the other algorithms. At the same time, the UGC algorithm also satisfies real-time performance requirements and does not include GPU acceleration. Fig. 8 shows that the average runtime of the algorithms are based on the different numbers of feature points. The runtime does not contain the time of the initial match. The data set is Cvlab. The image sizes are all normalized to 640 * 480, and the grid of the algorithm is set to 18 * 18, not using GPU acceleration. The UGC algorithm not only ensures high accuracy performance, but also maintains the real-time performance.
To show that the algorithm performance is affected by the different grid numbers, we compare several sets of parameters for the grid numbers, as shown in Fig. 9 . The grid number is less affected by the diversity of data sets, so we only choose the Cvlab data set, and the number of feature points is 8000. When the grid numbers increase, the number of filtered feature points also decrease and the precision of the UGC algorithm shows a downward trend after reaching a certain height. This is because a too big or too small grid would influence the data consistency, and the time consumption of the UGC algorithm decreases when the grid widths increase.
We select partial match effect pictures to display, as shown in Fig. 10 . The UGC and other algorithms can sieve the false match points very well. Due to some discrete correct matching points are removed by the UGC algorithm, we can see the number of the final matching points less than other algorithms, but this does not affect attitude estimation process, and it is obvious that UGC algorithm has higher true positives and relatively lower false positives than the other two algorithms.
V. CONCLUSION
UGC sieves the true or false match pairs according to the consistency principle of adjacent match points by use of statistics. This makes the algorithm theory simpler, increases the speed, and more importantly, maintains good effects. In addition, the grid selection and image quality of the UGC algorithm are related to the match performance, which will be an interesting research direction to improve the match performance.
