Abstract. k-means is the basic method applied in many data clustering problems. As is known, its natural modification can be applied to projection clustering by changing the cost function from the squared-distance from the point to the squared distance from the affine subspace. However, to apply thus approach we need the beforehand knowledge of the dimension. In this paper we show how to modify this approach to allow greater flexibility by using the weights over respective range of subspaces.
Introduction
Projective clustering is a part of the large subspace clustering family, which general aim lies in dividing the given high-dimensional data-set into clusters. For the survey, motivation and further references on subspace clustering we refer to [1, 8, 11, 12] .
A typical application of the projective clustering concerns splitting of a given data-set S into clusters with respect to k affine subspaces. A typical illustrative motivation to create such an algorithm is given by a problem to determine linear components of the data obtained in acoustical experiments [6] (see Fig. 1(a) ). In general, this kind of data contains two linear components: the first connected with sound (product in experiments) which linearly disappears being absorbed by the walls and the air, and the second consists of noise connected with empty space. To use statistical analysis, we have to extract both of them.
The simplest solution, see [4] , lies in a natural modification of k-means: instead of finding k centers which best represent the data, we find k subspaces of given dimension. In other words we change the cost function from the squareddistance from the center of the cluster to the squared distance from the affine space which best represents it and can be found by PCA [5] . To explain it graphically let us consider the following example. Fig. 2 (a) represents three lines in the plane. The method given in [4] will split the data into three lines. However, it will not work sufficiently well on data given in 2(b), which we would like to split into a line and a circle. In this paper we generalize the approach from [4] to allow the weights over subspaces of different dimensions, which gives a partial solution to the above mentioned problem. The resulted algorithm we call (ω, k)-means, where ω represents the weights, and k the number of clusters we are interested in. In analogy to the case of k-means, we obtain a version of the Voronoi diagram (see next section). In the simplest form our algorithm needs the number of clusters k and the weight parameter ω (for ω = (1, 0, . . . , 0) we obtain the k-means while for k = 1 we obtain the PCA). Detailed investigation of the results of (ω, k)-means allows to determine the optimal dimensions of subspaces, see algorithm in Section 4. The results of this approach we apply to image compression (Section 4, Example 2). In such a case we obtain almost twice the compression of the classical approach.
Generalized Voronoi Diagram
The Voronoi diagram is one of the most useful data structures in computational geometry, with applications in many areas of science [10] . For the convenience of the reader and to establish the notation we shortly describe the classical version of the Voronoi diagram (for more details see [7] ). For N ∈ N consider R N with the standard Euclidean distance and let S be a finite subset of R N . For p, q ∈ S such, that p = q, let
The hyperplane B(p, q) divides R N into two subsets, one containing points which are closer to point p then q (D(p, q)), and the second one containing points which are closer to point q then p (D(q, p)) -see Figure 3 (a).
The set
of all points that are closer to p than to any other element of S is called the (open)Voronoi region [7] of p with respect to S. Set D(p, S) for N = 2 is the interior of a convex, possibly unbounded polygon (Figure 3(b) ). The points on the contour of D(p, S) are those that have more than one nearest neighbour in S, one of which is p. The union
of all region boundaries is called the Voronoi diagram [7] of S. The common boundary of two Voronoi regions is a Voronoi edge. Two edges meet at a Voronoi vertex.
Now we proceed to the description of our modification of the Voronoi diagram. We divide the space R N with respect to affine subspaces of
Thus v 0 denotes a center of affine space we consider, while v 1 , . . . , v n is the orthonormal base of its "vector part". From the geometrical point of view the
We modify equations (1) and (2), by using distance between a point and affine subspace.
where dist(x; V ) denotes the distance of the point x from the space V .
In formula (3), ω = (ω 0 , . . . , ω n ) is interpreted as vector of weights, where ω k denotes the weight of the affine subspace of dimension k.
Remark 1.
It is easy to notice, that DIST has the following properties:
n+1 we obtain that DIST ω (x; v) is a distance between the point x and affine space aff(v); -if v 0 = 0 and ω = (0, . . . , 0, 1) then DIST ω is a distance between point and linear space generated by (v 1 , . . . , v n ); -if ω = (1, 0, . . . , 0) then DIST ω is the classical distance between x and v 0 :
the mean distance between x and subspaces of dimension from k to l.
Remark 21 Formula (3) can be reformulated as follows To optimize calculations we definē
and since ω j = 1 we can simplify our formula to
Now we are ready to define our generalization of the Voronoi diagram. Let S be a finite subset of E n (R N ) and
The set B ω (p, q) divides the space R N into two subsets, containing points which are closer to p then to q (D ω (p, q)) and points which are closer to q then p (D ω (q, p)).
Definition 2. Let n ∈ N, n < N be fixed. Let S be a finite subset of E n (R N ) and ω ∈ [0, 1] n+1 , n j=0 ω j = 1 be given. For p ∈ S the set
of all points that are closer to p than to any other element of S is called the (open) generalized Voronoi region of p with respect to S.
Applying this definition we obtain a new type of Voronoi diagram. Figure 4 presents a generalized diagram on the plane for different weights changing from ω = (1, 0) to ω = (0, 1). In general we obtain that the boundary sets usually are not polygons but zeros of quadratic polynomials. The same happens in R 3 even for ω = (0, 1) see the Fig. 5 , where we show points with equal distance from two lines.
Generalization of the k-means method
Clustering is a classical problem of the division of a set S ⊂ R N into separate clusters, or in other words, into sets showing given type of behavior.
One of the most popular and basic method of clustering is the k-means algorithm. By this approach we want to divide S into k clusters S 1 , . . . , S k with minimal energy. For convenience of the reader and to establish the notation we shortly present the k-means method.
For a cluster S and r ∈ R N we define the cost function
which we interprets as an energy. We say that the point r best "describes" the set S if energy is minimal, more precisely, if
It is easy to show that barycenter (mean) of S minimizes the function E(S, ·) (for more information see [2, 3] ). The above consideration can be precisely formulated as follows:
Theorem 31 (k-means) Let S be a finite subset of R N . We have
where µ(S) := 1 cardS s∈S s denotes the barycentre of S. Thus in the k-means the goal is to find such clustering S = S 1 ∪ . . . ∪ S k that the function E(S 1 , . . . , S k ) = k j=1 E(S j , µ(S j )) is minimal. In this paper we consider generalization of k-means algorithm similar to that from the previous section concerning the Voronoi diagram. Instead of looking for points which best "describe" clusters we seek n dimensional subspaces of
We interpret the function E ω (S, v) as an energy of the set S respectively to the subspace generated by v. If the energy is zero, the set S is subset of affine space generated by v. We say that v best "describes" the set S if the energy is minimal, more precisely if
To obtain an optimal base we use a classical Karhunen-Loeve transform (called also Principal Component Analysis, shortly PCA), see [5] . The basic idea behind the PCA is to find the coordinate system in which the first few coordinates give us a "largest" possible information about our data.
Theorem 32 (PCA) Let S = {s 1 , . . . , s m } be a finite subset of R N . Let
be such that
T arranged in descending order with respect to the eigenvalues. For every n < N and ω ∈ [0, 1] n+1 we have
Thus given ω ∈ [0, 1] n+1 , ω j = 1, in (w, k)-means our goal is to find such clustering S = S 1 ∪ . . . ∪ S k that the function
is minimal. Consequently (ω, k)-means algorithm can be described as follows:
stop condition choose ε > 0 initial conditions choose randomly points {s 1 , . . . , s k } ⊂ S obtain first clustering (S 1 , . . . , S k ) by matching each of the points s ∈ S to the cluster such that s − s j 2 is minimal repeat let E = E ω (S 1 , . . . , S k ) compute vectors v 1 , . . . , v k , which best "describe" clusters, by the PCA method (v j = M n (S j ))
obtain new clustering (S 1 , . . . , S k ) by adding each of the point s ∈ S to the cluster such that DIST ω (s, v j ) is minimal until E − E ω (S 1 , . . . , S k ) < ε
As is the case in the classical k-means, our algorithm guarantees a decrease in each iteration but does not guarantee that the result will be optimal. It is easy to notice that the above method has following properties:
1. for ω = (1, 0, . . . , 0) we obtain the classical k-means, 2. for n = 1 we get Karhunen-Loéve transform.
Determining the dimensions of subspaces
In this section we present the method of determining the optimal dimensions subspaces which describe clusters. By using various value of parameter ω we are able to compress data by remembering different coordinates in each cluster.
Let k (the number of clusters) and ω (weight parameter) be fixed. As a result of the (ω, k)-means algorithm for the dataset S we obtain k clusters {S 1 , . . . , S k } and k coordinate systems {v 1 , . . . ,
and n 0 ≤ n we define sub-base of dimension n 0 by
We choose n 1 , . . . , n k ∈ {1, . . . , N } and we compress the data of S by replacing each element s ∈ S i by its orthogonal projection on a suitable subspace spanned on v ni .
Let S 1 , . . . , S k and {v 1 , . . . , v k } ⊂ E n (R N ) be a result of the (ω, k)-mean algorithm. For parameters n 1 , . . . , n k we consider the compression error
Let ε > 0 be given a maximal allowed error. We want to find the minimal number of parameters to "compress" the data with compression error below ε. Observe that if we approximate S i by its projection onto subspaces of dimension n i , the total number of parameters is given by
The procedure of determining respective dimensions n 1 , . . . , n k of clusters, such that Comp err(n 1 , . . . , n k ) < ε can be formulated as follows:
1. Apply the (ω, k)-means algorithm with given k (in general this parameter should be chosen respectively to data structure) and ω (which describe possible dimensions of clusters). 2. In each cluster S 1 , . . . , S k determinate eigenvalue of covariance matrix
Sort the eigenvalues increasingly
(1) , . . . , λ l (kn) (kn) .
Letn
:= sup n :
where m i = card(S i ), for i = {1, . . . , k}. 6. We define n 1 , . . . , n k by
Before we show that this algorithm gives good accuracy we present following theorem Lemma 41 ( [5] ) Let S = {x 1 , . . . , x n } be subset of R N . By {λ 1 , . . . , λ n } we denote eigenvalues corresponding to eigenvectors {v 1 , . . . , v n } of matrix cov([x 1 , . . . , x n ]).
Then
Now by simple calculations we have
Example 1. Consider the dataset containing points group around a segment (200 points) and circle (200 points) -see Figure 6 . In first step we fix ε = 2.87 (which gives 5.5% of total error 3 ). Then to start our algorithm we have to choose the parameters k and ω. In our example we want to obtain two clusters, so we fix k = 2. Moreover the first cluster should represent the one-dimension data and the second two-dimension. So we put ω = (0, Table 1 . Cluster S 1 corresponds to points grouped along interval, and the S 2 -along circle. 
Consequently, we get 2 · 199 parameters for S 2 and 1 · 201 for S 1 .
At the end of this section we presen our algorithm on the example of the classical Lena picture.
Example 2. Let us consider the classical Lena image. First, we interpret photo as a matrix. We do this by dividing a picture into disjoint squares (8 by 8) pixels, where each of them is described (in RGB) by using 3 parameters. Consequently we have vectors from R 192 . Let ε = 427 (which gives 1% of total error) be fixed. Since in picture compression we expect the data to have lower dimensional structure 4 , we narrow our consideration to subspaces of dimension between 10-20 by choosing, according to Remark 1, By applying points 3-6 we obtain:
-1 · 2375 parameters for the first cluster, -2 · 151 parameters for the second cluster, -5 · 880 parameters for the third cluster, -4 · 229 parameters for the fourth cluster, -3 · 461 parameters for the fifth cluster.
As we see by use our method we have to remember 9376 parameters. If we fix n 1 = . . . = n 5 such that Comp err(n 1 , . . . , n 5 ) < ε (4 first eigenvalues for each cluster) we obtain 16384 parameters -which is all most twice as much as in our method.
Sample implementation of (ω, k)-means algorithm prepared in Java programming language is available at [9] .
