Electrical impedance tomography aims at reconstructing the interior electrical conductivity from surface measurements of currents and voltages. As the current-voltage pairs depend nonlinearly on the conductivity, impedance tomography leads to a nonlinear inverse problem. Often, the forward problem is linearized with respect to the conductivity and the resulting linear inverse problem is regarded as a subproblem in an iterative algorithm or as a simple reconstruction method as such. In this paper, we compare this basic linearization approach to linearizations with respect to the resistivity or the logarithm of the conductivity. It is numerically demonstrated that the conductivity linearization often results in compromised accuracy in both forward and inverse computations. Inspired by these observations, we present and analyze a new linearization technique which is based on the logarithm of the Neumannto-Dirichlet operator. The method is directly applicable to discrete settings, including the complete electrode model. We also consider Fréchet derivatives of the logarithmic operators. Numerical examples indicate that the proposed method is an accurate way of linearizing the problem of electrical impedance tomography.
Introduction
The reconstruction task of electrical impedance tomography (EIT) is undoubtedly one of the most studied nonlinear inverse boundary value problems [22] . The mathematical foundations of the problem were introduced by Calderón in [3] , which considers the conductivity reconstruction based on the Dirichlet-to-Neumann operator. As has become a more standard numerical approach, in this paper we consider the Neumann-to-Dirichlet operator, which maps the boundary currents to the corresponding boundary potentials for a given interior conductivity. The dependence of the Neumann-to-Dirichlet operator on the conductivity is nonlinear so that reconstructing the conductivity from the measurements is a nonlinear, and also illposed, inverse problem.
Nonlinear inverse problems can be straightforwardly approached with nonlinear least squares minimization algorithms, which rely on successive linearizations of the forward operator. In particular, the accuracy of the sequential linearizations certainly affects the performance of such an iterative reconstruction method. In EIT, one-step linearization can also be used to obtain an approximative reconstruction [1, 4, 11] . The Fréchet derivatives of the EIT forward operator with
Input parametrization in EIT
The continuum forward model of EIT for the electric potential u is written as ∇ · (σ∇u) = 0
in Ω,
where The variational form of the Neumann problem (1) is to find u ∈ H 1 (Ω) such that Ω σ∇u · ∇v dx = f, v| ∂Ω (2) holds for all v ∈ H 1 (Ω). The standard theory for elliptic partial differential equations states that there exists a unique solution for (2) in the quotient space H 1 (Ω)/C for any given current density f ∈ H −1/2 (Ω). In particular, there is a unique mean-free boundary potential
that depends linearly and boundedly on the corresponding f ∈ H −1/2 (Ω). [9] The linear map f → U , which obviously depends on σ, is called the Neumann-to-Dirichlet operator and is denoted by Λ(σ). For any given σ ∈ L ∞ + (Ω), the mapping for all f ∈ H −1/2 (∂Ω) and some c > 0, as can be easily deduced from (2) and (Neumann) trace theorems for those elements of H 1 (Ω)/C for which the range of ∇ · σ∇(·) is a subspace of L 2 (Ω) (cf., e.g., [7, p. 381 , Lemma 1] ). Unless stated otherwise, we interpret Λ(σ) as a self-adjoint operator from L 2 (∂Ω) to itself, that is, as a map
Λ(σ)
which is compact as are the (dense) embeddings
where the eigenvalues satisfy λ k ≥ λ k+1 and R + λ k → 0 as k → ∞, and the corresponding eigenfunctions
is nonlinear and is called the (continuum model) forward operator of EIT. The inverse problem of EIT is to find σ from the knowledge of Λ(σ). In practice, this means that the determination of the conductivity is based on current-voltage pairs measured on the boundary. The following example shows that by composing the forward operator with an elementary function, one can obtain another forward operator that in some cases depends more linearly on the electrical input parameters.
Example 1 (Constant conductivity).
If σ ≡ inv(ρ) := ρ −1 for ρ ∈ R + , then the potential u from (1) solves the Laplace equation ∆u = 0 with the normal derivative ρf on the boundary. In particular, the mapping ρ → Λ(σ) = (Λ • inv)(ρ) is linear when restricted to spatially constant functions.
Of course, the example above is nothing but the Ohm's law, stating that in a homogeneous medium the potential depends linearly on the resistivity ρ. Motivated by the example, we denote
Similarly, the logarithm of the conductivity is denoted by κ := log(σ) and the corresponding composite forward operator is defined as
The advantage of considering the logarithm of the conductivity is that the domain of Λ exp is the natural L ∞ -space without positivity constraints, simplifying many optimization schemes in numerical computations. On the other hand, the advantage of using the standard conductivity parametrization with the operator Λ is the simplicity of the corresponding sesquilinear forms, for example in the context of stochastic Galerkin methods [19] . Note that considering the logarithm of the resistivity would not add anything new compared to (6), except for a sign change.
It is well known that the map σ → Λ(σ) is Fréchet differentiable, i.e., that the bounded derivative
exists for every σ ∈ L ∞ + (Ω) and depends linearly and boundedly on η ∈ L ∞ (Ω) in the topology of L(L 2 (∂Ω)) (see, e.g., [18, Section 3] ). In fact, the derivative can be obtained from the equation
where u f ∈ H 1 (Ω) denotes the solution to the forward problem (1) with the conductivity σ and current density f . By using the chain rule of differentiation for Banach spaces and (7), it easily follows that the alternative parametrizations of the forward operator (5) and (6) are also Fréchet differentiable and the corresponding derivatives can be characterized by
and
for f, g ∈ L 2 (∂Ω).
Logarithmic forward operator
In this section, we first introduce the logarithm of the Neumann-to-Dirichlet map Λ(σ) as an unbounded operator on L 2 (∂Ω) and subsequently consider its differentiability with respect to the conductivity.
Formal definition
The spectral representation (3) allows a simple way of defining a logarithm for the Neumann-toDirichlet operator:
where log denotes the principal branch of the natural logarithm. As the eigenvalues {λ k } ∞ k=1 ⊂ R + accumulate at zero, logΛ(σ) is not bounded as an operator from L 2 (∂Ω) to itself. We define the domain of logΛ(σ) to simply be
It is obvious that D(logΛ(σ)) is a dense linear subspace of L 2 (∂Ω) and logΛ(σ)f ∈ L 2 (∂Ω) for any f ∈ D(logΛ(σ)).
Proposition 1.
The logarithmic Neumann-to-Dirichlet operator logΛ(σ) defined by (10) and (11) is a self-adjoint (unbounded) operator on L 2 (∂Ω).
is well defined [23, p. 196, Thm. 1] . With the help of the Cauchy-Schwarz inequality, it is easy to check that
is finite for all f, g ∈ D(logΛ(σ)). In other words, logΛ(σ) is symmetric, that is, logΛ(σ)
) be the nullspace of logΛ(σ). Note that V is either finitedimensional or the trivial subspace, depending on whether λ = 1 is an eigenvalue of Λ(σ). In consequence, L 2 (∂Ω) = V ⊕ W , where W := V ⊥ is the orthogonal complement of V . It follows from (10) and (11) that the range of logΛ(σ) is exactly W , and thus logΛ(σ) is self-adjoint as an operator from D(logΛ(σ)) ∩ W to W [23, p. 199, Corollary] .
Let g ∈ D(logΛ(σ) * ) be arbitrary, i.e., there exists g
Decompose g = g 0 + g 1 , with g 0 ∈ V ⊂ D(logΛ(σ)) and g 1 ∈ W , and observe that
, which completes the proof.
Because any self-adjoint operator is also closed [23] , D(logΛ(σ)) becomes a Hilbert space if equipped with the graph norm
, with respect to which logΛ(σ) is trivially a bounded operator.
Corollary 1.
The logarithmic Neumann-to-Dirichlet map logΛ(σ) defined by (10) and (11) can be interpreted as a compact operator
The proof of Corollary 1 is based on the following lemma. Observe that the lemma could be extended (with obvious modifications) for −1/2 ≤ s ≤ 1/2 by duality and for a wider scale of smoothness indices by utilizing some integer power of Λ(σ) −1 in place of Λ(σ) −1/2 in the following proof, assuming ∂Ω is smooth enough.
where
defines an equivalent norm for H s (∂Ω).
Proof. Let us introduce the positive powers of
which defines a compact, injective, self-adjoint operator with a dense range for any s > 0. The negative powers are the corresponding inverse operators:
where (cf., e.g., [8,
Using the same arguments as for logΛ(σ) above, it is trivial to deduce that
is self-adjoint and becomes an isomorphism between Hilbert spaces if its domain is equipped with the graph norm defined via
for g ∈ D(Λ −s (σ)) and with C > 0.
is positive and self-adjoint, the (positive) square root 
with the graph norm of D(Λ −s (σ)) being equivalent to that of H s (∂Ω). The claim now follows from (13) .
Proof of Corollary 1. By virtue of Lemma 1 and the asymptotic dominance of λ
for any > 0 and f ∈ H /2 (∂Ω), with C = C( ) > 0 that may change between different occurrences.
is compact, the assertion follows.
So far we have discussed the logarithm of the linear Neumann-to-Dirichlet operator. A natural way to define the corresponding nonlinear forward operator is as follows (cf. (4) and (6)):
Definition 1. The logarithmic forward operator of EIT is
for some > 0.
Considering the conductivity logarithm κ instead of σ affords the same convenience as with the non-logarithmic forward operator Λ exp in (6) . Moreover, the linear nature of Λ inv in (5) with constant conductivities (see Example 1) becomes now available as well, as shown next.
Example 2 (Constant conductivity revisited). If
Proof. As in Example 1, the potential u from (1) solves the Laplace equation with the normal derivative e −κ f . Thus, the Neumann-to-Dirichlet operator satisfies
where the eigensystem corresponds to the unit conductivity. Taking the logarithm results in
which proves the claim.
The following example shows that the logarithmic forward operator depends "almost linearly" on the conductivity logarithm of an interior inclusion.
Example 3 (Nested concentric disk).
Let Ω ⊂ R 2 be the unit disk and let Ω R ⊂ Ω be an origincentered disk with radius 0 < R < 1. Define the conductivity via its logarithm κ = log(σ) as
Proof. It is shown in [13] that in this rotationally symmetric case the eigenfunctions of Λ(σ) do not depend on κ, and the eigenvalues are
The logarithm of the eigenvalue λ 2k satisfies
which is an analytic, odd function with respect toκ. In particular, the second derivative of log(λ 2k ) with respect to κ vanishes at the origin, and it is also straightforward, yet tedious to check that the corresponding first and third derivatives are uniformly bounded over k ∈ N in a neighborhood of the origin. The claim thus follows by plugging (14) in (10) and using Taylor's theorem.
Fréchet differentiability
Let us next consider the differentiability of logΛ(σ) with respect to the conductivity. Since logΛ(σ) has not itself been introduced as a boundary operator corresponding to some (elliptic) partial differential equation, but its definition directly involves an eigensystem for Λ(σ), the natural way to start would be to consider the differentiability of
. Indeed, the Gateaux differentiability of (a suitable parametrization for) individual eigenvalues and eigenfunctions with respect to the conductivity could be proven by considering the corresponding eigensystem {λ
of the (unbounded) Dirichlet-to-Neumann operator Λ −1 (σ) and utilizing its analyticity with respect to perturbations in the conductivity; see, e.g., [3] for the analyticity of Λ −1 ( · ) and [16, p. 392, Theorem 3.9] or [17] for more information about the differentiability of an eigensystem for a self-adjoint, unbounded operator with respect to a real parameter that does not affect the domain of definition. However, due to the singularity of the logarithm at the origin and the infiniteness of the sum in (10), (the natural sense of) the differentiability of logΛ(σ) is not trivial to establish. Moreover, as our main motivation for differentiating logΛ(σ) with respect to the conductivity is numerical computing as in Section 5, we only consider derivatives for finite-dimensional approximations of σ → logΛ(σ) in what follows.
To be more precise, we investigate a finite-dimensional, positive and self-adjoint mapping
is defined in the same way as for its infinite-dimensional counterpart:
which is obviously a bounded, linear map from L 2 (∂Ω) to itself.
Theorem 1. The mapping
is the Fréchet derivative of Λ(σ) and the divided difference is extended for recurrent eigenvalues in the standard limit sense, i.e.,
Proof. Obviously, the finite-dimensional approximation σ → Λ (n) (σ) inherits Fréchet differentiability from σ → Λ(σ). In fact, the derivative of the former at σ ∈ L
The principal branch of a logarithm of a matrix (or of a finite-dimensional linear operator given in a fixed basis) is also Fréchet differentiable over the set of matrices that do not have eigenvalues on the closed negative real axis in the complex plain [12] . The Fréchet differentiability of the mapping (17) thus follows from the chain rule for Banach spaces, which also gives the representation (18) when combined with [12, Theorem 3.11 & Corollary 3.12] and (19) .
If one chooses the discretization frame to be ψ k = φ k ∈ H 1/2 (∂Ω), k = 1, . . . , n, i.e., the first
that is, logΛ (n) (σ) inherits its eigenvalues and eigenfunctions from logΛ(σ). In this case,
Recall that here the basis for the discretization is fixed. In other words, the projection P (n) in (20) is considered invariable when the Fréchet derivative is computed, that is, it corresponds all the time to the first n orthonormal eigenfunctions of the unperturbed Λ(σ), not to those of Λ(σ + η).
Remark 1. The derivative of the finite-dimensional logarithmic forward operator of EIT,
is obtained by simply replacing DΛ(σ; η) with DΛ exp (κ; η) of (9) in (18).
Complete electrode model
Practical EIT measurement setups are characterized by M ∈ N \ {1} electrodes that are attached to the surface of the imaged object. Let E m ⊂ ∂Ω, m = 1, . . . , M , denote these nonempty, open, connected, well-separated sets. In the CEM, the Neumann boundary condition in (1) is replaced by [5] 
holds for all (v, V ) ∈ H 1 (Ω). The problem (23) is uniquely solvable [21] . For simplicity, we use the same notations for the forward operators of CEM as introduced previously for the continuum model in Section 2. However, as a disparity, the CEM forward operators depend on the contact conductances in addition to the conductivity. As an example, the CEM forward operator that takes the conductivity and contact conductances as its inputs is of the form
where the output is called the resistance matrix (regardless of the used input parametrization), which is given with respect to a fixed orthonormal basis for C M . In other words, if α ∈ C M −1 carries the coordinates of an electrode current pattern I ∈ C M with respect to the employed basis, then Λ(σ, ζ)α gives the coordinates of the resulting electrode potentials U ∈ C M in that same basis. Since σ and ζ are real-valued and positive, it follows easily from (23) that Λ(σ, ζ) is Hermitian and, in particular, positive-definite. Similarly,
and 
where logΛ exp (κ, υ) is the principal logarithm of the positive-definite matrix Λ exp (κ, υ).
The Fréchet derivative of the basic forward operator (24) with respect to
where (u β , U β ) and (u α , U α ) are the solutions of (23) corresponding to the current patterns with the coordinates α and β, respectively, in the employed orthonormal basis for C M . Analogously, the derivative of ζ → Λ(σ, ζ) in the direction ξ ∈ R M can be assembled via
Furthermore, the Fréchet derivatives of Λ inv and Λ exp can be easily obtained by utilizing the chain rule and the above two formulas for Λ (cf. (8) and (9)), and those of the logarithmic forward operator L can be deduced by writing an eigendecomposition for Λ(σ, ζ) and mimicking Theorem 1 and Remark 1. 
Remark 2. Applying the three basic operations id, inv and exp to the conductivity and the contact conductances, one could come up with nine different parametrizations for the forward operator of the CEM. Here we only consider three of them, although it is probable that in some cases one of the other options is optimal from the standpoint of the linearization error.

Remark 3. When the contact conductances are perfect, i.e., in the limit
Numerical experiments
In this section, we study the accuracies of different linearization techniques by performing numerical experiments in the unit disk Ω ⊂ R 2 . The elliptic forward problems for both the continuum model and the CEM are solved with the finite element method (FEM) on meshes with approximately 30 000 nodes and piecewise linear basis functions. These meshes and corresponding FEM solutions are also employed when evaluating derivatives of forward maps (cf., e.g., (7)- (9)). The discretization errors of the FEM solutions can be regarded to be small. Throughout this section, the notation E[·] is used to denote the sample mean. The size of the sample is 50 000 in each considered case and the random realizations of involved parameters are mutually independent.
Forward accuracy
We study the linearization errors of the EIT forward problem with discrete lognormal random conductivity fields. To this end, the domain Ω is divided into N = 1800 subdomains Ω i , each having approximately the same area, and the piecewise constant conductivity is written as
where χ i is the indicator function of Ω i and the vectorσ ∈ R N + contains the corresponding conductivity values. The resistivity ρ = σ −1 and the logarithm of the conductivity κ = log(σ) are defined similarly via vectorsρ ∈ R N + andκ ∈ R N , respectively. Furthermore, letx i ∈ Ω i denote the center of a subdomain. The random conductivities are drawn via their logarithms such that the vectorsκ follow a Gaussian distribution with the probability density
whereκ 0 ∈ R N specifies the discrete mean field and
defines the covariance matrix for some variance parameter ς 2 > 0 and correlation length > 0. Table 1 lists the used values for four different distributions.
First we consider the continuum model. For the purpose of numerical computations, the finitedimensional approximation Λ (n) (σ) in (15) is considered with n = 16 trigonometric basis functions
where θ denotes the polar angle. In order to obtain a fully discrete forward operator, the conductivity σ is replaced byσ, resulting in
whereΛ(σ) is the matrix representation of P (n) Λ(σ)P (n) for the conductivity (27); see (16) . This nonlinear matrix-valued function is linearized around the unit conductivity σ 0 ≡ 1 aŝ (1000) 1 whereΛ (σ)η is the Fréchet derivative of the mapping (30) in the directionη ∈ R N . To be more precise,Λ
which can be evaluated with the help of (7); see also (19) . The alternative fully discrete forward operatorsρ →Λ inv (ρ) andκ →Λ exp (κ) are defined analogously, as are their linearizations around ρ 0 ≡ 1 and κ 0 ≡ 0, respectively, with the appropriate derivative from (8) or (9) replacing DΛ(σ; χ i ) in (31). The same conclusions also apply to the fully discrete logarithmic forward operatorκ → L(κ); cf. Definition 1, Theorem 1 and Remark 1 with η = χ i . Note that for a rotationally symmetric conductivity, (29) are eigenfunctions of the Neumann-to-Dirichlet operator, meaning that ϕ k = φ k = ψ k in the notation of Section 3 (cf. [13] ). In particular, (20) and (21) hold. The error indicator for the linearizedΛ is
where · F is the Frobenius norm. The corresponding definitions of indicators forΛ inv andΛ exp should be obvious. For the logarithmic forward operator, the error is computed as
where exp is just the ordinary matrix exponent, i.e., the inverse of (the principal branch of) the matrix logarithm. The left-hand side of Table 2 lists the mean errors for the four linearization approaches and for the four different random fields defined in Table 1 . It can be seen that linearizing with respect to the conductivity results in the worst accuracy in each case, whereas the novel logarithmic linearization method is clearly the best. Increasing the correlation length in the random field deteriorates the performance of the conductivity and log-conductivity linearizations, whereasΛ inv andL perform better with the smoother fields. An intuitive explanation for the latter phenomenon is that increasing the correlation length in our random model makes the corresponding realizations of the conductivity to be closer to constants, for whichΛ inv andL are linear and affine, respectively; see Examples 1 and 2. It is not surprising that increasing the pointwise variance ς 2 leads in every case to a higher sample mean for the linearization error.
For the CEM experiments we employ the same lognormal conductivity fields F3-F4 as with the continuum model, but now the contact conductances ζ m are also random. The conductances are drawn independently and for each of the M = 16 electrodes the conductance distribution is lognormal with the underlying Gaussian distribution having mean υ 0 and variance γ 2 as listed on the right in Table 1 . The identical electrodes are positioned uniformly and they cover approximately Table 2 : Linearization errors e for the continuum forward model (left) and for the CEM (right) with the different random distributions defined in Table 1 . The forward operators parametrized with respect to conductivity, resistivity and log-conductivity are denoted byΛ,Λ inv andΛ exp , respectively, whereas the logarithmic forward operator isL. 
e(Λ) e(Λ inv
and and their derivatives can be assembled using the appropriate variants of (25), (26) and (21) .
For the contact conductance distribution C1 with the lower expected value, the resistivity-based operator Λ inv results in the best linearization accuracy, as can be seen on the right in Table 2 . This is in line with Remark 3. On the other hand, when the contact conductance is high (i.e., the setting is close to the shunt model), the errors almost coincide with the corresponding values for the continuum model. That is, the rows corresponding to C2 are similar to the adjacent rows on the left-hand side of Table 2 . In particular, the logarithmic forward operatorL gives the best and the conductivity-based parametrization the worst linearization accuracy for the CEM as well.
Inverse accuracy
Regarding the accuracy of linearizations when solving the inverse problem of EIT, we only consider the forward operatorsΛ exp andL that are based on the logarithmic input parametrization. One reason for this is the fact that non-logarithmic parametrizations may lead to conductivity reconstructions that are not positive. In addition, it would be problematic to design equivalent regularizations for different input parametrizations, and thus the error indicators would not be directly comparable to each other. In the following, we give all definitions for the logarithmic forward operatorL, but the corresponding definitions forΛ exp should be obvious.
The simulated finite-dimensional Neumann-to-Dirichlet operators are denoted by Λ(σ). They are also computed with FEM, but in order to avoid inverse crimes, the matrices Λ(σ) are contaminated with Gaussian noise. More precisely, realizations of independent, zero-mean normal random variables with standard deviation
are added to each element of a matrixΛ(σ), and the matrix is subsequently symmetricized. The simulated CEM measurements are obtained in the same way and they are denoted by Λ(σ, ζ).
For a regularization parameter t > 0, the reconstructionκ t based on the logarithmic continuum model forward operatorL iŝ
where G ∈ R N ×N is a 'Bayesian regularization matrix' satisfying Γ −1 = G G. Here, Γ is the covariance matrix (28) of the distribution from which the logarithm of the vectorσ is drawn, and the expected log-conductivityκ 0 is as in Section 5.1. The reconstruction obtained from (32) approximates a maximum a posteriori (MAP) estimate under the assumption that the linearization error is negligible and the elements of the matrix log( Λ(σ)) are contaminated by independent realizations of zero-mean Gaussian noise with standard deviation t > 0 [15] . (Notice that the latter is not true for any t due to the application of the matrix logarithm after adding the measurement noise.) Naturally, forΛ exp the minimization does not involve a logarithm, but the linearized operator is compared directly to the matrix Λ(σ) in the Frobenius norm. For the CEM forward operators, the reconstructions are computed according to
or by replacingL lin (ŷ, w) with (Λ exp ) lin (ŷ, w) and deleting the logarithm. In particular, no regularization is applied to the contact conductances since their estimation is a relatively stable task (cf, e.g., [10, (4.8)] ). Observe that (32) and (33) correspond to minimizing quadratic Tikhonov functionals, which is a simple task. The average reconstruction error for a fixed regularization parameter t > 0 is
where κ = log(σ) is the (random draw of a) true log-conductivity corresponding to the vectorσ in (32); see (27). For a given conductivity/conductance distribution, the optimal regularization parameter is obtained by solving a one-dimensional optimization problem,
and the corresponding error indicator is simply denoted by ι(
(Naturally, such an optimal regularization parameter cannot be found in practice when the true conductivity is not known, but the idea here is to compare upper bounds for the performance of the two considered one-step reconstruction algorithms.) In addition, for the CEM we denote the contact conductance reconstruction error by
where υ = log(ζ) is defined componentwise, but it should be emphasized that the optimal regularization parameter τ (L) is still chosen so that it minimizes the L 2 (Ω) reconstruction error corresponding to the mere log-conductivity. Once again, the corresponding definitions for Λ exp are analogous. Table 3 reveals that the new logarithmic method is more accurate in each test case, and the difference is highlighted with the smoother fields F2 and F4, as could have been predicted based on the forward accuracy observations in Table 2 . In practice, the choice of regularization parameter may well be suboptimal. However, Figure 1 demonstrates that the new method results in a smaller average error with almost any choices for the regularization parameters.
In order to illustrate the difference in the one-step inversion accuracies forΛ exp andL, some example reconstructions, with regularization parameters that are optimized as described above, Table 3 : Conductivity reconstruction errors ι for the linearized continuum model (left) and for the linearized CEM (right), together with the conductance errors d for the CEM. The considered random fields and parameters are described in Table 1 . are shown in Figures 2 and 3 . The first example, which is based on a realization of the random conductivity field F3 and the CEM with high contact conductances, demonstrates that the traditional linearization method is not capable of recovering the high contrast of the target conductivity. On the other hand, the new method reproduces the conductivity levels far more accurately and also recovers the resistive area close to the northwest boundary of the unit disk. The second example presented in Figure 3 considers a realization of the random conductivity field F4 with twice as long correlation length. The superiority of the new logarithmic method is even more clearly visible with this smoother conductivity field, as was expected based on the statistical evidence in Tables  2 and 3 .
Discussion
We have reviewed existing linearization approaches for EIT and proposed a new logarithmic technique that seems to be the most accurate linearization method amongst those studied here. Although the EIT forward operator is somewhat frequently linearized with respect to the conductivity, it was numerically demonstrated that the linearization error in the measurement matrix becomes smaller if the linearization is based on the resistivity or the logarithm of the conductivity. In a sense, this is just a consequence of the Ohm's law, and the conclusion applies to both the contin-uum model and to the CEM. Our novel method, which maps the logarithm of the conductivity to the logarithm of the Neumann-to-Dirichlet operator or the measurement matrix, produces the smallest linearization error in almost all tested cases. Regarding the inverse problem of EIT, the proposed logarithmic method retains the positivity property of the log-conductivity parametrization, while preserving the accuracy of the resistivity linearization in the case of, e.g., constant conductivities. Numerical studies and example reconstructions demonstrate that when comparing to the traditional log-conductivity linearization approach, the proposed method is clearly more accurate, regardless of the parameters defining the lognormal random models for the conductivity and the contact conductances.
The above conclusions are valid if the measurements are modelled by the Neumann-to-Dirichlet map or its counterparts for electrode measurements. If the Dirichlet-to-Neumann map were employed, one would expect conductivity parametrizations to prevail over those based on the resistivity (cf. Ohm's law). However, such a change would not affect the performance of the novel method since the logarithms of the Neumann-to-Dirichlet and Dirichlet-to-Neumann operators only differ by their sign.
