Abstract: Using the idea of 'shaping the control signal', the authors generalise the time-delayfilter-based deadbeat control for processes with dead time to a two-level control so that actuator saturation is avoided. The controller mimics experienced manual operation to provide a two-level control signal. At the first stage (level), the controller outputs a value very close to the actuator saturation bound to provide the largest acceleration and then the controller outputs a smaller value to maintain the steady-state output at the same level as the set point. The system quickly settles in a finite time, which is explicitly determined by the saturation bound and is independent of the controller and (almost) of the sampling period. The disturbance response can be freely tuned according to the desired phase or gain margin. Three examples are given to show the effectiveness of the proposed controller.
Introduction
\Regulation is often the main task of many of the controllers used in industry, however, in many cases it is also very important to obtain a fast response to set-point changes.
These two control problems can be decoupled using twodegree-of-freedom (2-DOF) techniques; see [1 -3] for delayfree systems and [4 -6] for delay systems, where a pre-filter is frequently used as the second DOF to weight the set-point change so that the set-point response is desirable. Pre-filters that have particular properties have been studied in the literature. A variable set-point weighting scheme was proposed in [7] , where adaptive techniques were used to adjust the set-point weighting. A deadbeat set-point response was obtained by using a time-delay filter in [8] , where the reference signal for the closed-loop control system is converted to a pulse-step signal from the original step signal. An optimal control strategy, called pulse-step control, was proposed in [9] to obtain a settling time close to the time at which the impulse response reaches its maximum (when there is almost no input constraint). This is a feedforward control law used with a proportional-integral-derivative (PID) feedback controller for regulation. The major drawback of the approach is that a set of nonlinear equations has to be solved to obtain the optimal switching times, which complicates the design. A minor drawback of the proposed controller is that it is only available for systems having a relative degree higher than two, which means that it is not directly applicable for most of the chemical processes that are modelled as a first-order plus dead-time (FOPDT) model.
While expecting a fast set-point response, it is also important for the response to have little or no overshoot.
An interesting time-domain method was proposed in [10] to design an optimal PID controller. Minimising the switch time weighted squared error criterion the step response achieves a negligible overshoot. The cost paid for this is a relatively slow response because, for a conventional PID control system without using special techniques, little or no overshoot simply means that the system is not fast enough; see Section 2.1 for further details.
Another important issue when attempting to obtain a fast response is that the input constraint has to be taken into account, at least to some extent. The approach proposed in [8] offers a deadbeat set-point response, which is very fast. However, there can be problems in practice when using this control strategy. First of all, the first pulse in the converted set point has a relatively large amplitude. This might cause the actuator to become saturated and the system performance therefore becomes degraded. Secondly, the set-point response was designed to reach the desired output in one sampling period, in addition to the inherent dead time. This might push the controller too hard and, intuitively, it might be difficult to obtain such a fast response. We intend to add more freedom to the controller and explicitly consider the actuator saturation in the design by shaping the control signal. The previously mentioned two drawbacks are avoided and hence the proposed control strategy is more practical. The response is still deadbeat and the deadbeat time is dependent on the saturation bound of the controller. A prominent property of the controller is that it provides a two-level control signal, which mimics experienced manual operation: the control outputs a value close to the saturation bound to provide the largest acceleration for the process at first and then the control outputs a smaller value to keep the system output at the set point. Since the controller provides the largest acceleration at the first stage, the step response is the fastest among those achievable. The control action at the second stage guarantees that this fastest response has no overshoot.
Controller design
Since a large number of chemical processes can be modelled by the following FOPDT model: where K is the static gain, t is the dead time and T is the apparent time constant, the controller will be designed for this model. However, the proposed technique can be easily applied to multi-lag processes, as will be shown by an example in Section 3. The control structure under consideration is shown in Fig. 1 , where r 0 is the converted set point and e is the error signal (which is not r À y here). The controller consists of a compensator C(z) and a feedforward controller F(z). Taking into account the sample-hold effect, the generalised plant is:
Àl where l ¼ t=T s is a positive integer and a ¼ e ÀT s =T : Assume that the compensator C(z) is:
where the order of the polynomials N(z) and D(z) in z À1 is n and m, respectively, then the closed-loop transfer function of the feedback control system is:
Àðlþ1Þ
DðzÞ þ Kð1 À aÞNðzÞz Àðlþ1Þ ð2Þ
and the transfer function from the set point r to the control signal u is:
Note that it is not necessary to place a zero z ¼ a in the controller (1). However, this does not affect the explanation of our key idea and, as can be seen later, this does simplify the controller design and is helpful for system stability and performance. Figure 2a shows a typical control signal in a unity feedback control systems, as shown in Fig. 1 with FðzÞ ¼ 1; involving a PI controller. The control signal consists of three stages: (i) due to the integrating effect of the controller, the control signal increases in stage I until the actuator saturates; (ii) the integrator 'winds up' and the actuator saturates; and (iii) the control signal settles down. If the proportional gain is very large, stage I may disappear. In order to obtain a fast setpoint response the proportional gain is expected to be large, however, it cannot be too large otherwise the actuator saturates very quickly. This means that the potential of the controller is often not fully used to speed up the system response, as can be seen from the shaded area in Fig. 2a . The integrator windup in stage II requires that the error signal has an opposite sign for a long period to drag the integrator back to normal. This causes a large overshoot and a long settling time. The oscillatory stage III is not desirable either, which causes a long settling time. There are some techniques available to avoid windup of an integrator [11] . We intend to propose a different technique to avoid the actuator saturation and take full use of the controller potential to speed up the system response while reducing the overshoot.
Shaping the control signal
In order to obtain a fast transient response, the desired control signal (with respect to a step set-point change) is shown in Fig. 2b , where the set-point change, r r; is assumed to be the bound or typical amplitude of allowable step changes. This is in order to mimic the experienced manual operation: the controller outputs a value very close to the saturation bound u u to drive the plant as hard as possible at the early stage and then the controller outputs a smaller value to keep the system output at the set point. This results in a two-level control signal.
Assume that the moment at which the change occurs is ðn þ 1ÞT s ; then this kind of signal can be approximately denoted as:
This corresponds to the following desired transfer function from r to u:
The amplitude of the first level of the control signal varies when the order n of N(z) changes. For a given control bound u u and a given bound r r of the set-point changes, the following condition has to be satisfied to keep the controller output below and close to the saturation bound u u : r r Kð1 À a nþ1 Þ u u ð5Þ which requires
The smaller the saturation bound u u; the larger the value of n; the larger the ratio T=T s ; the larger the value of n. It is worth noting that n does not depend on the dead time of the plant.
The idea of 'shaping' is not new: the input-shaping technique [12, 13] is an open-loop control approach using delay elements to eliminate any residual vibration of flexible structures; set-point pre-filtering (and the more complicated reference trajectory) has been widely used model predictive control [14] ; and a reference model is often used to provide the ideal response for the compensator to track. These techniques shape the set point of a control system. We intend to shape the control signal in a feedback control system.
Design of F(z) and N(z)
The objective of the controller design is to obtain a control signal in the two-level form shown in Fig. 2b by choosing F(z) and C(z), or equivalently, F(z), D(z) and N(z).
Simply, F(z) can be chosen to cancel the closed-loop poles provided that the closed-loop system is stable, i.e.:
As a result, the two transfer functions in (2) and (3) Since the output y is expected to start just after the inherent dead time, N(0) cannot be zero. As a result, D(0) cannot be zero in order to guarantee the causality of the controller. According to (9) and (4), the desired N(z) can be derived as:
Obviously, N(z) satisfies the constraint Nð1Þ ¼ 1 to guarantee the zero steady-state error for the set-point response, according to (8) . The set-point response reaches the steady state at:
where the ' % ' is due to the approximate selection of n in (6). For a given plant, this time is independent of the controller and the sampling period and solely depends on the saturation bound u u: In other words, this is an inherent characteristic of the system and there is no way to make the response any faster.
There is no braking control (a large negative action, which is common in the time-optimal control strategy) in the control signal. This is because: (i) there is no need for such a brake here because the response reaches the steady state in a finite time and there is no overshoot; (ii) the benefit of a large negative action is very small when u u is not very large [9] , which is the common case in practice; and (iii) the control strategy is more sensitive when there is a large negative control action [15] .
The function of D(z), N(z) and F(z) is now clear: D(z) is designed to guarantee the stability of the closed-loop system; F(z) is designed to obtain the desired set-point response and N(z) is designed to shape the control signal as well as the set-point response.
Design of D(z): Stability of the closed-loop system
There are many options to design the compensator, in particular D(z), because the function of D(z) is to guarantee the system stability. One simple option is to choose D(z) to be an integrator:
where K I is an integral coefficient such that the steady-state error with respect to step disturbances is zero. However, this normally brings a sluggish or oscillatory disturbance response. A better design is to choose:
to obtain a better stability margin and a faster disturbance response. Another advantage by doing so is that the stability analysis and the parameter tuning can be considerably simplified. This choice of D(z) offers the following PI controller:
which is, by chance, almost the same as the one proposed in [8] . The corresponding open-loop transfer function is:
A typical root locus of this system with respect to K I is shown in Fig. 3 . Since L(z) has no zero, all the ðl þ 1Þ loci approach asymptotically to ðl þ 1Þ straight lines, which start at z ¼ 1=ðl þ 1Þ with angles: 
The ðl þ 1Þ loci can be categorised into two groups: one is the ðl À 1Þ loci starting at the origin and then approaching 1; the other is the two loci starting at z ¼ 0 and z ¼ 1; which meet together and then break to approach 1 (if there is no zero z ¼ a in the controller, then the locus starting at the origin in the second group starts at z ¼ a; which is on the right-hand side of z ¼ 0). Since the pole z ¼ a of the plant is cancelled by the zero z ¼ a in the controller, the two loci closest to the right-half real axis are pushed towards the lefthalf plane. This means that a larger gain margin or a faster disturbance response can be obtained. This is why such a zero is placed in the controller (1). As can be seen from the root locus in Fig. 3 , there always exists a critical gain K Ic such that only one real pole or a pair of complex poles arrive(s) at the unity circle and the others remain inside the unity circle. For any gain 0 < K I < K Ic ; the closed-loop system is always stable. Since the open-loop transfer function (13) is very similar to that obtained in [8] , the stability lemma obtained there still holds and is cited below.
The closed-loop system designed above is stable if:
In order to obtain a phase margin of f m ; the integral coefficient K I can be chosen as:
In order to obtain a gain margin of g m ; the integral coefficient K I can be chosen as:
Proof: see [8] .
A When n ¼ 0; we have NðzÞ ¼ 1: This offers:
These responses are the same as those obtained in [8] . According to (6) or (5), the saturation bound should not be less than 1=ðKð1 À aÞÞ: Otherwise, the approach proposed in [8] makes the actuator saturated and hence it cannot be used.
An alternative implementation
The control system designed above can be implemented in an alternative structure shown in Fig. 4 , where the filter F u ðzÞ is:
Kð1 À a nþ1 Þ and G m ðzÞ is the model of the nominal plant, i.e.:
Àðlþ1Þ
The desired set-point response is y m ðzÞ ¼ G m ðzÞF u ðzÞrðzÞ and, for rðzÞ ¼ 1; it is y m ðzÞ ¼ NðzÞz Àðlþ1Þ : This control structure, which has appeared in [9] , can be regarded as an open-loop controller F u ðzÞ combined with a closed loop controller C(z). F u ðzÞ is used to supply a desired control profile u o while the desired set-point response y m is supplied through an ideal model of the plant G m ðzÞ: C(z) is designed to govern the disturbance response, the stability and the robustness.
The control signal u consists of two terms: [12, 13, 16 ] to deal with model uncertainties and disturbances. Indeed, the s-domain equivalent of the pre-filter F u ðzÞ is:
This is a typical input shaper [12, 13, 16] . Moreover, the nominal transfer function from r to y (in the s-domain):
Àts is a pseudo-differential polynomial [17, 18] and hence the nominal response y to a step change r is deadbeat [19, 20] . There are some advantages in the use of this structure. It is clear that the desired control signal can be designed in an open-loop way if the plant is stable. The extension is the injection of this desired control signal into the model G m of the process and thus obtaining the error between the model output y m and the process output y for error feedback. Another advantage of this implementation is that the compensator C does not affect the shape of the control signal, which is not explicit in the case discussed before (where N(z) is a part of the controller). This means that the controller may not be limited to a PI controller as designed before. In other words, the proposed technique can be regarded as a 'bolt-on' any standard well-tuned PID controllers [11, 21] . The compensator C can then be designed to meet the requirement of robustness and disturbance rejection. This issue has been extensively studied in the literature. The sampling periods for the feedforward controller F u ðzÞ and the feedback loop can be different to give more freedom to the design of the compensator. Using this structure, it is also possible to extend the proposed idea to general high-order plants. 
Examples
Three examples will be studied in this Section. The first example is an FOPDT having a long dead time; the second one is an FOPDT having a short dead time; the third one is a multi-lag process which can be modelled as an FOPDT model. In the first example, attention will be focused on showing the relationship between the converted set point, the error signal, the control signal and the set-point response. In the second example, attention will be focused on the comparison of the disturbance response with respect to well-tuned PI controllers for both nominal and uncertain cases. In the last example, attention will be focused on the effectiveness of the proposed method for multi-lag processes, i.e. robustness of the controller.
A process with a long dead time
Consider the following FOPDT model having a long dead time:
GðsÞ ¼ e À5s s þ 1 which was studied in [8] . Here, we choose the sampling period as T s ¼ 0:25 s: The parameters of the generalised plant are a ¼ 0:7788 and l ¼ 20: Assume that the upper bound of the controller output is u u ¼ 1:45 and the typical amplitude (or bound) of step changes is r r ¼ 1; then n ! 3:68: We choose n ¼ 4: As a result:
The parameter K I is chosen as K I ¼ 0:173 to obtain a phase margin of 45 : The corresponding distribution of the closedloop poles is shown in Fig. 5 : all the 21 poles are inside the unity circle. The converted set point r 0 for r ¼ 1 is shown in Fig. 6 and the error signal is shown in Fig. 7 . The set point has been changed into four Sections: the first Section is a staircase signal larger than the original value due to the effect of D(z) in F(z); the second Section is zero (this piece disappears if m > l); the third Section is another staircase signal due to the effect of N(z) in F(z); the last Section is the original set point. It is worth noting that the large magnitude in the first Section, which is simply a value in the controller, does not cause the actuator to be saturated. The error signal is very clean and it remains zero after m steps, even when the system output is increasing from zero to the steady state. The control signal, as shown in Fig. 8 , has two levels and stays below the upper bound. The system output reaches the steady state after n þ 1 ¼ 5 sampling steps, in addition to the inherent dead time of the plant, as shown in Fig. 8. 
A process with a short dead time
Consider the following FOPDT model having a short dead time:
GðsÞ ¼ e À0:5s s þ 1 Fig. 5 The distribution of the closed-loop poles which was studied in [8, 22] . Here, we choose the sampling period as T s ¼ 0:25 s: The parameters of the generalised plant are a ¼ e À0:25 and l ¼ 2: Assume that the upper bound of the controller output is u u ¼ 1:45 and the typical amplitude (or bound) of step changes is r r ¼ 1; then n ! 3:68: We choose n ¼ 4: As a result:
As mentioned before, N(z) does not depend on the dead time of the plant. The N(z) obtained here is the same as the one obtained in the previous example. K I is chosen as 1.101 to obtain a phase margin of 55 : The set-point response and the corresponding control signal are shown in Fig. 9 . The control signal changes from a larger value to a smaller value at the m ¼ n þ 1 ¼ 5th step and the system output reaches the steady state at the l þ n þ 1 ¼ 7th step: There is no oscillation in the control signal and no overshoot in the system response.
The simulation results are compared with two discreteversion PI controllers, of which the continuous ones K p ð1 þ Fig. 10 . The responding speeds with respect to the set-point changes are very close to each other, however, the response obtained by the proposed controller has no overshoot whereas the other two have about a 20% overshoot. The settling time obtained by the proposed controller is much shorter than the other two. The excellent set-point response does not cause a degradation of the disturbance response. In fact, the disturbance response is still the best (slightly better than that obtained by H-H-C). As for the control signal, there are only two levels in the control signal (in the part corresponding to the set-point change) of the proposed controller, but there are many levels in the other two. The proposed controller does not saturate but both the other two do saturate. A prominent property can be seen from the error signal shown in Fig. 10c : the error signal e (see Fig. 1 ) remains at zero after the effect of D(z), i.e. after m steps, until there is a load disturbance. In other words, the proposed controller does not have error accumulation if there is no disturbance (or uncertainty, of course), but the other two controllers do have error accumulation. When there exists uncertainty in the plant, the proposed controller still behaves much better than the other two, as can be seen from Fig. 11 , where the responses in three cases having different uncertainties are shown. This indicates that the sampling period T s may be chosen such that t is not an exact multiple of T s :
A multi-lag process
Consider the multi-lag process: [22] . Here, we design the controller using the following model:
which is slightly different from that given in [22] . The sampling period is chosen as T s ¼ 0:3 s and the parameters of the generalised plant are a ¼ 0:8959 and l ¼ 10: Assume that u u ¼ 1:45 and r r ¼ 1 again, then n ! 9:65: We choose n ¼ 10: As a result:
The integral gain K I is tuned as K I ¼ 0:4791 to obtain a phase margin of 60 : The simulation results are shown in Fig. 12 with a comparison to those (noted by H-H-C in the Figures) obtained by the discrete version of the PI controller 0:49ð1 þ 1=ð2:74 sÞÞ tuned in [22] (to obtain a phase margin of 60 and a gain margin of 3 dB). Since the proposed controller is designed according to the approximate model (14) , the set-point is no longer deadbeat. However, it is still much faster than the one obtained by the PI controller whereas the disturbance response is slightly better. The overshoot is also smaller. The control signals are quite different at the beginning: the proposed control signal outputs a value very close to the actuator saturation bound from the beginning, but the PI controller has to integrate the error signal. The response to a series of set-point changes r ¼ 0:4 at t ¼ 0 with an additional step change of 0.6 at t ¼ 20 is shown in Fig. 13 .
It is possible to design a nonlinear or adaptive pre-filter F u ðzÞ in Fig. 4 so that the desired control signal changes according to different set-point changes and the current contribution u c of the compensator C. This is left for future research. Some complicated research on this general topic can be found in [23, 24] . 
Conclusions
Instead of shaping the set point, the idea of shaping the control signal has been proposed to offer a two-level control for processes with dead time and input constraints. The control signal (responding to the set-point change) consists of two levels: a large-value level and then a small-value level. The system output reaches the steady state in a finite time, which is determined by the actuator saturation bound and the plant parameters and is independent of the control parameters, even the sampling period. Hence, the sampling period can be freely chosen to obtain a satisfactory disturbance response. The disturbance response is governed by a PI controller, which can be tuned to guarantee a specified gain or phase margin. As a matter of fact, the proposed idea can be regarded as a 'bolt-on' to any welldesigned control systems. In other words, the robustness and the disturbance rejection of the system can be guaranteed by the design of the compensator. Three examples have shown that the two-level control indeed offers a very fast set-point response with no or only a small overshoot. The technique is shown with respect to the FOPDT model, however, as has been shown by an example, it is also applicable to multi-lag processes. When there are uncertainties in the model, e.g. when the dead time is not an exact multiple of the period or the plant is a multi-lag process, the system response will be worse than the nominal response, but it is still better than that obtained by a conventional well-tuned PID controller. 
