Given an implication function I defined on the finite chain L = {0, ..., n}, a method for extending I to the set of discrete fuzzy numbers whose support is a set of consecutive natural numbers contained in L (denoted by A 
Introduction
Fuzzy implication functions play a fundamental role in fuzzy logic, fuzzy control and approximate reasoning. As a generalization of implications in classical logic, they are used not only to model fuzzy conditionals, but also in the inference process through the modus ponens and modus tollens rules ( [1] or [12] ). When we deal with fuzzy logic the used scale is always the unit interval [0, 1] . However, in many applications only a finite number of values is used and even only qualitative information is handled. For this reason, many authors have studied in last years operations defined on a finite chain L, usually called discrete operations. For instance, t-norms and t-conorms were characterized in [16] , uninorms and nullnorms in [13] , weighted means in [11] and also implications functions in [14] and [15] . It is proved in [16] that only the number of elements of the finite chain L is relevant when we deal with monotonic operations on L, and so the finite chain used in many of the mentioned works is the most simple one L = {0, 1, . . . , n}. As in the case of [0, 1] , the four most usual ways to define fuzzy implications on the finite chain L are the so-called R, S, QL, and D-implications (see [14] and [15] ).
Recently, another approach deals with the possibility of extending monotonic operations on L to operations on the set of discrete fuzzy numbers whose support is a set of consecutive natural numbers contained in L. More specifically, the concept of discrete fuzzy number was introduced in [17] as a fuzzy subset of R with discrete support and analogous properties to a fuzzy number. It is well known that arithmetic and lattice operations between fuzzy numbers are defined using the Zadeh's extension principle (see [10] ). However, in general, for discrete fuzzy numbers this method fails and some approaches have been introduced in order to avoid such a drawback ( [2, 3, 5] and [18] ). In particular, it is proved in [5] that the set, A L 1 , of discrete fuzzy numbers whose support is a set of consecutive natural numbers contained in L, is a distributive lattice. Thus, it is natural to study monotonic operations defined on A L 1 equipped with the usual lattice order. In this way, one approach is the one already commented of extending monotonic operations defined on L to monotonic operations defined on the set A L 1 . This was done for the special case of discrete t-norms and t-conorms in [6] and for the case of discrete means in [8] .
Following with this idea we want to study in this paper the possibility of extending discrete implications on L to implications defined on A L 1 . Moreover, we will see that some boundary properties on fuzzy implications are preserved under this extension, as well as some types of implications. That is, the extension of an S-implication on L leads to an Simplication on A L 1 , and the same occurs for QL and D-implications. The case of R-implications needs a deeper study which we want to develop as a future work.
Preliminaries
In this section we recall some results that will be used along the papers or we give references where they can be found.
Discrete implications
Let (P, ≤) be a bounded ordered set with smallest element 0 and greatest element 1. Definition 2.1 [9] An implication function I on (P, ≤) is a binary operator I : P × P → P that is decreasing in the first variable, increasing in the second one and satisfies the corner conditions I(0, 0) = 1, I(1, 1) = 1 and I(1, 0) = 0. [9] Note that for any implication function I on (P, ≤) it turns out that I(0, α) = I(α, 1) = 1, for all α ∈ P a property called the absorption principle.
Remark 2.2
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Definition 2.4 Let I be an implication function on (P, ≤). Then I satisfies i) the exchange principle (EP ), if
I(x, I(y, z)) = I(y, I(x, z)) for all x, y, z ∈ P ii) the contraposition law (CL) with respect to the strong negation N on P, if
iii) the ordering property (OP ), if
A particular case of bounded ordered set is when we consider the finite chain L = {0, . . . , n} ⊂ N. Operators defined on L are usually called discrete operations and they have been studied by many authors (see [9, 11, 13, 16] ). In these studies the following condition, generally used as a discrete counterpart of continuity, is usually considered.
Definition 2.6 A binary operation F : L 2 → L is said to be smooth when each one of its vertical and horizontal sections (F (x, .) and F (., y), respectively) are smooth.
Smooth discrete t-norms and t-conorms were characterized in [16] . There, it is also proved that there is one and only one strong negation on L which is given by
The four most usual ways to define implication functions on L were investigated in [14] and [15] . That is,
for all x, y ∈ L, where T is a (smooth) t-norm, S a (smooth) t-conorm and N the strong negation on L given by equation (1) . From now on, N will always denote such a negation.
Discrete fuzzy numbers
In this section, we recall some definitions and the main results about discrete fuzzy numbers which will be used later. From now on, we will denote the set of discrete fuzzy numbers by DF N and the abbreviation dfn will denote a discrete fuzzy number. Theorem 2.9 [18] (Representation of discrete fuzzy numbers) Let A be a discrete fuzzy number. Then the following statements (1) - (4) hold: 
Maximum and minimum of discrete fuzzy numbers
Let A, B be two dfn and
In [3] , for each α ∈ [0, 1], we consider the following sets,
Proposition 2.11 [3] There exist two unique discrete fuzzy numbers, that we will denote by M IN (A, B) and M AX(A, B), such that they have the sets min(A, B)
α and max(A, B) α as α-cuts respectively.
The following result holds for A L 1 , but is not true for the set of discrete fuzzy numbers in general(see [5] ). 
Theorem 2.12 [5] The triplet (A
Smooth t-norms and t-conorms on L were extended to t-norms and t-conorms on
A L 1 in [6].
Theorem 2.14 [6] Let T (S) be a smooth t-norm(tconorm) on L and let
T (S) : A L 1 × A L 1 → A L 1 (A, B) −→ T (S)(A, B) be the extension of t-norm(t-conorm) T (S) to A L 1 ,
defined as follows T (S)(A, B) is the discrete fuzzy number whose α-cuts are the sets
Similarly to Theorem 2.14 above, it is possible to extend the unique strong negation function n defined on L to a strong negation function N on the bounded lattice A L 1 .
Proposition 2.15 [7] Let us consider the strong negation N on the finite chain
is the discrete fuzzy number such that has as support the sets
Implication functions on
In this section we wish to study if it is possible to build implication functions on the bounded set A L 1
constructed from a discrete implication function I defined on the finite chain L. Let us begin with some notation. If
is a binary discrete function on L (e.g. a t-norm, t-conorm, implication, etc.), we will denote as well by O, the binary operation
where Proof We only show the second relation because the proof of the first one is similar. Note that the inequality
Lemma 3.1 Let us consider
A, B ∈ A L 1 .
And let I be a discrete implication function on the finite chain L. Then the following relations
is clear. To show the converse inequality, since I is decreasing in the first variable and increasing in the second one, we have
for all x ∈ A α and for all y ∈ B α . Thus 
Proof Now, we will see that the sets C α satisfy the four conditions of the Wang's Theorem (see Theorems 2.9 and 2.10)
α is a nonempty finite set, because of A α and B α are both nonempty finite sets (the discrete fuzzy numbers are normal fuzzy subsets).
and
Moreover, as I is decreasing in the first variable, using the relation (4) we obtain
And, in particular by relation (5),
Thus, from Lemma 3.1
Similarly, we can see that
Combining the previous conditions (7) and (8), 
Hence, by Lemma 3.1
As the sets C α fulfill for each α ∈ [0, 1] the conditions stated in Theorem 2.9, by Theorem 2.10 there exists a unique discrete number, that will be denoted by I(A, B) , such that its α-cuts are exactly these sets.
In addition, from the construction of the sets C 
will be called the extension of the discrete implication function I to A L 
, being I(A, B) the discrete fuzzy number whose α-cuts are the sets
{z ∈ L | min I(A α , B α ) ≤ z ≤ max I(A α , B α )} for each α ∈ [0, 1].
Now we wish to study if the extension of the discrete implication function I to
Analogously,
Finally using the relations (9) and (10) above
-The increasingness with the second variable follows similarly.
-With respect to the boundary conditions we have In the next two propositions we deal with some other properties that are many times required for implications, depending on the context.
. If we consider the implication functions
I R (x, y) =        6 if x ≤ y 3 + y − x if there exist 0 ≤ y < x ≤ 3 6 + y − x if there exist 3 ≤ y < x ≤ 6 y otherwise I S (x, y) =    min(6, 3 + y − x) if x ∈ [0, 3], y ∈ [3, 6] min(3, 6 + y − x) if x ∈ [3, 6], y ∈ [0, 3] max(6 − x, y) otherwise
Proposition 3.7 If an implication function I is a border implication on L then implication I generated by I according to Definition 3.3 is a border implication on the bounded set
Proof To show this condition it is enough to see
Proposition 3.8 Let I be an implication function on L and I its extension on
A L 1 .
i) I satisfies (EP ) if and only if I satisfies (EP )
.
ii) I satisfies (CL) if and only if I satisfies (CL).
iii
Proof Now, we will study each case.
i) Suppose that I satisfies (EP ) and consider
It is enough to show that
I(A, I(B, C))
or equivalently, that
However, applying Lemma 3.1 the minimums in the condition above are given by
, respectively, which coincide because I satisfies (EP ).
Conversely, suppose that I satisfies (EP ) and consider a, b, c ∈ L. Let 1 a , 1 b and 1 c the discrete fuzzy numbers whose support is given by the singletons {a}, {b}, {c}, respectively. Then clearly   I(1 a , I(1 b , 1 c )) = I(1 b , I(1 a , 1 c )) and this implies directly that I satisfies (EP ). 
and then
The converse is again similar to the previous step.
Moreover, when max A α ≤ min B α we also have I(max A α , min B α ) = n and so, 
i) By the previous proposition I verifies (CL).
Thus, it can be trivially verified that
ii) It is easy to see that C ≼ D. Thus, according to Proposition 3.8-iii) above, Fuzzy negations can be build from fuzzy implication [1] . Similarly it is possible to obtain a negation on the partially ordered set A L 1 .
Proposition 3.10 Let
Proof Straightforward. It is well known that the comparison of implication functions defined on a finite chain L is done in the usual way, i.e., pointwise. In the same way, if we consider two implications functions I 1 , I 2 on A L 1 generated by two implications I 1 , I 2 on L with I 1 ≤ I 2 it is possible to obtain a similar order between I 1 and I 2 . So, Proof It is enough to prove that (see Remark 2.13)
Proposition 3.11 Let I 1 and I 2 be two implications functions on the finite chain
L = {0, 1, · · · , n} verifying I 1 (x, y) ≤ I 2 (x, y) for all (x, y) ∈ L × L.
Let us consider their extensions on
and similarly for the maximums. This already implies
Recently, a method to build S-implications on the bounded set A L 1 has been proposed in [7] . The method consists in the usual way of defining the S-implication from a t-conorm S (the extension of a smooth t-conorm S defined on the finite chain L) and the strong negation N (the extension of the strong negation N on L). Now, we want to see that any of these S-implications are, in fact, the extension of an S-implication on L using the general method to build an implication function on A 
where S (N (A), B) is the discrete fuzzy number whose α-cuts are the sets of consecutive natural numbers 
α for each α ∈ [0, 1].
QL and D-implications on
We want to see in this section that the behavior of QL and D-implications is similar to the case of Simplications. Recall that QL and D-operators need not to be implications. So, let us deal with QL and D-operators in general.
Proposition 3.14 Let us consider a smooth tnorm T and a smooth t-conorm S on L, and I the QL-operator obtained from them by the expression
Proof It is well known that any QL-operator on L satisfies all properties of a fuzzy implication except perhaps the decreasingness with the first variable (see [15] ), and the same proof holds for QLoperators on A L 1 . Thus, we only need to prove that I is decreasing in the first place if and only if so is I.
On the one hand, if I is decreasing with the first variable then I is an implication and we can obtain its extension to A L 1 . Now, a similar proof as in Proposition 3.13 shows that such extension coincides with the QL-operator I, that is, I is an implication and consequently it is decreasing with the first variable.
Reciprocally, let us suppose that I is decreasing with the first variable and take Proof In this case, the only property that can fail of the definition of implication is the increasigness with respect to the second variable. Now, similarly as in the proposition above, it can be proved that I is increasing in the second variable if and only if so is I, showing the proposition.
QL and D-implications defined on L were studied and characterized in [15] . In the case of QLimplications the following characterization was obtained: Proposition 3.16 [15] Let us consider a smooth t-norm T , a smooth t-conorm S and I the QLoperator obtained from them by the expression I(x, y) = S (N (x), T (x, y) ), for all x, y ∈ L. Then, the following statements are equivalent:
(iii) S is the Archimedean t-conorm given by
Moreover, in this case, I is simply given by
Similarly, it is possible to obtain a characterization of D-implications,
Proposition 3.17 [15] Let us consider a smooth t-norm T , a smooth t-conorm S and I the D-operator given by the expression I(x, y) = S(T (N (x)
, N (y)), y), for all x, y ∈ L. Then, the following statements are equivalent:
(ii) S is the Archimedean t-conorm given by S(x, y) = min(n, x + y) for all x, y ∈ L.
Moreover, in this case, I is simply given by I(x, y) = y + T (N (x), N (y)) for all x, y ∈ L.
Thus, using the previous propositions it is clear that we can build a QL-implication and a Dimplication on the bounded lattice A Proof Similar to the proof of the previous proposition.
Conclusion
In this article we have proposed a method to extend an implication function I defined in a finite chain L to the set A L 1 (of discrete fuzzy numbers whose support is a subset of consecutive natural numbers belonging to L). Moreover, we have shown that this extension I is an implication function that fulfills similar properties (boundary properties, absorption property, contraposition property, etc.) to the initial implication I. Finally, we have seen that the extension of the three most usual implications on L, that is, S-implication, QL-implications and D-implication lead to an S-implication, QLimplications and D-implication on A L 1 . As a future work, we will study the case of R-implications and their properties.
