Abstract In this paper we correct an error made in the paper [3] , where a misleading stochastic system was obtained due to a lapse concerning a sign in one of the equations at the beginning of the work such that the results obtained are quite different to the ones developed throughout this paper since the required conditions, and also the results, substantially change. Then, in this work we repair the analysis carried out in [3] , where we studied a simple chemostat model influenced by white noise by making use of the theory of random attractors. Even though the changes are minor, we have chosen to provide a new version of the entire paper instead of a list of changes, for sake of readability. We first perform a change of variable using the Ornstein-Uhlenbeck process, transforming our stochastic model into a system of differential equations with random coefficients. After proving that this random system possesses a unique solution for any initial value, we analyze the existence of random attractors. Finally we illustrate our results with some numerical simulations.
Introduction
Modeling chemostats is a really interesting and important problem with special interest in mathematical biology, since they can be used to study recombinant problems in genetically altered microorganisms (see e.g. [16, 17] ), waste water treatment (see e.g. [13, 21] ) and play an important role in theoretical ecology (see e.g. [2, 12, 15, 20, 25, 26, 27, 29] ). Derivation and analysis of chemostat models are well documented in [22, 23, 28] and references therein.
Two standard assumptions for simple chemostat models are 1) the availability of the nutrient and its supply rate are fixed and 2) the tendency of the microorganisms to adhere to surfaces is not taken into account. However, these are very strong restrictions as the real world is non-autonomous and stochastic, and this justifies the analysis of stochastic chemostat models.
Let us first consider the simplest chemostat model
where S(t) and x(t) denote concentrations of the nutrient and the microbial biomass, respectively; S 0 denotes the volumetric dilution rate, a is the half-saturation constant, D is the dilution rate and m is the maximal consumption rate of the nutrient and also the maximal specific growth rate of microorganisms. We notice that all parameters are positive and we use a function Holling type-II, µ(S) = mS/(a + S), as functional response of the microorganism describing how the nutrient is consumed by the species (see [24] for more details and biological explanations about this model).
However, we can consider a more realistic model by introducing a white noise in one of the parameters, therefore we replace the dilution rate D by D + αẆ (t), where W (t) is a white noise, i.e., is a Brownian motion, and α ≥ 0 represents the intensity of noise. Then, system (1)- (2) is replaced by the following system of stochastic differential equations understood in the Itô sense
System (3)- (4) has been analyzed in [30] by using the classic techniques from stochastic analysis and some stability results are provided there. However, as in our opinion there are some unclear points in the analysis carried out there, our aim in this paper is to use an alternative approach to this problem, specifically the theory of random dynamical systems, which will allow us to partially improve the results in [30] . In addition, we will provide some results which hold almost surely while those from [30] are said to hold in probability.
Firstly, thanks to the well-known conversion between Itô and Stratonovich sense, we obtain from (3)-(4) its equivalent Stratonovich formulation which is given by
In Section 2 we recall some basic results on random dynamical systems. In Section 3 we start with the study of equilibria and we prove a result related to the existence and uniqueness of global solution of system (5)- (6) , by using the so-called Ornstein-Uhlenbeck (O-U) process. Then, we define a random dynamical system and prove the existence of a random attractor giving an explicit expression for it. Finally, in Section 4 we show some numerical simulations with different values of the parameters involved in the model and we can see what happens when the amount of noise α increases.
Random dynamical systems
In this section we present some basic results related to random dynamical systems (RDSs) and random attractors which will be necessary for our analysis. For more detailed information about RDSs and their importance, see [1] .
Let (X , · X ) be a separable Banach space and let (Ω, F , P) be a probability space where F is the σ−algebra of measurable subsets of Ω (called "events") and P is the probability measure. To connect the state ω in the probability space Ω at time 0 with its state after a time of t elapses, we define a flow θ = {θ t } t∈R on Ω with each θ t being a mapping θ t : Ω → Ω that satisfies
the mapping (t, ω) → θ t ω is measurable, (4) the probability measure P is preserved by θ t , i.e., θ t P = P.
This set-up establishes a time-dependent family θ that tracks the noise, and (Ω, F , P, θ) is called a metric dynamical system (see [1] ).
Definition 1 A stochastic process {ϕ(t, ω)} t≥0,ω∈Ω is said to be a continuous RDS over (Ω, F , P, {θ t } t∈R ) with state space X if ϕ : [0, +∞) × Ω × X → X is (B[0, +∞) × F × B(X ), B(X ))-measurable, and for each ω ∈ Ω, (i) the mapping ϕ(t, ω) : X → X , x → ϕ(t, ω)x is continuous for every t ≥ 0,
Definition 2 Let (Ω, F , P) be a probability space. A random set K is a measurable subset of X × Ω with respect to the product σ−algebra B(X ) × F .
The ω−section of a random set K is defined by
In the case that a set K ⊂ X × Ω has closed or compact ω−sections it is a random set as soon as the mapping ω → d(x, K(ω)) is measurable (from Ω to [0, ∞)) for every x ∈ X , see [11] . Then K will be said to be a closed or a compact, respectively, random set. It will be assumed that closed random sets satisfy K(ω) = ∅ for all or at least for P−almost all ω ∈ Ω.
Remark 1 It should be noted that in the literature very often random sets are defined provided that ω → d(x, K(ω)) is measurable for every x ∈ X . Obviously this is satisfied, for instance, when K(ω) = N for all ω, where N is some non-measurable subset of X , and also when
for some open set U ⊂ X and F / ∈ F . In both cases ω → d(x, K(ω)) is constant, hence measurable, for every x ∈ X . However, both cases give K ⊂ X × Ω which is not an element of the product σ−algebra B(X ) × F . x X = 0, for all β > 0; a random variable ω → r(ω) ∈ R is said to be tempered with respect to {θ t } t∈R if for a.e. ω ∈ Ω,
In what follows we use E(X ) to denote the set of all tempered random sets of X .
Definition 4 A random set B(ω) ⊂ X is called a random absorbing set in E(X ) if for any E ∈ E(X ) and a.e. ω ∈ Ω, there exists T E (ω) > 0 such that
Definition 5 Let {ϕ(t, ω)} t≥0,ω∈Ω be an RDS over (Ω, F , P, {θ t } t∈R ) with state space X and let A(ω)(⊂ X ) be a random set. Then A = {A(ω)} ω∈Ω is called a global random E−attractor (or pullback E−attractor) for
(ii) (invariance) for any ω ∈ Ω and all t ≥ 0, it holds
(iii) (attracting property) for any E ∈ E(X ) and a.e. ω ∈ Ω,
is the Hausdorff semi-metric for G, H ⊆ X .
Proposition 1 [9, 14] Let B ∈ E(X ) be a closed absorbing set for the continuous random dynamical system {ϕ(t, ω)} t≥0,ω∈Ω that satisfies the asymptotic compactness condition for a.e. ω ∈ Ω, i.e., each sequence x n ∈ ϕ(t n , θ −tn ω)B(θ −tn ω) has a convergent subsequence in X when t n → ∞. Then ϕ has a unique global random attractor A = {A(ω)} ω∈Ω with component subsets
If the pullback absorbing set is positively invariant, i.e., ϕ(t, ω)B(ω) ⊂ B(θ t ω) for all t ≥ 0, then
Remark 2 When the state space X = R d as in this paper, the asymptotic compactness follows trivially. Note that the random attractor is path-wise attracting in the pullback sense, but does not need to be pathwise attracting in the forward sense, although it is forward attracting in probability, due to some possible large deviations, see e.g. [1] .
The next result ensures when two random dynamical systems are conjugated (see also [5, 6, 7] ).
Lemma 1 Let ϕ u be a random dynamical system on X . Suppose that the mapping T : Ω × X → X possesses the following properties: for fixed ω ∈ Ω, T (ω, ·) is a homeomorphism on X , and for x ∈ X , the mappings T (·, x), T −1 (·, x) are measurable. Then the mapping
is a (conjugated) random dynamical system.
Random chemostat
In this section we will investigate the stochastic system (5)- (6) . To this end, we first transform it into differential equations with random coefficients and without white noise.
Let W be a two sided Wiener process. Kolmogorov's theorem ensures that W has a continuous version, that we will denote by ω, whose canonical interpretation is as follows: let Ω be defined by
F be the Borel σ−algebra on Ω generated by the compact open topology (see [1] for details) and P the corresponding Wiener measure on F . We consider the Wiener shift flow given by
then (Ω, F , P, {θ t } t∈R ) is a metric dynamical system. Now let us introduce the following Ornstein-Uhlenbeck process on (Ω, F , P, {θ t } t∈R )
which solves the following Langevin equation (see e.g. [1, 8] )
There exists a θ t -invariant set Ω ∈ F of Ω of full P measure such that for ω ∈ Ω, we have (i) the random variable |z * (ω)| is tempered.
(ii) the mapping
is a stationary solution of (7) with continuous trajectories;
(iii) in addition, for any ω ∈Ω:
In what follows we will consider the restriction of the Wiener shift θ to the setΩ, and we restrict accordingly the metric dynamical system to this set, that is also a metric dynamical system, see [5] . For simplicity, we will still denote the restricted metric dynamical system by the old symbols (Ω, F , P, {θ t } t∈R ).
Stochastic chemostat becomes a random chemostat
In what follows we use the Ornstein-Uhlenbeck process to transform (5)- (6) into a random system. Let us note that analyzing the equilibria we obtain that the only one is the axial equilibrium (S 0 , 0) and then we define two new variables σ and κ by
For the sake of simplicity we will write z * instead of z * (θ t ω), and σ and κ instead of σ(t) and κ(t).
On the one hand, by differentiation, we have
On the other hand, we obtain
Thus, we deduce the following random system
Random chemostat generates an RDS
Next we prove that the random chemostat given by (9)- (10) generates an RDS. From now on, we will denote X := {(x, y) ∈ R 2 : x ∈ R, y ≥ 0}, the upper-half plane. with u(0; 0, ω, u 0 ) = u 0 . Moreover, the solution mapping generates a RDS ϕ u : R + × Ω × X → X defined as ϕ u (t, ω)u 0 := u(t; 0, ω, u 0 ), for all t ∈ R + , u 0 ∈ X , ω ∈ Ω, the value at time t of the solution of system (9)-(10) with initial value u 0 at time zero.
Proof. Observe that we can rewrite one of the terms in the previous equations as
and therefore system (9)-(10) turns into
Denoting u(·; 0, ω, u 0 ) := (σ(·; 0, ω, u 0 ), κ(·; 0, ω, u 0 )), system (11)- (12) can be rewritten as
where
and F : X × [0, +∞) −→ R 2 is given by
Since z * (θ t ω) is continuous, L generates an evolution system on R 2 . Moreover, we notice that
thus F (·, θ t ω) ∈ C 1 (X × [0, +∞); R 2 ) which implies that it is locally Lipschitz with respect to (ξ 1 , ξ 2 ) ∈ X . Therefore, thanks to classical results from the theory of ordinary differential equations, system (9)-(10) pos-sesses a unique local solution. Now, we are going to prove that the unique local solution of system (9)- (10) is in fact a unique global one.
By defining Q(t) := σ(t) + κ(t) it is easy to check that Q satisfies the differential equation
whose solution is given by the following expression
The right side of (13) always tends to zero when t goes to infinity sinceD is positive, thus Q is clearly bounded. Moreover, since dσ dt σ=0 = − mS 0 a + S 0 κ < 0 we deduce that, if there exists some t * > 0 such that σ(t * ) = 0, we will have σ(t) < 0 for all t > t * . Because of the previous reasoning, we will split our analysis into two different cases.
• Case 1. σ(t) > 0 for all t ≥ 0: in this case, from (9) we obtain 
SinceD is positive, we deduce that σ tends to zero when t goes to infinity, hence σ is bounded.
• Case 2. there exists t * > 0 such that σ(t * ) = 0: in this case, we already know that σ(t) < 0 for all t > t * and we claim that the following bound for σ holds true
To prove (15), we suppose that there existst > t * > 0 such that
−αz * (θtω) = 0, then we can find some ε(ω) > 0 small enough such that σ(t) is strictly decreasing and
holds for all t ∈ [t − ε(ω),t). Hence, from (16) we have
thus there exists some δ(ω) > 0 small enough such that σ(t) is strictly increasing for all t ∈ [t−ε(ω),t− ε(ω) + δ(ω)), which clearly contradicts the uniqueness of solution. Hence, (15) holds true for all t ∈ R and we can also ensure that σ is bounded.
Since σ + κ and σ are bounded in both cases, κ is also bounded. Hence, the unique local solution of system (9)- (10) is a unique global one. Moreover, the unique global solution of system (9)- (10) remains in X for every initial value in X since κ ≡ 0 solves the same system. Finally, the mapping ϕ u : R + × Ω × X → X given by ϕ u (t, ω)u 0 := u(t; 0, ω, u 0 ), for all t ≥ 0, u 0 ∈ X , ω ∈ Ω, defines a RDS generated by the solution of (9)- (10). The proof of this statement follows trivially hence we omit it.
Existence of the pullback random attractor
Now, we study the existence of the pullback random attractor, describing its internal structure explicitly.
Theorem 2 There exists, for any ε > 0, a tempered compact random absorbing set B ε (ω) ∈ E(X ) for the RDS {ϕ u (t, ω)} t≥0, ω∈Ω , that is, for any E(θ −t ω) ∈ E(X ) and each ω ∈ Ω, there exists
Proof. Thanks to (13), we have
Then, for any ε > 0 and u 0 ∈ E(θ −t ω) there exists T E (ω, ε) > 0 such that, for all t ≥ T E (ω, ε), we obtain
If we assume that σ(t) ≥ 0 for all t ≥ 0, which corresponds to Case 1 in the proof of Theorem 1, since κ(t) ≥ 0 for all t ≥ 0, we have that
is a tempered compact random absorbing set in X .
In the other case, i.e., if there exists some t * > 0 such that σ(t * ) = 0, which corresponds to Case 2 in the proof of Theorem 1, we proved that
Hence, we obtain that
In conclusion, defining
we obtain (see Figure 1) that B ε (ω) is a tempered compact random absorbing set in X for every ε > 0.
Then, thanks to Proposition 1, it follows directly that system (9)-(10) possesses a unique pullback random attractor given by
is a tempered compact random absorbing set (see Figure 2 ) in X .
The following result provides information about the internal structure of the unique pullback random attractor.
Proposition 3
The unique pullback random attractor of system (9)-(10) consists of a singleton component given by
holds true.
Proof. We would like to note that the result in this proposition follows trivially if σ remains always positive (Case 1 in the proof of Theorem 1) since in that case both σ and κ are positive and σ + κ tends to zero when t goes to infinity, thus the pullback random attractor is directly given by A(ω) = {(0, 0)}.
Due to the previous reason, we will only present the proof in case of there exists some t * > 0 such that σ(t * ) = 0 which implies that σ(t) < 0 for all t > t * whence S(t) < S 0 for all t > t * then µ(S) ≤ µ(S 0 ) for all t > t * since µ(s) = ms/(a + s) is an increasing function. Hence, from (10) we have
which allows us to state the following inequality
where the right side tends to zero when t goes to infinity as long as (17) is fulfilled, therefore the unique pullback random attractor is given by A(ω) = {(0, 0)}.
Existence of the pullback random attractor for the stochastic chemostat
We have proved that the system (9)- (10) has a unique global solution u(t; 0, ω, u 0 ) which remains in X for all u 0 ∈ X and generates the RDS {ϕ u (t, ω)} t≥0,ω∈Ω . Now, we define a mapping T : Ω × X −→ X as follows
whose inverse is given by
We know that v(t) = (S(t), x(t)) and u(t) = (σ(t), κ(t)) are related by (7)- (8) . Since T is a homeomorphism, thanks to Lemma 1 we obtain a conjugated RDS given by
which means that {ϕ v (t, ω)} t≥0,ω∈Ω is an RDS for our original stochastic system (5)-(6) whose unique pullback random attractor satisfies that A(ω) ⊆ B 0 (ω), where
In addition, under (17) , the unique pullback random attractor for (5)- (6) reduces to a singleton subset A(ω) = {(S 0 , 0)}, which means that the microorganisms become extinct.
We remark that it is not possible to provide conditions which ensure the persistence of the microbial biomass even though our numerical simulations will show that we can get it for many different values of the parameters involved in the system, as we will present in Section 4.
Numerical simulations and final comments
To confirm the results provided through this paper, in this section we will show some numerical simulations concerning the original stochastic chemostat model given by system (5)- (6) . To this end, we will make use of the Euler-Maruyama method (see e.g. [18] for more details) which consists of considering the following numerical scheme:
where f , g, f and g are functions defined as follows
and we remark that
where R is a nonnegative integer number and dW k are N (0, 1)−distributed independent random variables which can be generated numerically by pseudorandom number generators.
From now on, we will display the phase plane (S, x) of the dynamics of our chemostat model, where the blue dashed lines represent the solutions of the deterministic (i.e., with α = 0) system (1)-(2) and the other ones are different realizations of the stochastic chemostat model (5)- (6) . In addition, we will set S 0 = 1, a = 0.6, m = 3 and we will consider (S(0), x(0)) = (2.5, 5) as initial pair. We will also present different cases where the value of the dilution rate and the amount of noise change in order to obtain different situations in which the condition (17) is (or is not) fulfilled.
On the one hand, in Figure 3 we take D = 3 and we choose α = 0.1 (left) and α = 0.5 (right). In both cases, it is easy to check thatD = 1.5050 (left),D = 1.6250 (right) and µ(S 0 ) = 1.8750 thus, thanks to Proposition 3, we know that the microorganisms become extinct, as we show in the simulations. On the other hand, in Figure 4 we take D = 3 but, in this case, α = 1 (left) and α = 1.5 (right). Then, it follows thatD = 2 (left) andD = 2.6250 (right) then, since µ(S 0 ) = 1.8750 and thanks to Proposition 3, we also obtain the extinction of the species. Now, in Figure 5 we will take D = 1.5 and we choose α = 0.1 (left) and α = 0.5 (right). Then, we can check thatD = 1.5050 (left),D = 1.6250 (right) and µ(S 0 ) = 1.8750 thus, although it is not possible to ensure mathematically the persistence of the microbial biomass, we can get it for the previous values of the parameters, as we can see in the simulations. However, in Figure 6 we take D = 1.5, α = 1 (left) and α = 1.5 (right). Since condition (17) holds true, it is not surprising to obtain the extinction of the microorganisms. Finally, in Figure 7 we will take D = 0.8 and we will choose α = 0.1 (left) and α = 0.5 (right). It is easy to check thatD = 0.8050 (left),D = 0.9250 (right) and µ(S 0 ) = 1.8750 thus, although it is not possible to guarantee mathematically the persistence of the species, since (17) is not fulfilled, we can obtain it in this case. Remark 3 We would like to mention that the fact that the substrate S (or its corresponding σ) may take negative values does not produce any mathematical inconsistence in our analysis, in other words, our mathematical analysis is accurate to handle the mathematical problem. However, from a biological point of view, this may reflect some troubles and suggests that either the fact of perturbing the dilution rate with an additive noise may not be a realistic situation, or that we should try to use a some kind of switching system to model our real chemostat in such a way that when the dilution may be negative we use a different equation to model the system. This will lead us to a different analysis in some subsequent papers by considering a different kind of randomness or stochasticity in this parameter or designing a different model for our problem.
On the other hand, it could also be considered a noisy term in each equation of the deterministic model in the same fashion as in the paper by Imhof and Walcher [19] , which ensures the positivity of both the nutrient and biomass, although does not preserve the wash out equilibrium from the deterministic to the stochastic model (see e.g. [4] for more details about this situation).
