Messages often refer to entities such as people, places and events. Correct identification of the intended reference is an essential part of communication. Lack of shared unique names often complicates entity reference. Shared knowledge can be used to construct uniquely identifying descriptive references for entities with ambiguous names. We introduce a mathematical model for 'Reference by Description' and provide results on the conditions under which, with high probability, programs can construct unambiguous references to most entities in the domain of discourse.
Such methods are not new, and are commonly found in human communications. For example in the New York Times headline [20] 'John McCarthy, Pioneer in Artificial Intelligence ...' the term 'John McCarthy' alone is ambiguous. It could refer to a computer scientist, a politician or even a novel or film. In order to disambiguate the reference, the headline includes the description "Pioneer in Artificial Intelligence". An analysis, in the supplement, of 50 articles of different genres from different newspaper/magazine articles shows how 'Reference by Description' is ubiquitous in human communication.
The significance of this phenomenon goes beyond human communication. The problem of correctly constructing and resolving references to entities across different systems is at the core of many important problems:
Data Fusion: We are in a world of increasing data from disparate sources. Merging data from different sources (such as patient records with census data) is often required to compile a complete data set. The same entity may appear in multiple data sets with different names. Correctly reconciling these references is crucial. Application Interoperability: Communication between applications and devices is essential in many areas (healthcare, e-commerce, thermostats, etc.). Programs need to understand messages from other programs, which requires correctly resolving references to the entities in the message. Privacy: Conversely, when the entity about whom information is shared is a person, and it is done without the person's explicit consent (as with sharing of user profiles for ad targeting), it is critical this information not uniquely identify the person. Alignment: Often, sets of observations (biological sequences, satellite images, etc.) have to be aligned so that objects occurring in multiple observations are correctly matched. Though these observations might not involve symbols, the core problem is the same.
Humans do not and cannot have a unique name for everything in the world. Yet, we communicate in our daily lives about things that do not have a unique name (like John McCarthy) or lack a name (like his first car). Our long term goal is to enable programs to achieve communication just as effectively. We believe that like humans, programs too have to use 'Reference by Description'.
We are interested in understanding Reference by Description, not just because it is a phenomenon that is at the heart of communication, a phenomenon that each of us uses many times every day, but also because it has many immediate practical applications: How do we measure how much knowledge and language is shared? What is the minimum that needs to be shared for two communicating parties to understand each other? How big does a description need to be? When can the sender be sure that a description is unambiguous to the receiver? How do we bootstrap from little to no shared language? What is the computational cost and communication overhead of using descriptions instead of unique names?
In this paper, we present a simple yet general model for 'Reference by Description'. We devise measures for shared knowledge and shared language and derive the relation between these and the size of descriptions. From this, we answer the above questions.
Formal study of descriptions started with Frege [12] and Russell's [27] descriptivist theory of names, in which names/identity are equivalent to descriptions. Kripke [18] argued against this position using examples where differences in domain knowledge could yield vastly different descriptions of the same entity. We focus not on the philosophical underpinnings of names/identity, but on enabling unambiguous communication between software programs.
Computational treatments of descriptions started with linking duplicates in census records [30] . In computer science, problems in database integration, data warehousing and data feed processing motivated the development of specialized algorithms for detecting duplicate items, typically about people, brands and products. This work ( [10] , [6] , [14] and [25] ) has focused on identifying duplicates introduced by typos, alternate punctuation, different naming conventions, transcription errors, etc. Reference resolution has also been studied in computational linguistics, which has developed specialized algorithms for resolving pronouns, anaphora, etc.
Sometimes, we can pick a representation for the domain that facilitates reference by description. Keys in relational databases [8] are the prime example of this.
The goal of privacy preserving information sharing [9] is the complement of unambiguous communication of references, ensuring that the information shared does not reveal the identity of the entities referred to in the message. [2] , [22] discuss the difficulty of doing this while [17] shows how this can be done for search logs.
Most computational treatments have focused on specific algorithms for specific kinds of data. Our goal here is the development of a general model for studying the conditions required for communication of references.
Communication model
We extend the classical information theoretic model of communication from symbol sequences to sets of relations between entities. In our model of communication ( Fig. 1 ):
1. Messages are about an underlying domain. A number of fields from databases and artificial intelligence to number theory have modeled their domains as a set of entities and a set of N-tuples on these entities. We use this model to represent the domain. Since arbitrary N-tuples can be constructed out of 3-tuples [26] , we restrict ourselves to 3-tuples, i.e., directed labeled graphs. We will refer to the domain as the graph, and the entities as nodes, which may be people, places, etc. or literal values such as strings and numbers. 2. The sender and receiver each have a copy of a portion of this graph. The arcs that the copies have could be different, both between them and from the underlying graph. The nodes are assumed to be the same. 3. The sender and receiver each associate a name (or other identifying string like a phone number) with each arc label and some of the nodes in the graph. Multiple nodes may share the same name. Some subset of these names are shared. 4. Each message encodes a subset of the graph. We assume that the sender and receiver share the grammar for encoding the message.
5.
The communication is said to be successful if the receiver correctly identifies the nodes that the message refers to.
When a node's name is ambiguous, the sender may augment the message with a description that uniquely identifies it. Given a node X in a graph, there will be many subgraphs of different shapes and sizes that include X, each of which is a description. If a particular subgraph cannot be mistaken for any other subgraph, that subgraph is a unique description for X. The nodes (other than X) in the subgraph are called 'descriptor nodes'. In this paper, we assume that the number arc labels is much smaller than the number of nodes and that arc labels are unambiguous and shared. illustrate examples of this model that are situated in the following context: Sally and Dave, two researchers, are sharing information about students in their field. They each have some information about students and faculty: who they work for and what universities they attend(ed). Fig. 1 illustrates the communication model in this context.
Communication model
As the examples in Figures 2-4 illustrate, the structure of the graph and amount of language and knowledge shared together determine the size of unique descriptions. In this paper, we are interested in the relationship between stochastic characterizations of shared knowledge, shared language and description size. As discussed in [15] , we can also approach this from a combinatorial, logical or algorithmic perspective.
✓
Sally has to augment her description with annotations of the co-author of the student (Y). Dave can use a process similar to decoding Hamming codes to deduce that she is most likely describing student (3).
A i is the conditional entropy -the entropy of the probability distribution of over the set of entities given that the name was N i . When there is no ambiguity in a name (0 log 0 = 0), the ambiguity A i = 0 for that name. Conversely, if a name could refer to any node in the graph with equal probability, the ambiguity is A i = log(N ). When the sender and receiver have different understandings of the possible meanings of a name, ambiguity is defined in terms of conditional mutual information.
Given a set of names in a message, if we assume that the intended object references are independent, the ambiguity rate associated with a sequence of D names is the average of the ambiguity rates of the D names, A d . We use the AEP [7] to estimate the expected number of candidate referents of a set of names from from their ambibuity. Some names are more ambiguous than others. Typically, more ambiguous names are described using less ambiguous names. We distinguish between the ambiguity rate for nodes being described (A x ) versus that of the descriptor nodes (A d ).
The sender is trying to communicate a message that mentions a large number of randomly chosen entities with an ambiguity rate of A x (A x 0). The overall graph has N nodes. Each entity in the message has a description, involving on average, D descriptor nodes, whose ambiguity rate is A d . The description includes bD (b ≤ D/2) arcs between the descriptor nodes, which may be used to reduce the ambiguity in the descriptor nodes themselves, if any. The mutual information between sender's and receiver's view of the graph is M g . The sender searches through S different possible randomly chosen descriptions, looking for a unique description. For sufficiently long messages, with high probability, the average of the number of nodes in each description, D, is (see supplement for proofs):
Equation 17 is highly parameterized and covers a wide range of communication scenarios, some of which we discuss now. Unless otherwise stated, we assume that the sender can search through enough candidate descriptions so that log(N )/S A x . Even a random selection of log(N ) alternate sets of descriptor nodes will be enough. Smarter search will likely require far fewer sets to be examined.
Description Shape
The structure of the description affects the computational cost of constructing and decoding it.
Flat Descriptions Flat descriptions ( Fig. 2) , which are the easiest to decode, only use arcs between the node being described and the descriptor nodes. They can be decoded in O(aD), where a is the average degree of a node. For flat descriptions, b = 0, giving,
Flat descriptions
When the descriptor nodes are unambiguous (A d = 0), we have DM g = A x , i.e., the entropy of the description is equal to the ambiguity being resolved. Flat descriptions are very easy to decode, but require relatively unambiguous descriptor nodes, i.e.,
Most descriptions in human communication fall into this category.
Deep Descriptions If the descriptor nodes themselves are very ambiguous (M g − A d is small), the ambiguity of the descriptor nodes can be reduced by adding bD arcs between them. If the descriptor nodes are considerably less ambiguous than the node being described (A d < A x /2), all ambiguity in the descriptor nodes can be eliminated by including A d /M g links between them. After doing this, we get: A x /M g , the minimum size of the description for X, is a measure of the difficulty of communicating a reference to X. It can be high either because X is very ambiguous (A x → log(N )) and/or because very little unique is known about it (M g → 0). A x /M g is also practically useful when constructing descriptions. Often the sender does not know exactly what the receiver knows, but only the aggregate M g . In such cases A x /M g is a useful lower threshold for the description size.
Purely Structural Descriptions Imagine communicating with someone with whom no language is shared. Under what conditions can we bootstrap from shared knowledge? In this case, all nodes have the maximal ambiguity (A e = A d = log N ) and we have to rely purely on the structure of the graph. We have:
Purely structural descriptions (4) where b = D/2. By using detailed descriptions that include multiple attributes of each of the descriptor nodes, we can construct unambiguous references even when there is almost no shared language.
Limited Sender Computation
Though every node has a unique description of size A x /M g , most descriptions of that size are not unique. In some cases, the sender may not be able to search through multiple candidate descriptions, checking for uniqueness. This could be for computational reasons, for example, if the sender is a low power device with very limited memory. In such cases, the sender can enumerate a sequence of facts about the entity and at some point, should have uniquely identified the entity. We call these 'landmark descriptions'. How big does such a description need to be? This corresponds to S = 1 in equation 17. Assuming unambiguous descriptor nodes, we get:
Language vs Knowledge + Computation trade off
Consider describing a node with no name (A x = log(N )). We could use purely structural descriptions, which use no shared language. We could also, use a flat landmark description (equation 24) which makes much greater use shared language and ignores most of shared graph structure/knowledge. Though the number of nodes D = 2 log(N )/M g is the same in both, flat descriptions are of length O(D), require no computation to generate and can be interpreted in time O(aD). The former, in contrast are of length O(D 2 ). Further, since generating and interpreting them involves solving a subgraph isomorphism problem, they may require O(N 2 log(N )/Mg ) time to interpret. This contrast illustrates tradeoff between shared language, shared domain knowledge and computational cost. We can overcome the lack of shared language by using shared knowledge, but only at the cost of exponential computation.
Minimum Sharing Required
When D, the number of nodes required to uniquely describe X, exceeds N , it is not possible to communicate a reference to X. When there are relatively unambiguous descriptor nodes available, A x /M g has to be less than N . As the ambiguity of the descriptor nodes increases, domain knowledge has to play a greater role in disambiguation. In the limit, when there are no names, we have to use purely structural descriptions. In this case, 2 log(N )/M g has to be less than N .
Communication Overhead
Descriptions overcome ambiguity in names at the cost of additional computation. We now look at the communication overhead introduced by descriptions. If all nodes had unambiguous names, communicating the reference to a node would require log(N ) bits. How does this compare to using a description to refer to that node?
We restrict our attention to the case where the sender and receiver share the same view of the graph and use flat descriptions with unambiguous descriptor nodes to refer to the remaining nodes, which don't have any names. We need a description where D = 2 log(N )/H g , but since the description is a string from the adjacency matrix which has entropy H g , it can be communicated using 2 log(N ) bits. So, compared to using unambiguous names, there is overhead of a factor of 2. The number of bits in the encoded description is independent of the entropy of the graph. The increase in description size because of lower entropy is offset by the compressibility of the description.
Non-identifying descriptions
Though our primary interest is on unambiguously communicating references, we briefly discuss the complementary problem of how much information can be revealed about an entity without identifying it. This is of use in applications involving sharing data for data mining, for delivering personalized content, advertisements, etc.
Since the purpose is to hide the identity of the entity, its name is not included in the description, i.e., A x = log(N ). The sender picks D nodes at random and describes the relationship of the entity to these nodes. We are interested in how big D can be, for any such selection of D nodes, while ensuring that the entity is indistinguishable from K other entities [9] . For flat descriptions we have:
Comparing this to equation 2 (with A x = log(N )), we see that there is only a small size difference between non-identifying descriptions and the shortest unique description. This is because of the phase change discussed in [15] . At around D = A x /(M g − A d ), the probability of finding a unique description of size D abruptly goes from ≈ 0 to ≈ 1.
Though most descriptions of size A x /(M g − A d ) are not unique, for every node, there is at least one such description that is unique. Further, given that the AEP is an approximation, there will be variation in the size of the smallest unique descriptions. Consequently, equation 6 should be treated as a necessary but not sufficient condition for anonymity.
Equation 6 is of practical use for detecting when privacy violations might have taken place. Given a large set of entity descriptions, if the average size of description is close to or larger than this limit, then, with high probability, at least some of the entities have been uniquely identified.
Conclusion
As Shannon [28] alluded to, communication is not just correctly transmitting a symbol sequence, but also understanding what these symbols denote.
Even when the symbols are ambiguous, using descriptions, the sender can unambiguously communicate which entities the symbols refer to. We introduced a model for 'Reference by Description' and show how the size of the description goes up as the amount of shared knowledge, both linguistic and domain, goes down. We showed how unambiguous references can be constructed from purely ambiguous terms, at the cost of added computation. The framework in this paper opens many directions for next steps:
-Our model makes a number of simplifying assumptions. It assumes that the sender has knowledge of what the receiver knows. An example of this assumption breaking down is when two strangers speaking different languages have to communicate. It often involves a protocol of pointing to something and uttering its name in order to both establish some shared names and to understand what the other knows. A related problem appears in the case of broadcast communication, where different receivers may have different levels of knowledge, some of which is unknown to the sender. A richer model, that incorporates a probabilistic characterization of not just the domain, but also of the receiver's knowledge, would be a big step towards capturing these phenomena. -Though we have touched briefly on practical applications of our model, much work remains to be done. One important task is the development of algorithms for constructing unique descriptions. -The use of AEP, though reasonable for long sequences, does not hold for short descriptions in domains with complex, long range dependencies. Understanding the relation between shared knowledge, language and descriptions for such complex structures would be very interesting.
Supplement
In this supplement we first derive the results presented in the main paper. We then report on an analysis of references to people, places and organizations in 50 news articles, which shows the ubiquity of descriptive references. Finally we discuss some alternate formalizations of Reference by Description.
Problem Statement
We are given a large graph G with N nodes and a message, which is a subgraph of G.
The message contains a number of randomly chosen nodes. We construct descriptions for each of the nodes (X) in this subgraph so that it is uniquely identified. We are interested in a stochastic characterization of the relationship between the amount of shared domain knowledge, shared language, the number of nodes in the description (D) and the number of arcs (L) in the description. We model the graph corresponding to the domain of discourse, and the message being transmitted, as being generated by a stochastic process. We carry over the assumption from Shannon [28] and information theory [7] that sequences of symbols (in our case, entries in the adjacency matrix) are generated by an ergodic process. More specifically, we assume that the Asymptotic Equipartition Property (AEP) [7] holds. The AEP states that if we have a process generating strings of length L, according to a probability distribution that has an entropy rate H, then the set of possible strings can be partitioned into two sets: the first set of size 2 LH , which is called the 'typical set', of strings that are likely to occur, and the second set, containing the remaining strings, that are not likely to occur. The strings in the typical set are equiprobable.
Graphs differ in their ability to support distinguishing descriptions. If the portion of the graph around a node looks like the portion around every other node, as it does in a clique, it becomes more difficult to construct unique descriptions. As the variety in the graph, or its randomness, increases, it becomes easier to construct distinct descriptions. We are interested in characterizing graphs from the perspective of estimating the probability distribution of descriptions.
A graph can be represented by its adjacency matrix. If we view the adjacency matrix as a set of strings, we can apply traditional information theoretic metrics for measuring the randomness or variety in a graph. We use the entropy rate of these strings, H g , as the measure of the domain knowledge available to share and the mutual information M g about these strings between the sender and receiver as the measure of the shared domain knowledge. There are many different ways of associating an entropy measure with a graph [21] , with different measures being appropriate for different applications. For our purpose, namely, to estimate the number of likely descriptions of a given size, this simple measure, the entropy rate of strings in the adjacency matrix, is adequate. Given graph with entropy H g , if we consider descriptions with L arcs, 2 LHg descriptions fall into the typical set and are likely to occur with equal probability.
Differences in the views of the sender and receiver reduce the shared knowledge that descriptions can use. E.g., if 'color' is one attribute of the nodes but the receiver is blind, then the number of distinguishable descriptions is reduced. Some differences in the structure of the graph may be correlated. E.g., if the receiver is color blind, some colors (such as black and white) may be recognized correctly while certain other colors are indistinguishable. We use the mutual information (M g ) between the sender's and receiver's versions of the graph's adjacency matrix as the measure of their shared knowledge. If the mutual information about the graph, between the sender and receiver is M g , then, from the 2 LHg descriptions of length L, we get 2 LMg distinguishable sets of descriptions. If the sender and receiver have the same view of the graph, M g = H g .
Given our interest in probabilistic estimates on the sharing required, we focus on graphs generated by stochastic processes. Since the work of Erdos and Renyi [11] , many stochastic processes for generating different kinds of graphs have been studied. The most studied is the original Erdos-Renyi model, denoted G(N, p), in which we have a graph with N nodes, and any pair of nodes has an edge between them with probability p. The G(N, p) model, which deals with undirected, unlabeled graphs can be extended to directed labeled graphs. In the directed labeled graph version, the probability of the arc between any pair nodes having the label L i ∈ L is p i . For G(N, p) graphs, the entropy rate H g is given by
Entropy of a G(N, p) graph
More recent work on stochastic graph models has tried to capture some of the phenomenon found in real world graphs. Watts, Newman, et. al. [29] , [23] study small world graphs, where there are a large number of localized clusters and yet, most nodes can be reach from every other node in a small number of hops. This phenomenon is often observed in social network graphs. 'Knowledge graphs', such as DBPedia [3] and Freebase [4] , that represent relations between people, places, events, etc., tend to exhibit complex dependencies between the different arcs in/out of a node. Learning probabilistic models [13] of such dependencies is an active area of research.
G(N, p) graphs assume independence between arcs, i.e., the probability of an arc L i occurring between two nodes is independent of all other arcs in the graph. Clustering and the kind of phenomenon found in knowledge graphs can be modeled by discharging this independence assumption and replacing it with appropriate conditional probabilities. For example, the clustering phenomenon occurs when the probability of two nodes A and C being connected (by some arc) is higher if there is a third node B that is connected to both of them.
When the graph is generated by a first order Markov process, i.e., the probability of an arc appearing between two nodes is independent of other arcs in the graph, as in G(N, p), H g is given by equation 7. For more complex graphs where there are conditional dependencies between the arcs in/out from a node, we need to model the graph generating process as a second or even higher order Markov processes to compute H g .
As mentioned earlier, the analysis in this paper applies to any random graph where strings from the adjacency matrix obey the Asymptotic Equipartition Property (AEP). The AEP is used to estimate the probability of a particular kind of structure (i.e., description) occurring between a set of candidate descriptor nodes and the node being described. This approximation allows us to make estimations about the probability distribution of descriptions.
It should be noted that for many naturally occurring graphs, the adjacency matrix does not obey the AEP. Newman, et. al. [5] , Adamic, et. al. [1] and others introduce the concept of 'preferential attachment' to study power law networks, where a small number of nodes are connected to a large number of other nodes, a phenomenon found in the web graph. In the adjacency matrix for such graphs, we find most rows filled with zeros (corresponding to the lack of an arc) and a small number of rows, corresponding to the highly connected nodes, filled with ones. Different randomly chosen strings, will have very different distributions, depending on whether they correspond to one of the small number of highly connected nodes or one of the more numerous sparsely connected nodes.
Estimating H g
Graphs representing many real world phenomenon tend to exhibit properties such as clustering and power law distributions. In such cases, it is possible that only certain portions of the graph are used to construct descriptions. The measures H g and M g are restricted to the portions of the graph that are used for constructing descriptions. We motivate this with a simple example. Consider two graphs: 1. A G(N, p) graph with N nodes and probability p of arc between any two nodes 2. A graph which is the union of two G(N, p) graphs like (1) , with no connections between them, but with N/2 nodes in each graph. Further, the sum of the number of arcs in the two clusters is the same as in (1) . So, this graph has the same ratio of nodes to arcs that the first has.
We would not expect the average description lengths for these two graphs to be the same. In the second graph, descriptions in each cluster will not be affected by the other cluster. Consequently, the average description length will be smaller. However, a simple empirical estimation of H g , based simply on the number of arcs and number of nodes cannot distinguish between the structures of these two graphs. There has been work [24] on more rigorous ways of estimating the entropy of such structures. However, even those will tend to yield estimates for H g for the second graph, which predict substantially larger descriptions than would be actually required. We outline an approach to estimating H g , that is more appropriate for estimating the size of descriptions in graphs that exhibit phenomenon such as clustering.
In the second graph, the nodes in each cluster will find descriptors in their own cluster. If one looks at just the two clusters as independent graphs by themselves, their entropy is much higher than that of the first graph. The first graph does allow nodes in one cluster to possibly use nodes from the other cluster as descriptors, but since there are no arcs between them, this is not very useful. If we look at the adjacency matrix for the second graph, we find that two of the quadrants the matrix have entries and the other two quadrants are empty. These empty quadrants are not likely to get used in any description. Our approach is to compute the entropy of the portion of adjacency graph that is required to construct unique descriptions for all the nodes.
In a later section (eq. 17) we will see that the sender needs to examine O(log(N )) possible descriptions to find the shortest unique description. If a description is to have D nodes, there are N D sets of D nodes, each of which is a potential set of descriptor nodes. If D << N , the number of candidate descriptor sets is much larger than the number the sender needs to examine in oder to find a description of the size estimated by equation 25, which is the smallest size for a given M g . Our approach is to use compute the entropy only for the portions of the graph that get used in the shortest unique descriptions. This will enable us to more accurately estimate the average size of the shortest descriptions.
Given a stochastic process for generating a graph and a node X consider all the subgraphs, that include X that can generate O(log(N )) sets of descriptors of size D for X. Of these, one subgraph will have the highest entropy rate. That is the entropy rate associated with X. The entropy rate of the graph as a whole is the average of the entropy rates of its nodes. This approach extends the concept of local Shannon entropy [31] , which was developed in the context of images, to graphs. With images, there is a natural geometric definition of locality. In our case, extend the concept of locality to be the set of nodes that are best suited to describing the given node.
Description Shapes
The number of nodes (D) in a description of length (L) depends on its shape. The decoding complexity of a description is a function of both its size and its shape. Flat descriptions, which are the easiest to decode only use arcs between the node being described and the nodes in the description. E.g., Jim, who lives in Palo Alto, CA, age 56 yrs, works for Stanford, studied at UC Berkeley, married to Jane. The description consists of the arcs from node being described, Jim, to the descriptor nodes, Palo Alto CA, 56 yrs, Stanford, UC Berkeley and Jane. The length (L) flat descriptions, i.e., the number of arcs included, is the same as the number of nodes (D), i.e., L = D. They have O(aD) decoding complexity, where a is the average degree of each node.
L3 L2 L1

Flat
Deep Intermediate
Description Shapes
Flat descriptions are most effective when the descriptors have low ambiguity and do not require disambiguation themselves. In the previous description of Jim, the terms 'Palo Alto, CA', 'Stanford' and 'UC Berkeley' are relatively unambiguous. Most descriptions in daily communication are relatively flat. When low ambiguity descriptor terms are not available, the descriptor terms might need to be disambiguated themselves. In such cases adding 'depth' to the description is helpful.
In their most general form, deep descriptions do not impose any constraints on the shape. E.g., Jim, who is married to Jane who went to school with Jim's sister and whose sister's child goes to the same school that Jim's child goes to. This description includes a number of links between the descriptor nodes (Jane, Jane's school, Jim's sister, etc.). The goal is capture some unique set of relationships that serve to unambiguously identify the node being described. Decoding deep descriptions involves solving a subgraph isomorphism problem and is NP-complete. These descriptions have length up to L = D 2 /2 and have O(N D ) decoding complexity.
A trade off between decoding complexity and expressiveness can be achieved with by constraining the arcs (between descriptor nodes) that are included in the description. More specifically, the D nodes in the description can be arranged into square blocks where only the arcs within each block are included in the description. We assume that there are Db links between the descriptor nodes giving us L = D(b + 1). This is illustrated in Fig. 1 , with the label 'intermediate'. When b = D/2, these reduce to the general form of deep descriptions.
Description Probability
We are given a node X that we are trying to describe and a particular set of D candidate descriptor nodes. We wish to estimate the probability that the relation of X to these descriptor nodes uniquely identifies X. For this, we need to know the probability (p) of that relation occurring between some other node Y and this set of D descriptor nodes.
We use the AEP to estimate this probability. Since each description is a substring from the adjacency matrix (viewed as a string), for sufficiently large L, the number of likely descriptions with L arcs and their probabilities is the same as the size of the typical set of strings of size L. I.e., there are 2 HgL likely equiprobable descriptions with L arcs.
Intuitively, we will need longer descriptions, i.e., larger L, when the node being identified has greater ambiguity. However, when the node being identified has lower ambiguity (i.e., low A x ), L will be shorter and it may be inappropriate to apply the AEP to derive bounds on the size of individual descriptions. However, when we consider a long enough message that refers to many entities, the string corresponding to the concatenation of all the description strings will be sufficiently long and should obey the AEP. This allows us to derive bounds on the average size of the description in sufficiently long messages.
Shared Language
The sender picks a description containing D entities. She picks a name for each entity giving us the names N 1 N 2 N 3 ...N D . When the receiver gets these potentially ambiguous names, he realizes that these names could correspond to a number of different combinations of entities. We are interested in how many such combinations are likely to occur (i.e., are in this 'typical' set).
Let the probability of the name N i denoting the entity O j be p ij . We define the Ambiguity A i of a name N i as
A i is the conditional entropy -the entropy of the probability distribution of over the set of entities given that the name was N i .
We make the assumption that the different p ij corresponding to N 1 N 2 N 3 ...N D are independent. We note that this is not always a reasonable assumption, given that these symbols appear together in a description. Nevertheless, it gives us a bound on the total ambiguity. Thus the ambiguity rate of N 1 N 2 N 3 ...N D is
Given a sequence of D names with the ambiguity rate A d , the size of the typical set of interpretations is 2 DA d by the AEP. It is possible that the receiver does not associate the name N i with O j . In this case, the ambiguity is defined in terms of conditional mutual information (as opposed to conditional entropy).
Ambiguity is an (inverse) measure of shared language. If there is no ambiguity, language is fully shared. If a name could denote any entity (A i = log N ), then there is no shared language (for that name).
The probability of a name N i referring to a particular entity p i is often a function of the context. For example, in the context of computer science, 'John McCarthy' likely refers to the founder of the field of Artificial Intelligence. However, in the context of No-fault insurance legislation, it is more likely to refer to the former assemblyman from Huntington, N.Y. In this paper, we do not model the effect of context.
Description Size for Unambiguous Reference
Consider a family of descriptions where a node X, which has the ambiguous name N x , is described using D descriptor nodes. If these descriptor nodes are not ambiguous, and the mutual information of the graph is M g , there are 2 DMg possible, usable, equiprobable descriptions (in the typical set) created by the arcs between X and D nodes. The probability of a particular description from this set occurring between X and a particular set of D descriptor nodes is p = 2 −DMg .
If there is ambiguity in the names of the D descriptor nodes, the sender may choose to include some of the relations between these D nodes to reduce, or even completely eliminate this ambiguity. Note that it may be possible to disambiguate X without completely disambiguating all D nodes. Though some of the descriptor nodes may be included purely to disambiguate other descriptor nodes, in our analysis, we assume that the sender includes all the arcs between X and all the descriptor nodes.
Let the ambiguity of X be A x 1 . Let the ambiguity rate of the descriptor nodes be A d . Then the number of possible interpretations of the name for X is 2 Ax and for N 1 , N 2 , ...N D , the names of the D descriptor nodes, is 2 DA d .
The sender chooses to include bD relations links between the D nodes. If the entropy of this portion of the graph is H g , there are 2 bDHg equiprobably possible graphs of this size. If the names of the descriptor nodes are mutually distinguishable (i.e., even if nodes in the description are ambiguous, these alternate interpretations don't also occur in the description), then none of these possible graphs can be confused for another of the possible graphs because of automorphisms. On the other hand, if A d is very high, then some of these graphs cannot be distinguished from one another. In the limit, if A d = log(N ), i.e., none of the descriptor nodes have any names, then there may be upto D! automorphisms [16] amongst the these graphs. If α is the number of nodes that may be confused with each other, the the probability of bD relations included in the description having one particular shape is 2 −bDHg α!. If the sender and receiver don't have the same view of the graph, the usable number of distinct shapes is 2 bDMg /α! = 2 bDMg−log(α!) .
The relations between the descriptor nodes are included for the sake of disambiguating them. We know that without these relations, there are 2 DA d possible interpretations of the descriptor nodes. There is already 1 interpretation with this given set of relations. So the total number of expected interpretations with this set of relations is
Using Stirling's approximation for log(α!) = α log( α e ),
We approximate this with
We now show how this approximation holds for the different cases.
1. When A d is small, 2 DA d ≈ 1 (i.e., the D nodes are almost unique), and the number of interpretations is close to 1, as estimated by expression 10 2. When A d is large, (2 DA d − 1) ≈ 2 DA d . This has two cases:
(a) if bM g − α log( α e ) is large, i.e., greater than A d , expression 8 evaluates to ≈ 1, as does the approximation 10 (b) If it is smaller than A d , the approximation 10 gives us 2 DA d −bDMg+α log( α e ) , the same as expression 8.
We now further simplify expression 10. Let R = max(0, A d − bM g + α log( α e )). We again have two cases.
1. In the case where A d is small (i.e., most nodes in the description have few or no other nodes in the graph with the same name) α, the number of nodes in the description that have other nodes in the description with the same name, will be very low. In this case, R ≈ max(0, A d − bM g ). 2. In the case where A d is large (i.e., most nodes in the description have many, upto N , other nodes in the graph with the same name) α, the number of nodes in the description that have other nodes in the description with the same name, will not be small. However, in this case, since A d → log(N ), DA d D log(D), we still have R ≈ max(0, A d − bM g ).
In other words, the contribution of the term log(α!) is much smaller than of the term D(A d − bM g ). Intuitively, this means that the number of automorphisms is very small compared to the total number of possible graphs of size D.
There are 2 Ax interpretations of the name for X. There are 2 DR (2 Ax − 1) alternate interpretations of the names of the nodes that may assign N x to a node other than X. If A x ≈ 0, there is no ambiguity left to resolve and we are left with the trivial case. Assuming A x 0 and hence (2 Ax − 1) ≈ 2 Ax we get 2 DR+Ax alternate interpretations. Consider one particular set of randomly chosen D descriptor nodes, D i , that have some set of arcs to X. The probability of this set of arcs occurring is p = 2 −DHg . The probability of one of the other nodes, Y , which has the same name N x , having the same set of arcs to D i is also p, by the AEP. The probability of this particular set of D descriptor nodes providing a unique description for X is
The sender searches through S such sets of D descriptor nodes. The probability of none of these S descriptions being unique is:
We want to pick a description size such that, at most, a small constant number (C) of the N nodes in the graph to not have unique descriptions
Using the binomial approximation (we assume that the number of descriptions is large and hence p is very small),
Taking logs
Ignoring log(C) since C is small and C ≥ 1,
There are D arcs between X and the descriptor nodes. There are 2 DHg equiprobable descriptions that are likely to occur. We have 2 DMg distinguishable descriptions, from which, we get p = 2 −DMg . As mentioned earlier, we assume that all D links to the descriptor nodes are used in the description. If this is not the case, p will be higher. Substituting for p, and solving for D, we get,
This gives us an upper bound on D. Note again that this is the upper bound on the average number of descriptor nodes for the entities in a sufficiently long message. When A x is low, individual entities in the message may have shorter or longer descriptions. We now show that this is also a lower bound (under the assumption, A x 0). Since p = 2 −DMg , we rewrite expression 14 as :
This is actually the number of ambiguous nodes. Let
where δ can be positive or negative. We get 
Clearly, for large N , the only way the number of ambiguous nodes does not grow with N is if δ ≤ 0, showing that equation 17 is a lower bound as well.
Phase change with description size
In our above proof, we restricted our attention to the case where all descriptions are of the same size D for nodes with the same ambiguity. We now show why this is justified. In equation 12, letting p = 2 −M d D , we get the probability p u of a node having a uniquely identifying description of size D:
S can be very large (upto N D ). Unless M d is very small, small changes in D have a large effect on p u . Using the binomial approximation, we get:
Let D = 2 Ax+DR /M d + δ, where δ can be positive or negative. This gives us
Given the size of S in the exponent, it is easy to see how as δ goes from negative to positive, at around δ = 0, p u abruptly goes from being p u ≈ 0 to p u ≈ 1. So, for a certain D which is just less than given by equation 17 almost none of the nodes have unique descriptions. When the description size reaches that given by equation 17 there is an abrupt change and almost all nodes have unique descriptions.
Searching through candidate descriptions
Description size (and hence decoding cost) is influenced by S, the number of potential descriptions the sender can search through. S = 1 corresponds to the case where D is sufficiently large, so that any selection of D nodes will likely form a unique shape. This minimizes the sender's computation at the expense of description length and receivers compute cost. The D nodes can be selected such that the same D nodes are used to describe all the remaining N − D nodes or each node can use a different set of D nodes to describe it. We call these 'landmarks' nodes and the associated descriptions are called 'landmark descriptions'. From eq. (17), we have:
Intuitively, the size of D given by equation 24 answers the following question: how many randomly chosen facts about an entity does one have to specify to uniquely identify that entity, with high probability. Note that in this case, the sender is not looking at the other entities in the domain to see if the description is unique. If the description is longer that the size given by equation 24, it is very likely unique.
At the other extreme, the sender could search through enough descriptions to find the smallest set of descriptor nodes for uniquely identifying X. For each description, the sender checks to see if the description is indeed unique. It is enough for the sender to search through S randomly chosen descriptions such that log N S ≈ C, where C is a small constant (which can be ignored). In practice, by going through candidate descriptions in something better than random order, far fewer than O(log(N )) descriptions need to be considered. In this case:
Flat Descriptions
The shape of the description influences decoding complexity. Flat descriptions, which are the easiest to decode, only use arcs between the node being described and the nodes in the description -no arcs between other nodes in the description are considered. Thus for these b = 0.
Flat descriptions (26) In the case where we do not have a name for the node being described, we get:
Flat descriptions (27) As expected, flat descriptions are longer when the sender can not search through multiple candidates.
Flat landmark descriptions (28) If M g < A d , we cannot use flat descriptions.
Deep Descriptions
When A d > 0, the number of nodes in the description may be reduced by using deep descriptions. In deep descriptions, in addition to the arcs between the descriptor nodes and X, arcs between the D nodes may also be included in the description. We include bD arcs between the descriptor nodes in the description. If b ≤ A d Mg , for S = 1, we get deep landmark descriptions:
Deep Landmark Descriptions (29) Note that if (b + 1)M g < A d , then communication will not be possible. When the descriptor nodes are unambiguous, adding depth does not provide any utility. For sufficiently large S,
Deep Descriptions (30) When A d < 2A x , A d /M g < D/2 and we can eliminate ambiguity in the descriptor nodes without increasing D, giving us:
Given a particular M g , A d , A x , deep descriptions have the fewest nodes. As M g decreases or A x (or A d ) increases, we need bigger descriptions.
Purely Structural Descriptions
For purely structural descriptions (i.e. no names), A x = A d = log N . Allowing b = D/2 in equation 30:
From which we get:
Message Composition / Self Describing Messages
We have allowed for the entities in a message to be randomly chosen. The entities in the message may or may not have significant relations between them. For example, if the message is a set of census records or entries from a phone book, the different entities in the message will likely not be part of each other's short descriptions. In contrast, in a message like a news article, the entities that appear do so because of the relations between them and can be expected to appear in each other's descriptions. We call messages, where all the descriptors for the entities in the message are other entities in the message, 'self describing' messages. We are interested in the size of such messages.
In this case the message includes the relationship of each node to all the other nodes. Setting A x = A d = A in equation 29 and assuming A d /M g < D/2 and A d log(N ), we get:
All messages with at least as many nodes as given by equation 35, which includes all the relations between the nodes, are self describing.
Comparing eq. 24 to eq. 31 we see that while most sets of A x /M g nodes do not have a unique set of relations, about O(1/ log(N )) of them do. Setting b = D/2 and A x = A d = A in equation 30, and approximating, we get:
The minimum size of a self describing message is given by equation 36.
Communication Overhead
Descriptions can be used to overcome linguistic ambiguity, but at the cost of added computational complexity in encoding and decoding descriptions. We now look at the impact of descriptions on the channel capacity required to send the message. We only consider the case where the sender and receiver share the same view of the graph. Consider a message that includes some number of arcs connecting M nodes. If we assume that the number of distinct arc labels is much less than N , most of the communication cost is in referring to the M nodes in the message. Now, consider the case where each node in the graph is assigned a unique name. Each name will require log(N ) bits to encode. If the message is a random selection of arcs from graph, we need M log(N ) bits to encode references to the nodes.
Next consider encoding references to these M nodes using flat descriptions with unambiguous landmarks. We will need descriptions of length 2 log(N )/H g . These descriptions are strings from the adjacency matrix and have an entropy rate of H g . So, the string of length 2 log(N )/H g can be communicated using 2 log(N ) bits and references to M nodes will require 2M log(N ) bits. Comparing this to using unique names for each node, we see that there is a overhead factor of 2. Now consider encoding references to these M nodes using purely structural descriptions. These descriptions require 2 log(N )/H g nodes and are of length 2(log(N )/H g ) 2 and we will require 2 log(N ) 2 /H g bits to represent each description, giving us an overhead of 2 log(N )/H g . We see that purely structural descriptions are not only very hard to decode, but they also incur a significant channel capacity overhead. This is assuming that the nodes in the message are randomly chosen. However, if the message is self describing, each of the nodes in the message serves as descriptors for the other nodes in the message, amortizing the description cost. Since there are 2 log(N )/H g nodes in the message, there is no overhead.
Non-identifying descriptions
We are interested in the question of how much can be revealed about an entity without uniquely identifying it. This is of use in applications involving sharing data for research purposes, for delivering personalized content, personalized ads, etc.
If the explicit goal is to create the longest description without identifying the object, it may be possible to create very large descriptions satisfying this requirement. E.g.,
given a person, one could create a large description of the form 'the person has 2 eyes, 2 hands, a heart, a liver, ...'. To avoid this problem, we look at the case where the set of facts about the entity are selected at random. In terms of our model, we pick D nodes at random and describe the entity in terms of its relation to these nodes. Since the purpose is to hide the identity of the entity, the name of the entity is not included in the description, i.e., A x = log(N ). The sender picks D nodes at random and describes the relationship of the entity to these nodes. We are interested in how big D can be, for any such selection of D nodes, such that at least K other nodes satisfy this description. In other words, how big can the description get while still guaranteeing K − anonymity [19] .
Given N nodes and M descriptions, assume that each node is randomly assigned a description. The probability that a given description corresponds to r nodes is approximately:
where λ = N M -this is a Poisson process with parameter λ. However, since there are 2 DA d interpretations for D, let us find the number of other nodes that also map to these 2 DA d descriptions. Since the sum of Poisson processes is a Poisson process, we find that the probability of r additional nodes mapping to any of these 2 DA d descriptions is
Thus the approximate number of nodes with fewer that K such conflicts is
We want this number to be a small constant U , thus
The left hand side consists of the first K terms of the Taylor series of e x . Using Taylor's theorem we have
Substituting the summation, we get:
Using Stirling's approximation K! ≈ (K/e) K and taking K-th roots of both sides,
Since U/N is small, we can use the binomial approximation to get
Since U KN , we can ignore U , giving us
Taking logs we get:
Discussion on non-identifying descriptions
Comparing equation 47 to equation 27, we see that D for 'K-anonymity' is very close to the D for the shortest description of that node. For any node, there are a lot -N Dof descriptions of size log N −log K M d −A d . All of these are satisfied by at least K other nodes. In fact, we could use a slightly larger value of D, as given in equation 47 and most descriptions of this size would be satisfied by at least one other node. Most size D descriptions do not reveal identity. But for every node, there is at least one description of size log N/(M d − A d ) that uniquely identifies it. Once the description size exceeds 2 log N/(M d − A d ), then, with high probability, every description of that size uniquely identifies the node. So, in order to be very sure that the description is ambiguous, it should be kept smaller than log N/(M d − A d ).
This behavior of descriptions -until a certain size D < log N/(M d −A d ) they are, with high probability ambiguous, but once they cross that threshold, there is a 'phase transition' and their ambiguity cannot be guaranteed -follows from from the analysis in section 4.1.
Note also that the AEP, which we assume, holds only for long sequences. In our case, we use the AEP to estimate the average description size of the nodes appearing in a sufficiently long message. Given that the AEP is an approximation for shorter messages, it is possible that a particular node may have a shorter or longer description than that estimated in this paper.
Therefore, limits derived above are a neccessary, but not sufficient condition for anonymity. If the average size of the descriptions in a sufficiently large set of descriptions is higher than that given by equation 47, then, with high probability, anonymity has not been preserved.
Reference by description is ubiquitous in everyday human communication. Below are the results of an analysis of 50 articles from 7 different news sources, covering 3 different kinds of articles -analysis/opinion pieces, breaking news and wedding announcements/obituaries. We extracted the references to people, places and organizations from these articles. In each article entity pair, we examined the first reference in the article to that entity and analyzed it. The number of entities referenced and the size of descriptions, as measured by the number of descriptor entities in the description, are given in tables 1 and 2. We found the following: Number of entity reference in each source, broken down by article type Given that these articles are stories, the entities that are mentioned in them are closely related. They have a high level of coherency in the sense of section 11.6. Consequently, there exists no clear distinction between the parts of the description that serve to identify an entity from the message itself. Average description size in each source, broken down by article type
Alternate Problem Formulations
Descriptions based on random graph models are only one way of looking at the problem of Reference by Description. In this section, we briefly look at three alternate formulations.
Combinatorial analysis
Here, we continue to use the model described in section 3, but instead of a probabilistic analysis, we can look at it from a combinatorial perspective. Variations exist for the following combinatorial decision problem: Given a graph with N nodes, B names and description size D, where each node is assigned one or zero of these names, does each node have a unique description, with fewer than D nodes? In the worst case, B = 0, in which case verification of a possible solution includes solving a subgraph isomorphism problem. Since subgraph isomorphism is known to be N P complete, this problem is N P complete. Since there are N D sets of D nodes, we might need to solve as many subgraph isomorphism problems.
Descriptions and Logical Formulae
Here, we continue to model the domain of discourse as a directed labelled graph, but instead of restricting descriptions to subgraphs, we allow for a richer description language. More specifically, we use formulae in first order logic as descriptions.
Consider the class of descriptions where the node being described has no name (A x = log(N )), where some of the nodes in the description similarly have no name and others have no ambiguity. This class of descriptions can be represented as a first order formula with a single free variable (corresponding to the node being described) and some constant symbols (nodes with shared names). The formula is a unique descriptor for a node when the node is the only binding for the free variable that satisfies the formula. The simplest class of descriptions, 'flat descriptions', corresponds to the logical formula:
where L xi is the label of the arc between X and the i th descriptor node.
Deep descriptions can be seen as introducing existentially quantified variables (corresponding to the descriptor nodes with no names) into the description. For the sake of simplicity, we consider graphs with a single label, L (and L null indicating no arc). Consider a description fragment such as L i (X, S j ), where L i is either L or L null . Let us allow a single nameless descriptor node. This corresponds to (∃y L i (X, y) ∧ L i (y, S j )) Introducing two nameless descriptor nodes corresponds to (∃ (y 1 , y 2 ) L i (X, y 1 ) ∧ L i (X, y 2 ) ∧ L i (y 1 , y 2 ) ∧ L i (y 2 , y 1 )
We can define different categories of descriptions by introducing constraints on the scope of the existential quantifiers. For example the nameless descriptor nodes can be segregated so that there are separate subgraphs relating the node being described to each of the shared nodes. The logical form of these descriptions (for a single nameless descriptor node) look like:
(∃yL i (X, y) ∧ L i (y, S 1 )) ∧ (∃yL i (X, y) ∧ L i (y, S 2 )) ∧ (∃yL i (X, y) ∧ L i (y, S 3 )) ∧ . . .
More complex descriptions can be created by allowing universally quantified variables, disjunctions, negations, etc. The axiomatic formulation also allows some of the shared domain knowledge to be expressed as axioms. The down side of such a flexible framework is that very few guarantees can be made about the computational complexity of decoding descriptions.
Algorithmic descriptions
We can allow descriptions to be arbitrary programs that take an entity (using some appropriate identifier that cannot be used in the communication) from the sender and output an entity (using a different identifier, understood by the receiver) to the receiver.
This approach allows us to handle graphs with structures/regularities that cannot be modeled using stochastic methods. An interesting question is the size of the smallest program required for a given domain, sender and receiver. If the shared domain knowledge is very low, the program will simply have to store a mapping from sender identifier to receiver identifier. As the shared domain knowledge increases, the program can construct and interpret descriptions.
