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1. Contexte
Le récent et très rapide développement des techniques
multimedia a fait naître des besoins nouveaux tels que la
recherche par le contenu à l'intérieur d'une base d’images.
Parmi les nombreuses approches utilisées pour aborder ce pro-
blème [1], [2], [3], [4], [5], l’utilisation d’histogrammes cou-
leur est une technique assez classique qui fournit des résultats
satisfaisants, présentant une certaine robustesse à la rotation,
au zoom, au changement de résolution et à l’occlusion par-
tielle. Son application fait apparaître trois étapes principales:
d’abord le choix de l’espace couleur utilisé, ensuite la quanti-
fication de cet espace pour éviter la manipulation d’histogram-
mes de trop grande taille, et enfin la définition d’une mesure
de similarité entre deux histogrammes (celui de l’image
requête et celui d’une image courante de la base). Les répon-
ses à la requête sont alors fournies en fonction de ces mesures
de similarité. Dans ce contexte, un certain nombre de solutions
ont été proposées [6], [7], [8], [9], [10], [11].
Cependant, l’étape de quantification introduit inévitable-
ment une perte de sensibilité au niveau de la perception des
couleurs: deux couleurs associées à la même classe couleur
après quantification contribuent de la même manière à la cons-
truction de l’histogramme, qu’elles soient identiques ou sensi-
blement différentes. A l’inverse, deux couleurs proches, mais
situées dans des classes voisines, seront considérées comme
différentes. Bien sûr, une quantification plus fine des couleurs
atténue cet inconvénient, mais entraîne une augmentation de la
taille des histogrammes, ce qui entraîne un temps de traite-
ment plus long là où l’on cherche à être très rapide. Dans la
pratique, on se contente souvent de moins de 200 couleurs
judicieusement choisies, mais chaque classe contient alors des
couleurs qui ne sont pas toutes perceptuellement très proches.
La mesure de similarité entre histogrammes est également
un point délicat de cette approche. Une technique assez classi-
que consiste à utiliser la distance de Minkowski. Si l’on dési-
gne par Hreq = {hreq(k), k = 1,K} et Hcour = {hcour(k), k = 1,K} les
histogrammes respectifs de l’image requête et de l’image cou-
rante, cette distance s’exprime par :
où p est un nombre entier. Sur ce principe de calcul par dif-
férence classe à classe, un certain nombre de distance ont été
proposées [12], [13]. Cependant, ces distances restent très sen-
sible au choix des classes. En particulier, deux couleurs pro-
ches, mais situées dans des classes voisines ne contribueront
pas à la mesure de ressemblance entre les deux histogrammes.
Pour remédier à cela, on peut utiliser des distances faisant
intervenir les dissimilarités inter-classes. Une telle mesure,
proposée dans [6], est utilisée dans le système QBIC d’IBM.
Elle s’exprime par : 
où les histogrammes Hreq et Hcour sont considérés comme
des vecteurs de dimension K, et où A = [aij] est une matrice de
dimension KxK avec aij une distance quelconque mesurant la
similitude entre la classe i et la classe j. Cependant, cette
approche présente l’inconvénient d’être plus coûteuse en
temps de calcul lors de la recherche dans la base.








dist Hreq Hcour,( ) Hreq Hcour–( )
t A Hreq Hcour–( )⋅ ⋅=
Eq. (2)
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togramme. Après avoir déterminé une mesure de similarité entre les descripteurs de deux images, on applique l’approche proposée
à un problème de recherche dans une base d’images. Les performances sont comparées à celles obtenues par utilisation d’histo-
grammes “nets”.
Abstract - In this work, a new indexation method of color images is proposed. A fuzzy partition being performed, the index-
ation is based on the use of the histogram of the membership degrees. A set of statistical descriptors of this “fuzzy” histogram is
also defined. These descriptors are used to determine a similarity measure between two images. The proposed approach is applied
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Le but du travail présenté ici est de proposer une méthode
gardant la simplicité des comparaisons classe à classe tout en
minimisant les effets dus à la quantification et au choix des
classes. Le principe de cette méthode repose sur l’utilisation
d’une modélisation floue des distributions des couleurs.
L’article est organisé en trois parties. Dans une première
partie (§2.), nous expliquons la nouvelle construction de l’his-
togramme et des descripteurs statistiques qui lui sont associés.
Ensuite (§3.), nous présentons la mesure de similarité entre
histogrammes. Enfin sont exposés des résultats obtenus dans
une application de recherche d’images dans une base de don-
nées.
2. Représentation floue des distributions 
de couleurs
2.1. Construction de l’histogramme
Considérons l’ensemble C = {c1, c2, …, cK } des couleurs
des K classes issues de l’étape de quantification. Soit xn, n =1,N
le vecteur couleur attaché à chacun des N pixels de l’image. A
tout vecteur xn , on associe une description floue par rapport à
l’ensemble C, représentant les crédibilités pour le vecteur xn
d’appartenir aux différentes classes représentées par les cou-
leurs ck, k = 1,K . Cette description repose sur la définition du
degré d’appartenance uk,n , qui est une réponse quantitative à
la question : “Dans quelle mesure peut-on assimiler la cou-
leur perçue xn comme étant la couleur prototype ck?”. Les
degrés d’appartenance choisis correspondent à ceux proposés
dans l’algorithme Fuzzy-C-Means [14] :
m désignant un paramètre contrôlant le degré de flou intro-
duit dans la méthode.
L’histogramme est alors défini par l’ensemble des cardina-
lités floues, notées h(k)
 k = 1,K , des différentes classes ck , avec
:
L’intérêt de cette formulation est qu’elle prend en compte,
a priori, la distance perceptuelle entre la couleur xn et
l’ensemble des autres couleurs prototypes ck . En cela, elle
agit, mais par un mécanisme complètement différent, dans le
sens défini par la mesure de dissimilarité intégrant les distan-
ces inter-classes (Eq. (2)).
Ce mécanisme est illustré en figure 1, où l’on représente
l’influence de deux vecteurs couleurs xn et xm dans la cons-
truction de l’histogramme (dans le cas d’un espace couleur de
dimension 2). Sur cet exemple simple, on constate que, grâce à
la représentation floue, les distributions des couleurs sont pri-
ses en compte de manière beaucoup plus juste. Ainsi, la cou-
leur xm, qui se trouve à la limite entre les deux classes ck et
ck+1 a une contribution non négligeable dans la construction
de l’histogramme floue pour la classe ck+1 , alors qu’elle
n’intervient pas du tout dans la construction de l’histogramme
net pour cette même classe.
Fig. 1 : Comparaison Histogramme “net” / Histogramme 
“flou”
Le paramètre m (1 < m < ) gère la quantité de flou
engendrée dans les partitions. Pour , on retrouve l’histo-
gramme net. Pour une grande valeur de m ( ), l’incerti-
tude est complète et chaque vecteur est associé avec un même
degré d’appartenance à toutes les classes. Dans les applica-
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a - distribution des couleurs
b - contribution des deux couleurs à la construction
de l’histogramme net





2.2. Indexation d’une image
Chaque image est bien sûr indexée par son histogramme
flou. Mais, dans le but de disposer d’une caractérisation
encore plus fine, on peut étendre cette indexation à des des-
cripteurs statistiques associés à chaque classe. Ceci est rendu
possible par le fait que les degrés d’appartenance uk,n prennent
des valeurs réelles. Pour une même classe k, lorsque n varie,
ces dégrés d’appartenance peuvent donc être considérés
comme les valeurs d’une variable aléatoire que l’on peut
caractérisée par des descripteurs statistiques. Les descripteurs
statistiques que nous avons envisagés sont :
- la moyenne :
- la variance :
- le coefficient d’asymétrie (skewness) :
- l’entropie :
Pour ce dernier descripteur, il est nécessaire de discrétiser
les valeurs de la variable uk,n par le biais d’une quantification
linéaire uniforme de l’intervalle , décrite par l’indice
. Le nombre de pas de quantification a été fixé expéri-
mentalement à 20. La probabilité d’appartenance au niveau de
quantification a est notée .
Finalement, en incluant ces descripteurs statistiques, cha-
que image peut être caractérisée par un vecteur V :
où désignent respectivement les vecteurs de
dimension K des différents descripteurs statistiques associés à
chaque classe.
3. Mesure de similarité entre histogram-
mes flous
La mesure de similarité entre l’image requête et une image
courante de la base utilisée est une combinaison linéaire pon-
dérée des distances euclidiennes entre chacun des quatre des-
cripteurs statistiques définis ci-dessus : 
Les poids wH , wV , wS et wE permettent de mettre l’accent
sur l’un ou l’autre des quatre descripteurs considérés. Notons
que dans le cas où wH = 1 et wV = wS = wE = 0, on obtient la
distance entre les deux histogrammes flous.
4. Résultats
Les essais présentés ont été effectués sur la base d’images
fournie par la société “GoodShoot”, base très hétérogène qui
contient 4532 images réparties en 51 thèmes. La classification
a été réalisée en utilisant l’espace RVB partionné en 64 classes
dont les centres ont été uniformément réparties. L’espace RVB
n’est certainement pas le meilleur choix du fait de sa non-uni-
formité perceptuelle et de sa sensibilité à l’illumination. Mais
l’objectif de notre étude est avant tout de montrer l’intérêt de
l’utilisation de l’histogramme flou
4.1. Histogramme flou
L’influence de la prise en compte floue des appartenances
aux couleurs prototypes sur la forme de l’histogramme est
illustrée sur l’image “Tournesol” (fig. 2-a). On constate, sur
l’histogramme “flou”, une meilleure utilisation des couleurs
prototypes (moins de classes vides). Plus le paramètre de flou
m est grand, plus l’histogramme se répartit sur les 64 classes
sélectionnées.





























puk n, a( )
V H V S E, , ,[ ]=
H V S E, , ,
dist Ireq Icour,( ) wH dist Hreq Hcour,( ) +⋅=
wV dist Vreq Vcour,( ) +⋅
wS dist Sreq Scour,( ) +⋅
wE dist Ereq Ecour,( )⋅ Eq. (9)




“flou” - m = 2
c - Histogramme
“flou” - m = 1,5
4.2. Histogramme flou et recherche d’image
La mesure de ressemblance entre histogrammes flous (Eq.
(9)) a été utilisée pour aborder le problème de la recherche
d’une image. La comparaison se fait descripteur par descrip-
teur à travers les courbes de récupération /précision. La préci-
sion est le taux de bonnes réponses par rapport au nombre de
réponses fournies. La récupération est le taux de bonnes
réponses par rapport au nombre de réponses pertinentes possi-
bles dans la base.
Deux requêtes sont envisagées : l’image désert (Fig. 3-a) et
l’image lion (Fig. 3-b).
Fig. 3 : Les 2 images requête
Les performances obtenues sont respectivement présentées
en fig. 4 et fig. 5.
Fig. 4 : Courbe Précision / Rappel - Image “désert”
Fig. 5 : Courbe Précision / Rappel - Image “lion”
On constate que les performances de l’approche utilisant
l’histogramme “flou” sont toujours supérieures à celles de
l’approche utilisant l’histogramme “net”. Par contre, les per-
formances des autres descripteurs statistiques sont fluctuantes.
L’explication réside dans le fait que les images “désert” pré-
sentent d’assez fortes variations d’illuminations. Du fait de
l’utilisation de l’espace RVB, la moyenne, c’est-à-dire l’histo-
gramme “flou”, est moins sensible à ces variations. Par contre,
avec l’image “lion”, les autres descripteurs statistiques appor-
tent une amélioration sensible.
5. Conclusion
Nous avons proposé d’indexer une image couleur en
s’appuyant sur l’histogramme des degrés d’appartenance à une
classification floue. L’utilisation des degrés d’appartenance
flous minimise les effets dûs à l’inévitable quantification de
l’espace couleur. La recherche d’une image se fait alors par
mesure d’une distance entre les histogrammes “flous” de la
requête et des images de la base de recherche. La distance est
simplement mesurée classe à classe, ce qui permet d’obtenir
des temps de réponse très rapides, plus rapides que les techni-
ques utilisant des distances inter-classes.
L’utilisation de descripteurs statistiques attachés à l’histo-
gramme “flou” permet, dans certaines situations, une augmen-
tation des performances de la recherche. Il est cependant
difficile de donner une pondération a priori entre ces différents
descripteurs. Par contre, pour une requête spécifique, cette
pondération pourrait être ajustée de manière optimale si l’on
utilise un bouclage de pertinence.
Les premiers résultats fournis par cette approche sont
encourageants. Il reste cependant un certain nombre de pistes
à explorer, en particulier le choix et l’influence de l’espace
couleur.
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