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ABSTRACT 
We construct a cellular decomposition of the space of all infinite real Hankel 
matrices of rank < n. It induces cell decompositions on each manifold Z(m) of 
Hankel matrices of fixed rank m < n. The relationship between the cellular decompo- 
sition of P(n) and the decomposition of Rat(n) into continued fraction cells is 
determined. Finally, the cell decomposition is applied to derive some topological 
properties of the manifolds .X’(n) and Rat(n). 
1. INTRODUCTION 
In one of the first topological studies in linear systems theory Brockett 
(1976) has shown that the space Rat(n) of real rational transfer functions of 
degree n consists of n + 1 connected components Rat k(n), k = 0,. . . , n, 
classified by the Cauchy index n - 2k. These connected components are 
analytical manifolds of dimension 2n. One knows that Rat,(n) and Rat,(n) 
are cells and that Rat r( n), Rat “_ r(n) are diffeomorphic to S’ x R 2n-1. 
However, the other components are more complicated, and so it seems 
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reasonable to decompose Rat(n) even further, into simpler pieces. In this 
paper, we investigate cell decompositions of Rat(n) and associated Hankel 
spaces. 
The decomposition of spaces into cells is a well-established technique in 
topology [cf. e.g. Whitehead (1949), Massey (1978)] and has recently been 
successfully applied to orbit manifolds of linear systems; see Helmke (1986). 
For a survey about cell decompositions in linear systems theory, their role 
in the parametrization of system spaces, and their relationship to canonical 
forms, see Helmke and Hinrichsen (1986) and Hinrichsen (1985). 
Fuhrmann and Krishnaprasad (1986) were the first to propose a decom- 
position of Rat(n) into cells defined by continued fraction expansion. They 
conjectured that this decomposition was indeed a cellular decomposition in a 
strong topological sense, but failed to give a proof. 
In the present paper we proceed from a Hankel point of view. We 
consider the space s(n) of all infinite real Hankel matrices of rank < n. 
This space is of special interest in areas like partial realization and model 
reduction, where systems of different orders have to be regarded as elements 
of the same space. Our aim is to construct a cell decomposition of s(n) 
which induces cellular decompositions of each analytical manifold Z(m) z 
Rat(m) of Hankel matrices of rank m < n. 
The construction is based on the Bruhat decomposition of finite Hankel 
matrices introduced in Hinrichsen et al. (1986). The main results about the 
Brnhat decomposition of s(n) (Sections 2 to 4) have been described 
without proof in Hinrichsen and Manthey (1986). It is remarkable that this 
cellular subdivision has a close relationship to the cell decomposition of 
Rat(n) suggested by Fuhrmann and Krishnaprasad. Since essentially the 
same cellular decomposition arises in apparently quite different contexts, it 
seems to be intimately related to the topology of the homeomorphic mani- 
folds Rat(n) z X’(n). 
The organization of the paper is as follows. In Section 2 the Bruhat 
decomposition of 2(n) is defined. In Section 3 the Bruhat strata are 
parametrized. Moreover, it is shown that their connected components yield a 
cellular subdivision of s(n) = U 0 ~ m c ,2(m) with the desired properties. 
In Section 4 the relationship between the Bruhat cells and the continued 
fraction cells is made precise, and the conjecture of Fuhrmann and 
Krishnaprasad,is partly confirmed. The Bruhat cells of Hankel matrices with 
given rank and signature are characterized. Finally, in Section 5 we illustrate 
how various topological properties of X’(n) and of Rat(n) can be derived by 
means of the constructed cell decompositions. A concise new proof of 
Brockett’s theorem is presented, a conjectured combinatorial formula of 
Fuhrmann and Krishnaprasad is proved, and some of the mod 2 Betti 
numbers of the connected components Rat k(n) are determined. 
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2. BRUHAT DECOMPOSITION OF HANKEL MATRICES 
Let N be the set of nonzero natural numbers and 2 G Iw” denote the 
vector space of all infinite real Hankel matrices provided with the pointwise 
topology (or, equivalently, the product topology), and let 
Z(n):= {HEZ;rkH=n}, net+J. 
Z’(n) is an analytical manifold of dimension 2n and analytically diffeomor- 
phic to the space Rat(n) of all strictly proper transfer functions of degree n 
(see e.g. Bymes and Duncan, 1981). 
The union 
S(n)= u 3qm) 
O<m<n 
can be viewed as the space of all real rational transfer functions of degree 
< n. s(n) is a closed, hence complete subspace of .X and coincides with 
the topological closure of X(n) in Z’; see Helmke and Manthey (1984). 
In this section, we will construct the Bruhat decomposition of s(n) 
which induces cell decompositions in each of the analytical manifolds Z(m), 
m < n. For any H = (hi+ j_ l)y E 2 and k > 1 we denote by H, the k x k 
Hankel matrix (hi + j_ ,)‘;. For any subset p c E = { 1,. . . , n}, consider 
Z’(p):= {HEZ;detH,#O = iep}. (2.1) 
We call Z(p) a Bruhat stratum of 2(n). Clearly, 
- 
is a finite partition of Z(n) into disjoint subsets which induces a decomposi- 
tion 
of the Hankel manifold X(m) for each 0 < m < n. The decompositions (2.2) 
and (2.3) will be called the Bmchat decomposition of s(n) and of Z(m), 
respectively, and the elements pi < pa < . . . < p, of p c 12 are called the 
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Bruhat indices of H E P(p). The system theoretic meaning of the Bruhat 
indices is most easily explained in the context of partial realizations. Consider 
the underlying sequence h = (h,, h,, h,, . . . ) of H E X(p). For any k E N let 
d, denote the dimension of a minimal realization of the subsequence hk := 
(h ,,...,hk),d,:=O.ThentheintegerstiENforwhichd,,+d,,_, arecalled 
the jump points of h, and the differences 9i = dti - d, _ 1, to := 0 the 
associated jump sizes (Kalman, 1979). Jump points and jump sizes are 
determined by the Bruhat indices pi E p via 
ti =/Jdi + pi-12 9i=Pi-Pi-l> p. := 0; (2.4) 
see also Gragg and Lindquist (1983). 
REMARK 2.1. In Himichsen et al (1986) an extended Bruhat decomposi- 
tion of the set Hank(n) = Iw 2n-1 of n x R Hankel matrices was derived from 
the classical Bruhat decomposition of the general linear group GL( n). .%‘(n) 
is embedded homeomorphically as a constructible subset in Hank(n + 1) via 
the projection H + H,, 1. The subdivision (2.2) of s(n) coincides with the 
partition induced by the Bruhat decomposition of Hank( n + l), which ex- 
plains our terminology. 
3. PARAMETRIZATION OF THE BRUHAT STRATA 
For any m >, 1 and H E &’ with det H, # 0 the following system of 
linear equations admits a unique solution c, = (c,, i, . . . , c,, m)T E R *: 
c,,& + . . . + cm,&, = h,+l, 
(34 
c,,lh, + . . . + c,,,mhBm~l = h,,. 
By Cramer’s rule, the components 
are rational functions of the data (h,, . . . , h,,). 
The following lemma is taken from Hinrichsen et al. (1986), we include 
the proof for completeness. 
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LEMMA 3.1. .Let m,v E N be given and H E 2 with det H,,, f 0. Then 
H satisfies 
if and only if 
detH,+,= .+. = detH,,,_,=O (3.2) 
h 2m+j =f h cm,k m+k+j-13 j=l ,...,v-1, (3.3) 
k=l 
where the coefficients c,,,, k are defined by (3.1). In this case 
det H,+, =(-l)(‘)(detH ) h m 
i 
2m+v - 2 h ’ (34) ‘rn,k m+k+v-1 . . 
k=l 1 
Proof. By (3.2) and the Hankel structure of H, + y _ 1, the (m + 1)th row 
vector (h,+i,..., h2m+v-l) of H,+,_i is a linear combination of the first m 
row vectors (hk ,..., hm+k+u_2), k=l,..., m, of H,+,_l, with uniquely 
determined coefficients defined by (3.1). This shows (3.3). The reverse 
direction is obvious. To prove (3.4) let H(k) denote the kth column of H,,,. 
By subtracting Xr=ic,, kH(i + k - 1) from H( m + i), for i = 1,. . . , v, H,+, is 
transformed into a block triangular matrix 
with 
h, ... h, 
h,,, . . * h2,_l 
h m+1 ..* h 2m 
h m+v ... h zm+v-1 
1 
0 
0 . . . 0 ~znr+v 
i/2nr+v = h2m+v - f ‘%,khm+k+v-1. 
k=l 
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Thus 
det H,,, = detfi=(-l)(‘)(d tH )(h e m )” 2m+u . n 
REMARK 3.2. Lemma 3.1 also holds for arbitrary finite rr X n Hankel 
matrices H. 
NOW suppose P={(~~~,...,P,}CC, pi< *.. <p,, “i=pi+i-Pi> 0~ 
i<r-1, p - 0, 
v=vi, i=IP.I, 
v, := co. Applying Lemma 3.1 successively for m = pi, 
r, one obtains the following characterization of the Bruhat 
strata S’(p): H E Z’(p) if and only if 
h,= .*- =h@=o (3.5a) 
and 
di := hp._l+, 
I I 
- c Cp,_l,khp,+k-l  0,
k=l 
h 2p,+j= k~lcpi,khp,+k+j-l~ j=l ,..., vi-l, i=l,..., r, (3.5b) 
where the qj are defined by (3.1). 
Thus the mapping 
@P:H+fi>...>d,; h,,l+i,...,h2pl;.,.; hP,_,+F,+l ,..., h28,) (3.6) 
is a continuous rational bijection of Z(p) onto (R *)* X W Pr with a continu- 
ous rational inverse, R* := !I8 \ (0). This shows: 
THEOREM 3.3. @p: Z(p) + (IFi*)’ XIwFr, defined by (3.5) (3.6) is a 
birational homeumorphisrn. Moreover, for any H E Z(p) and all k = 1,. . . , r, 
det HP, = ( - 1) (:i+ ..’ +(‘:l)dp.. . dp_l (3.7) 
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COROLLARY 3.4. For every p= {~~,...,p~} CC, the Bmchat stratum 
Z(p) is an analytical manifold of pure dimension r + pLr. T?‘(P) has 2’ 
connected components, each of which is a cell, i.e. is homeornorphic to some 
Rk, kENI. 
Altogether the Brnhat decomposition (2.2) of 2(n) contains exactly 
2 (;)2’=3” 
r=O 
cells. To specify them, let Qr denote the ith component mapping of the 
rational bijection W, defined by (3.5), (3.6): 
Q;(H) = di, i=l,...,r. 
Let p= {pl,...,pLr} cc, pl< ... <pr, and u=(ur,...,u,)~ { -l,lIr be 
given. The subset 
Z(p,u):= {XEZ(~);sign@/(H)=u,, i=l...,r}, (3.8) 
where 
1 if di=Q:(H) >O, 
-1 if d,<O 
I 
(3.9) 
is called the Bmchat cell with symbol (EL, a). By Theorem 3.3 each %‘(I*, a) is 
a cell of dimension r + pr. More precisely, the map Qp restricts to a 
homeomorphism of the cell A’@, a) onto 
@Qqp,u)) = i_I R, xlF!‘“r, (3.10) 
i=l 
where R 4, = (0,~) for ui = 1, R (r, = ( - oo,O) for u, = - 1. Given integers 
m, n > 1 let 
g(n)= {(P,u); pc_n, UE { -l,l}lP1} (3.11) 
338 
and 
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2(m)= {(P,o); PCm,maxp=m, UE { -l,l}‘P1}, (3.12) 
where 1~1 is the cardinality of the set p. 
DEFINITION 3.5. Let X be a locally compact topological space. A finite 
decomposition (Xi ( i E Z) of X into disjoint subsets is called a cell decomposi- 
tion provided one has 
(a) each Xi is homeomorphic to some Iw”l, ni E N; 
(b) the boundary JX, = Xi - Xi of Xi is contained in the union of the 
cells Xj with dim Xi < dim Xi. 
THEOREM 3.6. 
(a) For every 12 > 1, thefamily (.#(/_b,a)l(p,u)E 9(n)) ofBruhat cells 
is a cell decomposition of.%(n). 
(b) For each m < n, (L%‘(P, u)l(p, a) E 3(m)) is a cell decomposition 
of p(m). 
Proof. Since the minors map H + det H, is continuous on s(n) for 
k = l,..., n, it is clear that 
By Corollary 3.4, dim Z(X) < dim J?(P) for all A s p. The result follows. H 
We refer to (&“(p, a) I@, a) E S(m)) as the Brmhat cell decomposition of 
x(m). Note that the number of Bruhat cells %‘(p, a) of Z’(m) of dimension 
m + r is equal to 
i 1 
71,’ 2’. Hence (Sk, 0) I@, 0) E 9(m)> contains 
,s( 71;)2’= 2x3”-’ 
Bruhat cells. 
REMARK 3.7. A basic problem is to characterize the boundary of a given 
Bruhat stratum Z’( cl) in the manifold x(n). This problem has been solved 
REAL HANKEL MATRICES 339 
for complex Hankel matrices in Hinrichsen et al. (1986) where it was shown 
that the inclusion in the above proof is in fact an equality: 
aJ%J> = u -@v>. (3.13) 
ASP 
For some time it was an open question whether the formula also holds over 
the field of real numbers. That this is indeed the case was recently shown by 
Manthey; details will appear in his Ph.D. thesis. 
4. CONTINUED FRACTION CELLS AND BRUHAT CELLS 
Let Rat(n) denote the set of all strictly proper transfer functions 
P(S) 
d4 = 4(s) = 
Pn-1s 
n-l+ . . . +p, 
sn + q,_lsn-1 + . . . + q() 
with real coefficients, p and 9 coprime. We consider Rat(n) as the Zariski- 
open subset of Iw 2” defined by the 2n coefficients of the numerator and the 
denominator of g(s). Thus Rat(n) is a real algebraic manifold of dimension 
2n and is endowed with the standard metric defined by 
n-l 
d(g,E)‘= C (Pj-fij)2+(9j-ij)2’ 
j=O 
Following Fuhrmann and Krishnaprasad (1986), we consider the continued 
fraction decomposition of Rat(n), which is defined as follows. 
Given a coprime factorization g = p/9 E Rat(n), an application of the 
Euclidean algorithm gives 
9 = FP - P2, de p2 < de P 
1 
P=FP,-P,, deg p3 < deg p2 
2 
deg p, = 0, p, f 0. 
(4.1) 
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Here, for i = 1,. . . , T, ai E R [ s] are manic polynomials and hi are uniquely 
determined nonzero scaling factors. The manic polynomials (Y~ are called the 
atoms of (p, q). With 
p, := A, 
pj:= xjxj+I, j=l ,...,T - 1, 
(4.1) is equivalent to the continued fraction expansion of g(s): 
(4.2) 
Givenanypartition ~=(v,,...,u,)~kJ”, ~,+...+v~=n,oftheintegern, 
let w=(o,,..., wr) E { - 1, l}’ denote an arbitrary sign vector. 
DEFINITION 4.1. 
(a) The continued fraction stratum r(v) is the set of all transfer functions 
g(s) E Rat(n) whose continued fraction expansion (4.2) satisfies deg ei = vi 
for i=l,...,r. 
(b) The continued fraction cell r( v, w) is defined as the set of all 
g(s) E Rat(n) satisfying deg oi = vi, sign pi _ 1 = wi for i = 1,. . . , r. 
The corresponding partition of Rat(n) into disjoint subsets 
Rat(n) = UT(V) (4.3) 
is called the continued fraction decomposition of Rat(n). 
Fuhrmann and Krishnaprasad have noted that Qv, w) is a cell in Rat(n). 
More formally, we show: 
PROPOSITION 4.2. Let v=(vl,...,vr)ENr, v,-t ... +v,=n, w= 
(a ~““’ w,) E { - 1,l)’ be given. Then 
(a) l’(v) is quasiaflne subvariety of Rat(n) of pure dimension n + r. 
(b) r(v) = uwEI-l,llr I’(v, o) decomposes into 2’ connected components, 
and each such component r(v, o) is a cell homeomorphic to 5X”+‘. 
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Proof. We proceed by induction on the number r of atoms. For r = 1, 
r(v) = I(v,) 2 Iw n x Iw * is clearly quasiaffine and splits into two connected 
components, according to the sign of X, = &. Let l,(v,) denote the set of all 
g(s) E Rat(n) with the first atom (pi of degree vi. Consider the algebraic 
morphism 
cp:IWulXW*XRat(n-~,)-+ Rat(n), 
(4.4 
By (4.1) cp is an algebraic isomorphism of the product space Iw ‘1 X 
[w * x Rat( n - vi) onto the quasiaffine subvariety I,( vi) of Rat(n). Applying 
the induction argument, we suppose that I(v,, . . . , v,) c Rat(n - vi) is quasi- 
affine and homeomorphic to lk!“z+ ... +‘, X (IL2 *)'-l. Using the algebraic iso- 
morphsim rp, it follows that T(vl,...,v,)=cp(lwy~xIw*xr(vz,...,v,)) is 
quasiaffine and homeomorphic to Iw “1 x Iw * x r( v2,. . . , v,) z Iw n x (W *)'. The 
result follows. n 
REMARK 4.3. For vi = 1, ai(s) = s, Xi = 1, the algebraic map cp in (4.4) 
induces an algebraic imbedding 
i:Rat(n - 1) + Rat(n), 
(4.5) 
This mapping i respects the continued fraction decompositions of Rat( n - 1) 
and Rat(n): 
i(r(V,,..., F,)) c r(i,v,,..., ti,> (4.6a) 
i(r(v,0))cr((l,y),(l,w)). (4.6b) 
The following theorem clarifies the relationship between the subdivision 
of Rat(n) into continued fraction cells and the Bruhat cell decomposition of 
Z(n). In a special case, with all vi = 1, the theorem has also appeared in 
Bymes and Lindquist (1982). 
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To state the theorem, let 
LmR(s)-,.F, g+H(g) 
be the Laurent map which associates with any rational function g(s) = 
CT= _I hjs-j the infinite Hankel matrix H(g) = (hi, j_ l)y. 23’ is linear and 
maps Rat(n) onto A“(n), by Kronecker’s theorem. It is known from realiza- 
tion theory (see e.g. Bymes and Duncan, 1981) that the restriction Z,, = 
Y 1 Rat(n) is a bianalytical homeomorphism. 
THEOREM 4.4. For any v=(v,,...,v,)EN’, v,+ .** +v,=n, o= 
(0 l,...,~,)E { -l,l}r define 
CL= {b4rL pj=vl+ .-* +vj, 
(4.7) 
fJ = (q,...GJ,), oj=wI. ..f ‘Wj’ 
j=l,..., r. Then the Laurent map 2’,, yields a bianulytical homeomorphism 
of the 
(a) continued fiuction stratum II‘(v) onto the Bruhat stratum P(p); 
(b) continued fraction cell r(v, o) onto the Bruhat cell .Z’(p, a). 
Proof. It suffices to prove Z,JT(v, w)) = &‘(p, a), with (p, a) defined 
by (4.7). Consider g(s) E T(v, w) with continued fraction expansion (4.2). 
For i = l,.. . . , r we call 
ii_ &I 
Di - Pl 
a1 - P2 
ffz- . 
. Pi-1 -- 
ai 
(4.8) 
the i th approximant , and Ni ( Di) the ith numerator (ith denominutor ) of 
the continued fraction expansion (4.2). Set 
N _1:= 1, N,:=O, D-,:=0, D,:= 1. 
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Then the recurrence relations 
iq=aiN,_l+pi-l&, 
0, = diDi_, +pi_p_z, i=l )...) r, (4.9) 
hold with & := &, /?. := - /Ii1 j > 1. Applying these formulas recursively for 
i, i-l,... ,2,1 one 0 b tains 
N,D,_, -h’_lDi=&,...Pi-l for i=l,...,r. (4.10) 
Since the right hand side of (4.10) is a nonzero constant, Nj and Di are 
coprime and hence by (4.8) 
z E Rat(pi) for i=l,...,r. (4.11) 
t 
Denote by 
the corresponding Hankel matrix, H(‘) = (hJ’), Ia’,‘), . . . ) E II3 N. Since 9 is a 
bijection of Rat(k) onto Z(k), (4.11) is equivalent to 
det Hci) # 0 !A 
(4.12) 
det Hj')= 0 for j>pi. 
Moreover, since D, _ I 0, has degree Pi _ 1 + pi, we have b (4.10) 
= #i-r)+&. . .&y 
= (q’I, h’,‘-1’ ,... )+(o ,...> Oy~~...pi_l,"')> 
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where &.*.&r is the (pi_ r + pi)th term of the sequence. Thus, for 
i=l r, >.*.> 
h:.” = h:‘-1’ for l<j<pi_r+pi 
(4.13) 
Comparing (4.13) with (3.5), one obtains that 
ui= signd,= sign(Po...Pi_l)=o,...oi. 
Proceeding by induction on T, it is seen that (4.12) and (4.13) 
imply p(g) = W(g) E 3?‘(~, a), hence Z,,(P(v, w)) c Z'(p, a). Since 
.LZ’” :Rat(n) -+ p(n) is a bijection and the Bruhat cells X@,(J), PC 14, 
u E { - 1, l}’ are naturally disjoint, we conclude that Z,(I’(v, w)) = 
%‘(p, a). Finally, it follows from Proposition 4.2(b) and the one-to-one 
correspondence between w E { - 1, l}* and u E { - 1, I}’ that 
REMARK 4.5. The relationship between continued fractions and Hankel 
matrices has been extensively studied, and parts of the above theorem can be 
found in the literature; compare e.g. Magnus (1962), Gragg (1974), Kalman 
(1979). A. Magnus (1962) derives the following useful formufa for the ith 
approximant Ni/Di of g(s) E Rat(n) in terms of the associated Hankel 
matrix H(g) = (hi+j_l): 
+h 
Pt WCs) -= Di(S) 1. 
(4.14) 
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This equation yields an explicit formula for minimal partial realizations of an 
arbitrary Hankel matrix H E 3ca. 
As a consequence of Theorems 3.6, 4.4 we obtain the following partial 
confirmation of a conjecture of Fuhrmann and Krishnaprasad (1986). 
COROLLARY 4.6. The continued fraction cells form a cellular decomposi- 
tion of Rat(n). 
REMARK 4.7. The concept of “cell decomposition” employed in 
Fuhrmann and Krishnaprasad (1986) q re uires that the cells Xi satisfy addi- 
tionally the frontier condition 
Xir‘lXj#O - xicxj. 
It is still an open problem whether the Bruhat cells or the continued fraction 
cells satisfy this condition. 
We conclude this section with some comments concerning the relation- 
ship between the continued fraction cells and the Cauchy index. Let 
Rat,(n) = {‘g E Rat(n); CI(g) = n - 2k}, k=O,...,n, 
where CI(g) is the Cauchy index of g E Rat(n); see Brockett 
Gantmacher (1959). Then 
Rat(n) = 6 Rat,(n). 
k=O 
Let 
x(n) = ; 3CPk(n) 
k=O 
(4.17) 
denote the corresponding partition of X(n), where 
,t(n)= {HE&‘(n);signatureH=n-2k}, k=O,...,n. (4.18) 
(4.15) 
(I976), 
(4.16) 
By the theorem of Hermite and Hurwitz, the Cauchy index CI(g) of 
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g E Rat(n) and the signature of the associated Hankel matrix H(g) E Z’(n) 
coincide: 
CI( g) = signature H( g ). 
As a consequence we note 
COROLLARY 4.8. The Laurent map 9, : Rat(n) + .X(n) induces a 
bianalytical diffeommphism between Rat,.(n) and H,.. n), k = 0,. . . , n. 
By (3.4) and the signature rule of Frobenius [see Frobenius (1895), 
Gantmacher (1959)], 
Signature H = i ui for HE 3’(p). (4.19) 
i=l 
P! -PtFl odd 
Applying Theorem 4.4 and the theorem of Hermite and Hurwitz, one obtains 
from (4.19) the following expression for the Cauchy index of g E Rat(n) in 
terms of the continued fraction expansion (4.2) of g(s): 
CI(g)= i sign(&...Pi_i). (4.20) 
i=l 
Y, odd 
In particular, we see that the Cauchy index is constant on the continued 
fraction cells. Altogether, we have the following characterization of the cells 
in Rat,_ n) and .?Pk( n). 
COROLLARY 4.9. Let ~E_n’,o,aE{-1,1}‘,and~={~, ,..., p,}C_n. 
Then, fork=0 ,..., n, 
~(Y,o) c Rat,(n) * iv,=nand i wr . . . wi = n - 2k, (4.21) 
i=l i=l 
Yt odd 
.P(~,u)c.Vk(n) - pr=n and i ai=n-2k. (4.22) 
i=l 
P,CP,?IOdd 
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By this corollary, rica(n) and .%$(n) contain only one cell, namely 
X(%(1,. . * > 1)) and z(_n,( - 1,. . . , - 1)) respectively. Hence %a( n) = 
Rat a(n) and pn( n) z Rat ,J n) are both homeomorphic to 54 2n. 
5. TOPOLOGICAL CONSEQUENCES 
In this section we illustrate by various examples how the Bruhat cell 
decomposition or the continued fraction cells can be used to derive topologi- 
cal properties of p(n) or Rat(n), respectively. 
5.1. Brockett ‘s Theorem 
First we rederive Brockett’s well-known theorem that the n + 1 subsets 
Rat,(n), k=O,..., n, are the connected components of Rat(n). We prove 
this theorem in the Hankel context by analyzing under which conditions two 
top dimensional Bruhat cells touch each other in z(n). Since the signature 
of a real symmetric matrix remains invariant under a continuous change of 
the entries if the rank does not change [see e.g. Gantmacher (1959), p. 3091, 
the subsets zk( n), k = 0,. . . , n, are open in X(n). It remains to show that 
the sets Xk(n) are connected. We will prove a slightly stronger statement, 
namely that the union %!,Jn) of all the cells X’(p, u) of dimensions 2n and 
2n - 1 in zk( n) is connected. 
A cell #‘(p, u ) is a 2ndimensional cell in Rat&n) if and only if 
p=!!, UE { -l,l}“, and a,+ ... +u,=n-2k. (5.1) 
To analyze how these cells are pasted together in Rat ,Jn) we need some 
combinatorial preparations. Consider the lexicographic order 5 on the set 
I,= {UC { -1,l)“; or+ ... +u,=n-2k). (5.2) 
Obviously, 
TV:= maxZ,=(l,l,..., 1, -l,..., -1) 
with the entry - 1 appearing k times. 
For any u E I,, u + 7k, let i = i(u) denote the largest index i < n - 1 
such that ui = - 1, u,+i=r, and define 
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For any u E I,, u + rk there exists an integer 1 >, 1 such that 
f’(o) = f( fl-i(o)) = rk. 
We now show that every top dimensional cell Z0 := Z(E, a), u E I,, u f 7k 
is adherent in Zk(n) to the cell ,yt;cO,. Note that nothing is to be shown for 
k = 0 and k = n, since the components Y&(n) and Y;“,(n) consist only of one 
Bruhat cell each. 
LEMMA 5.1. Let 1~ k < n - 1, u E Ik, u # TV, i = i(u), and 
p:=12\{i}, T=(T, ,..., q-J := (u, ,..., Ui-l’ 7i’ui+2 ,...) CT,), (5.4) 
where q E { - 1, l} arbitrary. Then 
where the closures are taken in X’,(n). 
Proof. It follows from (4.22) and (5.2) that &‘(p, r) c Xk(n). Suppose 
that H = (hi+ j_l)y E &‘(p, 7). For any E E R, 1~1 sufficiently small, there 
exists a unique Hankel matrix H(E) = (hi + j _ 1(~)) E 2’(n) such that 
(hi(s),..., hsn(s)) := (hi,..., hsi-s, hsi-i+ s, hsi,..., hs,) 
[cf. Iohvidov (1982) 2nd extension theorem]. The entries h, + j__ J E) depend 
continuously on E; hence 
lim H(E) = H and H(E) E I?(E) for Jelsmall, .s#O. 
F+n \ ’ 
Adopting the notation of (3.5) for 
dj(&) = dj 
di(e) = E. 
El and H(E), we have by construction 
for j=l,...,i-I, (5.5) 
(5.6) 
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Moreover, we have by the continuity of the determinant and formula (3.7) for 
i+l<j<n 
di(E) . . . dj(E) = det HI(s) -+ det Hj 
= -d,.. . di_ld,2di+l . . . dipI 
if E + 0. This together with (5.5), (5.6) implies 
di(E)di+l(E) = Edi+, --, -d; < 0 if E+ 0, 
dj(+dj_l if ~‘0, j>i+Z. 
We conclude from (5.5)-(5.9) and (5.3) that for le( sufficiently small 
H(E)EX~ if .s<O and HEAD if E>O. 
This proves the lemma. 
(5.7) 
(5.8) 
(5.9) 
(5.10) 
n 
PROPOSITION 5.2. For any k = 0,. . . , n the union Qk(n) of all B&at 
cells X(p, a) in &‘,Jn) of dimension > 2n - 1 is arcwise connected. 
Proof. We may suppose 1~ k < n - 1. Using the notation of the previ- 
ous lemma, we have just proved that there is an arc E -+ H(E), E E [ - 6,S], 
6 > 0 within sV U #(p, T) U PfcO, c 4Vk(n) which joins a point in X0 to a 
point in +a ) via some point in #(p, 7). Since these three sets are cells, the 
union X0 U X( p., 7) U ZflO, is arcwise connected. 
Note that for a given u E I,, u # TV, the corresponding ZJ is uniquely 
determined by (5.4) whereas there are two choices for 7. Conversely, if 
P(p, 7) is a Bruhat cell of dimension 2n - 1 in Xk(n), then ZJ, = _n\{i} for 
some i < n - 1 and there exists (I E I, such that 7 is of the form described in 
(5.4). Thus, proceeding as above from u in I, to f(u), f’(u), . . . , f l(u) = 7k, 
we see that any two points in @,J n) can be connected by an arc in ek(n). n 
Since X’(n) is dense in X’(n), the union of top dimensional cells in 
.Xk(n) is dense in X,Jn). This implies ak( n) = pk(n), and we obtain 
Brockett’s result as an immediate consequence of the previous proposition: 
COROLLARY 5.3. For any n > 1, Rat(n) has n + 1 connected components 
and these are Rat,(n), . . . , Rat ,J n). 
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REMARK 5.4. Proceeding in a similar way, Ober (1987) has proved an 
analogous connectivity result for the subset of stable transfer functions in 
Rat(n). 
5.2 The Euler Characteristic of Rat k(n) 
Let N(n, k; m), 0 < k < n, denote the number of continued fraction cells 
of Rat&n) of dimension m. Although Corollary 4.9 gives a complete combi- 
natorial characterization of the cells I’(Y, w) in Rat,(n), it is difficult to 
derive explicit formulas for N(n, k; m). A full list of these numbers for 
n=l , . . . ,6 can be found in Fuhrmann and Krishnaprasad (1986, Table 4.1). 
Computing the alternating sum 
X(Rat,(n)) = mE,( - l)“‘N(n, k;m) (5.11) 
for k = 1,2, the two authors obtained zero and conjectured that the same 
holds true for all k = l,.. ., n - 1. Since the continued fraction cells form a 
cellular decomposition of Rat k( n), the alternating sum (5.11) is the Euler 
characteristic of Rat,(n); see Massey (1978, p. 61). Thus the conjecture of 
Fuhrmann and Krishnaprasad has an interesting topological interpretation. It 
says that the Euler characteristics of the “nontrivial” connected components 
Rat,(n), 1 < k < n - 1, of Rat(n) are all zero. 
That this is indeed the case can be derived from the following reformula- 
tion of a result of Segal (1979); see Proposition 7.1. 
THEOREM 5.5 (Segal). Suppose 0 < k < n/2. Then Ratk( n) is homeo- 
morphic to the product space 
Cnpgk x Rat(k,C), 
where Rat( k,Q=) denotes the ,qace of all strictly proper complex rational 
transfer functions of McMillan degree k. 
By means of this result we can prove the conjecture mentioned above. 
PROPOSITION 5.6. Suppose n > 2. For k = 1,2,. . . , n - 1 the Euler char- 
acteristic of Rat k( n) is zero: 
X(Ratk(n)) = z ( - l)mN(n, k; m) = 0. 
m = 0 
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Proof. Since Rat k( n) is homeomorphic to Rat no k( n), we may assume 
lgk<n/Z. By‘ Th eorem 5.5 it only remains to verify that the Euler 
characteristic of Rat(k, C) is zero. But this has been shown in Helmke (1986). 
w 
5.3. Betii Numbers of Rat(n) 
Let 
b,(Rat,(n),Z/2) =rank H,(Ratk( n),Z/2) (5.12) 
denote the qth mod 2 Betti number of Rat&n). [Here H&X, Z/2) is the gth 
singular homology group with coefficients in the field Z/2.] The following 
proposition yields upper bounds for the Betti numbers in terms of the 
continued fraction cell decomposition. 
PROPOSITION 5.7. For n > 1, k = 0,. . . , n, the mod 2 Betti numbers of 
Rat J n ) are bounded by 
b,(Rat,(n),Z/2) < N(n, k;2n - 41, O<q<2n. (5.13) 
In particular, 
H,(Rat,(n),H,Q) = {O}, q>n. (5.14) 
Proof Since the partition of Ratk( n) into continued fraction cells l?(v, w) 
defines a cell decomposition, the weak Morse inequalities yield 
rankH,“(Rat,(n),Z/2) <N(n, k;m), mEN, 
where H,“( X, Z/2) denotes the mth Alexander-Spanier cohomology group 
with compact support and coefficients in Z/2; see Helmke and Hinrichsen 
(1986). By Poincare duality, 
H,(Rat,(n),Z/2) z Hznpq(Rat,(n),Z/2), O<q<2n; 
hence 
b,(Rat,( n), Z/2) = rank H:“-q(Ratk(n),Z/2). 
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Thus (5.13) follows. Since Ratk(n) has no continued fraction cells of dimen- 
sion < n, (5.14) is an immediate consequence of (5.13). n 
In view of Theorem 5.5, it is of equal interest to derive bounds for 
the Betti numbers of the manifold of complex transfer functions of fixed 
degree n. 
COROLLARY 5.8. Forna 1 
H,(Rat(n,C),Z/2) = {O}, q>2n, (5.15) 
b2,_I(Rat(n,4=),Z/2) < 2. (5.16) 
Proof. By Segal’s Theorem 
Rat(n,C) z Rat,,(2n), (5.17) 
so that (5.15) follows from (5.14). Moreover Rat “(2n) has exactly two 
continued fraction cells of dimension 2n + 1, namely 
r(Zn, + 1) = PO -; +&>6, a,monic,dega,=2n 
44 
Therefore (5.16) is a consequence of (5.13). 
REMARK 5.9. 
(i) Note that the equalities (5.15) hold for an arbitrary Abelian group G 
of coefficients, instead of Z/2. For q > 2n + 1 the equations (5.15) hold for 
more general reasons. In fact, Rat( n,C) is homeomorphic to the smooth 
affine variety X(n x n,C) x C, where .%‘(n X n,C) is the manifold of invert- 
ible n X n complex Hankel matrices. By a theorem of Lefschetz, the singular 
homology groups H,X, Z) of a smooth affine variety X of complex dimension 
k disappear for q > k. Hence by the universal coefficient theorem the Betti 
numbers b,(Rat(n, C), Z/2) vanish for q > 2n + 1. 
(ii) Segal (1979) has shown that 
ff,(Rat(n,Q=),Z) = H,(Qi(S2),h), O<q<n, 
where s2z(S2) is the (second loop) space of base-point-preserving continuous 
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maps S2 + S2 of degree n. In view of Corollary 5.8, these equalities deter- 
mine half of the possibly nontrivial homology groups of Rat( n,C). In fact, 
Boyer and Mann (1987) have recently shown that for n = 2k 
h,,_,(Rat(n,C),Z/2) + 0. 
Thus the vanishing result (5.15) cannot be improved. 
We conclude this paper by determining the mod 2 Betti numbers 
b,(Rat( n), H/2) for n < 5. By the theorems of Brockett and Segal, 
b,(Rat(n),H/2) = 5 !pq(Ratk(n),Z/2) 
k=O 
= c b,(Rat(min(k,n - k),Q=),H/2). (5.18) 
k=O 
Clearly 
Rat(l,C) s @*Xc 
has the homotopy type of a circle S ‘. The mod 2 Betti numbers of Rat(2,C) 
were determined in Byrnes and Helmke (1986). It was shown that Rat(2,C) 
has the same mod 2 homology groups as the real projective 3-space IwP3, i.e. 
b,(Rat(2,Q=),h/2) = 1 for 4=0,1,2,3. 
Altogether, we obtain by (5.18) the complete table of mod 2 Betti numbers of 
Rat(n), n < 5, which is given in Table 1. 
TABLE 1 
mod2 BETTINUMBERS OF Rat(n) 
n ) q=o 1 2 3 Otherwise 
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TABLE 2 
~MBER~OFC~~I~D~~TI~N~ELL~~F~~VEN~ODIMEN~IONIN Rat(n) 
N(n; q) = 0 1 2 3 4 Otherwise 
2 0 0 0 0 0 
4 2 0 0 0 0 
8 8 2 0 0 0 
16 24 12 2 0 0 
32 64 48 16 2 0 
It is interesting to compare Table 1 with the numbers of continued 
fraction cells of codimension 4 in Rat(n) (see Table 4.1 in Fuhrmann and 
Krishnaprasad (1986)): 
which are shown in Table 2. A comparison between Tables 1 and 2 shows 
that the bounds for the mod 2 Betti numbers of Rat(n) obtained from the 
N(n;q)= t N(n,k;2n-q), 
k=O 
(5.19) 
weak Morse inequalities (5.13) are rather poor. 
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