This paper presents a supervisory algorithm that prevents side collisions among vehicles at an intersection by taking control of vehicles when necessary. Based on the vehicles' current state and drivers' desired inputs, the supervisor verifies whether there exists an input signal with which vehicles can cross the intersection without collision. Instead of directly searching for the existence of such an input signal, we solve an equivalent jobshop scheduling problem, which leads to a more tractable solution. The jobshop scheduling problem determines the existence of a schedule, i.e., times at which vehicles can enter conflict areas within an intersection, such that vehicles do not meet in any conflict area. This problem is approximately solved via two mixed integer linear programming problems formulated for simplified vehicle dynamics. The solutions to these problems provide over-and underapproximations of the solution to the jobshop scheduling problem with quantified approximation bounds. We theoretically demonstrate that this supervisor keeps the intersection safe and is nonblocking. Computer simulations further validate that the algorithm can run in real time for problems of realistic size.
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I. INTRODUCTION
T HE first fatality caused by a self-driving technology has raised concerns about the safety of autonomous vehicles [1] . As an approach to ensuring safety, this paper proposes a control algorithm that functions as a safeguard for vehicles at a road intersection. The control algorithm monitors vehicles' current states and inputs through vehicle-to-vehicle and vehicle-toinfrastructure communications [2] and determines if their inputs will cause unavoidable collisions in the future. If this is the case, the control algorithm intervenes to prevent collisions. We call this control algorithm supervisory control or a supervisor [3] .
To design a supervisor, we first solve a safety verification problem [4] . This is the problem of verifying whether the state trajectory can be kept outside a bad set of states (collision configurations) for some input signal, given an initial condition. Fig. 1 . General intersection. The safety verification problem in this scenario, which involves 20 vehicles and 48 conflict areas, can be approximately solved within quantified bounds. This intersection is obtained from [18] to encompass 20 top crash locations in Massachusetts, USA.
To solve this problem, prior work has used reachability analysis to calculate the backward reachable set of the bad set, that is, the set of starting states from which state trajectories enter the bad set independent of the control input [5] - [7] . However, reachability analysis of dynamical systems with large state spaces is usually challenging due to the complexity of computing reachable sets. This motivates the development of several approximation approaches. One approximation approach is to consider a simplified dynamical model to compute reachable sets instead of using the original complex dynamical model, as studied in [8] - [10] . Another approach is to approximate the original reachable set by employing various geometric representations, which include polyhedra [11] , ellipsoids [12] , or parallelotopes [13] . It has been shown in [14] that monotonicity of system dynamics, for which state trajectories preserve a partial ordering on states and inputs, makes the reachability analysis relatively simple. This is because for such systems, the boundary of a reachable set can be computed by considering only maximum and minimum states and inputs [15] . Indeed, an exact method for the reachability analysis is presented in [16] and [17] for monotone systems.
Our approach relies on the monotonicity of the system and on the approximation of vehicle dynamics by first-order linear dynamics and second-order nonlinear dynamics on a restricted input signal space. In this paper, we consider complex intersection scenarios in which vehicles follow predefined paths, as shown in Fig. 1 . The longitudinal dynamics of vehicles along these paths are monotone [19] , which enables us to translate the safety verification problem into a jobshop scheduling problem. This jobshop scheduling problem determines whether there exists a schedule, which is a set of times at which vehicles enter conflict areas, such that any two vehicles do not meet inside any conflict area. However, because of the second-order nonlinear dynamics of vehicles, the jobshop scheduling problem is a mixed integer nonlinear programming (MINLP) problem that is computationally difficult to solve. We therefore approximately solve the jobshop scheduling problem by formulating two mixed integer linear programming (MILP) problems: the first assumes first-order linear dynamics and the second assumes the secondorder nonlinear dynamics on a restricted input signal space. We prove that if the first MILP problem has no feasible solution, the jobshop scheduling problem also has no feasible schedule, and if the second MILP problem has a feasible solution, the jobshop scheduling problem also has a feasible schedule. When the first MILP problem has a feasible solution and the second MILP problem does not have a feasible solution, we cannot determine whether the jobshop scheduling problem has a feasible schedule, but can quantify the errors introduced by the solutions of the MILP problems.
The scheduling problem has been employed before to solve the safety verification problem for collision avoidance at an intersection [20] - [25] . In [20] - [24] , the safety verification problem is solved exactly with the assumption that the paths of vehicles intersect only at a single conflict point. Multiple conflict points are considered in [25] , where the equivalence of the scheduling problem and the safety verification problem is proved for general longitudinal dynamics (second order and nonlinear), and then the safety verification problem is solved exactly when vehicle dynamics are restricted to first-order linear dynamics. By contrast, the main contribution of this paper is to approximately solve the safety verification problem on multiple conflict points for general longitudinal vehicle dynamics by providing over-and underapproximations of the exact solution. A similar problem where robots follow predefined paths is considered in [26] and [27] , but the approach of these papers is not designed for safety verification and, thus, is restricted to zero initial speed with double integrator dynamics. Our scheduling approach can deal with general vehicle dynamics and verify safety for any given starting system's state.
Recently, intersection management has received considerable research attention. Most of the recent work concentrate on autonomous intersection management, where a controller takes control of vehicles at all times until they cross the intersection [28] - [34] . Our approach, instead, is to design a supervisor that is close to the least restrictive supervisor, where a supervisor is least restrictive if it overrides drivers only when their inputs will cause a future collision. Collision avoidance for multiple vehicles has been an active area of research especially in air traffic management. Various approximation approaches are employed to solve collision avoidance problems, such as approximation of dynamics [35] - [40] or relaxation of the original problems [41] , [42] . The controllers presented in these works are not designed to be close to the least restrictive ones, as opposed to the controller in this paper. While least restrictive controllers are presented in [5] and [6] , they are applicable only to a small number of vehicles due to the computational complexity of safety verification. As a scalable approach with the number of vehicles, decentralized control is employed in [43] - [45] . However, decentralized control usually terminates with suboptimal solutions or deadlock. In this paper, we present the design of a centralized controller and prove that it is nonblocking (deadlock-free). We validate through computer simulations that this controller can run in real time for problems with realistic size, such as for the scenario of Fig. 1 .
The rest of this paper is organized as follows. We define an intersection model and a vehicle dynamic model in Section II. The safety verification problem is stated in Section III and translated into a scheduling problem in Section IV. To approximately solve this problem, we formulate two MILP problems and quantify the approximation bounds in Section V. Based on one of the MILP problems, a supervisory algorithm is introduced and proved to be nonblocking in Section VI. We present simulation results in Section VII and conclude this paper in Section VIII.
II. SYSTEM DEFINITION

A. Intersection Model
At a road intersection, we assume that vehicles follow predefined known paths. These paths intersect at several conflict points. Around each conflict point, we define an area accounting for the length of vehicles and call it a conflict area. In this paper, we model an intersection as a collection of conflict areas. For example, in Fig. 2 , the intersection is modeled as a set of conflict areas 1-3.
The main focus of this paper is to prevent side collisions among vehicles whose paths intersect at conflict areas. Thus, we assume that there is only one vehicle per lane and neglect rearend collisions. These can be included using a similar approach as used in [21] .
B. Vehicle Dynamical Model
With a vehicle state (x j ,ẋ j ) where x j ∈ X j ⊆ R is the position of vehicle j on its longitudinal path andẋ j ∈ X j := [ẋ j,min ,ẋ j,max ] ⊂ R + is the speed along the path, the longitudinal dynamics of vehicle j are described as follows:
x j = f j (x j ,ẋ j , u j ).
(1)
The input u j is the throttle or brake input in the set U j := [u j,min , u j,max ] ⊂ R. We assume that system (1) has a unique solution, and the solution depends continuously on the input. In this paper, we consider scenarios where the radii of the paths of vehicles are sufficiently greater than the lengths of the vehicles, and the speeds of vehicles are low. In such scenarios, the coupling between the lateral and longitudinal dynamics can be ignored [16] , which allows us to focus only on the control of longitudinal dynamics. In this case, system (1) can be given by a standard longitudinal dynamical model
with parameters c 1 > 0, c 2 > 0, and c 3 [46] . The nonlinear term appears due to aerodynamic drag force, and the constant term appears due to rolling resistance. Let us consider n vehicles approaching an intersection. The whole system dynamics can be obtained by combining the individual dynamics (1) and written as follows:
We define an input signal u j (·) : t ∈ R + → u j (t) ∈ U j that is piecewise continuous with a countable number of discontinuities in the input signal space U j . We assume that U j is connected. Let x j (t, u j (·), x j (0),ẋ j (0)) denote the position reached at time t starting from (x j (0),ẋ j (0)) using an input signal u j (·) ∈ U j . For simplicity, we write x j (t, u j (·)) if the initial condition is (x j (0),ẋ j (0)), and otherwise specify an initial condition. We also use the aggregate position x(t, u(·)) with the aggregate input signal u(·) ∈ U, implicitly assuming the initial condition (x(0),ẋ(0)). Similarly, we useẋ(t, u(·)) to denote the speed at time t evolving with u(·).
We assume the following for the vehicles dynamics in (1) . We say that an input signal u j (·) is smaller than or equal to u j (·),
Assumption 1: System (1) is monotone [47] , that is, if
for all t, t ≥ 0 for all j.
The above assumption means that displacement of the vehicle at time t is larger when larger inputs are applied and/or larger initial states are considered. The standard longitudinal dynamical model (2) satisfies the above assumption [19] .
III. PROBLEM STATEMENT
Let us consider n vehicles approaching an intersection that is modeled as a collection of m conflict areas. We denote the location of conflict area i on the longitudinal path of vehicle j as an open interval (α ij , β ij ) ⊂ R, as shown in Fig. 2 . We say a collision occurs at an intersection if two vehicles are simultaneously inside the same conflict area. This configuration is referred to as a bad set, which is denoted by B and defined as follows:
for some i ∈ {1, . . . , m} and j = j ∈ {1, . . . , n}}. (4)
The main focus of this paper is safety verification, i.e., verifying whether the system's state can avoid entering the bad set starting from a given initial state. We approach this by stating a mathematical problem, called the safety verification problem, as follows.
Problem 1 (safety verification): Given an initial condition (x(0),ẋ(0)), determine if there exists u(·) ∈ U such that x(t, u(·)) / ∈ B for all t ≥ 0. To solve this problem while avoiding an exhaustive search over the input signal space, we translate it into a jobshop scheduling problem. The jobshop scheduling problem determines whether there exists a feasible schedule, which is a set of times at which vehicles can enter conflict areas such that any two vehicles do not meet inside any conflict area. While this scheduling problem is still not easy to solve exactly because vehicles (jobs) have nontrivial dynamics, we can still provide efficient approximate solutions with quantified approximation bounds.
IV. SCHEDULING: EQUIVALENT PROBLEM TO PROBLEM 1
In this section, we formulate a scheduling problem and present the theorem stating that this problem is equivalent to the safety verification problem (Problem 1).
A scheduling problem can be described by a graph representation [48] . In this graph, a node is an operation, i.e., a pair of a machine (conflict area) and a job (vehicle) (i, j), denoting that job j is processed by machine i. The collection of all operations is denoted by N N :
conflict area i is on the route of vehicle j}.
This set is defined in advance because we assume that the route of each vehicle is known a priori. We also define a set N x(0) ⊆ N that contains operations to be processed given an initial position x(0).
Recall that (α ij , β ij ) ⊂ R denotes the location of conflict area i on the longitudinal path of vehicle j (see Fig. 2 ). We define this set because some operations may not be relevant, given that a vehicle may have already exited a conflict area, captured by β ij ≤ x j (0). The first operation set F ⊆ N x(0) and the last operation set L ⊆ N x(0) are defined as follows:
That is, an operation (i, j) is the first operation if machine i is the first machine on which job j will be processed and is the last operation if machine i is the last such machine. The sets F and L contain the first and last operations of each job, respectively. We define sets of conjunctive arcs C and disjunctive arcs D, which connect two operations in N x(0) as follows:
vehicle j crosses conflict area i and then conflict area i }
vehicles j and j share the same conflict area i}.
That is, a conjunctive arc in C represents a sequence of two operations on the route of each job, and a disjunctive arc in D represents an undetermined sequence of two operations on the same machine.
Example 1: In the scenario in Fig. 2 , suppose β 11 ≤ x 1 (0) < β 31 , x 2 (0) < β 22 and β 33 ≤ x 3 (0) < β 23 . The operations are illustrated in Fig. 3 , where the operation sets N and N x(0) are as follows:
Here, the first and last operation sets are F = {(3, 1), (2, 2), (2, 3)} and L = {(3, 1), (1, 2), (2, 3)}. The sets of conjunctive and disjunctive arcs are
We now introduce scheduling parameters (release times, deadlines, and process times) to formulate a jobshop scheduling problem [48] . To simplify the notation, let
This is the minimum time to reach α ij starting from (x j (0), x j (0)) with a given constraint. Similarly, let t max (x j (0), x j (0), α ij ; g(u j (·))) denote the maximum time to reach α ij starting from (x j (0),ẋ j (0)) while satisfying constraint g(u j (·)) = 0.
Let T ij be a positive number that denotes the time at which vehicle j is scheduled to enter conflict area i, that is,
. A jobshop scheduling problem is the problem of determining whether there exists a schedule T such that an input signal u j (·) ∈ U j satisfying x j (T ij , u j (·)) = α ij exists for all (i, j) ∈ N x(0) and vehicles never meet inside a conflict area.
Given a schedule T, the release time R ij (T) is the soonest time at which vehicle j can enter conflict area i under the constraint that it enters the previous conflict area i at T i j . The deadline D ij (T) is the latest such time. The process time P ij (T) is the minimum time that vehicle j takes to exit conflict area i under the constraint that it enters the same conflict area at time T ij and the next conflict area i at time T i j . We omit the argument T if it is clear from the context.
Formally, the release time and deadline are defined as follows. Given an initial condition (x(0),ẋ(0)) and a schedule T, for all
If the constraint is not satisfied, set
If
Note that for (i, j) ∈ F, the release time and deadline are independent of T.
The process time is defined as follows. Given (x(0),ẋ(0)) and T, for all (i, j) ∈ N x(0) \ L with a succeeding operation
. If the constraints are not satisfied, set P ij = ∞.
A jobshop scheduling problem has two decision variables: a schedule T and a set of binary variables k = {k ij j ∈ {0, 1}, ∀(i, j) ↔ (i, j ) ∈ D} that indicates a sequence of two operations on each disjunctive arc. For example, k ij j = 1 indicates that vehicle j precedes vehicle j on conflict area i. Problem 2 (jobshop scheduling problem): Given an initial condition (x(0),ẋ(0)), determine if s * = 0
where M is a positive and large real number that satisfies
In the scheduling literature, max(T ij − D ij (T), 0) is called the maximum lateness [48] . The zero maximum lateness indicates that a schedule of all operations satisfies the deadline, that is, there is
. This implies the existence of an input signal u j (·) ∈ U j that makes x j (T ij , u j (·)) = α ij for all (i, j) ∈ N x(0) by the definitions of R ij (T) and D ij (T) and by the assumptions that the space U j is connected and that the solution x j (t, u j (·)) continuously depends on the input signal u j (·) (the reasons of these assumptions are found in [20] ). Constraint (P2.2) says that for two vehicles j and j that share the same conflict area i, either vehicle j precedes vehicle j (when k ij j = 1) or the other way around (when k ij j = 1). For example, if k ij j = 0 and k ij j = 1, the first inequality of (P2.2) always holds because of the presence of the large constant M
The second inequality of (P2.2) becomes P ij (T) ≤ T ij , implying that after vehicle j exits conflict area i, vehicle j can enter it. That is, each conflict area is exclusively used by one vehicle at a time. Thus, the existence of such T and k that yield s * = 0 is equivalent to the existence of u(·) ∈ U to avoid the bad set. This is the essence of the proof of the following theorem. That is, s * is the indicator of the vehicles' safety.
While this theorem holds for general dynamics (1), Problem 2 can be difficult to solve depending on which vehicle dynamics are considered. In [25] , Problem 2 is solved exactly when the vehicle dynamics are restricted to first order and linear in which case Problem 2 becomes an MILP problem, which can be efficiently solved by a commercially available solver, such as CPLEX [49] . Problem 2, in this paper, is an MINLP problem, which is notorious for its computational intractability, due to the nonlinear and higher order vehicle dynamics. To approximately solve Problem 2, we formulate two MILP problems that yield lower and upper bounds of s * , respectively. The first MILP problem that computes the lower bound is a reformulation of the MILP problem given in [25] , and the second MILP problem that computes the upper bound is based on nonlinear second-order dynamics with a limited input signal space.
V. APPROXIMATE SOLUTIONS TO PROBLEM 2
In this section, we provide two MILP problems that yield lower and upper bounds of the optimal cost of Problem 2 and quantify the approximation errors introduced by the two MILP problems. We also discuss different MILP formulations that can reduce the approximation errors at the expense of computational complexity.
A. Lower Bound Problem
Let us consider first-order vehicle dynamicṡ
where y j is the position of vehicle j along its path and v j is the speed input. In this model, we control the speed of vehicles that lies in the space V j = [v j,min , v j,max ] witḣ v j,min > 0. The speed signal v j (·) : R + → V j is piecewise continuous with a countable number of discontinuities. We consider v j,min =ẋ j,min and v j,max =ẋ j,max whereẋ j,min andẋ j,max are the speed bounds for the general dynamics (1).
In the lower bound problem, the decision variables are a schedule t = {t ij ≥ 0, (i, j) ∈ N x(0) }, a set of process times p = {p ij ≥ 0, (i, j) ∈ N x(0) }, and a set of binary variables k := {k ij j ∈ {0, 1}, (i, j) ↔ (i, j ) ∈ D}. Note that different from Problem 2, the process times are decision variables in the lower bound problem. A schedule and a process time satisfy y j (t ij ) = α ij and y j (p ij ) = β ij for all (i, j) ∈ N x(0) .
We define release times r ij and deadlines d ij for the lower bound problem, given an initial condition (x(0),ẋ(0)) and a process time p, as follows. Let y(0) = x(0).
If α ij ≤ y j (0), then r ij = d ij = 0.
Note that for the first operation (i, j) ∈ F, the release times and deadlines are defined on the general dynamics (1). This is because the release times and deadlines even with the general dynamics are linearly dependent on the decision variables and, thus, enable us to write linear constraints, and because setting r ij = R ij and d ij = D ij for the first operation results in a tighter constraint than r ij = (α ij − y j (0))/v j,max and d ij = (α ij − y j (0))/v j,min . This is a different definition from that in [25] . 
Note that the objective function and constraints (P3.1)-(P3.3) are linear with the decision variables. Thus, this problem is an MILP problem.
The following theorem proves that s * L is a lower bound of s * . The proof of the theorem lies in the fact that the set of trajectories generated by the first-order dynamics is a superset of the trajectories generated by the second-order nonlinear dynamics (1).
Theorem 2: s * L ≤ s * . Proof: Suppose Problem 2 finds T * and k * with the corresponding cost s * , whether or not s * = 0. We will show that t = T * andk = k * become a feasible solution to Problem 3 with somep.
Given T * , we have P ij (T * ) for all (i, j) ∈ N x(0) by the definitions in (7) and (8) . Considerp ij = P ij (T * ). Then P ij (T * ) − T * ij =p ij −t ij is the time to reach β ij from α ij and, thus, satisfies (P3.2). Constraint (P3.3) is the same as constraint (P2.2) in Problem 2.
We will show that r
i j plus the minimum time to reach α ij from α i j by (5) . Considering this definition with (7) and (8), R ij is again equal to P i j plus the minimum time to reach α ij from β i j , thereby R ij ≥
Therefore,t,p, andk is a feasible solution of Problem 3.
By the above theorem, s * > 0 if s * L > 0. That is, given an initial condition, if Problem 3 does not have a feasible schedule that satisfies (P3.1)-(P3.3) and t ij ≤ d ij (p) for all (i, j) ∈ N x(0) , then Problem 2 does not have a schedule that satisfies (P2.1), (P2.2), and T ij ≤ D ij (T) for all (i, j) ∈ N x(0) . However, the cost error, s * − s * L , cannot be rendered as small as desired due to the simple dynamics (first-order linear), which cannot fully represent the behavior of the actual dynamics (1). In Section VIII, we discuss about this limitation and future work.
B. Upper Bound Problem
In this section, we relax Problem 2 to an MILP problem by considering general dynamics (1) on a restricted input signal space. This problem is the problem of determining the existence of a set of times at which vehicles enter their first conflict area, assuming that to reach the following conflict areas all vehicles apply maximum input, such that any two vehicles do not meet inside a conflict area. The rationale here is that once a vehicle enters an intersection, the driver tries to exit as soon as possible.
We define α j,min to denote the first conflict area as follows:
Recall that N is the set of all operations independent of an initial condition.
In the upper bound problem, the time to reach the first conflict area is a decision variable, as opposed to Problems 2 and 3 whose decision variables are the entering times for all conflict areas. This decision variable, also called a schedule and denoted by T F = {T F ij ≥ 0, (i, j) ∈ F}, satisfies x j (T F ij ) = α ij if x j (0) < α ij and otherwise T F ij = 0. Another decision variable is a set of binary variables k = {k ij j ∈ {0, 1}, (i, j) ↔ (i, j ) ∈ D} as introduced also in the previous two problems.
The release times and deadlines are defined only for the first operation as follows.
Definition 1: Given an initial condition (x(0),ẋ(0)), release timesR ij and deadlinesD ij are defined for (i, j) ∈ F as follows. If x j (0) < α j,min
The release timeR ij and the deadlineD ij depend only on the initial condition (x j (0),ẋ j (0)), not on the decision variable T F .
Given a schedule T F , we defineT ij (T F ) andP ij (T F ) for (i, j) ∈ N x(0) as follows. When vehicle j's location is before the intersection (x j (0) < α j,min ),T ij (T F ) andP ij (T F ) represent the minimum times at which vehicle j can enter and exit conflict area i, respectively, no matter what speed it has at T F i j where (i , j) is the first operation. When vehicle j is in the intersection, (α j,min ≤ x j (0)),T ij (T F ) andP ij (T F ) are the minimum times at which it enters and exits conflict area i, respectively. These are formally defined as follows.
Definition 2: Given an initial condition (x(0),ẋ(0)) and a schedule T F , we defineT ij (T F ) andP ij (T F ) for (i, j) ∈ N x(0) as follows. If x j (0) < α j,min , for (i, j) ∈ F, then
and for (i, j) ∈ N x(0) \ F with the first operation (i , j) such that (i , j) ∈ F and α i j = α j,min
If α j,min ≤ x j (0), for (i, j) ∈ F, then
and for (i, j) ∈ N x(0) \ F with the first operation (i , j) such that (i , j) ∈ F
In (15) and (16), The definitions ofT ij (T F ) andP ij (T F ) are illustrated in Fig. 4 . Note that the concept of applying the maximum input inside the intersection is in the expression t min in Definition 2 because the maximum input leads to the soonest time to reach a position by the monotonicity assumption (Assumption 1). Also, note that the parameters in Definitions 1 and 2 are linear functions with respect to the decision variable because the terms involving t min and t max are independent of the decision variable. We can easily compute the expressions t min and t max by finding a time-optimal trajectory, which is obtained by applying extreme control inputs by Assumption 1.
Problem 4 (upper bound problem): Given an initial condition (x(0),ẋ(0)), determine if s * U = 0
As the constraints are in linear forms with the decision variables T F and k, the problem is an MILP problem.
We show that s * U in Problem 4 is an upper bound of s * in Problem 2 in the sense that s * ≤ Ms * U for a large positive number M . If s * U > 0, this inequality is trivial, whereas it is not if s * U = 0 because then s * must also be zero. In the following theorem, therefore, we will show that s * U = 0 implies s * = 0 for any initial condition (x(0),ẋ(0)).
Theorem 3: s * U = 0 ⇒ s * = 0. Proof: Suppose Problem 4 finds an optimal solution T F * = {T F * ij : (i, j) ∈ F} and k * = {k * ij j : (i, j) ↔ (i, j ) ∈ D} that yields s * U = 0 given an initial condition (x(0),ẋ(0)). Because
, there exists an input signal u * j (·) ∈ U j such that x j (T F * ij , u * j (·)) = α ij . We defineT andP as follows: for
Note thatP ij is P ij (T) by (7) and (8) . We will show thatT and k = k * is a feasible solution in Problem 2. For constraint (P2.1) in Problem 2, since T F * ij satisfies constraint (P4.1) andR ij = R ij for all (i, j) ∈ F, we have R ij ≤T ij . For (i, j) ∈ N x(0) \ F, we defineT ij as the minimum time to reach conflict area i, therebyT ij = R ij (T) by (5) . This establishes that R ij ≤T ij for all (i, j) ∈ N x(0) . For constraint (P2.2) in Problem 2, let us compareT ij andP ij with
That is,T andk = k * satisfy constraint (P2.2). Now, we have a feasible solutionT andk in Problem 2. For (i, j) ∈ N x(0) \ F, we haveT ij = R ij ≤ D ij and, thus, max (i,j )∈N x ( 0 ) \F (T ij − D ij , 0) = 0. For (i, j) ∈ F, we havē D ij ≤ D ij and the following inequalities complete the proof.
Therefore, if s * U = 0, then we have s * = 0. The proof relies on the fact that the set of trajectories generated by the second-order nonlinear dynamics with a restricted input signal space is a subset of the trajectories generated by the second-order nonlinear dynamics with the full input signal space. Thus, a feasible schedule of Problem 4 can be realized by the second-order nonlinear dynamics, thereby guaranteeing the existence of a feasible schedule of Problem 2.
By Theorems 2 and 3, we have s * L > 0 ⇒ s * > 0 and s * U = 0 ⇒ s * = 0. That is, from Problems 3 and 4, which can be solved with a commercial solver such as CPLEX, we can find the solution to Problem 2, as shown in Table I . In Case I, if s * U = 0, we know that s * = 0. In Case III, if s * L > 0, we know that s * > 0. However, when s * L = 0 and s * U > 0, represented by Case II in the table, s * is not exactly determined. In this case, we can quantify the approximation bounds. 
C. Approximation Bounds
To determine the solution to Problem 2, the solutions to the approximate problems (Problems 3 and 4) are used when s * L > 0 or s * U = 0. However, when s * L = 0 and s * U > 0, the approximate problems cannot determine the solution to Problem 2. To represent the difference between the approximate and exact solutions in this case, we introduce a shrunken bad set and an inflated bad set. A shrunken bad set is such that if it was considered in place of the bad set in Problem 2, then whenever s * L = 0 Problem 2 would return s * = 0, meaning there exists an input signal with which the state trajectory can avoid the shrunken bad set. An inflated bad set is such that if it was considered in place of the bad set in Problem 2, then whenever s * U > 0 Problem 2 would return s * > 0, meaning that for all input signals the state trajectory cannot avoid the inflated bad set. In other words, when s * L = 0 and s * U > 0, the shrunken bad set leads to an underapproximation of the solution to Problem 2, and the inflated bad set leads to an overapproximation of the solution to Problem 2. Thus, the approximation bounds can be quantified in terms of the discrepancy between the shrunken and inflated bad sets.
To construct the shrunken and inflated bad sets, we define a shrunken conflict area and an inflated conflict area. In the definitions, let us consider F ⊆ N because the bad sets are geometric objects independent of an initial state of vehicles, see Fig. 5 .
Definition 3: A shrunken conflict area (α ij ,β ij ) for all (i, j) ∈ N is defined as follows. For all (i, j) ∈ F
For all (i, j) ∈ N \ F with the first operation (i , j) ∈ F
Ifα ij ≥β ij , then set (α ij ,β ij ) = ∅. Definition 4: An inflated conflict area (α ij ,β ij ) for all (i, j) ∈ N is defined as follows. For all (i, j) ∈ F 
where t * * = t min (α j,min ,ẋ j,max , α ij ) and t * * * = t min (α j,min , x j,min , β ij ). Note that t * , t * * , and t * * * are the same as the added times in (13) and (14) . A shrunken bad setB and an inflated bad setB are defined as follows:B
It can be checked thatB
In the following theorems, we prove that: 1) s * L = 0 implies that there exists an input signal such that the state trajectory can avoid the shrunken bad setB; and 2) s * U > 0 implies that for all input signals, the state trajectory cannot avoid the inflated bad setB. The proofs of the theorems are collected in the Appendix.
Theorem 4: Given an initial condition (x(0),ẋ(0)), if s * L = 0, then there exists an input signal u(·) ∈ U such that x(t, u(·)) / ∈B for all t ≥ 0. Theorem 5: Given an initial condition (x(0),ẋ(0)), if s * U > 0, then for all input signals u(·) ∈ U, x(t, u(·)) ∈B for some t ≥ 0.
If we consider any strict superset of the shrunken bad set, there exists an initial condition such that Theorem 4 does not hold. Similarly, if we consider any strict subset of the inflated bad set, there exists an initial condition such that Theorem 5 does not hold. This is shown through the following example.
Example 2: Two vehicles with dynamicsẍ j = u j , u j ∈ [−2, 2] m/s are approaching a single conflict area located at (5, 7) m along the path of each vehicle. An initial condition is x 1 (0) = 0 m, x 2 (0) = −0.99 m, andẋ 1 (0) =ẋ 2 (0) = 5 m/s whereẋ 1 ,ẋ 2 ∈ [1, 5] m/s. Then, s * U in Problem 4 is positive because the optimal solution is (T F 11 ,P 11 ) =(1, 2) s and (T F 12 ,P 12 ) =(2, 3) s, butD 12 =1.99 s. The inflated conflict area is (5, 10) m by (19) .
There is no input signal such that the system's state avoids the inflated bad set because at t =1 s vehicle 1 enters the bad set with the maximum speed and at t = 2 s vehicle 1 can exit the inflated bad set. At t = 2 s vehicle 2 cannot enter the bad set because D 12 =D 12 =1.99 s. However, if a strict subset of the inflated conflict area, say (5,9. 94) m, is considered, vehicle 1 exits the subset at t = 1.988 s and, thus, vehicle 2 can enter the bad set no later than its deadline. This means that an input signal exists to avoid the subset of the inflated conflict area.
D. Other Upper Bound Solutions
In Section V-B, we formulate an MILP problem that yields an upper bound by considering the maximum input inside an intersection. Different MILP formulations are possible, for example, by considering the minimum input inside an intersection. To obtain a tighter upper bound, various combinations of the maximum and minimum inputs can be considered inside an intersection with a binary variable associated with each combination. This approach is less conservative, at the expense of computational complexity, since more choices of inputs are allowed.
VI. CONTROL DESIGN
Based on the results of Section V, we can design a supervisor that is activated when a future collision is detected inside the inflated conflict areas. The structure of the supervisor is illustrated in Fig. 6 .
Let APPROXVERIFICATION(x(0),ẋ(0)) be an algorithm solving Problem 4 given an initial condition (x(0),ẋ(0)). Let APPROXVERIFICATION return (s * U , T F * ) where T F * is the optimal solution.
Algorithm 1: Supervisory Control Algorithm at t = kτ . 1: procedure SUPERVISOR (x(kτ ),ẋ(kτ ), u k d ) 2:
x k d ← x(τ, u k d (·), x(kτ ),ẋ(kτ )) 3:ẋ k d ←ẋ(τ, u k d (·), x(kτ ),ẋ(kτ )) 4:
return u k d (·) 9: else 10:
x k saf e ← x(τ, u k saf e (·), x(kτ ),ẋ(kτ )) 11:ẋ k saf e ←ẋ(τ, u k saf e (·), x(kτ ),ẋ(kτ )) 12:
(·, T F * 2 ) = APPROXVERIFICATION(x k saf e ,ẋ k saf e ) 13:
The supervisory algorithm runs in discrete time with a time step τ . At time kτ , it receives the measurements of the state (x(kτ ),ẋ(kτ )) and the desired input u k d ∈ U, which is a vector of inputs that the drivers are applying at time kτ . Let u k d (·) refer to a map t ∈ [0, τ) → u k d . These measurements are used to predict the desired state at the next time step, which is denoted by (x k d ,ẋ k d ) and defined as x k d = x(τ, u k d (·), x(kτ ),ẋ(kτ )) anḋ x k d =ẋ(τ, u k d (·), x(kτ ),ẋ(kτ )). We solve Problem 4 to see if the system's state, starting from the desired state, can avoid the bad set.
If APPROXVERIFICATION(x k d ,ẋ k d ) returns T F * that makes s * U = 0, we can find a safe input signal by defining an input generator function σ : X ×Ẋ × R n → U as follows:
where x k j,d andẋ k j,d denote the jth entries of x k d andẋ k d , respectively. The supervisor stores this safe input signal restricted to time (0, τ) for potential use at the next time step. Since there is an input signal such that the system avoids entering the bad set from (x k d ,ẋ k d ), the supervisor allows the desired input. If APPROXVERIFICATION(x k d ,ẋ k d ) returns s * U > 0, the supervisor overrides the drivers with the safe input signal u k saf e (·) stored at the previous step. This safe input signal is used to predict the safe state at the next time step, which is denoted by (x k saf e ,ẋ k saf e ) and defined as x k saf e = x(τ, u k saf e (·), x(kτ ),ẋ(kτ )) andẋ k saf e =ẋ(τ, u k saf e (·), x(kτ ),ẋ(kτ )). This state is used to generate a safe input signal for potential use at the next time step. We will prove in the next theorem that APPROXVERIFICATION(x k saf e ,ẋ k saf e ) always returns s * U = 0 and, thus, a safe input signal is defined by the input generator function σ.
This supervisor is implemented by Algorithm 1. An input signal with superscript k, such as u k (·), denotes an input function from [0, τ) to U. Also, an input signal with superscript k, ∞ indicates that the domain of the input signal is [0, ∞).
The computational complexity of Algorithm 1 is determined by the complexity of APPROXVERIFICATION (solving Problem 4) in lines 4 and 12. Since Problem 4 involves O(mn(n − 1)) binary variables and n continuous variables, where n is the number of vehicles and m is the number of conflict areas, APPROXVER-IFICATION has O(n2 m n(n −1) ) asymptotic computational complexity. Although the complexity of APPROXVERIFICATION is combinatorial with the number of vehicles and the number of conflict areas, several algorithmic approaches are available to solve MILP problems [50] .
By Theorem 5, s * U > 0 indicates that no input signal exists to avoid the inflated bad set. However, there may exist an input signal to avoid the bad set. Thus, this supervisor is not least restrictive, but is close to the least restrictive one in a quantified bound in the sense that when it overrides vehicles, there is no input signal to avoid the inflated bad set (see Theorem 5) , and when it does not override vehicles, there is an input signal to avoid the bad set (see Theorem 3).
Theorem 6: Algorithm 1 guarantees that the system's state never enters the bad set, i.e., x(t) / ∈ B for all t ≥ 0, and is nonblocking, i.e., if SUPERVISOR(x(0),ẋ(0), u 0 d ) = ∅, then for any u k d ∈ U, SUPERVISOR(x(kτ ),ẋ(kτ ), u k d ) = ∅. Proof: By construction, the supervisor guarantees that the state never enters the bad set. The supervisor allows the desired input signal if s * U = 0 given the desired state. This implies by Theorems 1 and 3 that there exists an input signal such that a state trajectory starting from the desired state avoids the bad set, and the desired state is not in the bad set. If s * U > 0 given the desired state, the supervisor overrides the drivers and leads the system state to the safe state, which is not in the bad set as will be shown in the proof of nonblockingness.
We prove the nonblocking property of the supervisor by induction on k. For the base case, assume SUPERVISOR(x(0), x(0), u 0 d ) = ∅ and u 1,∞ saf e (·) is well defined, i.e., u 1,∞ saf e (·) ∈ U.
) is nonempty and u k,∞ saf e is well defined. At time kτ , for any u k d ∈ U, SUPERVISOR(x(kτ ),ẋ(kτ ), u k d ) is not empty since it returns either u k d (·) : t → u k d or u k saf e (·) : t → u k,∞ saf e (t). We need to show that u k +1,∞ saf e (·) is well defined in line 6 or line 13. In line 6, since
is well defined. In the case of line 13, we have that (x(kτ ),ẋ(kτ )) is either (
saf e ,ẋ k −1 saf e ) depending on the output of the supervisor at the previous time step. In either case, given the state (x(kτ ),ẋ(kτ )), there exists a safe input signal u k,∞ saf e (·) by the induction hypothesis. Since the safe state (x k saf e ,ẋ k saf e ) is the state reached with the safe input signal u k,∞ saf e (·) restricted to time [0, τ), the safe signal u k,∞ saf e (·) restricted to time [τ, ∞) guarantees that the state starting from the safe state (x k saf e ,ẋ k saf e ) can avoid the bad set. By Theorem 1, T F * 2 yields s * U = 0 and, thus, u k +1,∞ saf e is well defined. Fig. 7 . Simulation results without the supervisor (see Algorithm 1) for the scenario in Fig. 2 . Cases I, II, and III denote the same cases in Table I .
VII. SIMULATION RESULTS
We implemented Algorithm 1 on the cases illustrated in Figs. 1 and 2 to validate its collision avoidance performance and its nonblocking property. We implemented the algorithm on MATLAB and performed simulations on a personal computer consisting of an Intel Core i7 processor at 3.10 GHz and 8-GB RAM.
In the simulations, we consider the vehicle dynamics with a quadratic air drag term as in (2) . The following parameters are used: τ = 0.1, c 1 = 1, c 2 = 0.005, and c 3 = 0. For all j ∈ {1, . . . , n}, u j,min = −2, u j,max = 2, and α j,min = 20. For all (i, j) ∈ N , β ij − α ij = 5 and for all (i, j) → (i , j) ∈ C, α i j − α ij = 6.
Consider the scenario illustrated in Fig. 2 with the following initial condition and parameters: x(0) = (0, 0, 0),ẋ(0) = (10, 8, 8) , andẋ j,min = 8,ẋ j,max = 10 for all j ∈ {1 . . . , n}. Without implementing the supervisor (see Algorithm 1), we let the vehicles travel with the desired input u k d = (−2, −2, 2) for all k and plot the optimal values of Problems 3 and 4, shown in Fig. 7 . As proved in Theorems 2 and 3, s * U = 0 implies s * L = 0. With implementing the supervisor, we plot the position trajectory in Fig. 8(a) -(c). The trajectory (black line) is controlled by the supervisor when s * U > 0 (dotted line) so that it avoids the bad set [solid in Fig. 8(b) ] by Theorem 6. Note that the trajectory penetrates the inflated bad set [solid in Fig. 8(a) ]. This is because although s * U > 0 implies that there is no input signal to avoid the inflated bad set by Theorem 5, s * U = 0 does not imply that there is an input signal to avoid the inflated bad set, but implies that there is an input signal to avoid the bad set by Theorem 3. Now, let us consider the scenario illustrated in Fig. 1 with the following initial condition and parameters: x(0) = (0, −2, 5, −5, 0, 5, 0, 1, 5, 4, 0, −2, 5, 5, 0, 5, −2, 0, −2, 0) anḋ x j (0) = 5,ẋ j,min = 1,ẋ j,max = 10 for all j ∈ {1, . . . , n}, with the desired input u k d = u max for all k. The result is shown in Fig. 9 . The trajectory of vehicle 1 (black line) and the trajectories of other vehicles that share the same conflict area (red dotted lines) never stay inside the conflict area simultaneously. The supervisor overrides vehicles when s * U > 0 (when blue boxes at the bottom appear) to make them cross the intersection without collisions. In the simulations, to determine whether s * U = 0 Fig. 8 . Simulation results with the supervisor for the scenario in Fig. 2 . The black line represents the trajectory and is the same on each figure.
The line turns to the dotted line when the supervisor intervenes to prevent a predicted collision. The solid is (a) the inflated bad set, (b) the bad set, and (c) the shrunken bad set. The supervisor manages the system to avoid entering the bad set. Fig. 9 . Trajectory of vehicle 1 in the scenario of Fig. 1 , which involves 20 vehicles, 48 conflict areas, and 120 operations. The blue boxes represent the times at which the supervisor overrides the vehicles. The red dotted lines are the trajectories of the other vehicles that share the same conflict area. This graph shows that each conflict area is used by only one vehicle at a time.
or s * U > 0, we solve the following problem instead of solving Problem 4 because solving the following problem (with no cost function) takes less computation time than solving Problem 4 (with a cost function) [49] : given an initial condition, determine if there exists a feasible solution (T F , k) that satisfies (P4.1), (P4.2), and T F ij ≤D ij for all (i, j) ∈ F. Note that such a feasible solution exists if and only if s * U = 0. Based on the solution of this feasibility problem, Algorithm 1 takes no more than 0.05 s per iteration, even in this scenario of realistic size involving 20 vehicles, 48 conflict areas, and 120 operations on a representative geometry of dangerous intersections. Given that the allocated time step for intelligent transportation systems is 0.1 s [2] , this algorithm can be implemented in real time.
VIII. CONCLUSION
In this paper, we presented the design of a supervisory algorithm that determines the existence of a future collision among vehicles at an intersection (safety verification) and overrides the drivers with a safe input if a future collision is detected (control design). We translated the safety verification problem into a jobshop scheduling problem by exploiting monotonicity of the system. This jobshop scheduling problem minimizes the maximum lateness and determines if the optimal maximum lateness is zero where the zero maximum lateness corresponds to the case in which all vehicles can cross the intersection without collisions. Because of the nonlinear second-order dynamics of vehicles, the jobshop scheduling problem is an MINLP problem, which is computationally difficult to solve. We thus approximately solved this problem by solving two MILP problems that yield lower and upper bounds of the optimal maximum lateness. We presented the shrunken and inflated bad sets that can be used to quantify the approximation bounds. We designed the supervisor based on the MILP problem that computes the upper bound and proved that it is nonblocking. Computer simulations validated that the supervisor can be implemented in real-time applications.
While we assumed that there is only one vehicle per lane in this paper, our approach can be easily modified to deal with the case in which multiple vehicles are present on each lane. One possible modification can be solving the scheduling problem only for the first vehicles on lanes while letting the following vehicles maintain a safe distance from their lead vehicles. Instead of this naive approach, we are currently investigating a less conservative approach, such as that used in [21] . Also, we are currently working on a way to introduce additional constraints to Problem 3 that limit the instantaneous speed changes of the first-order dynamics so that the behaviors of the first-order dynamics can fully represent the behaviors of the second-order dynamics. In this way, we can make the cost error s * − s * L as small as desired. Also, Problem 4 can be extended to include the presence of uncertainty sources, such as measurement noise, process errors, and noncommunicating vehicles, as done in our previous works [22] , [23] for the single conflict area intersection model. Relaxing the assumption that the routes of vehicles are known in advance and, thus, allowing the route to change in real time is left for future work.
APPENDIX PROOFS OF THEOREMS 4 AND 5
Proof of Theorem 4: If s * L = 0, there exists an optimal solution t * , p * and k * that satisfies t * ij ≤ d ij for all (i, j) ∈ N and constraints (P3.1)-(P3.3) in Problem 3.
For (i, j) ∈ F, r ij ≤ t * ij ≤ d ij implies that there exists u * j (·) ∈ U j such that x j (t * ij , u * j (·)) = α ij =α ij (23) since r ij = R ij and d ij = D ij . Letẋ j (t * ij ) denoteẋ j (t * ij , u * j (·)). Constraint (P3.2), (β ij − α ij )/ẋ j,max ≤ p * ij − t * ij ≤ (β ij − α ij )/ẋ j,min , implies that for any input u * j (·) ∈ U j x j (p * ij − t * ij , u * j (·), α ij ,ẋ j (t * ij )) ≥β ij (24) 
