Abstract. We derive an upper bound on the support of matrix coefficients of suprecuspidal representations of the general linear group over a non-archimedean local field. The results are in par with those which can be obtained from the Bushnell-Kutzko classification of supercuspidal representations, but they are proved independently.
Introduction
Throughout, let F be a local non-archimedean field, O its ring of integers, and let G = GL r (F ) be the general linear group of rank r with center Z. Let K = GL r (O) be the standard maximal compact subgroup of G and for any n ≥ 1 let K(n) = K r (n) be the principal congruence subgroup, i.e., the kernel of the canonical map K → GL r (O/̟ n O) where ̟ is a uniformizer of F . Denote by B(n) the ball
where q is the size of the residue field of F and g = max |g i,j | F where g i,j are the entries of g. Thus, {B(n) : n ≥ 1} is an open cover of G by compact sets. The purpose of this short paper is to give a new proof of the following result.
1 Theorem 1.1. Let (π, V ) be a supercuspidal representation of G and let (π ∨ , V ∨ ) be its contragredient. Let v ∈ V , v ∨ ∈ V ∨ and assume that v and v ∨ are fixed under K(n) for some n ≥ 1. Then the support of the matrix coefficient g → (π(g)v, v ∨ ) is contained in ZB(c(r)n) where c(r) is an explicit constant depending on r only.
As explained in [FLM12] , the theorem is a direct consequence of the classification of irreducible supercuspidal representations by Bushnell-Kutzko [BK93] , or more precisely, of the fact that every such representation is induced from a representation of an open subgroup of G which is compact modulo Z. This is in fact known for many other cases of reductive groups over local non-archimedean fields and in these cases it implies the analogue of Theorem 1.1. We refer the reader to [FLM12] for more details.
In contrast, the proof given here is independent of the classification. It is based on two ingredients. The first, which is special to the general linear group, is basic properties of local Rankin-Selberg integrals for G × G which were defined and studied by Jacquet-PiatetskiShapiro-Shalika. In particular, we use an argument of Bushnell-Henniart, originally used Date: October 19, 2018. 1 Throughout, by a representation of G we always mean a complex, smooth representation.
to give an upper bound on the conductor of Rankin-Selberg local factors [BH97] . The second ingredient is Howe's result on the integrality of the formal degree with respect to a suitable Haar measure [How74] , a result which was subsequently extended to any reductive group [HC99, Vig90, SS97] . The two ingredients are linked by the fact, which also follows from properties of Rankin-Selberg integrals, that the formal degree is essentially the conductor of π × π ∨ , a feature that admits a conjectural generalization for any reductive group [HII08] . (For another relation between formal degrees and support of matrix coefficients see [Key92] .)
As explained in [FL17a, FL17b] , Theorem 1.1 is of interest for the problem of limit multiplicity.
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A variant for Whittaker functions
It is advantageous to formulate a variant of Theorem 1.1 for the Whittaker model. Throughout, fix a character ψ of F which is trivial on O F but non-trivial on ̟ −1 O F . Let N be the subgroup of upper unitriangular matrices in G. If π is a generic irreducible representation of G, we write W ψ (π) for its Whittaker model with respect to the character ψ N of N given by u → ψ(u 1,2 + · · · + u r−1,r ). Recall that every irreducible supercuspidal representation of G is generic [GK75] .
Let A be the diagonal torus of G. For all n ≥ 1 let A(n) be the open subset
Clearly, ZA(n) = A(n) and A(n) is compact modulo Z.
Theorem 2.1. There exists a constant c = c(r) with the following property. Let π be an irreducible supercuspidal representation of G with Whittaker model W ψ (π) and n ≥ 1.
In order to prove Theorem 2.1 we set some more notation. For any function W on G let
(including possibly ±∞) where g r is the last row of g and (x 1 , . . . , x r ) = max |x i |.
Recall that by a standard argument (cf. [CS80, Proposition 6.1]) for any right
Let t = t(π) be the order of the group of unramified characters χ of F * such that π ⊗ χ ≃ π. Clearly, t divides r.
∈ Z be the conductor of the pair π × π ∨ (see below). Theorem 2.1 is an immediate consequence of the following two results.
Proposition 2.3. We have
where v q (t) is the maximal power of q dividing t. Moreover, f is even if q is not a square.
Proof of Proposition 2.2. The argument is inspired by [BH97] . We may assume without loss of generality that π is unitarizable. For any Φ ∈ S(F r ) consider the local Rankin-Selberg integral
is a Laurent polynomial in x since W is compactly supported modulo ZN. Also note that for any λ ∈ F * we have
Recall the functional equation ([JPSS83, Theorem 2.7 and Proposition 8.1] together with
is the Fourier transform of Φ and f ∈ Z is the conductor. Now let Φ 0 be the characteristic function of the standard lattice {ξ ∈ F r : ξ ≤ 1} and set
We get an equality of Laurent polynomials
where
is independent of a, which in turn follows from (and in fact, equivalent to) the fact that W is orthogonal to W |det| 2πij r log q unless j is divisible by r/t. Also note that P ψ W has nonnegative coefficients and the degree of P Proof of Proposition 2.3. By an argument based on properties of Rankin-Selberg integrals, the formal degree, with respect to a suitable choice of Haar measure, is related to f by the formula
]). Comparing it to the formal degree of the Steinberg representation
St with respect to the same measure we get
On the other hand,
(which is independent of the choice of Haar measure) is a (positive) integer (cf. [How74] , [Rog81] , [Hen84, Appendice 3]). The lemma follows. Remark 2.4. As explained to me by Guy Henniart, the lower bound in Proposition 2.3 is not sharp. In fact, a precise formula for f (π × π ∨ ), and more generally for f (π 1 × π 2 ) for an arbitrary pair of irreducible supercuspidal representations π i of GL n i (F ), i = 1, 2 is given in [BHK98] . The expression is in terms of the Bushnell-Kutzko description of supercuspidal representations. Using this, one can sharpen Proposition 2.3 as follows.
First note that f (π × π ∨ ) is insensitive to twisting π by a character. Suppose that π is minimal under twists, i.e., f (π × χ) ≥ f (π) for any character χ of F * where f (π) is the conductor of π. Then by [BH17, Lemma 3.5] and its proof we have f (π × π ∨ ) ≥ r 2 − t + 1 2 r(f (π) − r) with equality if f (π) = r, i.e., if π has level 0 (that is, if π has a non-zero vector invariant under K(1), in which case t = r). Thus, if f (π) > r + 1 then we get f (π × π ∨ ) ≥ r(r + 1) − t. On the other hand, we always have f (π) ≥ r [Bus87, (5.1)] and if f (π) = r + 1, i.e., if π is epipelagic then t = 1 and f (π × π ∨ ) = (r − 1)(r + 2). More generally, if f (π) is coprime to r, i.e., if π is a Carayol representation, then t = 1 and f (π × π ∨ ) = (r − 1)(f (π) + 1). For instance, this follows from [BHK98, (6.1.1),(6. To conclude, for any supercuspidal π we have
with equality if and only if π is a twist of either a representation of level 0 or an epipelagic representation. Alternatively, one could infer (2) and the conditions for equality from the local Langlands correspondence for G (cf. [GR10] ). Details will be appear in the upcoming thesis of Kilic.
The results of [BHK98] also give that f (π ×π ∨ ) is even. (Details will be given elsewhere.) In the Galois side this follows from a result of Serre [Ser71] .
I am grateful to Guy Henniart for providing me this explanation and allowing me to include it here.
For our purpose, the precise lower bound on f (π × π ∨ ) is immaterial -it is sufficient to have the inequality f ≥ 0 (or even, f ≥ c ′ n for some fixed c ′ depending only r). The point is that we do not use either the local Langlands correspondence or the classification of supercuspidal representations (but of course, we do use the non-trivial analysis of [How74] which depends on [How77] ).
Nonetheless, it would be interesting to prove (2) (and perhaps the evenness of f (π ×π ∨ )) without reference to the classification or to the local Langlands correspondence.
Proof of main result
In order to deduce Theorem 1.1 from Theorem 2.1 we make the argument of [LM15, Proposition 2.11] effective in the case of G = GL r .
For any t = diag(t 1 , . . . , t r ) ∈ A consider the compact open subgroup
Proposition 3.1. Let f be a compactly supported continuous funciton on G. Assume that f is bi-invariant under K r−1 (n) for some n ≥ 1. Then
We first need some more notation. Write N = U ⋉ V where U = N r−1 is the group of unitriangular matrices in GL r−1 embedded in GL r in the upper left corner and V is the unipotent radical of the parabolic subgroup of type (r − 1, 1), i.e., the r − 1-dimensional abelian group V = {u ∈ N : u i,j = 0 for all i < j < r}.
For any α = (α 1 , . . . , α r−1 ) ∈ F r−1 let x(α) be the r×r-matrix that is the identity except for the (r − 1)-th row which is (α 1 , . . . , α r−1 + 1, 0). Of course x is not a group homomorphism because of the diagonal entry.
For t ∈ A write U(t) = U ∩ N(t) and V (t) = V ∩ N(t) so that N(t) = U(t) ⋉ V (t). The following is elementary.
Lemma 3.2. For any n ≥ 1 let L(n) be the lattice of F r−1 given by
otherwise.
Proof of Proposition 3.1. We prove the statement by induction on r. The case r = 1 is trivial. For the induction step, note that if f is bi-invariant under
. Therefore, by induction hypothesis we have
Now we use Lemma 3.2. By part 1, Since f is bi-K r−1 (n)-invariant, for any α ∈ L(n) we can write the above as
Averaging over α ∈ L(n) and using part 2, we may replace the integration over V by integration over V (t n 0 ). This yields the induction step.
Also set,
Proposition 3.1, together with the argument of [LM15, Proposition 2.12], which was communicated to us by Jacquet, yield the following.
Corollary 3.3. There exists a constant c, depending only on r with the following property. From Proposition 3.1 we infer that there exists c, depending only on r, such that if f vanishes on B(cn) then K f (x, y) = 0 for all x, y ∈ B(n). The corollary follows. Finally, we prove Theorem 1.1.
Proof of Theorem 1.1. Let π be a supercuspidal irreducible representation of G. Suppose that W ∈ W ψ (π) K(n) and W ∨ ∈ W ψ −1 (π ∨ ) K(n) . By Theorem 2.1, both W and W The result therefore follows from Corollary 3.3.
