The boosting on the need of security notably increased the amount of possible facial recognition applications, especially due to the success of the Internet of Things (IoT) paradigm. However, although handcrafted and deep learning-inspired facial features reached a significant level of compactness and expressive power, the facial recognition performance still suffers from intra-class variations such as ageing, facial expressions, lighting changes, and pose. These variations cannot be captured in a single acquisition and require multiple acquisitions of long duration, which are expensive and need a high level of collaboration from the users. Among others, self-update algorithms have been proposed in order to mitigate these problems. Self-updating aims to add novel templates to the users' gallery among the inputs submitted during system operations. Consequently, computational complexity and storage space tend to be among the critical requirements of these algorithms. The present paper deals with the above problems by a novel template-based self-update algorithm, able to keep over time the expressive power of a limited set of templates stored in the system database. The rationale behind the proposed approach is in the working hypothesis that a dominating mode characterises the features' distribution given the client. Therefore, the key point is to select the best templates around that mode. We propose two methods, which are tested on systems based on handcrafted features and deep-learning-inspired autoencoders at the state-of-the-art. Three benchmark data sets are used. Experimental results confirm that, by effective and compact feature sets which can support our working hypothesis, the proposed classification-selection approaches overcome the problem of manual updating and, in case, stringent computational requirements.
Introduction
Face recognition (FR) is one of the most challenging tasks in pattern recognition due to intra-class and inter-class variations 1 . According to [1] , a set of templates that cover a large number of variations is needed to obtain a robust FR system. Moreover, the periodic re-enrolment can be perceived as intrusive and boring by users and, regardless, it is not the best solution since we are unable to predict all possible changes in the facial appearance even in the short-term. In addition, we cannot be sure that "old" templates may remain unrepresentative in the short-medium time: for example, in case of changes due to scratches, suntan, eyeglass type or beard style [2] . The requirement to have as many templates as possible is often in contrast with the problem of the storage space. For example, when templates must be conveyed in a smart-card or in a smart-phone, this hypothesis does not hold. An appropriate artificial template from a set of existing ones, called "supertemplate" [3, 4] , could partially overcome this problem, but computing an effective supertemplate is not trivial, because it should embed both temporary and temporal variations. Another possibility is trying to rely on deep networks-based approaches [5] , but even in this case, we must be able to incrementally train the whole net as novel samples and novel users are available. The network itself requires large storage space and often a long and not trivial design step and fine parameters tuning are necessary for large scale facial verification, option which is avoided by adopting the standard template-matching-based approach. It is possible to hypothesise that even using state-of-the-art auto-encoded features, as the FaceNet-based ones [6] , the manual intervention of users is still necessary for short, medium and long time period. Moreover, several vulnerabilities have been shown to affect, for example, FaceNet, as recently reported in [7] . It is long time that self-update systems have been proposed as alternative to the repeated enrolment since from the early publications in 2005 [8] . A self-update system is able to update/add templates without the need of a supervisor, except for the starting step where it is hypothesised that a set of at least one template is stored in the gallery for each subject [9] . This first set of templates can be collected in the standard way, by supervised enrolment. During system's operation, the submitted images/templates which are close to the template(s) are stored into a buffer and, usually off-line, added to the subject's gallery [10] . This is done by estimating an "updating" threshold more stringent than the acceptance threshold in order to avoid or limit the possible introduction of impostors.
Two limitations basically affect current self-update algorithms: (1) they require the progressive addition of samples into the gallery, thus eventual storage space problems are not taken into account; (2) this incremental insertion often leads to the addition of intra-class variations so large that they may cause the insertion of impostors in the user's gallery, despite the stringent updating threshold. The second item opens a serious breach from the security point of view, whilst the first one leads to the need of a sort of selection or replacement algorithm [11, 12] in case that the memory space is not enough. These reasons explain why, to the best of our knowledge, no self-update algorithms have been implemented and integrated yet in real face verification applications.
Therefore, in this paper, as follow-up of [13] , we faced with the self-update problem by considering a very small number of templates per client. Besides the advantage of meeting eventual and stringent hardware requirements of mobile devices, the limited number of templates may also reduce the probability of introducing impostors into the users' gallery. Our work starts from the counterintuitive hypothesis that intra-class variations, although large, make the feature space such that it may be considered as smoothly partitioned according to each user. The samples statistically furthest from the dominating mode are totally overlapped with samples of other subjects. This is supported by some experimental evidence showing that, actually, if initial templates are characterised by the neutral expression at a controlled lighting condition, self-update algorithms tend to attract similar faces from the same users, gradually "drifting" to other users when expressions or environmental conditions are too far from the initial ones [9, 14] . On the basis of this hypothesis, we introduce two basic methodologies relying on the classification-selection paradigm basically proposed in [2] .
With regard to our previous work [13] , we updated and increased the evidence reported in that early publication by: (1) clearly explaining the rationale behind our approach, that was only drafted in that early publication; (2) proposing two more algorithms; (3) performing a large set of experiments which simulate conditions near and far from the system's working hypothesis. This allowed to clarify when the proposed methods can work and when not; (4) comparing our algorithms' performance with that of other existing self-updating approaches [9, 12, 14] , in order to assess their possible advantages and drawbacks with respect to the state of the art.
The paper is organised as follows. Section 2 makes an overview of the current literature, in order to collocate and motivate our proposal and the prior works, in particular, with which our methods are compared. Section 3 describes our methods in detail. The experimental methodology and experiments are shown in Section 4. Conclusions are drawn in Section 5.
State of the art
We introduce here a common notation useful to explain the rest of this manuscript. The initial set of templates of k users is named gallery template GT = {t 1 , t 2 , ..., t N }. GT can also be grouped as GT = {GT 1 , ..., GT k }, where GT i is the gallery template of the user i, being i ∈ {1, ..., k}. Each template of GT is associated with a certain subject by the set of labels L = {l 1 , ..., l N }, where l i ∈ {1, ..., k}.
Let U = {U 1 , ..., U n } be the so-called batches [15] . Each element of U is a set of faces collected during system's operations. It is assumed that the batch U i was collected before U i+1 . Thus U is an ordered sequence of samples sets collected at different time. Worth noting, U i = {u i1 , ..., u iw }, where w = |U i | and u ij is the unlabelled sample j of U i . We pointed out the term "unlabelled" because no gallery's subject is associated to this sample.
As a first step, a self-update algorithm estimates the updating threshold t * from GT and, when the batch U i is available for a certain claimed user, the distances between each u ij ∈ U i and any t h ∈ GT are computed. Samples of U i whose distance is less than t * are added into the user's gallery and the pseudolabel set P L i = {pl i1 , ..., pl iw } is generated. pl ij ∈ {1, ..., k} is the label of the GT 's nearest sample to u ij , among the ones whose distance is less than t * . All the U i samples not satisfying the updating threshold constraint for at least one template of GT are disregarded. The details of this basic approach are reported in Algorithm 1.
The semi-supervised learning theory basically inspired these methods [16] . In general, self-update do not only rely on the addition of novel templates but, where present, re-setting the system's parameters, for example, the matcher's ones or the feature extraction algorithm's ones.
The first self-update algorithms for face recognition [17, 18] were based on the application of the Principal Component Analysis (PCA) [19] .
In [9] , the PCA is applied at each batch by including the pseudo-labelled samples for incrementally recomputing the eigenfaces. Algorithms as the one above can not distinguish between samples that contain redundant information [9, 20] , thus they exhibited the limitations we mentioned in Section 1. Filtering redundant information can mitigate the growth of facial galleries. Of course, this implies a definition of what "redundancy" is. Among others, the "context sensitive" method [12] which combines a standard self-update approach with a change detection module, tries to insert a new template only if it is not redundant. The redundancy definition is based on the detection of changes in illumination conditions and, for this reason, a global luminance quality index (GLQ) is calculated for both input data and template.
Therefore, this method allows to add templates that present many intra-class variants to update the gallery.
Other self-update biometric methods adopted a two-staged approach. In the first stage, the input samples are pseudo-labelled. The second stage selects the best samples. Ref. [14] proposes a classification-selection technique by defining a risk minimisation technique over the definition of a posteriori probability of inserting a genuine user. This probability is represented by computation of the adjacency matrix among samples based on the related matchscores. The posterior probability estimation comes from the evaluation of the minimum energy as function of the adjacency matrix. The second stage allows selecting, among samples pseudo-labelled as genuine users (that is, given u ∈ U i ∃l ∈ {1, ..., k} : u can be pseudo-labelled with l), those that have more information based on the risk minimisation criteria and Bayesian risk theory. • Let GT = {t 1 , ..., t N } be the initial Gallery template
• Let L = {l 1 , ..., l N } be the initial Gallery labels, where l i ∈ {user 1 , ..., user k }
• Let U = {U 1 , ..., Un} be the set of batches of unlabelled samples
• where U j = {u j1 , ..., u jw } and w = |U j |
• Let classif y(U j , GT, L) be the function that returns the pseudo-labels of the batch U j for each element
Estimate the update threshold t * using GT and L
where
Estimate the update threshold t * using GT and L In summary, it is possible to categorise the biometric self-update systems as follows: traditional self-update approaches, described in Alg. 1, and classificationselection-based approaches, described in Alg. 2.
Unfortunately, even the latter methods cause an increase in the galleries size. As a consequence, the impostors' management can be problematic in the medium-long period. Moreover, as stated in Section 1, there is no guarantee that the most effective samples are added and that a supervised template selection done at pre-set time intervals cannot do it better.
Therefore, we propose two approaches aimed to keep constant the number of templates per user without loss of effectiveness. This gallery size limit allows to control the computational complexity of the system and to realistically assess the adaptation ability of the system, with a few, non-redundant, set of templates per user. The pre-set number of templates is referred as p in Alg. 2. This algorithm generalises all classification-selection methods; where p is not set a priori, no limitations are given in terms of galleries size.
Algorithm 2: Classification-selection self-update
• Let GT = {t 1 , ..., t N } be the initial Gallery template
• Let p be the maximum number of templates per client
• Let select(GT, L, p) be a function that selects p samples per user from GT Estimate the update threshold t * using GT
Estimate the update threshold t * using GT
Proposed methods
We summarised that early classification-selection approaches [12, 14] tried to manage the pointed out limitations of self-updating. However, none of these approaches considers that the limited availability of storable samples can also be viewed as an advantage: the smaller the gallery size, the smaller the system's complexity and the probability that an impostor can be added too. This is suggested by the experimental evidence reported in [9] , where impostors are inserted after some updating iterations or cycles [15, 14] . Therefore, there is room for methods able to exploit this apparent limitation and convert it into an advantage.
What we wrote is against that evidence for which the more the templates, the more the system's accuracy. However, the recent efforts aimed to provide compact and effective facial representations can be of significant help in supporting the above observations.
First of all, let us hypothesise that the chosen facial features are in a space where it is possible to apply and define a distance; for example, the Euclidean distance or the L1 distance. Fig. 1 is our starting point, where the samples from three users are depicted. A circle drafts the distribution of the features for each of them.
Ideally, assuming that a face is represented by a feature space x sampled from the appearance of k enrolled subjects:
Where l(x) is a labelling function such that l(x) ∈ {1, ..., k}.
Since it is not possible to be aware of all possible samples' labels a priori, we may hypothesise that p(x) depends on an analogous number k of possible clusters of unlabelled samples CL = {CL 1 , ...CL k }:
Fig . 1 shows what we mean. The depicted circles are the possible projections of p(x | x ∈ CL i ), which are overlapped in some regions. This can be further modelled by the contribution of all known subjects. In other words, each CL i can be seen as a set of k subsets CL i = {CL i1 , . . . , CL ik }, where each sample in CL ij is labelled as the subject j, that is, ∀x ∈ C ij , l(x) = j. Accordingly:
If we hypothesise a large majority of samples of the subject i falling in CL i , we have that P (x ∈ CL ii ) is much more than any other P (x ∈ CL ij ); Eq. 3 can be rewritten as:
Each cluster concurring to the generation of p(x) is dominated by the mode
On the basis of this modelling, the individual contribution of user i to the whole feature space is given by ∪ j CL ji , which corresponds to:
Therefore, templates should be selected from ∪ j CL ji . In this paper, we introduced two ways of detecting such templates: in the first one, we hypothesise that p(x | x ∈ CL i ) is further characterised by one centroid called c i which approximates the centroid of CL ii according to Eq. 4; in the second one, we use the patterns located in ∪ j CL ji , that is, over the region characterised by the probability in Eq. 5. In both cases, each partition ∪ j CL ji is estimated by the pseudo-labelling step used in standard self-update. The core of our methodology consists in the template selection phase, indicated generically in the Alg.2 with the select function. We propose two different criteria in Sections 3.1-3.2. The different behaviour of the self-update system that comes out from each criterion is hypothesised and verified by experiments in Section 4. 
Clustering-based classification-selection
Let us suppose that the cluster CL i is characterised by a centroid c i . For example, if the generating function of facial samples is Gaussian for each subject, the centroid corresponds to p(c i | c i ∈ CL i ) > p(x | x ∈ CL i ), ∀x = c i . By moving away from c i , the distribution gradient is gradually negative; thus, the points near to c i are also geometrically close to each other, as well as their probability of occurrence is high. According to the above modelling, the most probable occurrences of possible templates of users i are around c i , since they are representative of CL ii , that is, the main mode of CL i . The intra-class variations far from this point are less frequent and, anyway, potentially overlapped by samples of other clusters. This is suggested by state-of-the-art results where it is evident that first pseudo-labelled samples added to a certain subject's gallery are geometrically and statistically quite close to his starting templates (e.g. [9] ); then, they gradually tend to go far away from that templates, by describing less frequent intra-class variations: for example, from small lighting variations to relevant facial expressions variations. Consequently, they can be misclassified with similar variations of other subjects. This behaviour is clearly reported in [9] .
Worth mentioning, Eq. 2 still admits a (high) degree of overlapping among facial samples, as acknowledged by the research community. On the other hand, Eq. 2 hypothesises the existence of specific templates characterising the dominating mode. Therefore, the updating step must look for those samples instead of trying capturing the largest intra-class variations which may lead to including impostors in the client's gallery. If this holds for long-term variations too, the user's gallery should change gradually because its samples follow the centroid variations, which are the most significant ones.
Following the observations above, the first method is based on the detection of the "centroid" of each user's distribution as expected from the appearance of p(x|x ∈ CL i ) in Eq. 2. According to Alg. 1, each u ∈ U i is classified by using the updating threshold t * , thus obtaining the pseudo-labels P L i . As a matter of fact, this corresponds to the estimation of each ∪ j C ji , that is, GT i new in Alg. 3. Next, the algorithm selects the p samples closest to the centroid, as described in Alg.3. The hypothesis of Gaussian generating function allows to adopt the well-known K-Means algorithm. This searches for natural clusters at the feature level. The cluster ensemble approaches have been successfully applied to different research areas [21, 22] and are appropriate to address the problem of template selection.
We applied this algorithm in order to estimate each CL i of Eq. 2. Then, CL ii is the subset of CL i with the largest number of samples labelled and pseudo-labelled with i (Fig. 3) . Finally, c i is computed. This agrees with the meaning of Eqs. 3-4. The most "representative" samples per user with (pseudo-)label i can be then selected around c i .
If the modelling of Eq. 3 is not satisfied, two problems may arise:
1. A user may be associated with more than one cluster: in this case, a selection criterion for the most representative "mode" should be selected, or kept both. This also means that some users could not have "their" reference mode, and this leads to the impossibility of updating their galleries. 2. A cluster may be associated with more than one user: in this case, a selection criterion may be decided for the users to whom the cluster must refer.
In Section 4, we forced the proposed algorithms to work under different environmental conditions, represented by three different data sets, in order to verify if such cases might occur and why. 
..| denotes the set cardinality
Classification-selection by editing algorithms
The second approach is based on relaxing the hypothesis of Gaussian generating function. This leads to the problem of how detecting the centroid. A possible alternative criterion is to find p samples of ∪ j CL ji that are, averagely, the closest each other for the user i. This could lead to avoid the case of bad estimation of the centroid due to lack of data, since we search over a space larger than that of CL ii . Worth noting, ∪ j CL ji ≡ GT i new in Alg. 4. Therefore, we adopted the editing algorithm for reducing the training set size in K-NN-based classification tasks [23] and also used for supervised template updating [11] , named MDIST (Alg. 4). In order to have a counterproof of our hypothesis's likelihood, depicted by Eq. 4, we also implemented the DEND algorithm, which is complementary to MDIST [11] . In this case, the pseudo-labelled and/or labelled samples which are averagely the furthest each other are selected, because they are potentially clusters CL ji , thus far from the dominating mode.
Again, the system is two-staged: (1) the input samples are pseudo-labelled; (2) the Euclidean distances of the feature vectors of all samples are calculated and p templates are selected. The MDIST algorithm selects the p templates with the smallest average distance (Fig. 4(a) ), that is, templates averagely close in the features space, therefore, with small but relevant intra-class variations; the DEND algorithm selects the p templates with the most significant average distance (Fig. 4(b) ), that is, templates with intra-class variations such that they are, according to our hypothesis, statistically and geometrically overlapped to those of other users.
This behaviour is exemplified in Figs. 4(a)-4(b) . Therefore, we expect that MDIST has a similar performance of K-Means, whilst DEND should confirm that looking for large intra-class variations means to move away from the main mode.
An important future evaluation could concern the integration of the K-Means and MDIST methods. In fact, it is possible to consider more stringent rules for the template selection: among the closest samples to each centroid, we could also apply the constraint that their related distances are minimised.
It is important to note that the choice of the threshold t * influences the proposed methods. A selective threshold in the classification step, as the so-called zeroFAR operational point (FAR=0%), assures that no impostors are considered as genuine samples, drastically reducing the possibility for an impostor to pass the classification phase. In this case, however, genuine faces with high intra-class variations are rejected in the first phase. A less stringent threshold, on the other hand, increases the possibility that an impostor passes the classification phase but allows the presence of a greater number of genuine samples with many intra-class variations. This also agrees with our working hypothesis. For this reason, the threshold must be set according to the type of selection that follows the classification. The MDIST method (as well as K-means method) selects the samples closest each other; the DEND, which selects the samples on the edge of the clusters, it is better to have a more accurate classification at the expense of the variability of the biometric trait. In our experiment, we set a relatively stringent updating threshold, thus meeting the characteristics of both algorithms. 
., L k } where GT i is the selected template gallery of user i with label L i for i = 1 to k do
Experimental results

Data set
Three data sets are used for our experiments: Multimodal-DIEE, FRGC and a subset of the set of data LFW.
The Multimodal-DIEE data set [15] (Fig. 5(a) ) was acquired in our laboratory. The data set is composed of 59 users, 60 faces per user. During this period, about 1.5 years, 6 acquisition sessions were done. Faces were captured in the frontal pose, at the same distance from the camera. Some variations in lighting conditions are present.
The FRGC [20] was acquired by the University of Notre Dame. It includes the faces of 222 users acquired on 16 sessions (Fig. 5(b) ). Some of these sessions contain uncontrolled captures. The faces have variations of expressions and lighting. For the experiments, 187 users have been selected and about 100/200 faces per user. The LFW data set [24] consists of more than 13,000 web images collected for a total of 5749 users. For 4069 people there is only a single image in the database. For many other users, the images are not enough to be used in selfupdate experiments (several batches need to be able to evaluate the evolution of the data set over time). For this reason, a subset of 16 people with about 15/30 faces per user for a total of 390 faces was selected from the data set. Due to the nature of the data set, images are acquired in a completely uncontrolled manner. The faces in the data set have variations of pose, lighting, age and expression (see Fig. 5(c) ).
As usual, the pre-processing step precedes the feature extraction process by using the BSIF algorithm or FaceNet, ResNet50 and SeNet50 auto-encoding networks [25, 6, 26] . Pre-processing is based on the following stpdf: faces are rotated in order to align eyes, guaranteeing a pre-set interocular distance, scaled, cropped and saved in grayscale. The images are scaled to a 100x100 size for the Multimodal-DIEE and LFW data sets and 150x150 for the FRGC data set, for the BSIF application and to 160x160 size for the FaceNet, ResNet50 and SeNet50 applications. For the BSIF extraction we normalized images using DoG (Difference of Gaussian) [27] . This algorithm is a band-pass filter, that highlights the facial features in order to mitigate the illumination problems. After the pre-processing phase:
• the BSIF algorithm with 10 filters of size 9x9 pels is applied. The BSIF algorithm [25] calculates a binary code string for the pixels of a given image. The image resulting from the BSIF application is then subdivided into 6x6 non-overlapping regions. For each region, the histogram is calculated. Finally, the histograms are concatenated in a feature vector for a comprehensive description of the face. BSIFs are the state-of-the-art on facial representations based on handcrafted textural features;
• the FaceNet auto-encoding network [6] is used to derive a 128B feature vector. FaceNet-based feature vectors are the state-of-the-art on facial repre- sentations by auto-encoding methods based on deep learning approaches.
We used an open-source implementation based on TensorFlow 2 trained on the model 20170512-110547. This model has been trained on the MSCeleb-1M dataset [28] ;
• the ResNet50 auto-encoding network [26] is used to derive a 2048B feature vector. The pre-trained model is trained on MS-Celeb-1M dataset and then fine-tuned on VGGFace2 dataset [29] .
• the SeNet50 auto-encoding network [30] is used to derive a 2048B feature vector. The pre-trained model is trained on MS-Celeb-1M dataset and then fine-tuned on VGGFace2 dataset [29] .
A preliminary view on the feature space efficacy
This Section is aimed to point out how the handcrafted and auto-encoded features spread the genuine users' and the impostors' matching scores over the three data sets. Such analysis can give us some insights on the feature space efficacy and the degree of adherence of our hypothesis to real data.
We reported these scores sets per subject in Figs. 7-9, where the x axis is the subject identifier. The genuine users' scores are highlighted in blue and the impostors' in red, respectively.
The Multimodal-DIEE shows an accentuated "separation" between the genuine users' and the impostors' scores if we focus on the autoencoded features especially (Fig. 7) . BSIF tends to overlap both classes of users. We should consider that, despite their overlap, the probability of occurrence of the genuine samples in the BSIF plot exhibits a more accentuated peek than that of the probability of occurrence of the impostors in the same region. A similar effect, over a large user population, is related to subjects of the FRGC plots (Fig. 8) . DIEE and FRGC data sets may represent a partially controlled environment for Figure 7 : BSIF, FaceNet, ResNet50 and SeNet50 matching scores for the DIEE data set. The plots report in the x axis the subject identifier, whilst in the y axis the matching scores among the first five templates and the other samples are reported. Genuine users' scores are depicted in blue, the impostors' in red. Goal of these plots is to show the degree of adherence of the data with respect to the basic working hypothesis described in Section 3.1.
face recognition; they differ in the acquisition modality of the intra-and interclass variations. Moreover, the FRGC's user population is much larger than that of the Multi-modal DIEE, which was acquired over a larger time-span.
Finally, the BSIF feature space leads to a strong overlapping degree between the genuine users' and the impostors' distributions in the LFW plots (Fig. 9 ). This may be expected since the LFW data set was collected by a search over the Internet, thus representing a fully uncontrolled facial recognition environment. Instead, the representations through ResNet50 and SeNet50 are more powerful and are able to separate better the two distributions.
To sum up, all the data sets are a good challenge for both handcrafted and auto-encoded features. Being their performance far from a high accuracy, the benefits of self-updating should be pointed out, as well as the plausibility of our working hypothesis.
Experimental protocol
In this Section, we describe the experimental protocol and the performance measurements used in this paper. Each data set was randomly divided into seven batches. The first batch was used as the initial gallery (training set), the last was used as test set in order to evaluate the performance of the system and the other five were used as adaptation sets in order to simulate periodic system's update. According to [9] , an independent test set is useful to have the same reference for all update cycles. It has also been proposed the use of the batch i + 1 as test set of the batch i [15] . Since not all used data sets have temporally labelled acquisitions, we followed the independent test set approach. The initial number of templates in the gallery is defined by the parameter p. The plots report in the x axis the subject identifier, whilst in the y axis the matching scores among the first five templates and the other samples are reported. Genuine users' scores are depicted in blue, the impostors' in red. Goal of these plots is to show the degree of adherence of the data with respect to the basic working hypothesis described in Section 3.1. 
Matchscore genuine vs impostors -LFW -SeNet50
genuine impostors Figure 9 : BSIF, FaceNet, ResNet50 and SeNet50 matching scores for the LFW data set. The plots report in the x axis the subject identifier, whilst in the y axis the matching scores among the first five templates and the other samples are reported. Genuine users' scores are depicted in blue, the impostors' in red. Goal of these plots is to show the degree of adherence of the data with respect to the basic working hypothesis described in Section 3.1.
The value p also defines the number of samples per user present in each batch. For the Multimodal-DIEE and FRGC data sets we used p ∈ {5, 6, 7}, and p = 4 for the LFW data set due to its small size. In order to evaluate the performance, the Equal Error Rate (EER) and the percentage of impostors wrongly added were calculated. Each experiment was repeated 10 times and the results are averaged over those runs. All the experiments were performed with a desktop PC with operating system Windows 7 Professional 64bit, 32 GB RAM using MATLAB v.R2013a.
Results
In this Section, we show the performance of the proposed and the other state-of-the-art methods using handcrafted (BSIF) and auto-encoded (FaceNet, ResNet50 and SeNet50) features. For Multimodal-DIEE and FRGC data sets we tested three possible values for p, 5, 6 and 7, which represent different constraints in terms of storage size. The results did not differ significantly for different p values. Reported results refer to p = 6. We plotted the performance measurements against the batch numbers. For the EER plots the performance of a system without update was reported (in gray).
Figs. 10,11,12,13 show the average values of impostors' percentage, the EER and the processing time for the Multimodal-DIEE data set using, respectively, BSIF, FaceNet, ResNet50 and SeNet50 features.
By these plots, it is possible to notice that the proposed algorithms exhibit the impostors' percentage in the gallery close to zero for all batches. Therefore, they manage to exploit the initial hypothesis: the closest samples each other are close to the main mode too. As counterproof, the DEND method leads to a high number of impostors. Despite the limited number of templates per user, the EER is low for both the proposed algorithms, especially in the case of the SeNet50 feature set (Fig. 13) . For all investigated feature sets, we can notice a significant improvement over the basic performance of the system (in gray). This points out the usefulness of the self-updating approach, beside a very low percentage of impostors into the galleries. Furthermore, the state-of-the-art self-updating methods are outperformed.
The same metrics are reported in Figs. 14,15,16,17 for the FRGC data set. The results confirm a low percentage of impostors and high performance for the proposed methods. As expected, the DEND method is not performing, as confirmation of results achieved on the Multimodal-DIEE.
In the case of the LFW data set, due to the small size of the subset, we set p = 4 (Figs. 18,19 ,20,21) This data set presents a completely uncontrolled environment. As a matter of fact, a more significant discrepancy between handcrafted and auto-encoded features is pointed out. In fact, we have a significant loss in performance for the BSIF features 18. This drop does not occur with auto-encoded features. However, maybe due to the small user population, K-Means is still the best approach to self-updating for BSIF features. The environment represented by the LFW data set could be similar to that where snapshots are taken everywhere and stored in a mobile device for login by facial recognition. In this case, the reported results suggest that self-updating could help by reducing the cooperation degree of the user without the need of the explicit request of "enroll's update". Here we want to remark that the EER values of the proposed methods are the only ones that never exceed the "Without Update". This shows that, although the LFW data set is a sort of hostile environment for self-updating, the hypothesis behind our model appears to be enough for guaranteeing the performance improvement and the good choice of the updated templates. Even the percentage of impostors in the gallery for the K-Means method and the MDIST method is always close to zero for all batches.
For sake of completeness, we investigated the analysis of processing time of the proposed algorithms. Unlike the methods at the state of the art, we have a constant processing time at each update iteration. This is thanks to the limitation of p templates in the selection phase. The template limit per user means that the storage size can not exceed (p · k · S) B, where p is the maximum number of template per user, k is the number of users in the gallery and S is the size in byte of each feature vector. This value is independent of the iterations number and it is constant after reaching the limit of p template per user. In state-of-the-art classification-selection systems, the storage size depends on the iterations number i and it is (β · i ·m · k · S) B, wherem is the average number of templates added per updating iteration and β is a value between 0 and 1 that indicates the rate of selected templates, which is obviously less than the overall acceptance rate set in terms of the threshold t * . Worth noting, β = 1 for the traditional self-update systems. Without the limit in the number of templates On the x axis is shown the number of the batch and on the y axis the performance index. On the x axis is shown the number of the batch and on the y axis the performance index. per user, the required storage memory tends to ∞ with i. For all the data sets, the processing time curve related to the PCA-based self-updating is not comparable as it refers to a supervised reduction of the feature vectors.
Conclusions
Compactness and expressiveness are the main characteristics of the most recent feature sets for encoding a facial image. However, they are not still able to embed all possible variations of the users' face. In this paper, a classificationselection approach with a maximum number of p templates per user was proposed in order to keep limited the storage and computational requirements. The working hypothesis of this approach is that the statistical distribution of the facial features exhibits a dominating mode around which the templates can be searched.
The proposed method, implemented here in two different ways, showed an excellent performance. Results were confirmed by using two different kinds of state-of-the-art feature sets. Three facial data sets were used as test. The face recognition performance was superior to that of other state-of-the-art approaches.
We are aware that further theoretical and experimental investigations are required to draw definitive conclusions, especially concerning the role of the p parameter with respect to the statistical distribution of samples around the hypothesised dominating mode.
However, we believe that a contribution like this was necessary by considering the panorama of the research community, mainly focused on designing deeplearning architectures for facial recognition much more accurate that 15 years ago systems but still affected by the well-known limitations and computationally expensive to be incrementally re-trained. The proposed self-updating methods showed there is no need of re-training for autoencoded features especially, which exhibited impressive results. Our self-updating methods are designed to be applied off-line; they are simple, computationally inexpensive with respect to the re-training of a deep network over the same amount of pseudo-labelled samples. The whole algorithms can be stored and implemented on device, without the need to send the data to a central mainframe for the updating computation. On the basis of these observations, the integration of self-updating algorithms in current face recognition systems is a realistic goal to be carried out.
