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In this paper we provide a characterization of curve map graphs as defined by Gavril and 
Schanheim, and also give a recognition algorithm for them. 
A curve map graph is the dual of a map obtained by placing a finite number of two-way infinite 
Jordan curves in the Euclidean plane in such a way that each curve divides the plane into two 
regions, no two curves intersect in more than one point, and any two curves which intersect at 
a point cross at that point. 
Our method is based on Gavril and SchGnheim’s approach, but corrects several difficulties in 
their characterization. 
1. Introduction and statement of theorem 
In [2], Gavril and Schtinheim define a class of graphs called curve map graphs 
and claim to give a characterization and associated recognition algorithm for them. 
Their characterization (and hence the algorithm) has several flaws. In this paper we 
will show what problems exist with the characterization in [2] and present a revised 
characterization based on the ideas of Gavril and Schiiheim. We will indicate how 
this characterization can be used to get a polynomial-time recognition algorithm for 
curve map graphs, correcting the algorithm in [2]. Where possible we will use the 
definitions and notation of [2]. 
A curve map is obtained by placing a finite number of two-way infinite Jordan 
curves in the Euclidean plane in such a way that 
(i) Any two curves have at most one point in common. 
(ii) Any two curves which intersect at a point cross at that point. 
(iii) Each curve divides the plane into exactly two regions. 
A curve map graph is a graph which is the dual of a curve map. See Fig. 1. If G 
is the dual of a curve map S, then we call S a representation of G. If u is a vertex 
in G, call the corresponding region in S 0. 
Given a graph G, define a cut cycle string, denoted (A,B) to be a subgraph of 
G with the following properties: 
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Fig. 1. (a) A curve map. (b) The corresponding curve map graph. 
(a) The vertices can be partitioned into two disjoint subsets A and B of equal size, 
such that the vertices of A induce a simple path a,, . . . , ok and similarly for B. 
(b) al is adjacent to bt, ak is adjacent to bk, and every edge between A and B 
is of the form ai - bj. That is, (A, B) is either a single edge or a string of cycles 
ct, ..*9 c,. Label the edges between A and B e,, . . . . e,+* and call these edges the cut 
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Fig. 2. A cut cycle string in the preceding graph. 
edges of (A,B). Call al, bt, ak, and bk the outer vertices of (A, B). Call a, -b, and 
ak - bk the Outer edges Of (A, B). 
(c) Deleting the cut edges of (A, B) from G leaves a graph with exactly two con- 
nected components. 
(d) For every i with 1 sisr, Ci is the unique shortest cycle in G - {e,, . . ..ei_.} 
that includes the edge ei. 
For example, if G is the graph in Fig. l(b), let A = a, c, e, h and let B = 6, d, f; i. It 
is easy to check that this gives us a cut cycle string, shown in Fig. 2. 
Note that a cut cycle string will lie within a single two-connected component of G. 
Our definition of cut cycle string differs from that of Gavril and Schonheim. 
Their definition includes properties (a)-(c), but substitutes for (d) the property 
(d’) In G, the path al, . . . . ak iS the unique shortest path from al to ak and simi- 
larly for the B path. 
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Fig. 3. The graph reduced with respect to that cut string. 
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By this definition Fig. 2 would not be a cut cycle string in G. Note that (d) is a 
weakened form of (d’). 
Define the reduction of G with respect o the cut cycle string (A, B) to be the graph 
obtained from G by contracting the cut edges of (A, B). In the resulting graph G’, 
label the vertex corresponding to the reduced edge ei with both of the labels of that 
edge’s endpoints. See Fig. 3. 
The idea is that a cut cycle string corresponds to a curve s in the representation 
S of G, and G’ is the result of erasing s. 
Gavril and Schonheim’s characterization of curve map graphs is the following: 
G is a curve map graph iff by a series of reductions one can transform G to a single 
vertex. 
Using their definition of cut cycle string, this is not a necessary condition. No 
series of their reductions will turn the graph in Fig. I(b) to a single vertex, because 
their definition of cut cycle string is too restrictive. 
We will show in Section 3 that this is a necessary condition using our definition 
of cut cycle string. However, it is still not sufficient. In fact, no characterization 
proceeding solely by reductions can work. Consider the graph in Fig. 4(a). This 
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Fig. 4. (a) A graph which satisfies Gavril and Schbnheim’s characterization but which is not a curve map 
graph. (b) The disallowed representation of (a). (c) A two-connected counterexample to Gavril and 
Schanheim’s characterization. 
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graph satisfies Gavril and Schonheim’s characterization, but there is no allowable 
representation of it. It is the dual of the map in Fig. 4(b), which is disallowed 
because of the closed curve. As this example indicates, a pendant vertex can be 
added to a vertex corresponding to an unbounded region in S, but not to a vertex 
corresponding to a bounded region. 
Even for graphs consisting of a single 2-connected component, the characteriza- 
tion is not sufficient. Consider the graph of Fig. 4(c). Although none of the Ai - Bi 
edges is a cut edge of a cut cycle string in this graph, any of the &-A, edges is 
a cut edge in some cut cycle string. By the original characterization, we can choose 
this edge and this cut cycle string to reduce first. Three more reductions produce 
the graph consisting of a single vertex, so their characterization will accept the origi- 
nal graph. The problem is that an allowed reduction can change a graph that is not 
a curve map graph into one that is. The property is global rather than local. 
These considerations lead us to the following characterization of curve map 
graphs. 
Theorem. A graph G is a curve map graph iff it has the following properties: 
(1) The graph is connected, planar, and bipartite. 
(2) Every edge is a cut edge of some cut cycle string in G. 
(3) If G, and Gz are two distinct two-connected components of G which inter- 
sect in the vertex v, then v is an outer vertex both in some cut cycle string in GI and 
in some cut cycle string in Gz. 
Several people have looked at the problem of counting the number of essentially 
different curve maps that can be created when every two curves intersect. See [4], 
[5], (61, and [7]. In [6], Ringel characterizes those in which all the intersection points 
are distinct. 
When every two curves intersect, the associated curve map graph will have only 
one two-connected component, so property (3) will be vacuously true. 
2. Proof of necessity 
Let G be a curve graph with representation S. Assume that G has more than one 
point, for otherwise the theorem is trivial. 
(1) It is clear that G must be connected and planar. A cycle in G corresponds to 
a route in S which starts in some region, proceeds by crossing edges, and returns 
to the same region it started in. The route must cross every curve s in S an even 
number of times, so the corresponding cycle in G has an even number of edges. 
Thus G is bipartite. 
(2) If a-b is an edge of G, there is some curve s in the representation S which 
separates region li from region 6. Let A be those vertices corresponding to regions 
on d’s side of s which intersect s in at least one point, taken in order from left to 
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right. Let B be those vertices corresponding to regions on 6’s side of s, taken in the 
same order. It is easy to see that properties (a)-(c) are satisfied by this choice of A 
and B. To prove (d), note that any cycle involving an edge ei must use another cut 
edge ej. This corresponds to the route in S crossing s an even number of times. The 
shortest cycle involving et is the cycle corresponding to the regions around the first 
(leftmost) intersection point pI on s, and this is exactly cl. Finding the shortest 
cycle in G - {et, . . . . ei_,} involving ei corresponds to finding the shortest route in 
S which crosses  where ei does and does not cross s to the left of e; before coming 
back to its starting point. This will be the cycle of regions around the ith intersection 
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Fig. 5. (a) A curve map graph with two two-connected components. (b) A representation of the graph 
in (a). 
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point pi on s, and this is exactly ci. So (d) is also satisfied, and we have a cut cycle 
string. It is clear that a-b is a cut edge of this cut cycle string, so (2) is true. Note 
that this section of the proof includes the correction of Lemma 3 from [2], which 
stated that if we let V, be those regions of S which share at least one point with the 
curve s, then the subgraph of G induced by V, forms a cut cycle string. 
(3) We see from the above that the outer vertices of a cut cycle of G correspond 
to unbounded regions in the representation of G. 
Conversely, each unbounded region D corresponds to an outer vertex of some cut 
cycle string in G. To see this, note that region 6 has some half-infinite boundary, part 
of a curve s, separating it from some other (unbounded) region w. Vertex LJ will be 
outer in the cut cycle string with O- w as a cut edge. 
Note that this shows that the graph in Fig. 4(a) is not a curve map graph, since 
f is outer in (e,f), but f is bounded. 
Suppose two distinct two-connected components Gr and G2 share a vertex u. 
Suppose x is in Gr - o and y is in G2 - U. If 6 were bounded, there would be a route 
in S from region R to region Jo which avoided region U by going around it. This con- 
tradicts the fact that x and y were in different two-connected components of G. 
Hence o must be an unbounded region, and o will be an outer vertex of some cut 
cycle string. We will show that we can find a cut cycle string in Gr with o as an 
outer vertex. Since the situation is symmetric, the same will also be true of Gz, and 
the proof of (3) will be complete. We know that region 8 separates the regions cor- 
responding to vertices in Gz - o from those corresponding to vertices in G, -0. In 
other words, curves forming the boundaries of regions corresponding to Gz - u lie 
‘inside’ the curves forming the other boundaries of IJ, and in particular, those which 
separate 6 from regions corresponding to G, - U. There must, then, be some half- 
infinite boundary of 0 which separates u from some region w corresponding to a 
vertex w in G, - o. Vertex o will be outer in the cut cycle string in G, with edge 
v - w as a cut edge. See Fig. 5. 
This completes the proof of necessity. 
3. Proof of sufficiency 
We will prove part of the theorem by induction on the number of vertices in G. 
If G consists of a single vertex it is representable by the plane with no curves at all, 
so assume that G has more than one vertex and that the theorem is true for graphs 
with fewer vertices than G. Since G has more than one vertex and is connected by 
property (l), G contains some edge a- b. By property (2) this edge is a cut edge in 
some cut cycle string (A,B). We will show in a series of lemmas that G’, the reduc- 
tion of G with respect to (A,B), also satisfies properties (l)-(3). By the induction 
hypothesis, G’is a curve map graph with some representation S’. We will then show 
how to get a representation S for G from S’, which will prove that G is a curve map 
graph. 
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Lemma 1. If G satisfies (l)-(3), the vertices on the A side of (A, B) are those closer 
to a than to b, and vice versa. 
Proof. Since the graph is bipartite there can be no ties, so this classification of the 
vertices of G is well defined. It is then trivial to verify the claim. 
Note that this implies that in a graph satisfying (l)-(3) every edge is a cut edge 
of a unique cut cycle string. 
Lemma 2. If G satisfies (l)-(3) and G’ is the reduction ofG with respect o (A, B), 
then G’ satisfies (1). 
Proof. Easily verified. 
Lemma 3. If G satisfies (l)-(3) and G’ is the reduction of G with respect o (A, B), 
then G satisfies (2). 
Proof. Let u’- v’ be an edge in G’. Then in G there was some edge u - v between 
one of the labels of u’ and one of the labels of v’. Let ‘(U, V) be the cut cycle string 
in G containing u - v as a cut edge. Because u and v are labels of different vertices 
in G’, we know that u - v was not a cut edge of (A, B). We will show that the reduced 
form (I/‘, V’) of (U, V) gives a cut cycle string in G’ with u’- v’ as a cut edge. There 
are two cases. 
Case 1: ui - ui+ , is a cut edge in (A, B) for some Ui and Ui+, in U. 
For Is i, uI and vI are closer to ui than to ui+,, so they will be on the A side of 
the cut cycle string (A, B). SimiIarly, for I> i, ul and v( will be on the B side. Thus 
vi-vi+1 is also a cut edge of (A, B). It is easy to check that (U, V) contains no other 
cut edges of (A,B). Thus Ureduces to U’=U,, .ee, ui_1, {ui,ui+l}, u;+z, . . . . uk, and 
similarly for V. Therefore (U’, V’) satisfies (a) and (b). 
If aj - bj is a cut edge of (A, B) either both its vertices are on the U side of (U, I’) 
or both are on the V side in G, so the cut edges of (U, V) remain cut edges in G’. 
Thus (c) is satisfied. 
To prove (d), suppose C’ is a shortest cycle in G’- {e;, . . . , eh_t) which includes 
the edge e6, where the e,!, are the cut edges in (U’, V’). Say that the next cut edge 
used in C’ is ei. If m and n are both 5 i or both 1 i, then C’ must be c,,, =&, as 
desired. Otherwise, C’ must use some vertex {a,,, bh} on the I/’ side of the graph. 
Furthermore, it is clear that C’ uses a shortest path from u, to ah and from bh to 
u, which are the same in G’ as in G, so the I/’ side of C’ is exactly 1 shorter than 
the U side of the corresponding cycle D in G. Analyzing the V’ side of C’ similarly, 
we see that the whole cycle C’ is exactly 2 shorter than the corresponding cycle in 
G. Since a similar analysis can be made for any ej with Izi, not just e;, this in turn 
implies that C’ is the reduced version CL of c,,,, so (d) still holds. 
This completes the proof of (2) for this case. See Fig. 6 for an illustration. 
Case 2: Otherwise, ((I, V) is unchanged by the (A, B) reduction except that some 
points may acquire extra labels. It is clear that (a)-(c) still hold for (I/‘, V’). 
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Fig. 6. An illustration of Case 1 of Lemma 2. (a) The gaph before reduction. (b) The graph after 
reduction. 
It is easy to see that any candidate cycle C’ for a shortest cycle in G’- {e;, . . . , eh _ ,} 
which uses eh can be no more than 2 shorter than the corresponding cycle in G. 
Thus c& = c,,, is still a shortest such cycle in G’. We must show that it is still unique, 
that is, that the configuration in Fig. 7(a) does not occur in G’. If it did, G would 
have to look like Fig. 7(b). But now look at the edge u,-u,,,,, in G. By Lemma 
1, a cut cycle string in G with this edge as a cut edge would also have u, _, - u, and 
w,, _ , - w, as cut edges. There is no simple path connecting u,, u, _ , , and w, _ , that 
allows for a disjoint simple path connecting their partner vertices. Therefore, G has 
no cut cycle string with U, - u,, 1 as a cut edge, contradicting our assumption that 
G satisfied (2). So CL is the unique shortest cycle in G’ of the type we want, proving 
(d) and completing the proof of (2). 
Lemma 4. Zf G satisfies (l)-(3), (A, B) lies in the two-connected component G, of 
G, end G, has more than two vertices, then al is also an outer vertex of another cut 
cycle string in the same two-connected component G, of G. (The saine will then 
fo//ow for the other outer vertices of (A,B), name*iy b,, ak, and bk.) 
Proof. Choose a planar drawing of G. 
Since G, has more than two points, (A, B) has more than one cut edge, so al has 
the neighbor a2. The edge a, -a2 is a cut edge of some cut cycle string (X,, Y,). 
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Fig. 7. An illustration of the proof of Lemma 2, Case 2. (a) The graph after reduction, not satisfying 
property (d) of cut cycle strings. (b) The graph before reduction. 
Let C=a, ,..., a,, b, ,..., 6t. C is a component cycle of (A, B). We claim C is 
also a component cycle of (X,, Y,). 
To prove this, note that by Lemma I vertices a,, !I,, . . . , b, _, will be on the X1 
side and the other vertices of C will be on the Y, side. So b, _, - b, will be a cut 
edge in (X,, Y,). Applying the properties (a)-(d) of cut cycle strings to (A,B), we 
see that a,,&,..., 6, _ 1 is the unique shortest path from al to b, _ , , and similarly for 
the other side of C. Since (X,, Yt) satisfies property (d), this implies that C will be 
a component cycle in (X,, Y,). 
If a, -a2 is not an outer edge of (X,, Y,), there must be some cycle D, on the 
‘other side’ of al -a2 from C. Let u1 be al’s neighbor in II,. Note that ul is not the 
same vertex as bl or a2. 
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Reasoning as before, D, is a component cycle of the cut cycle string (X2, Y,) with 
oI - o1 as a cut edge. If (I] - u1 is not an outer edge of this cut cycle string, there 
must be a component cycle D2 on the ‘other side’ of this edge from DI. Let 02 be 
al’s neighbor in D,. Clearly u2 is not the same vertex as oi. 
Because of planarity, in our drawing 4 must lie either entirely inside D1 or else 
literally on the other side of (I~ - u1 from D1. In the first case, it is clear that 02 does 
not equal b,. In the second case, suppose u2 did equal bi. Then the aI to bi path 
in D2 not equal to the edge consisting of those two vertices would not be destroyed 
by deleting the cut edges of (A,B). See Fig. 8. This contradicts property (c) of cut 
cycle strings. So the two vertices are not equal. 
If aI - u2 is not an outer edge of (X,, Y,), the cut cycle string which has it as a 
cut edge, we can find a cycle D3 on the ‘other side’ of the edge from D2, and a,‘s 
neighbor u3 in this cycle. Again, u3 will not equal 6,, a2, uI, or u2. Continuing in 
this fashion, we will eventually run out of neighbors of al as candidates for the 
next ui. So eventually we must find some ui not equal to b, such that al - ui is an 
outer edge of some cut cycle string in G, not equal to (A,B). 
Lemma 5. Zf G satisfies (l)-(3) and G’ is the reduction of G with respect o (A, B), 
then G’ satisfies (3). 
Proof. Let G, be the two-connected component that (A,B) lies in. If Gi consisted 
of a two-vertex path, then in G’ it reduces to a single vertex, so it is clear that pro- 
perty (3) still holds. Otherwise, let x be any outer vertex in G,, not necessarily an 
outer vertex of (A, B). By Lemma 4, x is in two outer edges x - w and x - r in Gi , 
and at most one of these is a cut edge of (A,B). Say x- w isn’t. Then in Gi’ the 
. . . . 2T+l . . . . 
1. . I. . . 
b n-i b” b fl+1 
Fig. 8. Illustration of the proof of Lemma 4. 
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vertex with label x will be an outer vertex of the cut cycle string with cut edge x- w. 
(Both x and w may have extra labels in G’.) 
If Gz is another two-connected component of G, distinct from G,, we now know 
that it intersects the rest of G’ only in outer vertices, as specified in (3). The only 
thing we still must check is that if G; consists of more than one two-connected 
component, then these components intersect in outer vertices. For G,’ not to be 
two-connected, we must have the situation of Fig. 9, where there are no edges from 
vertices in A, to vertices in AZ except for edges to a, and similarly on the B side. 
Reasoning in the same way that we did in the proof of Lemma 4, there are vertices 
wI in A, and w2 in A2 such that a- w1 and a- w2 are outer edges of some cut cycle 
strings (U, V) and (W,X). When we reduce with respect o (A, B). the vertex {a, 6) 
will be an outer vertex of (U’, V’) and of (W’, X’). One of these will be in one of 
the new two-connected components of Gi intersecting at the vertex {a, 6}, and one 
will be in the other. Thus property (3) holds for all two-connected components of 
G’, both new and old. 
Putting Lemmas 2, 3, and 5 together, we know that if G satisfies (l)-(3), then G’ 
does also. By our induction hypothesis G’ is a curve map graph with some represen- 
tation S’. Now we will show how to change S’ into a representation S of G. 
If (A, B) is a single edge a- b, then in G’ (4 b} is an outer vertex, and hence cor- 
responds to an unbounded region ab in S’. To get S, add a new curve s which splits 
Fig. 9. (a) A cut cycle which will create two two-connected components when reduced. (b) The reduced 
graph. 
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Fig. 10. (a) A representation with s crossing s’ twice. (b) The resulting graph. 
this region into two regions rf and 6. We can do this because ab is topologically 
equivalent to the whole plane. 
If (A,B) consists of 4 vertices al, bt, a2, and b2, then in G’ there are vertices 
{a,, b,} and {a2, b2} corresponding to regions al 6, and a2b2 in S’, and these two 
regions are unbounded and separated by a curve s’. Draw a new curve s which splits 
al b, into two unbounded parts, crosses s’, and splits a2 b2 into two unbounded 
parts. This will give a representation of G. 
Otherwise, start a new curve s in the region al bl which will divide the region into 
two parts. Assume we have continued s as far as the region aibi, corresponding to 
the vertex {a,,b;}. If {ai+,, bi+1) is a single vertex in G’, it must be the case that - - 
there is a curve s’ in G’ separating ai bi and ai_ i bi+ I. Continue s by having it cross 
S’ and go into the region ai+lbi+l. 
If it is not the case that {ai+,, bi+l} is a single vertex, assume that n is the next 
index such that {a,,, b,} is a single vertex in G’. Then G’ has a cycle C= {ai, bi}, 
ai+lt...,an-l, {a,,b,l, bn-i,***,bi+l, {ai,b;). AS we showed in the proof of 
Lemma 4, C will also be a component cycle of the cut cycle string in G’ which has 
{ai,bi) --a;+, as a cut edge. So C corresponds to a set of regions about a point p 
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in the representation S’ of G’, taken in cyclic order. Extend s through the point p 
into the region a,,b,. 
Continue in this way until s reaches the unbounded region akbk and divides it 
into two parts. 
This will give us a representation S of G. It is clear that s will not cross itself or 
intersect another curve without crossing it. We have only to show that s does not 
cross any other curve s’ of S’ twice. 
Suppose it did. See Fig. 10(a). By our inductive hypothesis, s’ does not cross any 
other curve of S’ twice, so every curve that crosses ’ between the intersection points 
p, and p2 also crosses s. But now look at the edge w-x in G. This edge cannot be 
a cut edge of any cut cycle string in G. If it were, vertex u, would have to be on 
the w side and u, and y would have to be on the x side. But both of these vertices 
are adjacent to u,. See Fig. IO(b). This contradicts our assumption that G satisfies 
property (2). So s cannot cross any other curve s’ more than once. 
This completes the proof of sufficiency. 
Note that the regions corresponding to A U B are exactly the regions intersecting 
s in at least one point. This shows that Lemma 4 of [2] holds for the revised defini- 
tion of cut cycle strings. 
4. Algorithms 
Lemma 1 makes it easy to check in polynomial time whether G satisfies (l)-(3). 
The algorithm given here is a correction of the one given in [2]. 
First, we use standard algorithms to check that G is connected, planar, and 
bipartite. 
Second, separate G into its two-connected components (see [l] for an algorithm 
which does this) and note which vertices are cut vertices. Later we will check that 
they are outer vertices of cut cycle strings in each of the two-connected components 
they lie in. 
Third, given an edge a-b, we must check to see that it is a cut edge of some cut 
cycle string. Separate the vertices of G into the A side (those closer to a) and the 
B side (those closer to b) as in Gavril and Schonheim’s algorithm: Give a the level 
A0 and b the level BO. If we have marked vertrices through level i and there are still 
unmarked vertices, give those unmarked vertices adjacent to vertices at level Ai the 
level A(i+ 1) and those adjacent to vertices at level Bi the level B(i+ 1). Let t be the 
highest level used. 
Because G is bipartite, all edges from the A side to the B side connect vertices 
at corresponding levels Ai and Bj. Let A* and B* be the endpoints of these edges. 
Now, as in [2], let A =BACKTRACK(A*) and B=BACKTRACK(B*), where 
BACKTRACK(X) of a set of vertices X is defined as follows. We start at the tth 
stage and progress to the 0th stage. At the tth stage set BACKTRACK(X) to X. 
At the ith stage add to BACKTRACK(X) all vertices at level i which are adjacent 
to level (i+ 1) vertices currently in BACKTRACK(X). 
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Check that A and B are simple paths and that the endpoints of these paths, a,, 
b,, ak, and bk, connect properly. This check keeps us from accepting graphs such 
as those in Fig. 11. 
Also check that each subpath of A between consecutive cut edges is the unique 
shortest path in G between its endpoints. This ensures that property (d) is satisfied. 
If all these checks are satisfied, (A, B) is a cut cycle string with the edges between 
A and B, incuding a - b, as cut edges. Mark all these cut edges as OKAY, and mark 
the outer vertices of (A, B) as being outer in the tvvo-connected component (A, B) 
is in. 
Continue this third step until all edges in G have been marked OKAY or until 
some check is not satisfied. 
Finally, check that property (3) is satisfied by making sure that the cut vertices 
identified in the second step were marked outer in all of their components in the 
third step. 
Note that the number of steps in the recognition algorithm presented here is 
O(o’), where G has u vertices and e edges. Planarity can be checked in O(v) steps 
[3], and in any planar graph O(u)=O(e). Steps 1, 2, and 4 can clearly be done in 
O(e) steps. For Step 3, in the worst case we may have to check separately for each 
Fig. 11. Graphs rejected in the second step of the algorithm. (a) and (b): A does not consist of a simple 
path. (c): The paths are not connected at corresponding vertices. 
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edge in G that it is a cut edge in some cut cycle string. This check takes O(e) steps, 
so the total number of steps taken in Step 3 is O(e*). Thus, the whole algorithm 
takes O(e’)= O(u*) steps. The question of whether every recognition algorithm 
must take this many steps in the worst case is still open. 
If G is a curve map graph, the algorithm will go through Step 3 once for each 
curve in the representation of G. If there are n such curves, the algorithm will take 
O(no) steps, which will be considerably less than O(o*) for many graphs. 
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