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ABSTRACT 
As wind turbines continue to age, wind farm operators face the challenge of optimizing 
maintenance scheduling to reduce the associated operation and maintenance (O&M) costs. Wind 
farm operators typically use conservative maintenance scheduling in order to maximize the uptime 
of their wind turbines. In most cases however, maintenance may not be necessary and the 
components could operate for longer before repairs are required. This work presents three papers 
that collectively focus on providing potentially useful information to aid wind farm operators in 
making maintenance decisions. In the first paper, the utilization of Geographic Information 
Systems (GIS) to illustrate data trends across wind farms is introduced to better understand an 
operation’s signature performance characteristics. It is followed by a paper that presents an 
improved condition monitoring system for the wind turbine blades through the use of the principal 
component analysis (PCA). The final paper introduces another condition monitoring system using 
a k-means clustering algorithm to determine the performance state of wind turbine blades.  
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CHAPTER 1 
Introduction 
1. Background 
The global prospects for wind energy technology are very promising. The wind turbine 
market is rapidly advancing in terms of technology, increased power production, and decreased 
costs [1]. The annual Wind Technologies Market Report released for 2017 by the U.S. Department 
of Energy (DOE) highlighted that wind energy will continue to be a competitively priced source 
of energy and one of the most economic means of electricity generation [1]. Beyond economics, 
wind energy operation has practically zero carbon and water footprint. That said, the major 
challenge of reducing operation and maintenance (O&M) costs is ongoing. O&M costs for onshore 
and offshore wind turbines account for ~15% and ~35% of their total costs respectively [2], [3]. 
Due to the continuous aging of wind turbines, wind farm operators face the challenge of 
optimizing maintenance scheduling to reduce operating costs. Wind farm operators typically use 
conservative maintenance scheduling to maximize the uptime of their wind turbines. In some 
cases, however, maintenance may not be necessary, and the components could operate for longer 
before repairs are required. Equipping components within the turbine with specialized and invasive 
sensors that directly report on structural health can be prohibitively expensive for wind farms.  
Thus, the use of abundant and readily available supervisory control and data acquisition (SCADA) 
data is appealing to increase the understanding of wind turbines and their components throughout 
their operation. A more thorough understanding of the change in behaviour of the turbine 
components can aid wind farm operators in making informed maintenance decisions. 
Therefore, the research objectives of this thesis are as follows:  
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• To create a simplified method for wind farm operational data analysis for improved 
understanding of turbine behaviour to aid in maintenance and planning discussions 
• To understand the changes in wind turbine blade condition and behaviour throughout its 
operation by highlighting a method to infer when maintenance is required, and 
• To interpret the changes in wind turbine blade condition and behaviour during operation 
and to determine when maintenance is required by using an alternative method that 
addresses weaknesses seen in objective 2. 
A survey of available literature shows endless results for methods for analyzing wind farm 
operations data to characterize specific component health and conditioning. However, a number 
of these studies have been performed using more elaborate techniques ranging from neural 
networks to Bayesian estimation and other fuzzy methods to predict turbine component 
conditioning, performance, and their remaining useful life (RUL) [4–9]. These techniques tend to 
require specialized training or programs that are not easily implemented by owners and operators 
of wind turbines.  For these reasons, a simplified process that can also be complementary to pre-
existing methods may be valuable to the industry. 
Although complicated, the aforementioned methods have proven to be successful in 
determining component behaviours to diagnose their operational health. Specifically, condition 
monitoring system methods typically use sensors for oil monitoring and vibration analysis to 
determine component health [10–12]. Their success is likely in no small part due to the value of 
the data provided by direct sensors. However, most wind farm blade populations lack the level of 
detailed and direct structural performance data provided by the types of specialized sensors. Wind 
turbine blades have been illustrated by Ciang et al [13] and Nivedh [14] that blade failures were 
among the most common components to fail within the entire turbine assembly. While these 
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analysis methods, in general, have gained significant attention, publications that have applied these 
methods to wind turbine blades successfully are very rare [9].  
These publications show the extent in which general condition monitoring systems based 
on elaborate neural network and fuzzy have been applied to. As the wind turbines continue to 
advance, higher reliability targets are emphasized which would require reduced O&M costs to 
remain sustainable. Higher reliability with lower operational costs will result in increases of 
incentives for investment in clean wind energy. This thesis attempts to address the issue of the 
operational state of wind turbine blades through the utilization of readily available SCADA data. 
It studies the application of a simplified geographic information (GIS) visualization method, an 
unsupervised learning method, specifically principal component analysis (PCA), and a k-means 
clustering algorithm to improve on condition monitoring by identifying the blade performance 
state to determine whether maintenance is necessary. While the PCA and k-means methods have 
been applied in many wind turbine components such as generators and gearbox subcomponents, 
such techniques have yet to be applied to turbine blades. 
2. Methodology 
In order to create a condition monitoring system for turbine blades, its main functions 
should first be established. Figure 1 shows a breakdown for determining the performance state of 
wind turbine blades using a typical condition monitor. The process is broken down into 2 main 
sections: conditioning prediction and blade failure modes. The conditioning prediction consists of 
forecasting specific faults before they occur for the blades as well as predicting its remaining useful 
life. This section requires very specific failure data which was not available at the time of this 
study within the selected wind farms so these processes will not be covered within this thesis. The 
blade failure modes cover the causes and effects for the deterioration of failure of the blades. The 
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causes can include damaged blades or varying wind and environmental characteristics within the 
wind farms. Chapter 2 focuses on the examination of varying wind characteristics when compared 
with performance metrics within wind farms using a simplified ranking and GIS method to 
determine what can be inferred (i.e. are the components performing poorly due to high wear or 
from wake effects and other varying meteorological effects?) with this easily obtainable 
information. Chapters 3 and 4 explores the effects of failing blades which include reduced power 
production and rotor speeds as well as changes in the observed blade pitch angles and yaw. Using 
statistical methods such as PCA and k-means, the state of the blades can be inferred to determine 
the necessity for repairs where changes in observed performance variables can be detected 
visually. 
 
 
 
 
 
To be able to develop an improved condition monitoring system for turbine blades, it is 
important to first understand its performance and behaviour under changing operating conditions. 
This is first introduced in Chapter 2 where the utilization of simple methods to analyze basic wind 
Wind Turbine Blade 
Performance State
Conditioning 
Prediction
Fault Prognosis 
[4, 8]
Remaining Useful 
Life Prediction 
[5-7, 9]
Blade Failure Modes
Causes
Wind Characteristics 
within Wind Farms 
[4, 13-14]
Effects
Reduced Power 
Output, Rotor Speed 
[4, 15, 16, 18]
Differing Blade Pitch 
Angles and Yaw 
from the norm [4, 15-
17]
Figure 1. 1: A condition monitoring system’s breakdown to determine the performance state of blades 
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farm operations data are applied to provide high level insights into the usage history of critical 
wind turbine components. With the introduction of the simplified ranking method and GIS 
visualizations, results and findings from the application to real-world wind farms are presented. 
The process relied on 10-minute averaged SCADA data from a 3-year period acquired from three 
wind farms.  Wind farm 1 and 2 are located in Southwestern Ontario and farm 3 is located near 
the northern coast of Prince Edward Island. The ranking method for the wind turbines based on 
usage history can help infer blade and other component wear alongside other pre-existing 
techniques. The utility of GIS visualizations was shown to be capable of providing additional long 
range, high level insight into the loading history of specific wind turbine components. This 
information can increase the level of information available to an operator when considering 
potential maintenance decisions. 
Chapter 3 focused on the implementation of a SCADA based unsupervised machine 
learning method, particularly the principal component analysis (PCA) method for improved wind 
turbine blade condition monitoring. With the use of PCA, large measurement datasets of various 
SCADA tags can be reduced to new variables that act as linear combinations of select parent 
variables. The reduced set of variables (the principal components) can improve the ability to 
visualize the data. This technique is then utilized to infer the performance state of the blades to 
improve the lead time available to wind farm operators to make informed maintenance decisions.  
Building on the research shown in Chapter 3, Chapter 4 sought to provide similar blade 
performance state results and inferences using a modified k-means clustering method. The 
integration of k-means allows for the clustering of similar data points together using their 
Euclidean distance between each point to identify whether the blades are operating normally or 
abnormally on a given day. The daily blade statuses were plotted over the time series of the data 
 6 
 
set to simulate a condition monitoring system. The results from the monitoring system were 
compared to the norm in order to define any deviations as performance abnormalities to determine 
whether blade maintenance was necessary. 
The analysis performed in this thesis sets a foundation for development of future wind 
turbine blade condition monitoring systems and further research on improving their accuracy. The 
research presented herein can be improved by performing a sensitivity analysis to examine the 
influence of different parent variables on the derived principal components and the k-means 
clustering results.  That is, which input variables among those available from the SCADA will be 
most descriptive of the performance state of the wind turbine blades? As the wind turbine 
technology continue to evolves, the demand for improved reliability will also aggressively be 
sought after. The analysis prescribed in this thesis serves to act as a stepping stone for future energy 
sustainability. 
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1. Introduction 
The reliability of wind turbine components has been of major recent interest to the 
renewable energy sector owing to their substantial repair costs and earlier than anticipated failures 
[1]. While some causes may be traced back to design or manufacturing defects, many failures are 
caused by operational environments that accelerate wear.  Where possible, it is desirable to engage 
prognostics to help prevent catastrophic failure and the accompanying financial loss to wind farm 
operations. To help combat component failures and excessive maintenance costs, many wind farms 
implement condition monitoring (CM) systems that use sensors to determine component health 
such as oil debris or vibration-based systems to detect faults before they cause further damage [2, 
3]. While capable, sophisticated CM systems are not often originally installed in older operations 
and may be cost prohibitive to retrofit for others.  It is here proposed that basic and potentially 
useful insights into turbine health may be gained through simple analysis of turbine Supervisory 
Control and Data Acquisition (SCADA) data. These techniques may provide potentially earlier 
and complementary warnings to that of conventional CM systems that are geared to report after 
faults have already occurred [3]. A number of previous studies have been performed for various 
wind turbine components using more elaborate techniques ranging from neural networks to 
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Bayesian estimation and other fuzzy methods to predict their conditioning, performance, and their 
remaining useful life (RUL) [4–9]. These techniques tend to require specialized training or 
programs and are not easily implemented by owners and operators of wind turbines.  For these 
reasons, a simplified process that can also be complementary to pre-existing methods may be 
valuable to the industry. 
Wind farm owners and operators are seeking guidance for how to optimize day to day 
decisions regarding farm assets.  When maintenance or repair situations occur, they are often 
tasked with making quick decisions with the goal of minimizing downtime to meet generation 
targets.  The optimal policies for making these decisions are very complex as they depend on many 
factors including the present physical condition of the assets, the replacement technology, 
insurance policies, social climates and on uncertain future regulatory and market conditions.  The 
YR21 project, led by the Universities of Windsor and Western Ontario, aims to consider all factors 
to develop an investment decision support system to shepherd owners through the dynamic 
operating climate ahead.  The advantage of this model lies in connecting reliability modelling and 
farm valuation.   
As a first step to towards reliability modelling, the study presented here uses a SCADA 
data ranking and GIS visualization approach to inform maintenance and planning discussions.  
Without more sophisticated, resource intensive options, ranking and GIS visualizations can assist 
operators to highlight machines/components to prioritize and/or focus on when assessing 
maintenance requirements or administering maintenance budgets. Utilizing the most commonly 
accessible data tags from farm SCADA systems, we seek the most appropriate SCADA tags to act 
as a metaphorical odometer for wind turbine components.  SCADA data contains valuable 
information about the performance and load history of the turbines and has been successfully 
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applied as a tool to optimize condition-based maintenance on a wind farm [4] and to detect 
anomalies in operations [6].  SCADA variables of interest such as rotor speed and power output 
are incorporated with wind speed to illustrate variations across a wind farm.  As farms progress 
through their operating lifetime and as downtimes and failures accumulate, this study will be 
combined with major component downtime records to seek to identify usage indicators (UI’s); a 
simplified approach for improving insight into the usage, and potential wear, experienced by 
individual turbines on a wind farm.  Such indicators may provide high level insights or starting 
points for farm operators tasked with making maintenance decisions.   
The GIS visualization approach presented here provides quick reference for the farm and 
can inform operators which machines have produced the most power, which are subjected to the 
highest winds, as well as which are located downwind of others or along coastal regions.  These 
parameters can be important in understanding operations and prioritizing maintenance.  The 
visualization approach can also be used to support wake loss research, which is another important 
challenge surrounding wind developments.  Turbines that are downwind of the front row machines 
can be severely impacted by the wake from those upstream.  Losses typically range from 10 – 30% 
[10–12] and can be as high as 70% [13]. 
The aim of this work was to investigate simple methods to analyze basic wind farm 
operations data to provide high level insights into the usage history of critical wind turbine 
components.  There have been many studies using neural networks and other more complex 
techniques to predict the remaining useful life (RUL) of specific wind turbine components with 
high accuracy, the approaches here are more blunt; but also more accessible.  Specifically, we 
point to the utility of GIS visualizations in providing additional long range, high level insight into 
the loading history of specific wind turbine components. The ranking of wind turbines based on 
 12 
 
usage history can help infer blade and other component wear alongside other pre-existing 
techniques.  This information can increase the level of information available to an operator when 
considering potential maintenance decisions. 
2. Methodology 
As a first step to inform operations discussions, the turbines were ranked based on selected 
SCADA variables.  Figure 2.1 provides an overview of the ranking process. The process relies on 
10-minute averaged SCADA data from a 3-year period acquired from three wind farms.  Wind 
farm 1 and 2 are located in Southwestern Ontario and farm 3 is located near the northern coast of 
Prince Edward Island.  
Figure 2. 1: Ranking methodology. 
The wind farms’ respective wind roses are shown in Figure 2.2 and their features are 
summarized in Table 2.1. The wind roses were produced using hourly wind speeds and wind 
directional data retrieved from the wind measurement (MET) towers located on each of the wind 
farms. This data acts as an input in the software WRPLOT to display the relative frequencies of 
wind speeds and directions within each wind farm.  Wind farms located in Southwestern Ontario 
have dominant winds from the southwest while the winds at the PEI site largely originated from 
the west. 
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Table 2. 1: Wind farm characteristics 
Feature   Wind farm 1   Wind farm 2   Wind farm 3 
Number of turbines  48 40  43  5 
Rotor diameter (m)  93 101  101  93 
Hub height (m)  80 80  80  80 
Rated power (MW)  2.3 2.3  2.3  2.0 
Data set size   8,955,429 7,373,443   8,693,562   593,428 
 
The SCADA data consists of operational tags of interest which include wind speed, rotor 
speed, pitch control, and power output. These tags were chosen for the study because of their 
relation to the performance of wind turbines and their potential to act as health indicators [4]. The 
data is then pre-processed to filter outliers.  In this study, certain data points were labeled as 
outliers.  These included any curtailed power outputs as well as instances of no power output when 
the wind speed is below the rated cut-in speed as these reductions in power for a given a wind 
speed are not related to the degradation of the wind turbine components [3]. 
(b) (a) (c) 
Figure 2. 2: Wind rose for (a) wind farm 1, (b) wind farm 2, and (c) wind farm 3 measured by on-site 
meteorological mast. 
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In some regions it is common for system operators to curtail wind energy production at 
times of low demand. This can be done by adjusting the blade pitch angle, resulting in a reduction 
of power production for a given wind speed.  This reduction in power could be misinterpreted as 
result of turbine degradation [3, 14], and therefore, it is important that the input SCADA data is 
filtered during instances where output power is being curtailed.  
The processed SCADA variables are then totaled or averaged for each tag from the period 
of 2013 to 2016. These SCADA values are then compiled into a pool consisting of all wind turbines 
where each tag is ranked from greatest to least for inspection. 
To visualize the more notable trends between SCADA variables, maps were created using 
inverse distance weighted (IDW) interpolation with the help of Carina Luo from Leddy Library of 
the University of Windsor. IDW interpolation is a deterministic method for multivariate 
interpolation that assigns values to unknown points by calculating a weighted average of the values 
available at known points.  With this in mind, the main author provided wind speeds and power 
outputs measured at each individual wind turbine from the SCADA as it can then be utilized to 
make predictions for other unmeasured locations within the same wind farm, resulting in 
geographic information system (GIS) maps with a continuous wind speed prediction surface or 
contour covering the entire study area. This would allow for the main author to analyze the 
underlying relationships between the wind speeds and power production throughout the wind farm 
study area. 
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3. Results and Discussion 
3.1. Ranking and Mapping of SCADA data 
The turbines were ranked from highest to lowest based on the selected SCADA variables.  
For example, the ranking of SCADA variables is visually presented for wind farm 1 in Figure 2.3.  
Average wind speeds, total power production, and total blade rotations are depicted for selected 
turbines across the farm to provide a spatially representative sample.  Preliminary observation-
based evaluation shows that the turbines that are first to face the prevailing winds, in this case, 
South westerlies, produce higher total power on average than those downwind.  For example, 
turbine 54, 46, 47, 58, and 50 are ranked 1, 2, 5, 4, 8 respectively for total power whereas turbine 
44, 42, and 30 are ranked 88, 85, and 80 respectively.  This confirms the general findings from 
wake loss models that have demonstrated the impacts of wakes from upstream turbines on the 
performance of those downwind [15]. 
  
Figure 2. 3: Ranking of wind speed and select SCADA variables (from highest to lowest) for 
select turbines at farm 1. 
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Figure 2.4 presents spatially interpolated GIS maps of wind farms 1 to illustrate the 
corresponding average wind speeds experienced and average power produced.  
 
 
 
 
 
 
 
 
 
 
 
 
The contours represent the average wind speed experienced throughout the farm and the dots 
represent the location of each individual turbine with the size of the dot corresponding to the 
average power production. The GIS map illustrates that higher power production is spatially 
correlated with higher wind speeds.  These higher values were focused around the southwestern 
region of the wind farm which was also in good agreement with the wind rose of the wind farm 
shown in Figure 2.2a.  For average power produced, the highest ranked turbine produces 1.15 
times (101m rotor) and 1.12 times (93m rotor) that that of the lowest ranked turbines.  These values 
are consistent with recent literature stating that the turbines downwind typically produce 10 – 20% 
less than the front-row machines [10, 11]. 
Figure 2. 4: Average wind speed and average power produced for wind farm 1. 
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Figure 2.5 depicts the relationship between the average wind speeds experienced and the 
average power production on wind farm 2.  The map displays similar trends to those observed in 
wind farm 1, specifically that higher power production is spatially correlated with higher wind 
speeds.  For farm 3, the ratio between the highest and lowest producing turbine is 1.25, higher than 
that at farm 1. 
 
 
 
 
 
 
 
 
 
The average wind speed and average power produced in wind farm 3 is presented in Figure 
2.6. The relation between the average wind speed and the average power produced was not clearly 
discernable.  This is most clearly represented by the wind turbine located in the centre of wind 
farm 3 as shown in Figure 2.6, where the turbine experiencing the highest average wind speed 
within the wind farm produced the lowest average power in the wind farm.  The reason for this is 
unknown, and is likely due to a combination of factors, including increased occurrence of faults 
Figure 2. 5: Average wind speed and average power produced for wind farm 2. 
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for this turbine. Although the sample size is small, the ratio of the highest to lowest producing 
machine is 1.06. 
 
 
 
 
 
 
 
 
 
 
 
 
Taken together, the GIS maps illustrate confirmation that high winds produce higher power.  
This is not unexpected, however, the range of speeds and average powers and variation across the 
farms were not previously established.  This analysis also uncovered the importance of 
consideration of other factors.  The simple wind speed vs. power output does not hold up for 
Figure 2. 6: Average wind speed and average power produced for wind farm 3. 
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comparisons when the turbine downtime is considered.  This could apply to other differences in 
turbine characteristics.  The maps are also consistent with previous wake loss model research. 
3.2. Utility of GIS Visualizations 
Informing maintenance discussions and planning 
The GIS maps serve to inform maintenance discussions and planning.  When presented to 
the farm operators, many discussions were stimulated.  The visual representations provide easily 
interpretable information to any audience and can assist in understanding turbine and farm 
behaviours.  For example, if a subset of turbines are experiencing a common issue, such as blade 
deterioration, the maps can point to potential influencers such as exposure to high winds or 
environmental conditions such as being located close to a body of water.  Although this approach 
cannot conclusively determine the cause, it may serve as a starting point to direct further 
investigation.  For example, at farm 3, two of the turbines experienced major component failures 
at year 7.  The map provided in Figure 2.6 started a conversation around what potential variables 
contributed to their failure.  The turbines that experienced the failures were the highest producing 
turbines on the farm and experienced the highest average RPM.  These alone may not explain the 
failure, but could potentially inform future maintenance and planning. 
As mentioned, wind farm operators can be required to curtail their production during times 
of low demand.  The maps can serve as a quick reference to determine which machines have been 
producing more or experiencing higher winds and could therefore inform the decision of which 
machines to curtail.  This strategy could extend the useful life of the machines and ultimately, the 
profitability of the farm.   
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Lastly, it is common for operators to share experiences with other operators for the purpose 
of uncovering causes of unexpected downtime or repair situations.  The maps can also be used to 
compare farm characteristics and to identify turbines that are exposed to similar conditions 
between wind farms. 
Future site planning 
The maps can also be used for future site planning.  Although wake models are available, 
actual demonstrated cases of wake impacts and turbine layout can validate or improve models or 
potentially uncover additional variables for consideration.  This could ultimately improve wind 
farm layout optimization.  The GIS visualizations can also inform extension or repower planning 
at an existing wind farm.  Familiarity with the machines, their layout, and operating characteritics 
can assist operators with selecting which machines might be suitable for retrofits or repowering 
and which may be best to decommission.     
4. Conclusion and areas for future research 
A simplified yet versatile ranking method for inferring usage and providing high level 
insight into the loading history of wind turbines has been presented. The ranking method can 
improve wind farm operators’ understanding by inferring usage which is valuable as it can increase 
the amount of information available when considering potential maintenance decisions.   Future 
work should focus on evaluating the correlations between the SCADA variables and major 
component repairs or downtime.  At this point in the YR21 study, the participating farms did not 
have substantial downtime hours or repairs, and therefore, the statistical power was too low to 
provide clear correlation analysis.  If correlations between SCADA variable rankings and 
undesirable outcomes, such as blade downtime, can be uncovered, a usage indicator could be 
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developed to provide a simple, yet easily accessible tool to infer wear and inform O&M 
discussions.   
The GIS visualizations also confirmed the results of wake loss models.  The row of turbines 
first to face predominant winds consistently produced more power (between 12 – 25%) than those 
that were downstream of these machines.  This effect was not well observed at farm 3 due to the 
small number of turbines on the farm although a 6% variation was still observed between the 
highest and lowest producing turbines.  These findings support the importance of optimizing 
turbine layout to achieve maximum production for the farm.  
The next step to this research work is to collaborate with the wind farms to produce detailed 
and specific blade downtime hour logs to support the development of a usage indicator (UI). Future 
works will also include the incorporation of other SCADA parameters relating to the health of 
major components.  Of course, a potential UI cannot be applied to serial defects and may not be 
broadly application across farms (i.e.  the SCADA variables that correlate with downtime at one 
farm, may not correlate at another).  Environmental operating conditions will also influence the 
relationship between usage and wear and will need to be considered for broader applicability.  
These limitations will be carefully considered in the development of an informative and robust UI.     
GIS visualizations of wind speed and average power were produced for the three farms.  
The maps present a simple compilation of information for comparison including impact of spacing, 
rotor size, coatings, wind speed, power production, layout, and proximity to water bodies.  
Although some of the relationships are intuitive, for example, higher winds produce higher average 
power, the demonstration of variation across the farms is a unique contribution.   
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Future work will also use the GIS maps to focus on the impacts of land use features 
including neighbouring wind farms, trees, and other nearby uses such as golf courses.  The impact 
of lake breezes, which could possibly enhance fluctuations in wind speed and direction as well as 
convection in the region, leading to accelerate wear on components, should also be considered.  
Previous research has demonstrated wind turbine wear and damage caused by sudden changes in 
wind speeds and direction experienced by coastal turbines [16].  All three farms are exposed to 
water bodies which could present an opportunity to study this effect further.   
The SCADA data ranking and GIS visualizations, when presented to the farm operators, 
resulted in increased knowledge and familiarity of their turbines and the operating and 
environmental characteristics of their farm.  In the absence of elaborate and costly specialized 
systems, these tools can provide insight into maintenance and planning discussions that could 
ultimately improve operations and drive profitability. 
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1. Introduction 
With the wind turbine technology rapidly evolving year after year [1], wind farm operators 
face the challenge of upkeeping their machines in order for them to compete against newer models 
in terms of performance. However, by being very conservative with maintenance to maximize 
their turbine uptimes, there may be instances where the machines may not need repairs. With 
unnecessary maintenance, it needlessly increases operation and maintenance (O&M) costs [2], [3]. 
The biggest culprit for the O&M costs tend to be blades where they have the greatest repair costs 
within the turbine (up to 15-20% of the total turbine cost) [4]. To reduce this cost, the modes of 
blade failures as well as methods in determining the need for repairs are examined to create a 
possible solution.  
Ciang et al [4] and Nivedh [5] showed that wind turbine blade failures were among the 
most common components to fail within the entire turbine assembly. Many wind farm operators 
are observing blade deterioration sooner than original manufacturer specifications. It can be 
difficult for manufacturers to anticipate all environmental challenges a blade will operate under, 
including meteorological conditions, pollution, varying precipitations and saline air. These 
conditions can lead to accelerated wear and leading edge erosion where surface defects, cracks, 
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and structural discontinuities may arise, reducing life expectancy [6]. It was observed by Sareen 
et al [7], [8] and Gaudern [9] that eroded blades can cause severe lift reductions and drag increases. 
Sareen et al's results showed a 6-500% drag increase and a loss in annual energy production of up 
to 25% depending on the level of erosion present on the blade.  Beyond this, there are catastrophic 
failure mechanisms in blades which have led to the collapse of entire machines [4]. With the 
concept of a CM system introduced in Chapter 2, a form of predictive maintenance can be deployed 
within wind farms to help improve wind turbine blade reliability and reduce O&M costs.  These 
approaches can take advantage of the lead times provided by the predictions of faults being made 
in early stages of component health degradation [3]. 
This study introduces the use of a statistical approach for the condition monitoring of wind 
turbine blades. CM systems typically use sensors for oil monitoring and vibration analysis to 
determine component health [10]–[12]. Most often these components are drivetrain elements. 
Fortunately, the science of diagnosing the state health of bearings and gears is quite advanced.  Its 
success is likely in no small part due to the value of the data provided by these direct sensors. Luo 
et al [12] and Siegel et al [13] were able to utilize vibrational data from subcomponents of their 
test cases to develop effective condition monitoring algorithms. However, most wind farm blade 
populations lack the level of detailed and direct structural performance data provided by the types 
of specialized sensors. Therefore, vibrational data for blades that may have a more potential in 
diagnosing its state is mostly not available. Subsequently, farms are looking for ways to leverage 
abundant and readily available supervisory control and data acquisition (SCADA) data. While 
SCADA data is collected at nearly all farms, in many cases it is not being used to its full potential.  
Gray and Watson [14] proposed the use of SCADA performance data combined with an 
applied knowledge of failure physics to determine the theoretical damage accumulation and 
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therefore, the risk of failure. With the application of the physics of failure (PoF) approach, a 
detailed assessment of the wind turbine system can be made by identifying potential failures 
modes, the acting loads and modelling of the damage kinetics in order to highlight critical 
operating conditions. The PoF is capable of performing rapid calculations due to its simplicity and 
is also able to account for variability of load capacity, this methodology opens channels for real 
time damage calculations. Bangalore et al [15] introduces an anomaly detection method using an 
artificial neural network (ANN) based condition monitoring system.  Their work improves the data 
preprocessing and post-processing from previous publications to improve the confidence in the 
SCADA-based CM system process. Adaptive neuro-fuzzy interference system (ANFIS) models 
were employed to determine if specific wind turbine components’ condition can be considered 
healthy or unhealthy in the work of Schlechtingen and Santos [16]. The ANFIS model utilizes a 
combination of concepts from ANNs and fuzzy logic that enables anomaly detection.  It also works 
towards determining a root cause for such anomalies based on simple If-Then statements. An 
unsupervised machine learning method to detect anomalies within generator performance metrics 
was applied successfully in China to perform generator fault prediction, remaining useful life 
(RUL) estimation and fault type diagnosis using SCADA data [17], [18]. By forecasting an 
anomaly operation index (AOI) using an ARIMA model, the proportion of unhealthy instances to 
all instances over a given period was determined which highlighted the probability of performance 
degradation over time. Methods based on principal component analysis (PCA) have also proven 
to be quite capable in developing wind turbine fault detection strategies and differentiating 
between healthy and unhealthy component conditions [19]–[21]. With the use of PCA, large 
measurement datasets of various SCADA tags can be reduced to new variables that act as linear 
combinations of select parent variables. The reduced set of variables (the principal components) 
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can improve the ability to visualize the data.  This is often achieved through the use of clustering 
methods that group similarly behaving points and scatters others. Most of these applications 
focused on components with available SCADA variables that could be associated with their 
performance (i.e., generator temperature, bearing vibrations, failure histories, etc.). 
Following the studies cited in [19]–[21], a SCADA data based, PCA technique for wind 
turbine blade condition monitoring is developed. This technique is utilized to infer the performance 
state of the blades as there is no such data point or value that can quantify the damage or the state 
of the blades. Multiple instances of abnormalities or outliers in the data points will allow for the 
classification that the blades are in need of repairs. This can improve the lead time available to 
wind farm operators to make informed maintenance decisions.  
 
2. Methodology 
2.1 Data Collection 
SCADA data was collected by the main author for a period of 12 months from an 88 turbine 
farm in Southwestern Ontario, Canada as shown in Table 3.1. Table 3.2 shows the 10-minute 
averaged SCADA data variables of interest provided by each of the wind turbines.  
Table 3. 1: Wind farm characteristics. 
Feature   Wind farm 
Number of turbines 48 40 
Rotor diameter (m) 93 101 
Hub height (m) 80 80 
Rated power (MW) 2.3 2.3 
Data set size   2,522,880 2,102,400 
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Table 3. 2: SCADA data variables of interest. 
Number Sensor Type   Units 
1 Active Power  kW 
2 Wind Speed  m/s 
3 Rotor Speed  RPM 
4 Yaw  deg 
5 Blade A Pitch Angle  deg 
6 Blade B Pitch Angle  deg 
7 Blade C Pitch Angle   deg 
 
2.2 Variable Selection 
Successful representative dimensionality reduction is influenced by the strength of the 
relationship between the principal components and the original parent variables. Subsequently, the 
selection of appropriate parent variables is critical to the PCA process. The SCADA data variables 
chosen for this study were active power output, wind speed, rotor speed, yaw, and blade pitch. The 
turbine active power, wind speed, and rotor speed were chosen as changes in their SCADA values 
can be observed due to the decaying geometry of the blades caused by leading edge erosion or 
other types of structural discontinuities [8], [9], [22]. The yaw and blade pitch angles also 
experience changes as their optimal angles for maximum power output will differ due to the 
eroding blade geometries [8], [9], [22], [23]. The use of derating to limit loads on damaged blades 
will also alter the rotor speed and blade pitch at the cost of reduced power production [24]. With 
these variables, they may serve as features that may reflect the blade’s performance health state 
which will allow for the classification of their operating conditions. 
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2.3 Data Pre-Processing 
Preprocessing required that the data be filtered for errors and curtailment values. SCADA 
records are often impacted by periodic instrument error. Further, within the region of this study, it 
is common for wind farm operators to curtail wind energy production when the demand is low. 
Curtailment can be performed by adjusting the blade pitch angles which results in a decrease of 
electrical power production for a given wind speed. [25], [26] highlights that this loss of power 
output could be misunderstood as being a result of blade performance abnormalities or 
degradation, which therefore, confirms the importance of filtering these instances from the data.  
The 10-minute averaged SCADA data was then averaged across a day to form a daily 
average. Thus, each data point corresponds to a daily average of each SCADA variable for each 
wind turbine.  
2.4 Principal Component Analysis (PCA) Model 
PCA is popular when dimensionality reduction and feature extraction is required [27], [28]. 
It can extract a small number of latent variables, namely the scores T (𝑡1, 𝑡2, . . . , 𝑡𝑃). These are 
positioned to best explain the greatest variance in the initial input data matrix X with dimensions 
of (𝑁 × 𝑃). Here, N is the number of samples and P is the number of variables or features. The 
transformed data is linearly independent and are referred to as the principal components which 
represents a combination of all the features within the input dataset [21]. Before implementing the 
PCA, it is vital to first normalize and standardize the dataset.  This is done by subtracting the mean 
value of each feature from the input data while scaling each dimension so that they are in the same 
range and equally weighted.  
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The principal components are typically obtained by computing eigenvectors U through the use of 
Singular Value Decomposition (SVD) of the covariance matrix S (𝑆 =
1
𝑚
∑ (𝑥(𝑖))(𝑥(𝑖))
𝑇𝑛
𝑖=1 ). One 
must first calculate the eigenvalues λ (λ1, λ2, . . . , λP) of the covariance matrix S which can be 
solved using the equation, 
 |𝑆 − λ𝐼| = 0 (1) 
where the eigenvalues λ represent the variances of each principal component and the sum of the 
variances equals the total sum of the variance of the original variables. With the eigenvalues 
determined, the following equation can be used to calculate the corresponding eigenvectors 𝑈 =
 {𝑢𝑖}: 
 𝑈′𝑆𝑈 = 𝜆 (2) 
   
The eigenvectors U represent the loadings which indicate the influence (i.e., load or weight) of 
each of the original variables in forming the principal components, T, as well as explaining how 
the variables are correlated with the principal components. To calculate the principal components 
T using the original dataset X (𝑁 × 𝑃) and eigenvectors U, the following relationship can be used: 
 𝑇 = 𝑋𝑈 (3) 
   
Since the PCA has the effect of concentrating most of the original dataset within the first few 
principal components, it is ideal to eliminate later components as they may be dominated by noise 
[19].  
In this application, our interest is in capturing the health degradation of turbine blades by 
finding the optimal combinations (i.e., PCs) of the SCADA variables of interest. The goal of these 
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components is to summarize as much of the initial information as possible with a smaller variable 
set for ease of interpretation. With the assumption made that the majority of the blades function 
mostly in a normal state and that faults rarely occur, the largest and heavily dense cluster may 
represent blades operating in a normal state [17]. Therefore, instances deviating away and located 
outside of this dense cluster may represent blades operating in an abnormal or “unhealthy” 
condition which is deemed as a blade failure for this study. The inferences of the blade 
performance states are hindcasted with historical blade maintenance reports to determine its 
accuracy. Abnormality in the blade performance state can be observed from the gradual 
accumulation of leading edge erosion, lightning strike damage, molding surfaces due to trapped 
precipitation, icing, bird strikes, etc. Boundaries for the normal and abnormal clusters are assigned 
to create a consistent method of differentiating between the two states. According to a similar 
method applied to generators [17], blade state changes from normal to abnormal is considered a 
progressive process rather than instantaneous. Thus, a singular instance of an abnormality may not 
represent degradation as anomalous environmental operating conditions can force components 
outside their normal performance specification. Repetitive instances of these abnormal states for a 
given set of wind turbine blades could however be declared as operation in an abnormal state. 
However, being classified as abnormal may not necessarily be a blade failure, but rather a deviation 
from the design performance characteristics so farm operators can then choose to investigate 
further into the identified abnormality. 
The selected SCADA variables have shown to be interdependent with one another where 
they are inherently correlated with each other. This is not a surprise as the performance of various 
assemblies within the turbine are at least somewhat dependent on one another. For this study, each 
of the selected variables are vital as they go through observable changes when the blades 
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deteriorate from the norm [8], [9], [22], [23], [24]. The wind speeds will likely be the only variable 
to remain constant, but it can be used as a reference point to compare normal and abnormal 
instances (i.e. expected outputs for a given wind speed might not be produced when blades are 
operating abnormally). Performing the PCA will create the most compact representation that can 
reconstruct these observable changes. However, there may be merit in removing some variables 
thought to be measuring the same latent aspects as the group of variables. The potential redundancy 
can cause the PCA to overemphasize the variables’ contributions. Because of this, no linear 
regression was used to identify the state of the blades since an important condition for regression 
is that independent variables should be used. The state of the blades were therefore, not predicted, 
but rather inferred by statistically clustering blade performance instances.  
Typically, when a given wind speed is measured, there is, for example, an expected power 
output by the turbine. However, as the state of the blades deteriorate, a substantial decrease in 
power output can be observed given the same wind speed for normal operating blades. If the 
ranking and GIS method in Chapter 2 was applied to this data, it can highlight the lower power 
produced by that specific turbine compared to other machines in similar operating conditions 
without being able to pinpoint whether the cause was due to damage or environmental conditions. 
With the PCA method, it can be inferred as blade damage if consistent abnormal data points are 
observed whereas vary environmental anomalies may appear as singular abnormal instances. The 
method’s steps for the model are summarized as follows: 
 Step 1: Cluster all instances within the top two principal components. 
 Step 2: Designate boundaries to differentiate normal and abnormal instances. 
 Step 3: Based on frequency of abnormal instances, classify blade state. 
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Algorithm 1 presents the detailed procedure for the inference of the wind turbine blade state: 
Algorithm 1     
1. Setting a Training set: 𝑥(1), 𝑥(2), … , 𝑥(𝑚) 
2. Standardizing (Normal Standard Distribution): 
• Calculating mean: 𝜇𝑗 =
1
𝑚
∑ 𝑥𝑗
(𝑖)𝑚
𝑖=1   
• Calculating standard deviation: 𝜎𝑗 = √
1
𝑚
∑ (𝑥𝑗
(𝑖)
− 𝜇𝑗)2
𝑚
𝑖=1  
• Replacing each 𝑥𝑗
(𝑖)
 with 
𝑥𝑗
(𝑖)
−𝜇𝑗
𝜎𝑗
 
3. PCA (reducing data from n-dimensions to k-dimensions): 
• Computing covariance matrix: 𝑆 =
1
𝑚
∑ (𝑥(𝑖))(𝑥(𝑖))𝑇𝑛𝑖=1  
• Computing eigenvectors of covariance matrix by using SVD (Singular Value 
Decomposition) algorithm: [𝑈, 𝑆, 𝑉] = 𝑠𝑣𝑑(𝑆) 
• Employing Alternating Least Squares (ALS) algorithm to find the best rank-k 
approximation 
PCA algorithm returns the principal component coefficients for the N by P data matrix 
X. Rows of X correspond to observations and columns to variables. Each column of 
COEFF contains coefficients for one principal component. The columns are in 
descending order in terms of component variance (LATENT).  
4. Assigning criteria for an alarm signal to determine if blades are normal/abnormal 
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3. Results and Discussion 
In this section, the proposed PCA blade performance state inference method is applied and 
evaluated.  
Figure 3.1 represents the cumulative variance explained for each additional principal 
component added to the study. With two principal components, approximately 85% of the initial 
input data is explained. Figure 3.2 plots the first and second principal components against one 
another. Each point is representative of one day over one year, per turbine.  In this case, this 
amounts to 365 days * 88 turbines or 32,120 points.  Figure 3.2 appears to have two distinct regions 
in the plot: one region being the large and dense cluster of points, and the other being points 
deviated or located outside of this cluster. Given the previous assumptions, the densely packed 
cluster could be representative of instances where blades are operating in a normal state.  The 
majority of data points reside in this cluster.  Conversely, the points outside of the cluster could be 
representative of operational states outside of the majority norm, here deemed as abnormal.  
Figure 3.3 plots the same principal components with only the first and last instances of the 
dataset shown. Each data point corresponds to a daily average of the principal components for each 
wind turbine (i.e., Wind Turbine 6, Day 365), but only Day 1 and Day 365 for each turbine are 
displayed in this plot. The motivation for taking the daily average was to avoid 10-minute averaged 
outliers from the dense cluster that may cause confusion in the condition of the blades. In Figure 
3.3, it is shown that the majority of the wind turbine blades began and ended their operations in 
the normal cluster. This may imply that some wind turbine blades might not be as damaged as 
other blades or maintenance was performed during the year. There were also cases where some 
blades started normal, but ended in an abnormal performance state, this could have been due to 
accumulated damage. Two wind turbines appeared to start outside of the normal region in an 
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abnormal state and ended in a normal state. This potentially suggests that their blades suffered 
from performance degradation prior to the start of the data record and were repaired during the 
given sampling period.  
 
 
 
 
 
 
 
 
To determine the performance state of the blades, boundaries were assigned to facilitate 
more objective assessments. With the assumption made previously that faults and failures are rare 
occurrences, clusters that contain a large portion of the data points would be classified as normal 
conditions. For this study the normal cluster contains 98% of the data points. Figure 3.4 
demonstrates the execution of the proposed method where the green and white regions represent 
normal and abnormal blade states respectively. Here, the green line represents the path taken by 
each wind turbine’s blades from the start of the year to the end. The path is significant to this study 
as it aids in visualizing the deviation of the principal components from the norm as the blades 
operate over time. The observed changes in behaviour of the principal components can then be 
Figure 3. 1: Percentage of initial input dataset explained with each additional principal component. 
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used to infer the state of the blades. As seen in Figure 3.4a, there appeared to be multiple instances 
experienced by wind turbine 38 that fell outside of the normal region. This may indicate that the 
blades’ state was deteriorating from normal operating conditions and repair was required. 
Hindcasting with historical blade maintenance data to validate these inferences showed that the 
blades for wind turbine 38 were indeed repaired for leading edge erosion. Figure 3.4b shows a 
different scenario where its path remained within the normal region aside from the single instance 
of abnormality. Since blade state change from normal to abnormal is a progressive process, a 
singular instance of abnormal behaviour may not represent degradation of the blades. Such a 
singularity could stem from anomalous environmental operating conditions which may not 
necessarily equate to a change in the health state of the blades.  
 
 
 
 
 
 
 
 
 
Figure 3. 2: First and second principal components for each of the 88 wind turbines are plotted 
against each other. 
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Subsequently, Figure 3.4b should indicate that wind turbine 78 was operating normally and 
did not require maintenance. Comparing this assessment with historical blade reports confirmed 
that the blades did not require maintenance. In Figure 3.4c, the blades for wind turbine 1 
experienced high frequencies of abnormal instances similar to Figure 3.4a. As a result, the 
performance of the blades of wind turbine 1 were deemed abnormal and were identified as 
candidate for repair. Figure 3.4d indicated that the blades for wind turbine 68 appeared to be 
operating mostly normal. Historical blade data showed that the blades from turbine 1 were repaired 
for leading edge erosion; whereas for turbine 68, no blade repairs were performed. Thus, multiple 
instances of path fluctuations travelling outside of the normal region appear to relate to changes in 
blade performance state. Here we arbitrarily classify blade performance as abnormal, when more 
than a singular instance of abnormality (i.e., at least 2 instances) is observed.  
 
Wind Turbine 
54 Day 365 
Wind Turbine 
54 Day 1 
Figure 3. 3: First and last instances of each of the 88 wind turbines’ principal components. 
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Figure 3.5 features a comparison of power curves for wind turbine 1 on a day when it was 
classified as abnormal versus when it is classified as normal. The results indicate that for the 
abnormal day, there are more points on its power curve that deviate from the expected power curve 
compared to the normal day. This deviation shows that with the blades experiencing higher winds, 
it is producing much lower than the anticipated power output. This result possibly suggests that 
(c) (d) 
(a) (b) 
Figure 3. 4: The path that the blades of wind turbines (a) 38, (b) 78, (c) 1, and (d) 68 take 
respectively from the start of the dataset to the end. 
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the blades are not operating normally during that day, confirming the observations made for Figure 
3.4c. 
Figure 3.6 highlights a case where the data path shown suggests that the blades were 
operating normally. However, maintenance records show that repairs were performed for the 
blades of wind turbine 66. The results of the algorithm suggest that the blades were operating 
normally and repairs may not have been necessary. This could have been a case where wind farm 
operators were being overly conservative in their maintenance to maximize uptime and to mitigate 
any avoidable faults and failures. While this approach is proactive, it may not be resource optimal. 
Inspection of Figure 3.7 gives insight into how this PCA approach might illustrate the 
impact of blade repairs on the technique’s characterization of blade performance. The blades for 
wind turbine 17 showed a high number of instances where it operated abnormally, indicative of a 
need for blade maintenance. After repairs were performed, the data path appears to jump back 
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Figure 3. 5: Power curve comparison for wind turbine 1. 
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from the abnormal region to the normal region. After this jump, the path remained in the normal 
region until the end of the recorded dataset. This result highlights the potential promise of the 
technique’s capability in detecting changes of performance state. Conversely, if the blades were to 
require repair, the data path may not necessarily remain outside of the normal region as the blades 
and tower may pitch and yaw accordingly in order to perform closer to the norm. Because of this, 
we arbitrarily classified blades as being abnormal when more than a singular instance of 
abnormality is observed.   
 
 
 
 
 
 
 
 
This strategy was applied to all 88 wind turbines within the wind farm and was evaluated 
using the historical blade maintenance data to validate the performance state classifications. The 
technique correctly identified 82% of past blade performance issues. The remaining 18% appeared 
to be cases where blades were classified as operating abnormally (other than the case highlighted 
Figure 3. 6: The path taken by wind turbine 66 that appears to be operating normally, but repairs 
were still performed. 
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in Figure 3.6). With the abnormal classification, these blades were recommended for repairs, but 
the historical blade data showed no indication of repairs. This may suggest that some blade repairs 
were being prioritized over others due to budget constraints. For the case of Figure 3.6, wind farm 
operators noted that repairs are sometimes performed not due to abnormal performance, but rather 
for blade integrity management (i.e. lightning or other damage) to avoid catastrophic failure or 
significant water absorption that could lead to larger lightning damages later on. 
Results of the study were presented to the farm operators. The PCA inferences served to 
inform and motivate maintenance discussions.  The graphic representations of blade performance 
states were relatable for a wider stakeholder audience.  This increased stakeholder understanding 
can increase buy-in from budget designers and improve appreciation of maintenance requirements 
in general. 
 
 
 
 
 
 
 
 
 
 
Figure 3. 7: The path taken by wind turbine 17 blades before and after repairs were performed. 
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4. Conclusion and areas for future research 
This study presents the use of the principal component analysis (PCA) for the condition 
monitoring of wind turbine blades. Without the availability of specialized and invasive sensor 
equipment, the PCA technique showed promise in its ability to classify the performance state of 
blades as normal or abnormal. This approach correctly identified 82% of past blade performance 
issues. The proposed method is cost-efficient as it’s underpinned by SCADA data that is already 
accessible to most wind farms. The very visual results can provide strategic insights into 
maintenance discussions which could ultimately improve wind farm profitability and reliability. 
Future work includes a sensitivity analysis to examine the influence of different parent 
variables on the derived principal components.  That is, which input variables among those 
available from the SCADA will be most descriptive of the performance state of the wind turbine 
blades?  Further future work includes the incorporation of a third principal component to the study 
to determine the influence on assessment accuracy. According to Figure 3.2, with three principal 
components, approximately 97% of the input dataset can be explained which is a significant 
increase from two principal components.  It is noted however that this also increases the risk of 
additional noise in the results. Finally, the potential for inclusion of a forecasted anomaly operating 
index (AOI) for this dataset will be considered. This could extend the method for prospective 
application in remaining useful life (RUL) predictions that are less dependent on additional 
specialized sensors and equipment. 
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1. Introduction 
Wind turbines have evolved at a drastic rate in terms of technology, increased power 
production, and decreased costs [1]. With its fast growth, the focus is shifted towards methods that 
improve reliability where studies [2], [3] show that utilizing predictive maintenance schedules can 
reduce operation & maintenance (O&M) costs. This is very important as O&M costs make up 
about 25-30% of energy generation costs where a large portion of this percentage is caused by 
unforeseen failures [4]–[6]. Sinha and Steel [7] illustrates the high initial capital cost for onshore 
wind farms causing higher O&M costs and therefore, prolonging the payback period and 
increasing the cost of wind energy.  
Wind turbine blades play a huge role in O&M costs due to their operation in extreme 
atmospheric conditions [8 – 11].  Because of this, the blades are susceptible to many sources of 
damages such as lightning, bird strikes, ice, sand, rain, precipitation, UV rays and extreme winds 
[12]. This can inadvertently create overload and in-service damages for the blades and other 
components in the turbine. If the damages were to be left unchecked, it can create an imbalance 
on the blade and rotor assembly which can put the tower and power train under unwarranted 
dynamic loads [13], even leading to the collapse of entire machines in severe cases [14]. With the 
help of a CM system, a predictive maintenance strategy can be implemented within wind farms to 
help improve wind turbine blade reliability and reduce O&M costs by capitalizing on the lead 
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times created by the predictions of the blade performance state being made early to avoid major 
breakdowns and failures as well as minimizing any associated downtimes [7]. 
A CM system typically reports on specific wind turbine component health [15]–[19]. These 
components also happen to be mainly drivetrain elements [20]–[23] where the science of 
diagnosing their state health is quite advanced.  However, most wind farm blade populations lack 
the level of detailed and direct structural performance data provided by specialized sensors due to 
their prohibitively high costs.  Thus, the use of abundant and readily available supervisory control 
and data acquisition (SCADA) data is appealing. While SCADA data is collected at nearly all 
farms, in many cases it is not being used to its fullest capabilities.  
Yang et al [24] proposes an unsupervised spatiotemporal graphical modeling approach for 
wind turbine condition monitoring which involves the detection of anomalies where a 
spatiotemporal pattern network (STPN), is applied to extract spatial and temporal features between 
the unlabeled variables in the SCADA system, and an energy-based model is used to capture the 
system-wide patterns for condition monitoring. Another unsupervised machine learning method to 
detect anomalies within generator performance metrics was proven to be successful in performing 
generator fault prediction, remaining useful life (RUL) estimation and fault type diagnosis using 
SCADA data [25], [26]. An anomaly operation index (AOI) is forecasted using an ARIMA model 
where a higher AOI would represent a lower remaining useful life (RUL). The AOI describes the 
proportion of unhealthy instances to all instances during a given time period can be determined 
which would highlight the probability of performance degradation over time. Qiu et al [27] goes 
in a different direction with available SCADA data by incorporating underutilized SCADA alarms 
into their study due to their large number of occurrences in a 10-minute SCADA period. First, the 
origins of the SCADA alarms are determined, followed by applying a methodology adopted from 
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an oil and gas industry standard that prioritizes alarms to show the seriousness of the alarm data 
volume. Finally, two methods of alarm analysis, time-sequence and probability-based, are 
proposed and demonstrated on the data which show the potential for providing valuable fault 
detection, diagnosis and prognosis. A vibration based structural health monitoring (SHM) system 
was applied to wind turbine blades where mechanical energy was introduced by means of an 
electromechanical actuator mounted inside the blade [28]. The actuator is used to induce vibrations 
that propagate along the blade and are measured by an array of accelerometers. Unsupervised 
learning is applied to the data and vibration patterns corresponding to the undamaged blade are 
used to create a statistical model of the reference state. When the vibration is introduced, its current 
vibration pattern is compared with the reference state, and the differences can then be associated 
with damage. Zhang and Kusiak [29] introduces a method for detecting abnormalities of wind 
turbine vibrations using readily available SCADA data. An unsupervised k-means clustering 
algorithm was applied to detect abnormal values experienced in the wind turbine drivetrain and 
tower acceleration parameters to differentiate between normal and faulty wind turbines. 
In this work, the proposed methodology loosely follows the studies cited in [28], [29] 
where a SCADA data based, k-means clustering algorithm is developed. The motivation for using 
k-means lies in its advantages of being able to systematically cluster data points while having a 
low computational run time. These advantages addresses disadvantages observed from utilizing 
the PCA method described in Chapter 3. The k-means technique can then be utilized to infer the 
performance health state of the blades to determine if they are operating in a normal or abnormal 
condition. These cluster classifications are then plotted against a given time series to simulate 
vibrational data similar to [28]. The purpose for this is to visualize and infer the performance state 
of the blades through the fluctuations observed by classifying differences from the normal 
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observations as abnormal behaviours. To consistently identify the blade’s performance state, a 
moving window is implemented on the vibrational data. The moving window has an assigned 
threshold such that if a certain number of instances were to exceed this boundary within a 
timeframe, the blades are deemed abnormal and will require repairs. Being able to infer the 
performance state will improve the lead time available to wind farm operators to make informed 
maintenance decisions. 
 
2. Methodology 
2.1 Data Collection 
The SCADA data used for this study was collected over a period of 12 months from a real-
world wind farm consisting of 88 wind turbines located in Southwestern Ontario, Canada as shown 
in Table 4.1. For each wind turbine, two separate sets of data was provided: 10-minute averaged 
SCADA data and the maintenance reports specifically for the blades which provide information 
on what types of damages and repairs were experienced as well as the times of the occurences. 
Table 4.2 shows the 10-minute averaged SCADA data variables of interest extracted from each of 
the wind turbines.  
Table 4. 1: Wind farm characteristics. 
Feature   Wind farm 
Number of turbines 48 40 
Rotor diameter (m) 93 101 
Hub height (m) 80 80 
Rated power (MW) 2.3 2.3 
Data set size   2,522,880 2,102,400 
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Table 4. 2: SCADA data variables of interest. 
Number Sensor Type   Units 
1 Active Power  kW 
2 Wind Speed  m/s 
3 Rotor Speed  RPM 
4 Yaw  deg 
5 Blade A Pitch Angle  deg 
6 Blade B Pitch Angle  deg 
7 Blade C Pitch Angle   deg 
 
2.2 Variable Selection 
The selection of appropriate variables is critical to the k-means algorithm in order to 
produce valuable information for blades. The SCADA chosen were active power output, wind 
speed, rotor speed, yaw, and blade pitch control. The turbine active power, wind speed, and rotor 
speed were chosen as changes in their SCADA values can be observed due to the deteriorating 
geometry of the blades caused by leading edge erosion or other types of structural discontinuities 
[30]–[33]. Changes in the yaw and blade pitch angles can also be detected as their optimal angles 
for maximum power output will also differ due to their deteriorating blade geometries [30]–[33]. 
The practice of derating damaged blades to limit loads will also alter the rotor speed and blade 
pitch at the cost of reduced power production [34]. These variables may serve as features that may 
reflect the blade’s performance health state which will allow for the identification of blades in 
normal or abnormal conditions. 
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2.3 Data Pre-Processing 
Collected SCADA data can be riddled with errors due to faults in the data collection system 
as well as curtailment values. Thus, it is essential to filter these values which can be identified as 
either missing, inappropriately positioned, and contradicting values. Within the region of this 
study, it is quite common for wind farm operators to curtail energy production when the demand 
for it is low. Curtailment can be performed by adjusting the blade pitch angles, resulting in 
decreased electrical power production for a given wind speed. [35], [36] draws attention to the fact 
that the losses of power output could be misinterpreted as being a result of blade performance 
abnormalities or degradation, which therefore, shows the importance of filtering these instances 
within the SCADA data.  
2.4 k-means Clustering Algorithm 
The k-means clustering algorithm was used to develop a simplified model for monitoring 
the vibration of the wind turbine blades and inferring their performance health states. The k-means 
method is a type of algorithm that clusters similar data points together where similarity is measured 
by the Euclidean distance between each point. The input dataset x {𝑥(1), 𝑥(2), … , 𝑥(𝑚)} is grouped 
into a k number of clusters. The intuition behind k-means is an iterative process that begins with 
initial centroids of the clusters which is refined by repeatedly assigning data points to their closest 
centroids and then recomputing the centroids based on the data point assignments until 
convergence is met on a final set of centroids [37]. 
To start off, the parameters of the dataset x are normalized to [0, 1] before implement the 
k-means algorithm. The algorithm then assigns each data point example 𝑥(𝑖) to its closest centroid 
given the positions of the current centroids. For every example i, k-means assigns each point 𝑥(𝑖) 
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to the cluster whose mean has the least squared Euclidean distance or essentially, the “nearest” 
mean: 
 𝑐(𝑖) = {𝑥(𝑖): ‖𝑥(𝑖) − 𝜇𝑗‖
2
≤ ‖𝑥(𝑖) − 𝜇𝑗∗‖
2
, 𝑗∗ = 1, 2, … , 𝑘}  (4) 
Where 𝑐(𝑖) represents the index of the cluster’s centroid that is closest to the dataset value 𝑥(𝑖), and 
𝜇𝑗 is the current position of the j’th centroid. After each dataset value 𝑥
(𝑖) is assigned to a centroid, 
the algorithm recomputes the new means to be the centroids of the clusters. For every centroid k, 
 𝜇𝑘 =
1
|𝐶𝑘|
∑ 𝑥(𝑖)
𝑖∈𝐶𝑘
 (5) 
Where 𝐶𝑘is the number of data points that are assigned to centroid k. For example, if two points 
𝑥(1) and 𝑥(8) are assigned to centroid 5, then the new mean should be calculated as 𝜇5 =
1
2
(𝑥(1) + 𝑥(8) ). The algorithm continues to run until it has converged when the assignments no 
longer change.  
Once convergence is met, the final cluster indexes 𝑐(𝑖) for each dataset value 𝑥(𝑖) are 
plotted for the given time domain to visualize the vibrations experienced by the wind turbine blades 
based off of the SCADA variables of interest. To determine if the blades are operating abnormally, 
a moving window is implemented on the vibration plot where a threshold is set such that if a certain 
number of abnormal instances experienced exceeds the threshold within the moving window’s 
timeframe, the blades are deemed abnormal and will require repairs given the set criterion.  
Overall, the key steps for the k-means method in order to assess the wind turbine blade 
state are summarized as follows: 
 Step 1: Assign each dataset value 𝑥(𝑖), to its closest centroid 
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 Step 2: Recompute the mean of each centroid using the dataset values assigned to it. 
 Step 3: Plot all the classified centroid indexes 𝑐(𝑖) for each dataset value 𝑥(𝑖) against the 
specified time domain. 
 Step 4: Implement moving window across the time domain of the plotted indexes to 
determine if the blades are normal or abnormal, therefore dictating whether repairs are required. 
3. Results and Discussion 
In this section, the proposed k-means blade performance health monitoring method is applied 
and evaluated.  
Table 4.3 summarizes the clustering results produced by the k-means algorithm. The clusters 
are indexed from 1 to 2 where in this study. The cluster number, the centroid values of each of the 
clusters, the number of data points assigned to each cluster, and the percentage of these data points 
are in each cluster are displayed.  
As shown in Table 4.3, the clusters represent the performance health state of the wind turbine 
blades. Looking more closely at the centroid values of each of the clusters, cluster 1 appears to be 
associated with blades operating in normal conditions since the corresponding centroid values 
appear to resemble SCADA values observed from a wind turbine operating at a somewhat regular 
capacity. On the contrary, cluster 2 appears to contain data points that may be representative of 
blades that are operating in abnormal conditions as the centroid values appear to be fairly low 
compared to the values from cluster 1 which may indicate periods of faults or maintenance being 
performed.  
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Table 4. 3: Summary of clustering results. 
Cluster 
Number 
Rotor 
Speed 
(RPM) 
Blade A 
Pitch 
(deg) 
Blade B 
Pitch 
(deg) 
Blade C 
Pitch 
(deg) 
Wind 
Speed 
(m/s) 
Yaw 
(deg) 
Active 
Power 
(kW) 
Number 
of Points 
Percentage 
(%) 
1 14.2 2.93 2.93 2.94 9.82 205.8 1553 7731 33.8 
2 9.59 2.30 2.30 2.29 4.95 178.8 435.0 15150 66.2 
 
Figure 4.1 shows the clustering results from the use of the k-means algorithm. The 
horizontal axis represents the values of the rotor speed and the vertical axis shows the values of 
blade A’s pitch angle. Each point is representative of one day over one year, per turbine.  In this 
case, this amounts to 365 days * 88 turbines or 32,120 points. The assignments of the data points 
in the 2 clusters are labelled to differentiate between what is considered a normal or abnormal 
operating state. The plot shows that there is an overwhelming amount of points that fall under the 
abnormal cluster, specifically when the rotor speed drop below 14 RPM and when the blade pitch 
begins to increase. This is also confirmed in Table 3 where the percentage of data points in cluster 
2 suggests that the blades are operating abnormally at an alarming amount of 66% of the year.  
Figure 4.2 shows the same clustering results, but with wind speed as the horizontal axis 
and active power produced in the vertical axis. This visual depiction of the cluster assignments 
suggests that high wind speeds and power produced are indicative of normal conditions whereas 
the low wind speeds and power produced resemble abnormal conditions. This may imply that the 
lower wind speed and power values could be representative of blades that are experiencing faults 
or operating in a deteriorated state. A lower power output may also be an indication of derating to 
limit the loads experienced by deteriorated blades which would come at a cost of reduced power 
production. 
 56 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. 1: Clustering results from monitoring blade SCADA parameters with rotor speed and 
blade pitch shown. 
Figure 4. 2: Clustering results from monitoring blade SCADA parameters with wind speed and 
power shown. 
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To visualize these cluster classifications for each turbines’ set of blades, the cluster 
assignments were plotted against the time domain of the dataset. The 10-minute averaged SCADA 
was compressed into daily averages in order to summarize the cluster indexes versus the day. The 
motivation behind this visualization was to determine if these classifications can identify which 
blades are in need of repairs before they were ever performed. The first 260 days are plotted instead 
of the full year as repairs were performed between day 261 and 365 for the blades in the wind 
farm. Figure 4.3 is an example of this where turbine 38’s blade state fluctuates between normal 
and abnormal throughout the year. However, by around day 175, the blades appeared to remain in 
the abnormal cluster which suggests that repairs may be required. Historical blade maintenance 
data showed that the blades for turbine 38 suffered from leading edge erosion during the time of 
this dataset and repairs were performed. Subsequently, Figure 4.4 shows the opposite case for 
turbine 47 blades where the fluctuations between the normal and abnormal clusters continue 
throughout the 260 days. Although delays were observed between each fluctuation near the end of 
the observed dataset, the fluctuations remained. Compared to Figure 4.3, Figure 4.4 represented a 
case where no repairs were performed according to the historical blade data. This may suggest that 
the fluctuations between cluster 1 and cluster 2 could indicate that the blades are operating in a 
normal state as these fluctuations are consistent in Figure 4.4 where repairs were not performed.  
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Figure 4. 3: Assigned clusters for each day for the first 260 days of the dataset for wind turbine 38. 
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It also appears that the delays between fluctuations seem to increase over time until the points 
remain in cluster 2 which may signify the gradual deviation from the norm. Therefore, any 
staggering differences observed from the normal fluctuation may be associated with abnormal 
behaviours and may need repairs. 
In order to consistently identify the state of blades to determine if repairs are required, a 
moving window was implemented. The window enforced is 50 days longs (i.e., Day 1 to Day 50) 
where it starts on day 1 of the dataset and advances one day at a time. The window has an assigned 
threshold such that if instances are assigned to cluster 2 more than 48 out of 50 times during that 
timeframe, we arbitrarily classify the blade performance as abnormal. In the case of Figure 4.5, 
this threshold was exceeded in the window that covers Day 169 to Day 219.  
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Figure 4. 4: Assigned clusters for each day for the first 260 days of the dataset for wind turbine 47. 
Figure 4. 5: Assigned clusters for each day for the first 260 days of the dataset for wind turbine 42 
with a 50-day moving window. 
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Thus, the blades for wind turbine 42 were classified as abnormal and repairs were recommended. 
Validating this identification with historical blade data showed that the blades were in fact repaired 
right after the time that this data recording took place. In addition, given that this observation can 
only be made after Day 219, this method was still able to identify that the blades needed repairs 
over 2 months prior to the actual date of the real-life repairs. Figure 4.6 shows an example where 
blades are identified as operating in normal conditions using the moving window method. The 
window’s threshold of cluster 2 instances being greater than 48 out of 50 total instances was never 
exceeded. There were times however, where this threshold was eclipsed a few times where 47 out 
of the 50 total instances in the window were classified as abnormal occurrences. This may indicate 
that although action was not required to be taken at that time, the impending deviation from the 
normal to abnormal classification was near and repairs could be required soon. 
Applying this moving window method to all 88 wind turbines showed that it was able to 
correctly identify the condition of the blades 75% of past blade performance issues. The remaining 
25% consisted of the method classifying blades as operating abnormally and action was required, 
but no blade repairs were actually performed according to historical reports. This could imply that 
some repairs for specific blades may have been prioritized over others due to the wind farm 
operator’s restriction of not having unlimited resources for repairs. There were also a couple cases 
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Figure 4. 6: Assigned clusters for each day for the first 260 days of the dataset for wind turbine 47 
with a 50-day moving window. 
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observed where the algorithm identified some blades were operating normally since the window’s 
threshold was never exceeded whereas the historical data showed that repairs were performed. 
This could suggest that wind farm operators were overly conservative with their repairs to mitigate 
any preventable downtimes and failures to their blades. Operators of the wind farm confirmed this 
point as they noted that repairs are sometimes performed not due to abnormal performance, but 
rather for blade integrity management (i.e. lightning or other damage) to avoid catastrophic failure 
or significant water absorption that could lead to larger lightning damages later on.  
The k-means clustering algorithm served to inform and generate maintenance discussions. 
With the results presented, it shows great potential in enhancing the farm operator’s strategic 
planning for performing blade inspections and repairs accordingly to optimize the use of resources 
and to increase uptime of the wind turbines. 
4. Conclusion and areas for future research 
In this study, the use of the unsupervised learning method, the k-means clustering algorithm 
is implemented to identify the performance health state of the blades to determine if they are in a 
normal or abnormal condition. The k-means algorithm grouped data into either cluster 1 or cluster 
2 according to their similarity (Euclidean distance) where the clusters represented normal and 
abnormal operating conditions respectively. Plotting the cluster indexes over a time series allowed 
for the visualization of the performance state of the turbine blades throughout the time domain of 
the dataset. Using the moving window with the threshold assigned, the technique correctly 
identified 75% of past blade performance issues with hindcasted historical blade data. With its 
dependence on readily available SCADA data rather than specialized and invasive sensors, this 
method has a low capital cost overhead, and once established, is relatively inexpensive to manage. 
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The results illustrate the potential to provide major insights into maintenance discussions which 
could ultimately increase incentives for investment in clean wind energy. 
The next step to this research is evaluate the clustering cost to determine if there are more 
clusters that can detect abnormal instances for a more detailed analysis due to the high volume of 
SCADA parameters being used. Another approach could be to utilize principal component analysis 
(PCA) to reduce the dimensionality of the input data into new variables that act as linear 
combinations of select parent variables. The reduced set of variables (the principal components) 
can improve the ability to visualize the data. The incorporation of these methods offer a promising 
research direction. 
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CHAPTER 5 
Conclusions and Recommendations 
1. Summary and Conclusions 
 It is vital for condition monitoring systems to be relatable to a wider stakeholder audience 
as well as being efficient and budget friendly. As such, studies on determining the performance 
states of wind turbine blades have been presented. 
 In Chapter 2, a simplified yet versatile ranking and GIS visualization method for inferring 
usage and providing high level insight into the loading history and behaviour of wind turbines has 
been presented. Rather than the implementation of currently existing complicated methods, this 
simplified ranking method can be used by a wider audience rather than just skilled and trained 
professionals. By doing so, it can improve wind farm operators’ understanding in their machines 
by inferring turbine usage which is valuable as it can increase the amount of information available 
when considering potential maintenance decisions. The results also showed that the GIS 
visualizations was capable of reaching similar findings to that of wake loss models. These findings 
support the importance of optimizing turbine layout to achieve maximum production for the farm. 
 Chapter 3 demonstrated the use of the principal component analysis (PCA) for the 
condition monitoring of wind turbine blades to better understand blade behaviour throughout its 
operation. The PCA showcased its great capability in reducing the large SCADA dataset which 
makes it very easy to visualize the results. With the use of interdependent variables in this chapter, 
the systematic prediction of the major dependent variable, blade performance state, cannot be 
performed using regression. Thus, the PCA technique is instead used to infer the performance state 
of blades as being normal or abnormal through the statistical clustering of the principal 
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components. This approach correctly identified 82% of past blade performance issues. The 
application of the PCA showed that it needs an improved method for the clustering of data points 
rather than the use of arbitrary classifications. A limitation in this technique lies in its inability to 
identify the specific cause for the deterioration of the performance state. A potential solution for 
this can be to implement a diagnosis model that can classify future faults using historical blade 
status data.  
 An alternative condition monitoring method was implemented in Chapter 4 using a unique 
k-means clustering algorithm to interpret the change in blade behaviour during operation. The k-
means algorithm grouped data into either cluster 1 or cluster 2 according to their similarity 
(Euclidean distance) where the clusters represented normal and abnormal operating conditions 
respectively. With this method, it addresses the weakness of the PCA where an improved 
clustering method was needed. However, when plotting the clustering results, only 2-3 variables 
can be visualized at a time which may be difficult for the audience to fully grasp the analysis. The 
results therefore, highlight a need for a method to reduce the variable set to a smaller dimensional 
size. By plotting the cluster indexes over the dataset time series, it aided in the visualization of the 
performance state of the turbine blades during operation. With the integration of a moving window 
with an assigned threshold, the technique correctly identified 75% of past blade performance issues 
with hindcasted historical blade data.  
The contributions of this thesis to the wind turbine research area are summarized below: 
1) Introduced a simplified ranking and GIS approach in order to draw simple information 
about wind turbines within a wind farm such as performance metric comparisons 
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2) Utilized PCA to infer performance state of turbine blades whereas many pre-existing 
studies focused on other components in the turbine assembly 
3) Applied a k-means algorithm to show its capabilities in assessing performance state of 
blades 
2. Recommendations 
The results of these studies performed mainly serve as recommendations to the 
development of future wind turbine blade condition monitoring systems. In-field blade condition 
monitoring systems are rare due to the difficultly to implement pre-existing elaborate algorithms 
as well as the inability to anticipate all environmental challenges a blade will operate under. That 
said, the information presented in this thesis provides valuable insights. While the analyses 
presented highlight the inner works and changing behaviours and the blade condition monitoring 
systems and wind turbine blades respectively, a few recommendations can be made to further 
enhance the completed analyses. 
In general, the studies performed can be further enhanced by performing a sensitivity 
analysis to examine the influence of different parent variables on the derived results. That is, which 
input variables among those available from the SCADA will be most descriptive of the 
performance state of the wind turbine blades? 
 The simplified ranking and GIS method discussed in Chapter 2 can be improved by 
focusing on evaluation of the correlations between the SCADA variables and major component 
repairs or downtime.  The participating farms did not have substantial downtime hours or repairs, 
and therefore, the statistical power was too low to provide clear correlation analysis.  If correlations 
between SCADA variable rankings and undesirable outcomes, such as blade downtime, can be 
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uncovered, a usage indicator could be developed to provide a simple, yet easily accessible tool to 
infer wear and inform O&M discussions. 
 Further future work for the PCA method presented in Chapter 3 includes the incorporation 
of a third principal component to the study to determine the influence on prediction accuracy. 
According to Figure 3.2, with three principal components, approximately 97% of the input dataset 
can be explained which is a significant increase from two principal components. It is noted 
however that this also increases the risk of additional noise in the results. A potential for inclusion 
of a forecasted anomaly operating index (AOI) for this dataset should also be considered. This 
could extend the method for prospective application in remaining useful life (RUL) predictions 
that are less dependent on additional specialized sensors and equipment. 
 The next step for the k-means algorithm performed in Chapter 4 should include an 
evaluation for the clustering cost to determine if there are more clusters that can detect abnormal 
instances for a more detailed analysis due to the high volume of SCADA parameters being used. 
For the cluster indexes plotted over the blades’ operations, it would be interesting to examine the 
fluctuations more closely to understand what the cause is and to determine whether it can be used 
to forecast potential blade state classifications. Finally, the application of principal component 
analysis (PCA) to reduce the dimensionality of the input data into principal components can 
improve the visualization of the results (i.e. from a 7-dimensional analysis to 3-dimensional 
analysis). The incorporation of these methods can offer a promising research direction in a growing 
wind energy market. 
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