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Abstract. Weather-index insurance functions like a weather derivative; it pays out when a weather
variable such as rainfall is observed below a predetermined threshold level during a specific time
period. Implementing weather-index insurance in developing countries can bring about significant
positive welfare effects on individual farmers, their communities, local businesses, and governments.
While the low demand for these insurance products has led many papers to discuss possible reasons
that farmers do not purchase weather-index insurance despite expected welfare gains, estimation re-
lated to contract design has not yet been examined as a cause for low demand. This paper analyzes
the effects of different estimation methods for the density functions of relevant weather variables on
weather-index insurance contracts. The results show that the choice of estimation technique may
have a significant effect on the parameters of a weather-index insurance contract.
1 Introduction
Weather-index insurance is a simple and effective alternative to traditional crop insurance for small-
scale farmers in developing countries. Recently, much attention has been devoted to weather-index
insurance [Barnett and Mahul, 2007, USAID, 2006, Gine´ et al. 2008], specifically regarding the
factors that prevent these farmers from purchasing insurance. While the literature notes that the
cost of insurance has a significant effect on purchasing decisions, it does not examine inaccurate
pricing as a reason behind the low demand for these products. Inaccurate pricing affects the
threshold levels of weather-index insurance contracts as well as the premiums paid by policyholders.
This study analyzes three methods for estimating the density function of cumulative rainfall for
applications in weather-index insurance contract design. One estimation method is a parametric
estimation while the other two are non-parametric.
2 Background Information and Literature Review
2.1 Background on Farmers and Motivation for Insurance
Poor small-scale farmers face significant consumption volatility due to two main types of risk: price
risk and yield risk. Price risk is heavily influenced by production and factors affecting global and
local commodities markets, whereas yield risk is primarily affected by weather variables, environ-
mental factors, and farm-specific factors. Yield risk has been shown to affect consumption more
than price risk does at the farm level [Skees et al. 2006]. The methods employed by farmers to
mitigate yield risk such as basic diversification and risk-sharing strategies are limited and are often
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ineffective when adverse conditions cover a large area, or when the magnitude of the natural disaster
is large [UN, 2007]. Small-scale farmers normally invest in low-risk, low-yield crops and save excess
funds instead of investing in farming technologies in an effort to protect their consumption [Varangis
and Lewin, 2006, Gine´ et al. 2008]. They lack access to capital because banks are hesitant to take
on the risk of a correlated default due to widespread adverse weather events [UN, 2007]. This
suboptimal allocation of assets negatively impacts farm productivity in years when the weather is
conducive to high production [USAID, 2006]. However, in the face of income losses due to a natural
disaster such as a drought, farmers may be faced with the decision of keeping production assets
versus trying to sell them in a high-supply, low-demand market to maintain current consumption.
These farmers are in a poverty trap, which is defined as ”a critical minimum asset threshold, below
which families are unable to successfully educate their children, build up their productive assets,
and move ahead economically over time” [Carter et al. 2007]. Insuring a base level of consumption
could enable these farmers to reinvest profits into their farms without taking on significant debt,
to improve production, and to rise above the poverty trap threshold level permanently [UN, 2007].
2.2 Background on Traditional Crop Insurance Products
Traditional risk-management instruments for crop yields are not effective in developing countries.
Multi-peril crop insurance, a common form of crop insurance, is a contract that insures a certain
percentage of a farmer’s historical production against a range of natural perils including hail,
drought, disease, insects, etc. Insurers selling traditional crop insurance products such as multi-
peril crop insurance have been plagued by moral hazard, adverse selection, and high administrative
costs. Moral hazard occurs in crop insurance markets when policyholders invest a suboptimal
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level of resources in the farm because they are insured against losses. Adverse selection exists in
crop insurance markets because those most exposed to yield risk are the most inclined to purchase
insurance. Finally, high administrative costs exist in these markets due to moral hazard, adverse
selection, and the claims process of traditional crop insurance. In traditional crop insurance a
claims representative generally has to travel to each farm filing a claim and assess the value of
the loss that is due to insured perils before a payout is made [UN, 2007]. These factors inevitably
lead to premiums that are much higher than the actuarially fair premium. High premiums are
mitigated in developed countries by the federal government. For example, in 2004 the US Federal
Crop Insurance Program subsidized all multi-peril yield and revenue insurance products by 59% on
average [UN, 2007]. The governments of developing countries are unlikely to subsidize premiums
in this manner. This requires the policyholders to absorb these costs and to pay more than they
should receive in claims on average for insurance. While premiums above the expected loss cost
are standard in the insurance industry because policyholders are expected to pay a markup for the
insurer to take on their risk, the rate for multi-peril crop insurance administration is extremely high
relative to other types of policies.
However, there have been numerous attempts to market financial risk products to small-
scale farmers in developing countries [Gaurav et al. 2010, Cole et al. 2009, Barnett and Mahul,
2007]. Insurers, governments, and non-government organizations have tried to find innovative
ways to design risk products and market them to these farmers. However, selling traditional crop
insurance products has proved difficult due to low demand [Gine´ et al. 2008, Cole et al. 2009,
Gaurav et al. 2010]. Some farmers may self-insure using a variety of methods. For example,
a farmer may have a wealthier family member who lends money when production is low, or a
farmer may receive food aid which is adequate for consumption regardless of production. These
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circumstances would cause some farmers not to purchase insurance because it is not needed for
subsistence. This study aims to price weather-index insurance contracts more accurately so that
these contracts are more appealing to the farmers who might benefit from insurance but will not
purchase it. The reasons that these individuals are reluctant to purchase multi-peril crop insurance
could include lack of trust, low funds, and the timeliness of the claims process [Cole et al. 2009].
The high premiums due to the issues surrounding multi-peril crop insurance may also be one of
the reasons that farmers will not purchase traditional insurance products. These farmers do not
consume much, which makes them reluctant to give away any of their consumption or commit to
spending. The claims process, which is even slower and more expensive than in developed countries
due to the large amount of small farms and the lack of infrastructure, is not suitable for farmers
who might not have reserve resources [UN, 2007]. Some farmers could believe that the insurer has
unfair knowledge regarding future weather events. Farmers may not understand, and thus fear,
the complex models on which traditional crop insurance premiums are based [Gaurav et al. 2010].
These factors combine to make multi-peril crop insurance not worth the price for farmers who will
be insuring relatively small amounts of production. Thus, weather-index insurance has emerged as
a simple and effective product to help these individuals.
2.3 Weather-Index Insurance
Weather-index insurance functions like a weather derivative; it pays out when a weather variable
such as cumulative rainfall is observed below a predetermined threshold level during a specific time
period. This type of insurance is effective because it eliminates moral hazard issues, it eliminates
the length of the claims analysis process, and the terms of the contract are simple to understand
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for people who might not be financially literate. The payout received by policyholders is fast,
automatic, and independent from production (though it is correlated to losses by design). These
characteristics of weather-index insurance also cost less to administer, resulting in lower premi-
ums to farmers. Implementing weather-index insurance in developing countries can bring about
significant positive welfare effects on individual farmers, their communities, local businesses, and
governments. However, the demand for weather-index insurance products is still low. Barring
marketing strategies, one study estimated the purchase rate of weather-index insurance as being
between 5% and 10% [Cole et al. 2009]. This demonstrates that there is low demand for insurance
policies that are expected to help farmers. While this low demand for weather-index insurance has
led many papers to discuss possible reasons that demand is so low [Gine´ et al 2008, Gaurav et
al. 2010, Barnett and Mahul, 2007], even citing high premiums as a barrier, only one has iden-
tified previously-used pricing methods and none have compared the effects of different estimation
methods on the insurance contract. This study examines pricing as a contributing factor to the
low demand for weather-index insurance by using different estimators to approximate the density
functions of rainfall, and then analyzing the effects of each estimator on hypothetical contracts.
2.4 Contract Design
The actuarially fair premium for one dollar of insurance is defined to be the probability of a loss
occurring which triggers an insurance payment. Consider the weather variable cumulative rainfall,
X, that is defined on the interval [0,∞) and is correlated with crop yields. In practice, this can be
any weather variable that can be indexed, but this study uses cumulative rainfall throughout because
it is a very relevant variable which presents interesting problems. The cumulative distribution
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function of X, FX(x), gives the probability that cumulative rainfall is below any value x for a given
time period. We define x0 to be a threshold level that divides the possible outcomes of X into two
disjoint sets, where the levels below x0 are associated with poor crop yields. Thus, FX(x0) = p is
the probability that cumulative rainfall occurs below x0 for a given time period, the probability that
the undesirable states of nature exist, and the actuarially fair premium for one dollar of insurance
against cumulative rainfall below x0.
Farmers take p as given and they must decide whether or not to purchase insurance against
cumulative rainfall below x0, and how much to purchase. The premium on a quantity, q, of insurance
purchased is defined to be pq for the actuarially fair premium. The farmer’s loss, L, is defined as
a negative deviation from the farmer’s expected level of consumption, ce. L, which exists on the
interval [0,∞), is a random variable with point mass P (L = 0) = (1 − pi) and P (L > 0) =
[1− P (L = 0)] = pi. When loss is zero, the farmer’s consumption is at or above the expected value
of consumption ce. When the farmer’s utility function is u(c), the farmer’s problem is to choose a
value of q ≥ 0 in order to maximize the following expression:
(1− pi)u(ce − pq) + piu(ce − pq − L+ q) (1)
Assuming the value q∗ maximizes this expression, the following must hold:
−p(1− pi)(du
dq
(ce − pq∗)) + pi(1− p)(du
dq
(ce − L+ q∗(1− p))) ≤ 0 (2)
Equality holds when q∗ > 0. When p = FX(x0) = P (L > 0) = pi, we have:
−(du
dq
(ce − pq∗)) + (du
dq
(ce − L+ q∗(1− p))) ≤ 0 (3)
For a risk-averse farmer, dudq (ce − L) > dudq (ce). This implies that q∗ > 0 and therefore:
du
dq
(ce − pq∗) = du
dq
(ce − L+ q∗(1− p)) (4)
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Assuming that dudq (c) is strictly decreasing (the farmer is risk averse), q
∗ = L, and the farmer
chooses to purchase full insurance. Purchasing full insurance is heavily dependent on the condition
p = FX(x0) = P (L > 0) = pi. Therefore, in order to price weather-index insurance in a way
that leads to adequate insurance FX(x) and P (L > 0) = pi must be estimated. Once pi is known,
setting p = pi establishes the threshold level of rainfall, x0. In this paper, estimation techniques for
FX(x) are examined. This is an important piece in the pricing of weather-index insurance contracts
because it establishes the threshold level that is insured in the contract.
2.5 Previously Used Pricing Methods
Martin et al. [2001] propose the construction and pricing of a new type of precipitation insurance for
cotton harvests in Mississippi. Though the target region and consumer are different from the small-
scale farmers in developing countries addressed here, the estimation techniques implemented are
still relevant. Martin et al. [2001] propose modeling weather variables such as rainfall with gamma
distributions. The parameters of the gamma distribution are estimated by applying maximum
likelihood estimation to the data and correcting for data points of zero rainfall which causes an
issue with the log-likelihood function, as the natural log of zero does not exist. Though this
estimation procedure is very effective if the true underlying distribution is a gamma, it creates
problems when the underlying distribution is not a gamma. Using this technique without careful
analysis may skew the cumulative probability estimates that are used to find a threshold level and
impact the amount of rainfall that is insured.
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3 Methodology
As discussed, there are two main stages in pricing a weather-index insurance contract: estimating
the density function of the weather variable and estimating the probability of loss for the farmer.
These estimates will be used to determine the threshold level that the contract insures. This study
compares the resulting threshold levels from three density function estimation techniques and from
the percentiles of the data, and compares their effects on weather-index insurance contracts. The
data used for this analysis is rainfall data from Ethiopia spanning the mid-20th century to 2010.
The data set reports rainfall in three woredas, or Ethiopian villages: 1. Dodota, 2. Shashemene
Zuria, and 3. Bako Tibe. For each woreda, cumulative rainfall in millimeters is reported for five
one-month periods: a. Ginbot, b. Sene, c. Hamle, d. Nehase, and e. Meskerem. Each woreda
has one sequence per month, {Xt}, of observations of the cumulative rainfall over that month. The
index t provides the year of observation.
The data comes from two main sources: weather-station data and satellite data. The
weather station data comes from the National Meteorological Agency of the Republic of Ethiopia.
It consists of two rainfall estimates: NMA data and NMA INVD grid estimates. The NMA data
is the amount of rainfall that was collected at the local weather station on a dekadal (10-day)
basis. As dekadals do not span multiple months, the length of the final dekadal is altered to
end with the calendar month. The NMA INVD data uses weather station data and distance to
apply the Inverse Distance Interpolation Method to create a grid estimate of dekadal rainfall.
The satellite data comes in five forms: RFE1, RFE2, ARC, TAMSAT, and NMA SEDI. All of
these methods create grid estimates of dekadal rainfall. RFE1 was produced by the US Climate
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Prediction Center. It uses satellite temperature data from the METEOSAT 5 satellite with rain
gauge measurments and models of wind and relative humidity. RFE2 is an improved version of
the RFE1 estimates that uses rain gauge data, AMSU microwave satellite precipitation estimates,
special sensor microwave/imager data, and cloud-top infrared temperature precipitation estimates.
The ARC data and TAMSAT data use similar meteorological strategies. Finally, NMA SEDI uses
the weather station data (NMA) with METEOSAT5 satellite data. The estimates are aggregated
to a monthly basis and are all included in the data set for this study. The resulting sequences {Xt}
have between 105 and 125 observations per woreda per month.
One assumption must be made for the estimation techniques applied in this study:
Assumption 1 For each month and woreda, the sequence {Xt} is independent and identically
distributed.
3.1 Parametric Estimation
We first consider maximum likelihood estimation based on the following assumption:
Assumption 2 Xt ∼ f(x;α, β), where f(x;α, β) represents the probability density function of the
gamma distribution
This is an assumption that is often made in meteorology [Martin et al. 2001]. Because of
this assumption, all that needs to be done to estimate the density function of monthly rainfall is
to estimate the parameters of the gamma distribution. In this study, the parameters of the gamma
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distribution are estimated using maximum likelihood estimation (MLE). The method is similar to
the one proposed by Martin et al., but since this data is monthly rainfall there are no data points
equal to zero and correction for this is not needed. The process for estimating the parameters is as
follows:
First, we define the likelihood function. The likelihood function is the joint probability
density function of the random variables in the sample. From Assumption 1 and Assumption 2,
this joint probability density function is the product of n identical density functions:
L(α, β) =
n∏
i=1
f(xi;α, β)
where f(x;α, β) is the probability density function of the gamma distribution:
f(x;α, β) =
1
Γ(α)βα
xα−1e
−x
β I[0,∞)(x) ∀α > 0, β > 0
In these equations, α represents the shape parameter, β represents the rate parameter, Γ(.) is the
Gamma function, and I[0,∞)(x) represents the indicator function. L(α, β) is numerically maximized
using computational software (MATLAB) to produce maximum likelihood estimates of the parame-
ters α and β. The advantages of this estimator are that the resulting density function is sufficiently
smooth and exists only on the desired interval. Under standard regularity conditions, the maxi-
mum likelihood estimators of the parameters have some desirable properties: they are consistent,
asymptotically normally distributed, and asymptotically efficient. However, these properties nor-
mally apply only if the underlying distribution is in fact a gamma. This method of estimation may
mask the true nature of a density function that is not a gamma, and one will not know this without
careful analysis. Nonetheless, this technique is applied to the data in this study because it is the
standard for climatological variables.
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3.2 Nonparametric Estimation
Nonparametric estimators are used because we are uncertain about the true distribution of monthly
rainfall. Nonparametric estimators allow the data to define the shape of the density function
estimate naturally.
The first and most obvious example of a nonparametric estimator is the histogram. His-
tograms are graphical estimations of the density function of a variable that are based on grouping
data into bins with size h. However, this leads to a density function estimate that is not smooth,
which is an issue when estimating continuous random variables. There are also two choices made in
creating a histogram that can drastically affect the estimate: the location of the endpoints of each
bin and the bin size. The endpoints of the bins affect the clustering of data points inside certain
bins. The choice of bin size can also group too many or too few data points together. When the
chosen bin size of a histogram is too large, oversmoothing occurs and leads to an estimator with
low variance and high bias. Oversmoothed graphs may miss multiple modes in a distribution or
underestimate the density at a certain mode. On the other hand, undersmoothing occurs when the
chosen bin sizes are too small, leading to the opposite effect. An undersmoothed histogram is too
bumpy, and almost certainly contains modes that are just results of sample variability [Simonoff,
1996].
Due to the problems associated with histograms, this study uses kernel density estimation
(KDE) to estimate the density function of rainfall. The standard kernel density estimator takes the
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form:
fˆ1(x) =
1
nh
n∑
i=1
K
(
x− xi
h
)
(5)
where K(u) is the kernel function. Uniform kernels, a basic type of kernel, eliminate the issue of
bin placement in histograms by setting a box of width 2b and height 1/2 directly over each data
point xi. Summing up these kernels and dividing by nh gives a more accurate estimate of the
underlying density function than a histogram does because the issue of bin placement is mitigated.
Unfortunately, this estimate is still not smooth. Because the kernel over each data point is just
a uniform distribution on the interval (xi − b, xi + b), we can replace this kernel with any other
function that integrates to one on the same interval. The bandwidth is a free parameter that
denotes the width of the kernel. However, bandwidth choice comes with the same oversmoothing
and undersmoothing consequences that we see in histograms. There has been much research done
into the optimal bandwidths of different kernel density estimators [Simonoff, 1996, Chen, 2000]. By
using kernel density estimators and their associated optimal bandwidths, the previously-mentioned
issues with histograms are mitigated.
3.2.1 Gaussian KDE
The first kernel density estimator that is applied in this study is the Gaussian KDE [Simonoff,
1996]. This kernels for this estimator take the form:
K(u) =
1√
2pi
e
(
−u2
2
)
Summing these up leads to a smooth estimate of the density function with some desirable properties.
When the true underlying density is sufficiently smooth and h → 0 with nh → ∞ as n → ∞, the
optimal bandwidth can be found as follows: The general optimal bandwidth (regardless of kernel
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choice) is the value of h that minimizes asymptotic mean integrated squared error (AMISE):
AMISE =
R(K)
nh
+
h4σ4KR(f
′′)
4
where R(φ) represents
∫
φ(u)2du. The value of h that minimizes this is:
h∗ =
(
R(K)
σ4KR(f
′′)
)1/5
n−1/5
For the Gaussian kernel, assuming the underlying distribution is normal, this optimal bandwidth
has the form:
h∗ = 1.059σn−1/5
It appears that just an estimate of σ is needed to approximate the optimal bandwidth. However,
common estimates such as the sample standard deviation can be very inaccurate if the underlying
density is not normal, which would lead to poor bandwidth choice [Simonoff, 2006]. If the data
were multimodal, for instance, the sample standard deviation would be much higher leading to an
oversmoothed graph. For this reason, this study uses grid search methods for bandwidth choice.
One problem with this estimator is that monthly rainfall is bounded on one side. Because
monthly rainfall only exists on the interval [0,∞), time periods with very low rainfall may have
kernels that allocate density to negative values of monthly rainfall. This will give an inaccurate
estimate of the density function because it violates the interval of existence of the random variable.
In order to account for this problem, this study also applies a second type of KDE.
3.2.2 Gamma KDE
The second type of KDE used is the gamma kernel proposed by Chen [2000]. When the underlying
density is defined on the interval [0, /infty), b is the smoothing parameter that satisfies b→ 0 and
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nb→∞ as n→∞, and this estimator takes the form:
fˆ2(x) =
1
n
n∑
i=1
Kx+b/1,b(Xi) (6)
where
Kx/b+1,b(u) =
ux/be−u/b
bx/b+1Γ(x/b+ 1)
These kernels only exist on the interval [0,∞) and they have a varying shape that converges to the
shape of Gaussian kernels as the data points move away from zero. The optimal bandwidth for this
kernel is defined by Chen as:
b∗ =
(
1
2
√
pi
∫∞
0
x−1/2f(x) dx
4n
∫∞
0
[
xf ′(x) + 12xf
′′(x)
]2
dx
)2/5
The density function estimate using the optimal bandwidth is non-negative and achieves the optimal
rate of convergence for the mean integrated squared error [Chen, 2000]. However, this requires
knowledge of the true density, which is unknown. Again, grid search methods are applied to
determine bandwidth.
3.2.3 Empirical Estimates
The third and final nonparametric estimator applied to the data is an empirical estimation of the
threshold level of rainfall associated with different levels of pi, the probability of a loss occurring.
This is done by finding the percentiles in the data, and is included for comparison with the threshold
levels of the different estimators.
14
4 Results
This section includes estimated graphs of the probability density function and the cumulative
distribution function of monthly rainfall in each woreda during each month using three estimation
techniques: Gamma KDE, Gaussian KDE, and MLE for the parameters of the gamma distribution.
Additionally, it includes tables of the threshold levels of rainfall associated with the 5%, 10%, 15%,
20%, 25%, and 30% levels of pi from the three graphed density function estimates and the empirical
estimates.
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Figure 1: Results - Dodota
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(a) Month 1: Ginbot. Gamma KDE uses bandwidth 5, Gaussian KDE uses bandwidth 20, Gamma
parameters by MLE are (1.3598, 37.5888)
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(b) Month 2: Sene. Gamma KDE uses bandwidth 12, Gaussian KDE uses bandwidth 22, Gamma
parameters by MLE are (2.3613, 41.0419)
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(c) Month 3: Hamle. Gamma KDE uses bandwidth 14, Gaussian KDE uses bandwidth 36, Gamma
parameters by MLE are (4.1627,42.5980)
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(d) Month 4: Nehase. Gamma KDE uses bandwidth 14, Gaussian KDE uses bandwidth 36, Gamma
parameters by MLE are (3.1511,51.5522)
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(e) Month 5: Meskerem. Gamma KDE uses bandwidth 9, Gaussian KDE uses bandwidth 24,
Gamma parameters by MLE are (1.8756,34.6761)
Table 1: Threshold Levels for P(L) = 5%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 3 -10.5 5 6.6
Sene 11.5 6.5 20.5 16.95
Hamle 47.5 50 62 66.95
Nehase 35.5 33 46 47.2
Meskerem 6.5 -5.5 10.5 11
Table 2: Threshold Levels for P(L) = 10%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 7 -0.5 8.5 9.88
Sene 21.5 21 29.5 25.17
Hamle 73 78.5 78.5 103.2
Nehase 52.5 55 61.5 69.4
Meskerem 13 7 16 15.6
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Table 3: Threshold Levels for P(L) = 15%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 10.5 6.5 12 11
Sene 30.5 33 37 30.94
Hamle 89.5 96.5 91.5 113.35
Nehase 66 70 73.5 83.290009
Meskerem 19 16 21 22
Table 4: Threshold Levels for P(L) = 20%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 14 12.5 15.5 14.2
Sene 40.5 43.5 43.5 42.44
Hamle 103 110.5 103 117
Nehase 77.5 82.5 84.5 94.72
Meskerem 24.5 23.5 25.5 26.44
Table 5: Threshold Levels for P(L) = 25%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 18 18 21 18
Sene 49 53 50 57.9
Hamle 113 122 113 126
Nehase 88 93 95 100
Meskerem 30 30 30 31
Table 6: Threshold Levels for P(L) = 30%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 21.5 23 22.5 21.6
Sene 58.5 63 56.5 68
Hamle 125 132.5 123.5 136.58
Nehase 98 103.5 105 107.2
Meskerem 35.5 36 34.5 37.8
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Figure 2: Results - Shashemene Zuria
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(a) Month 1: Ginbot. Gamma KDE uses bandwidth 4, Gaussian KDE uses bandwidth 20, Gamma
parameters by MLE are (3.2708,27.1077)
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(b) Month 2: Sene. Gamma KDE uses bandwidth 7, Gaussian KDE uses bandwidth 30, Gamma
parameters by MLE are (4.0252,22.7527)
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(c) Month 3: Hamle. Gamma KDE uses bandwidth 11, Gaussian KDE uses bandwidth 30, Gamma
parameters by MLE are (3.7326,31.5828)
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(d) Month 4: Nehase. Gamma KDE uses bandwidth 6, Gaussian KDE uses bandwidth 22, Gamma
parameters by MLE are (4.1708, 27.5095)
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(e) Month 5: Meskerem. Gamma KDE uses bandwidth 6, Gaussian KDE uses bandwidth 19,
Gamma parameters by MLE are (3.7835, 24.8194)
Table 7: Threshold Levels for P(L) = 5%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 19 15.5 26 22.68
Sene 22 10.5 31.5 31
Hamle 28.5 23.5 38 36.21
Nehase 31 28.5 40 41.3
Meskerem 22.5 21 30.5 31.45
Table 8: Threshold Levels for P(L) = 10%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 31.5 30 34.5 36.4
Sene 31.5 25.5 40 40.02
Hamle 44 44 49.5 53.76
Nehase 45.5 45.5 51 52.2
Meskerem 33 34 39.5 36
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Table 9: Threshold Levels for P(L) = 15%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 41 40 41 45
Sene 39 36.5 46.5 44.6
Hamle 56 58.5 58 62.405
Nehase 56 57.5 59.5 60.5
Meskerem 41.5 43 46.5 49
Table 10: Threshold Levels for P(L) = 20%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 48.5 48 47 54.96
Sene 46 45.5 52.5 50.94
Hamle 66.5 70 65.5 83
Nehase 65.5 67.5 66.5 69
Meskerem 48.5 51 52.5 52
Table 11: Threshold Levels for P(L) = 25%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 55 55 52.5 61
Sene 52.5 53 58 60
Hamle 76 80 73 89
Nehase 74 76.5 73 80
Meskerem 55.5 58 58.5 59
Table 12: Threshold Levels for P(L) = 30%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 61 61.5 58 66.2
Sene 59 60.5 63 64.42
Hamle 84 88.5 80 98
Nehase 82 84.5 80 90
Meskerem 62 64.5 63.5 64.8
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Figure 3: Results - Bako Tibe
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(a) Month 1: Ginbot. Gamma KDE uses bandwidth 9, Gaussian KDE uses bandwidth 29, Gamma
parameters by MLE are (4.7788,35.8872)
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(b) Month 2: Sene. Gamma KDE uses bandwidth 7, Gaussian KDE uses bandwidth 32, Gamma
parameters by MLE are (10.2735,22.7871)
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(c) Month 3: Hamle. Gamma KDE uses bandwidth 7, Gaussian KDE uses bandwidth 39, Gamma
parameters by MLE are (11.3555,21.2918)
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(d) Month 4: Nehase. Gamma KDE uses bandwidth 7, Gaussian KDE uses bandwidth 39, Gamma
parameters by MLE are (9.112,24.3807)
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(e) Month 5: Meskerem. Gamma KDE uses bandwidth 11, Gaussian KDE uses bandwidth 27,
Gamma parameters by MLE are (5.4531,24.8198)
Table 13: Threshold Levels for P(L) = 5%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 49.5 49.5 65.5 62
Sene 107 107.5 128 122.65
Hamle 110.5 108.5 137 122
Nehase 94.5 90.5 116 106.4
Meskerem 44 42 56 57.3
Table 14: Threshold Levels for P(L) = 10%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 69 71.5 81.5 74.61
Sene 130.5 133 146.5 138.6
Hamle 139 140 155.5 146
Nehase 119 119 134.5 130
Meskerem 62.5 58 68 64.54
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Table 15: Threshold Levels for P(L) = 15%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 84 88 93.5 93.575
Sene 148.5 152.5 160 152.965
Hamle 160 161.5 169 178.84
Nehase 138.5 139.5 147.5 141.6
Meskerem 75.5 69.5 77.5 85.72
Table 16: Threshold Levels for P(L) = 20%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 97.5 102 104.5 101
Sene 164 168.5 171 177
Hamle 176.5 178.5 180 198.08
Nehase 154.5 156 159 174.6
Meskerem 85.5 79.5 85.5 96.96
Table 17: Threshold Levels for P(L) = 25%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 109.5 114.5 114 121.075
Sene 178 182.5 181.5 189.25
Hamle 189.75 192 190 209
Nehase 168 170 169 183.9
Meskerem 94.5 88 93 104
Table 18: Threshold Levels for P(L) = 30%
Month Gamma KDE Gaussian KDE Gamma MLE Empirical
Ginbot 121.5 126.5 123 131.06
Sene 190 195 191 203.55
Hamle 201 204 199.5 212.9
Nehase 179.5 181.75 178.5 195
Meskerem 102 96.5 100 106.8
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The graphs reveal that estimator choice has a significant impact on the shape of the density
function estimate and the corresponding threshold levels. For example, the density function estimate
of rainfall during Sene in the woreda Dodota (Figure 1b) is multimodal in the two kernel density
estimates, but is unimodal in the parametric estimate. Additionally, Figures 3b, 3c, and 3d (months
Sene, Hamle, and Nehase in the woreda Bako Tibe) show that the two kernel density estimates agree
on a density that is partially left-skewed, which is also not captured by the parametric estimation.
Conversely, in Figure 1d the density function estimates are similar in all three methods, particularly
at the higher levels of rainfall. As is seen in Tables 16, 17, and 18, the threshold levels for the month
Nehase are very similar, separated at most by 4.5mm of rainfall. This shows that there is little
difference across the estimators in relatively rainy months at higher levels of pi.
As expected, the Gaussian KDE produces density functions with weight allocated to neg-
ative levels of rainfall. Although this is visible in most density function graphs (particularly in
woredas Dodota and Shashemene Zuria), it is especially apparent for the month Ginbot in the
woreda Dodota (Figure 1a, Tables 1 and 2) where the threshold levels at the 5% and 10% levels of
this estimate are negative. The threshold levels of the Gamma KDE are higher than the threshold
levels of the Gaussian KDE at the 5% level in all but two cases (months Hamle and Sene in woredas
Dodota and Bako Tibe, respectively). At the 10% level, the Gamma KDE thresholds are again
higher than the Gaussian KDE thresholds in most cases. This can be attributed to the allocation
of density to negative rainfall values by the Gaussian KDE because the thresholds produced by
this method are much lower than the other three thresholds when rainfall is relatively low (months
Ginbot, Sene, and Meskerem in the woreda Dodota). At the higher levels of rainfall, however,
the Gaussian KDE and the Gamma KDE provide similar graphs and thresholds. This is evident
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because the 30% threshold levels of the Gaussian KDE and the Gamma KDE (Tables 6, 12, and
18) across all woredas and all months differ at most by 7.5mm of rainfall (Table 6). This makes a
case for the Gamma KDE as the better nonparametric estimator for monthly rainfall because both
KDE techniques have similar qualities in large amounts of rainfall, but the Gamma KDE produces
a nonnegative estimate, with thresholds that are often closer to the empirical estimate at the lower
values of pi (particularly at the 5% level).
Interestingly, the parametric estimation produces threshold levels that are greater than the
KDE thresholds at the 5% level in all woredas over all months. The parametric thresholds are also
greater than or equal to the KDE thresholds at the 10% level in all woredas over all months. How-
ever, at the 30% level, at least one kernel density estimate is greater than the parametric estimate in
all but two cases (month Nehase in woreda Dodota, and month Sene in woreda Shashemene Zuria).
This shows that the cumulative density functions cross at some point between 5% and 30% in most
cases, with the parametric estimates allocating less density to the lower levels of rainfall than the
kernel density estimates allocate. This result encourages insurers to use parametric estimation for
weather-index insurance contracts with low levels of pi if they are trying to increase demand for
these products because the premium of the resulting contracts, pq, is the same for a given pi = p
and a choice q of insurance, but the parametric estimation makes the contract more appealing to
prospective buyers by insuring a higher level of rainfall.
Overall, this study demonstrates that the choice of density function estimator has a signifi-
cant effect on weather-index insurance contracts. Under varying circumstances, insurers may prefer
certain estimators over others. However, it is imperative that the effect of estimator choice is noted
and that parametric estimation is not used without understanding its limitations, as it may hide
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the true nature of a density function and alter the contract. Further research on this topic would
combine more accurate rainfall data with a pilot project using different estimation techniques to
compare effects on demand. To support the growth of weather-index insurance, donors and gov-
ernments could build reliable weather stations and rain gauges in order to provide more accurate
data.
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