Abstract. The main purpose of this article is to fix several aspects aspects of the proof of the Whittaker Plancherel Theorem in Real Reductive Groups II that are affected by recently observed errors or gaps . In the process of completing the proof of the theorem the paper also gives an exposition of its structure, and adds some clarifying new results. It also outlines the steps in the proof of the Harish-Chandra Plancherel theorem as they are needed in our proof of the Whittaker version..
Introduction
It has been over 25 years since the publication of my book Real Reductive Groups II ( [RRGII] ). The last chapter in the book presents, as an application of Harish-Chandra's work on his Plancherel Theorem the Whittaker analogue which I called the Whittaker Plancherel Theorem. This result has received many citations because of its implications to the theory of automorphic forms and theory number theory. However, in the last year several errors and gaps in my proof have been found. Also, the presentation of the theorem in [RRGII] is somewhat opaque since it rests on earlier and extremely difficult results in the book. I therefore feel that even if the problems in the details in the presentation of the theorem did not exist an integrated presentation of the Harish-Chandra and the Whittaker Plancherel Theorems is justified.
There are two major points that need correction. The first was pointed out by Van den Ban and Kluit in [vdBK] . This error which appears in a basic lemma (Lemma 15.3.2 in [RRGII] ) that has two parts. The first part is correct but they show that the second cannot be true as stated. However in the basic case of generic characters the argument in the last step of the proof of the Whittaker Plancherel theorem (see the proof of Theorem 51) indicates that the lemma is true for generic characters. We derive a replacement in this paper which is sufficient to prove the basic propertied of Whittaker cusp forms. The second major problem was pointed out by the referee of an earlier version of this paper. It is an erroneous use of dominated convergence in the proof of a key integral formula. As it turns out that result is true in an operational sense which is all that is needed for the main theorem (see Corollary 46). There is one more change that we feel is necessary in the exposition that involves convergence of certain integrals in the parameter of what we call Jacquet integrals outside the range of absolute convergence (Theorem 42) . This involves taking another look at the shift equation used in the holomorphic continuation of Jacquet integrals. The result allows us to replace compactly supported functions by Schwartz functions in many formulas. There are complicated calculations in the original text that do not use the "tainted" results some of these results will be referred out to the text.
In this paper I will only be studying the generic case. In [RRGII] one can find a reduction of the degenerate cases to the generic case for certain Levi factors. In addition, there are several new results in this paper beyond the estimates in the parameter of the Jacquet integral. Most important to our exposition is the direct relationship between the Harish-Chandra Schwartz Space and the Whittaker Schwartz Space (Theorem 20).
I had completed most of the material on the Whittaker Plancherel Theorem in the early 1980's. During that period Harish-Chandra also worked on the Whittaker theory. We spoke several times about this work. However, beyond both of us using his Theory of Cusp forms our approaches were different. The upcoming fifth volume of his collected papers [H5] edited by V.S.Varadarajan and R. Gangolli contains his unpublished work on this subject.
In this paper one can also find a review of the Harish-Chandra's derivation of the Plancherel Theorem for real reductive groups [H1] , [H2] , [H3] . These steps precede the analogous steps in the proof or the Whittaker version of the theorem. Thus the paper can also be looked upon as an exposition of both of the theorems. A fuller exposition of Harish-Chandra's Plancherel Theorem can be found in Varadarajan's introduction to Harish-Chandra's collected works [H4] .
The paper begins with a section giving the notation used in the rest of the paper. Section 3 gives a description of Harish-Chandra's work on what he calls cusp forms in the context of the Harish-Chandra Schwartz space and their relationship with the discrete series. Section 4 begins the development of the Whittaker version of the Schwartz space. Theorem 14 combined with Corollary 16 in that section replaces the defective lemma. The corollary uses a difficult inequality of Harish-Chandra. Section 5 gives a proof of the Whittaker version of Harish-Chandra's 2 theorem asserting that an eigenfunction for the bi-invariant differential operators that is in the Schwartz space is a cusp form. Section 6 gives an exposition of the Harish-Chandra Plancherel theorem. The reader should be warned that in [RRGII] the Harish-Chandra Plancherel density, µ(ω, iν), needs several normalizing constants. In this paper we will be "sloppy" about normalizing constants. These aspects were handled in [RRGII] . The density we write as µ(ω, ν) and it contains all of these normalizations. Theorem 25 is the most important part of the theorem for the purposes of the proof of the Whittaker version of the theorem. Section 7 involves a major deviation from [RRGII] . The point here is that we use the Harish-Chandra's determination of cusp forms and our surjective map of the Harish-Chandra Schwartz space to the Whittaker Schwartz space to characterize the Whittaker cusp forms in terms of the discrete series for G. Section 8 gives a description of the holomorphic continuation of the Jacquet integrals and proves the estimates alluded to above. Section 9 contains the essence of the Whittaker Plancherel theorem, Section 10 contains the Whittaker analogue of Harish-Chandra's formula for the Dirac delta function at the origin in terms of induced distributional characters and Section 11 gives the direct integral version of the Whittaker Plancherel Theorem. As indicated above this paper suggest that Lemma 15.3.2 in [RRGII] is actually true for generic characters. However, a proof based on the formula in the proof of Theorem 51 uses most of the derivation of the Whittaker Plancherel Theorem. This paper is dedicated to my friend Bert Kostant. It may seem strange for me to submit a paper consisting mainly of analysis in honor of the legacy of a mathematician whose main work was in algebra and geometry. My justification is that my introduction to Toda lattices and Whittaker theory was through his beautiful papers [K1] , [K2] . This work inspired my joint work with Roe Goodman in our series of papers studying Toda lattices and Whittaker vectors. The work with Goodman led me to add the chapter on the Whittaker Plancherel theorem to [RRGII] . I think it would have made Bert happy that he helped me to repair an error in my work.
Notation
We will be studying the class of real reductive groups G as in [BW] and [RRGI] , [RRGII] . That is, there is an algebraic subgroup G 1 of GL(n, R) (for some n) invariant under transpose such that G is a finite covering of an open subgroup of G 1 . Let p : G → G 1 be the covering 3 map. We replace G 1 with
and p with the corresponding map
T Let T to be the Hilbert-Schmidt norm on M 2n (R). We set g = p(g) and if X ∈ Lie(G) then X = dp(X) . Let K be a maximal compact subgroup of G (which we can take as
) and let θ be the corresponding Cartan involution.
The minimal parabolic subgroups are the G conjugates of P o . Since G = KP o they are all K conjugate. A parabolic subgroup of G is a subgroup that is its own normalizer containing a minimal parabolic subgroup. Let P be a parabolic subgroup. We set M P = P ∩ θP and N P equal to the unipotent radical of P . Then P = M P N P is called a (K-) standard Levi decomposition. Let C denote the center of M P . If a P = {x ∈ Lie(C)|θx = −x} then we set A P = exp(a P ). We note that exp : a P → A P is an isomorphism of Lie groups (a P a Lie group under addition). Define (as usual) log : A P → a P to be the inverse of exp. Set o M P = ∩ µ Kerµ, the intersection is over all Lie group homomorphisms µ : M P → R >0 , then M P = o M P A P and P = o M P A P N P with unique decomposition. This is usually called a Langlands decomposition. We will use the notation P = θP the standard opposite parabolic to P . We note that P = o M P A P θ (N P ) and we write θ (N P ) = N P . Applying this standard material to P o and using the notation
We will call a parabolic subgroup standard if it contains P o .
Let U(Lie(G)) be the universal enveloping algebra of Lie(G). We look upon U(Lie(G)) as the left invariant differential operators on G. We use the standard notation Z G (Lie(G)) for Ad(G)-invariants in U(Lie(G)) and Z(Lie(G)) for the center of U(Lie(G)). We note that since G has a finite number of connected components Z(Lie(G)) is a finitely generated Z G (Lie(G)) module. 4
We fix the norm, ... described above on G. Which is a function on G with values in R >0 that satisfies 1. xy ≤ x y , x, y ∈ G.
2. x = x −1 . 3. The sets B r = {x ∈ G| x ≤ r} are compact. 4. k 1 xk 2 = x for k 1 , k 2 ∈ K, x ∈ G. 5. If (π, H) is a Banach representation of G with norm ... H then there exist C > 0 and r > 0 such that x B ≤ C x r (see [RRGI] 2.A.2. p. 71).
We will make a specific choice of norm in G if G has compact center. Let Z be the center of G and let (σ, V ) be the representation of the simply connected covering, G 1 , of the complexification of G/Z with highest weight ρ (the half sum of the positive roots for some choice of Cartan subgroup in G 1 and system of positive roots). We put a K-invariant inner product on V and note that σ(g) for g in the corresponding covering of G/Z pushes down to G/Z. Since Z is compact ... lifts to a norm on G. We will call the norm the standard norm. We note that for such a norm I > 1 (in fact, 2n in the notation above) and so
Lemma 1. There exists a constant C > 0 such that if a ∈ A o then C log a ≤ log a ≤ log a .
So the upper bound is obvious. Clearly if H ∈ Lie(A o ) then trdp(H) = 0. Let dp(H) = h. Let |T | be the operator norm of T ∈ M 2n (R). We note that e h ≥ e |h| 2n−1 . To see this let h 1 , ..., h 2n be the eigenvalues of h counting multiplicity in order of decreasing absolute value. Let λ be the maximum of the h i . Then
This proves the assertion. To complete the proof we note that if T ∈ M 2n (R) then |T | ≤ T ≤ √ 2n |T | . We now prove the lower bound. p(a) = e h so log a = log e h ≥ log( e h ) ≥ |h|
.
If P is a parabolic subgroup of G and if a P is as above then we define (as usual) ρ P (H) = 1 2 tr(ad(H) |Lie(N P ) ) for H ∈ a P . We will set ρ = ρ Po . If λ ∈ a * o then we set a λ = e λ(log a) . Let P be a parabolic subgroup of G and let (σ, H σ ) be a Hilbert representation of o M P such that the underlying (Lie(
is admissible and finitely generated and (σ, H σ ) is unitary as a representation of o M P ∩ K and let ν ∈ (a * P ) C . We form the smooth induced representation I ∞ P,σ,ν as follows: The underlying Fréchet space is
we put the inner product
The Hilbert space I σ is the space of K-finite vectors of I ∞ σ .
The Harish-Chandra Schwartz Space
We keep to the notation of the previous section. The purpose of this section is to give a tour of Harish-Chandra's most profound results involving the discrete series. We follow the discussion in [RRGI] Chapter 7.
We recall the definition of the Harish-Chandra Schwartz space. If
Here R y is the right regular action so R y f = yf as a left invariant differential operator and L x is the left regular action (so a right invariant differential operator) and Ξ is Harish-Chandra's basic spherical function which in particular is K bi-invariant. The key facts we need about Ξ are in [RRGI] , Section 4.5. 1. Ξ(g) = K a(kg) ρ dk (the integration is over normalized invariant measure).
2. There exist
3. Ξ(g) > 0 and there exists r > 0 such that (dg is a Haar measure on G)
4. If P is a parabolic subgroup of G and N = N P then there exists r such that (dn is a Haar measure on N)
(indeed this is one of the definitions of zonal spherical function). 6. Ξ(xy) = K a(kx −1 ) ρ a(ky) ρ dk for x, y ∈ G. 7. Assume that G has compact center and ... is the standard norm (see Section 2). Then there exist C 1 , C 2 , d > 0 such that
To prove 7. we note that relative to the system of positive roots corresponding to N o the weights with respect to the action of A o on the ρ-representation (the representation used in the definition of the standard norm) are of the form ρ − Q with Q a sum of positive roots.
This proves 7. since G = K exp(a + o )K. Using 6. one sees easily that if Y is a compact subset of G then there
The Harish-Chandra Schwartz space, C(G), is the subspace of C ∞ (G) consisting of those functions f such that
for all x, y ∈ U(Lie(G)) and all k ≥ 0 endowed with the topology given by the semi-norms p k,x,y . With this topology C(G) is a Fréchet space and an algebra under convolution.
In this context the basis of Harish-Chandra's "philosophy of cusp forms" is encapsulated in the following sequence of results. Let P be a standard parabolic subgroup of G. We define for f ∈ C(G)
for m ∈ M P such that the integral converges. Until further notice all of the coming results in this section are due to Harish-Chandra. We will give references to [RRGI] .
Theorem 2. (cf. [RRGI] Theorem 7.2.1) If f ∈ C(G) then the integral defining f P converges absolutely and uniformly in compacta of M and defines an element of C(M). Furthermore the map f → f P is a continuous from C(G) to C(M).
This follows from the following result of Harish-Chandra (cf. [RRGI] p. 233.). Set Ξ0 M P equal to the analogue of Ξ for
If f P = 0 for all proper parabolic subgroups of G then we call f a cusp form. Let Z(Lie(G)) denote the center of U(Lie(G)) then
LetK be the set of equivalence classes of irreducible continuous representations of K. Let γ ∈K and let χ γ and d(γ) be respectively the character and dimension of any representative of γ. Defining for f ∈ C(G)
then under the right regular action of K on C(G) the function f γ transforms as a representative of γ. The following result is easily derivable from [RRGI] Corollary 3.4.7 and is used in the proof of the preceding theorem.
are admissible and are finite direct sum of the underlying (Lie(G), K) modules of irreducible square integrable representations.
The last part of the above theorem needs an explanation. An irreducible unitary representation of G, (π, H), is said to be square integrable if the matrix coefficients
are square integrable for all v, w ∈ H. In fact, all one needs is one non-zero square integrable matrix coefficient.
Theorem 6. Assume that G has compact center. If (π, H) is an irreducible square integrable representation of G and if v, w are K-finite elements of H then the corresponding matrix coefficient, f , is in C(G) and dim Z G (Lie(G))f = 1.
If (π, H) is an admissible tempered representation (we will explain this shortly) of G then the algebra C(G) (under convolution) acts on H as follows:
defines an operator π(f ) which is an algebra homomorphism. Using the Casselman-Wallach theorem (as proved in [RRGII] chapter 11) one can show that if π is irreducible then this action is algebraically irreducible 9 on the C ∞ vectors of H. Indeed, it says that the smaller convolution algebra of rapidly decreasing functions with rapidly decreasing derivatives acts algebraically irreducibly. This observation implies that the above theorem is true as stated for matrix coefficients of C ∞ vectors. If (π, H) is an irreducible square integrable representation of G then set C π (G) equal to the set of matrix coefficients of C ∞ vectors of H.
Corollary 7. With the notation above the space C π (G) is contained in the space of cusp forms.
We are now ready to close the circle and describe one of HarishChandra's deepest results. We set E 2 (G) equal to the set of irreducible square integrable representations of
Theorem 8. Assume that G has compact center. Then the space of cusp forms on G is the topological direct sum
This follows from the following difficult converse to Theorem 4.
Theorem 9. (cf.
[RRGI] Theorem 7.7.6) Assume that the center of G is compact. If f is a cusp form on G that is K-finite then dim Z(Lie(G))f < ∞.
The Schwartz space adapted to Whittaker models
In this section we study a parallel theory to that of the previous section for so called Whittaker functions. We retain the notation of the preceding section. Let χ : N o → S 1 be a unitary character. We say that χ is generic if its differential is non-zero on every
Using a standard integration formula we define a unitary representation L 2 (N o \G; χ) as follows: We fix an invariant measure on N o and take the corresponding right invariant measure on N o \G, dḡ. The Hilbert space is the space of all measurable (with respect to Haar measure) functions on G such that
This defines a unitary representation of G.
The integration formula
suggests the generalization of the Harish-Chandra Schwartz space in this context. We define
< ∞ for all choices of d and x. We endow C(N o \G; χ) with the topology defined by the semi-norms p d,x . This defines a Fréchet space. this is how it was defined in [RRGII] Chapter 15. In light of Lemma 1 the following semi-norms
are equivalent to the p d,x we will use one or the other depending on convenience. We will also need another similar space. Here we use the (Langlands) decomposition
is a LF space. We note that if G has compact center then B(N o \G; χ) = C(N o \G; χ). We have
Take d so large that
Proposition 11. If f ∈ C(G) then the the integral
converges absolutely and uniformly on compacta in g to an element of C(N o \G; χ). Furthermore, the map defined by
We note that there is an orthonormal basis of R 2n such that relative to that basis p(n) = I + X with X upper triangular with zeroes on the main diagonal and p(a) is diagonal. Thus
and so an ≥ a . Also n = a −1 an ≤ a −1 an = a an ≤ an 2 . This implies that
(1 + log an ) ≥ (1 + log a ) and
This and Proposition 3 imply that for allḋ > 0 and
We now come to a result that is one of the main reasons for this paper. It is the analogue of Lemma 15.3.2 in [RRGII] . This lemma has an error in its proof (pointed out in [vdBK] who also show that it cannot be true as stated).
If f ∈ C(N o \G; χ) and if P is a standard parabolic subgroup (i.e. P o ⊂ P ) P = o M P A P N P (as in Section 2) and recall that we set
We need the following simple lemma and to recall a key equality of Harish-Chandra in the proof of replacement. Let V be a real inner product space. Let V = V 1 ⊕ V 2 an orthogonal direct sum. Let P denote the orthogonal projection of V onto V 1 . Assume that we have u ∈ V 1 , v ∈ V 2 and w ∈ V such that there exists 0 < C < 1 such that 1 + P w ≥ C(1 + w ).
Proof. We note that P (v) = 0. Thus
We note that if x, y ∈ V then 1 + x + y ≥ 1 + x 1 + y .
Indeed,
Applying this to the content of the lemma we have
This proves the first inequality. We note that
By the above
proving the second inequality.
The next lemma is due to Harish-Chandra (cf. [RRGI] Lemma 4.A.2.3).
Lemma 13. There is a constant 0 < C 1 < 1 such that ifn ∈N then ρ P (log a(n)) ≤ 0 and
Theorem 14. If f ∈ B(N o \G; χ) then the integral defining f P (ma) converges absolutely and uniformly for m ∈ o M P and a ∈ A P in compacta. Furthermore, the map
Proof. Since the estimates on A G are unaffected by the integrals. We may assume that G has compact center and we need to prove the results for f ∈ C(N o \G; χ). We have for
The Iwasawa decomposition for m relative to
We will now apply the previous lemmas to get some inequalities. Set
orthogonal direct sum. If we set u = log a, v = log a 1 and w = log a(b −1n b) and use the lemma of Harish-Chandra quoted above the hypotheses of the penultimate lemma above are satisfied so we have
b) ) (1 + log a ) and
(1 + log a(nma) ) 2 ≥ C 1 (1 + log a 1 ) (1 + log a ) .
Thus if we write
Obviously, if Ω is a compact subset of M P then there is a constant C Ω,d such that
if ma ∈ Ω. Thus
If d is sufficiently large this integral converges (cf. [RRGI] Theorem 4.5.4) to C 2 . Now if we put together everything we have proved so far we have
The next result follows from the proofs of the two preceding theorems.
Corollary 15. Let P be a standard parabolic subgroup of G and set
is convergent and defines a continuos seminorm on C(G).
Corollary 16. Assume that G has compact center. Let P be a standard parabolic subgroup of G. Let H ∈ Lie(A P ) be such that ρ(H) ≤ 0 and
Proof. We begin the argument as we did in the proof of Theorem 14 with the same notation. Let a = exp(H) and b = an 1 a 1 a(nma)
We note that
and there exists 0 < C < 1 such that
and since ρ P (log a(b
Harish-Chandra has shown that if d > 0 is sufficiently large then
We have
If d is sufficiently large then the integral converges in light of the lemma above and the argument in Theorem 14. The estimate follows from the formula.
Let α 1 , ..., α l be the simple roots of the parabolic P o relative to A o .
Lemma 17. We assume that G has compact center and that χ is
Proof. Let x 1 , ..., x n be a basis of Lie(G). If X ∈ Lie(G) and if k ∈ K then we can write Ad(k)X = a i (k, X)x i . We note that
for all k ∈ K. Now let X i be an element of the α i root space in n o such that dχ(X i ) = z i = 0. Then
Iterating this argument yields and expression
with Z a smooth function from K to L = U i∈F m i (Lie(G)) with U j (Lie(G)) the standard filtration. If we choose a basis of L, y 1 , ..., y r then we have
Thus we have
Corollary 18. Assume that χ is generic. If f ∈ C(N o \G; χ) and x ∈ U(g) then there exists a continuous semi-norm
Proof. If a ∈ A o then a = exp(h) with h ∈ sa + o for some s ∈ W (A o ). Harish-Chandra's estimates (2. in the previous section) imply that if ... is the standard norm on G then
Now the desired inequality follows from
We have seen in 7. that if G has compact center then there exists a norm ... (the standard norm) on G and there exist C 1 , C 2 , r > 0 such that
Proof. Let Ω be the support of ϕ. If n ∈ Ω then there exist constants C 3 , C 4 (depending only on Ω) such that if n ∈ Ω then
Thus since gk = g for k ∈ K there exists a constant, B d , for each d such that
Thus to prove that ψ ∈ C(G) we need to show that L X ψ and R X ψ satisfy the inequalities (with appropriate constants) in Lemma 17 for each X ∈ U(Lie(G)). We first consider the right derivatives. If X ∈ Lie(G) then
we choose a basis of Lie(G), X 1 , ..., X n with X i in the β i root space with β i positive for i ≤ r, X i ∈ a o for r < i ≤ r + l and X i ∈ Lie(K) for i > r + l. Then
If a ∈ A then a = exp(log a). Let S a = {i|α i (log a) > 0}. If i ≤ r then
with m ij ≥ 0. Thus
Applying Lemma 17 and Lemma 18 we have
for i ≤ r. This estimate is also clear for i > r. We now take a basis
and Y i in the −β i root space with β i positive for i > r + l + m. We now look at the left derivative. Noting that
There exists a constant b such that |d i (n, X)| ≤ b for all n ∈ Ω. Suppose that i > r + l + m then
Also Y i = −θY i + (Y i + θY i ) and −θY i is in the β i root space and
Now arguing as above we see that these terms satisfy the required estimates. The others are easily seen to satisfy the inequalities. This procedure iterates an proves the Theorem.
Theorem 20. Assume that χ is generic. Let T χ be as in Theorem 11 then the map
is surjective.
Then define ψ(nak) = ϕ(n)f (ak) or n ∈ N o , a ∈ A o and k ∈ K. We have seen that ψ ∈ C(G). Also
The space of Whittaker cusp forms
We retain the notation of the previous sections.
If f ∈ C(N o \G; χ) then we say that f is a cusp form if (R k f ) P = 0 for all proper standard parabolic subgroups P and all k ∈ K. We leave the following lemma as an exercise Lemma 21. If f is a cusp form then (R g f ) P = 0 for all proper standard parabolic subgroups P and all g ∈ G.
We set o C(N o \G; χ) equal to the space of cusp forms in C(N o \G; χ). Here is the analogue of Theorem 4 in this context. Due to the error in [RRGII] this result was also left without a proof.
Theorem 22. If f ∈ C(N o \G; χ) and dim Z(Lie(G))f < ∞ then f is a cusp form.
Proof. If f ∈ C(N o \G; χ) and γ ∈K then we set
We note that f γ converges to f in C(N o \G; χ). It is enough to prove that f P γ = 0 for all standard parabolic subgroups and all γ ∈K. So we will assume f is K-finite. We may assume that the center of G is compact. If P is a parabolic subgroup of G we haveP = o M P A PNP . We note that V = U(Lie(G))Span C R K f is a finitely generated, admissible (Lie(G), K)-module. We also note that if φ ∈ Lie(N )V then φ P = 0. Also V /Lie(N )V is an admissible, finitely generated (Lie(
with p j (t, m) a polynomial in t and µ j ∈ C distinct. But f P ∈ B(N o ∩ M p \G; χ |No∩Mp ) which implies that there exists r and C such that for all t f P (exp(tH)m) ≤ C(1 + |t|) r .
Hence µ j = iν j with ν j ∈ R. Now Corollary 16 implies that if ρ(H) > 0 and t > 0 and d > 0 than there exists C m,d such that
Thus j e iν j t p j (t, m) = 0 for all t which implies the theorem.
Theorem 23. Assume that χ is generic and G has compact center.
Proof. In [RRGII] Theorem 15.3.5 a proof is given that
∞ is a smooth Fréchet representation of moderate growth as is the completion in C(N o \G; χ). The Casselman-Wallach theorem [RRGII] ,11.6.7 implies that the two completions are the same. Now the previous theorem implies this theorem.
In order to carry out the rest of the theory of Whittaker cusp forms we need to recall Harish-Chandra's decomposition of the Schwartz space of G and our results on the analytic continuation of Jacquet integrals.
6. The Harish-Chandra Plancherel Theorem.
The purpose of this section is to describe Harish-Chandra's decomposition of C(G) relative to conjugacy classes of associate standard parabolic subgroups of G. If P 1 and P 2 are standard parabolic subgroups of G then they are associate if there exists s ∈ W (A o ) (the so called small Weyl group) with A P 2 = sA P 1 . Note that this implies that if s * ∈ K has the property that conjugation by s * restricted to A o yields s then s * M P 1 (s * ) −1 = M P 2 . A parabolic subgroup, P , of G is said to be cuspidal if M P contains a compact Cartan subgroup. Let P = P(G) denote the set of classes of associate cuspidal parabolic subgroups. Then one can show that up to conjugacy all Cartan subgroups of G can be obtained from elements of P as [P ] −→ T P A P where P is a representative of [P ] and T P is a compact Cartan subgroup of M P . 21
If we further, divide by M p conjugacy then the correspondence is bijective. Thus we can either talk about the set of all conjugacy classes of Cartan subgroups of G or the set of associativity classes of cuspidal, standard parabolic subgroups of G.
The simplest statement of the Harish-Chandra Plancherel theorem is (we will explain the notation after the statement).
Theorem 24. (cf. [RRGII] Theorem 13.4.1) Let δ be the Dirac distribution at the identity element e in G. If f ∈ C(G) then
Now for the explanations. The set E 2 ( o M P ) is the set of equivalence classes of irreducible square integrable representations of o M P . Θ P,σ.iν is the character of the induced representation I P,σ,iν initially defined for f ∈ C ∞ c (G) as tr (π P,σ,iν (f )) and shown by Harish-Chandra to extend to a continuous functional on C(G). µ(σ, ν) is for each σ a non-negative analytic function on a * P that is of polynomial growth. We should note that the function µ depends on [P ] and the normalizations of the Haar measures of all of the groups involved. Also, the parameter [P ] is the conjugacy class of A p in Harish-Chandra [H3] and [RRGII] .
This monumental achievement is one of the most important theorems of the twentieth century. Harish-Chandra's steps leading to its proof led to the deepest results on intertwining operators, square integrable representations, regular singular differential equations, classification problems,... We will need an implication.
We will also need a formula related to that in Lemma 13.1.7 in [RRGII] .
Lemma 26. Let P ∈ [P ] ∈ P, and σ ∈ E 2 (
Proof. We note that with appropriate normalization of the invariant measure on
We are now ready to prove the Lemma. Since both sides of the equation we are proving are continuous in f we may assume that f ∈ C ∞ c (G). We are calculating (v iν =P v iν )
This integral converges absolutely so it can be calculated in any order. Hence it is equal to
Corollary 27. Notation as in Theorem 26. If f ∈ C(G) and if
Whittaker cusp forms and the discrete spectrum
Proof. The proof of Proposition 11 used only the estimates the absolute value of an element of C(G) and is true for the trivial character of N o . Set
Then the proof of Proposition 11 shows that
for all d > 0. Also (using the proof of Lemma 10
Proof. We are looking at the integral
This integral converges absolutely by the previous lemma. We also note that it can be written
which also converges absolutely. Hence it can be rewritten as
The integral converges absolutely so we may interchange the order of integration. This implies that
Theorem 31. Assume that χ is generic. The space C(N o \G; χ) is the completion of the orthogonal direct sum
(see Theorem 25 for notation).
Proof. The Proposition combined with Theorem 20 and the continuity of T χ imply the theorem.
The main theorem of this section is
Proof. The last equality is a consequence of Theorem 9 and the continuity of T χ . Let P be a proper standard parabolic subgroup and let ϕ ∈ C(G) [P ] and let f ∈ o C(N o \G; χ) we which to show that
To do this we may assume that ϕ =ϕ P,σ,α,v,w Then f = ψ χ for some ψ ∈ C(G). Hence
This integral converges absolutely so we can write it as
Corollary 27 implies that this integral is equal to (here we will use absolute convergence of the integrals again)
Thus f is perpendicular to
We have finally completed the first step in Harish-Chandra's philosophy of cusp forms.
Corollary 33. Assume that G has compact center and χ is generic.
The analytic continuation of Jacquet integrals
The purpose of this section is to describe our work on the analytic continuation of Jacquet integrals. The proofs of the main results are complicated. We will refer to the appropriate places in [RRGII] Section 15.4.
We will assume that χ is generic throughout this section. If (π, H) is a Hilbert representation of G then the space of Whittaker vectors on
Since a finitely generated (Lie(G), K) module is finitely generated as a U(Lie(N o )) module (cf. [RRGI] 3.7.2 p.96) we have 26
Lemma 34. If (π, H) is admissible and finitely generated then dim W h χ (H ∞ ) < ∞.
Theorem 35. Let (π, H) be an irreducible square integrable representation of G.
is continuous. Thus the first part of our assertion follows from Proposition 11.
We now prove the second assertion. Let λ ∈ W h χ (H ∞ ). For each γ ∈ K we define E γ to be the projection of H onto H(γ), the γ isotypic component of H. Then
which converges in the weak topology on (H ∞ ) ′ . We note that for each γ ∈K there exists z γ ∈ H(γ) such that
We note that if
is the formal degree, χ γ is the character of γ) then the series
Here d(π) is the formal degree of π relative to our choice of Haar measure on G. The formula ( * ) if the function
is perpendicular to g → λ w (π(g)v for all w ∈ H K for some v = 0 then λ = 0. Since dim W h χ (H ∞ ) < ∞ the second assertion follows.
by formula ( * ) in the proof of the preceding theorem.
Let P be a standard parabolic subgroup of G with Langlands de-
is a Hilbert representation of o M P that is finitely generated and admissible, λ ∈ W h χ | o M P ∩No (H ∞ σ ) and f ∈ I ∞ σ then we consider the integral
We set for p ∈ R
We have ( [RRGII] Lemma 15.6.5,p.398)
Lemma 37. Let σ, λ be as above then there exists c = c σ such that if ν ∈ (a * P ) − c the the integral J P,σ,ν (λ)(f ) converges absolutely for all
This result combined with the holomorphic continuation for P = P o and some Bruhat theory leads to ( [RRGII] Theorem 15.6.5, p. 399)
We can now present our main theorem on the continuation ( [RRGII] , Theorem 15.4.1 p. 381) whose proof and that of the previous theorem comprise more than 20 complicated pages (pp. 382-405). 
We note that the following lemma also follows from the techniques of the proof.
Lemma 40. Hypotheses as in the previous theorem. If w ∈ I ∞ σ and Re(ν, α) > 0 for all α ∈ Φ(P, A) then define j σ,ν (w) by
We conclude this section with an estimate on for the growth of J P,σ.iν in ν ∈ a * P . We assume that G has compact center. Let P = N P A P o M P be a P o standard parabolic subgroup of G with standard Langlands decomposition. As usualP =N P A P o M P . If g ∈ G then g =namk withn ∈N P , a ∈ A P , m ∈ o M P , k ∈ K and we use the notation 29 nP (g) =n, aP (g) = a, mP (g) = m and kP (g) = k. Than as usually noted nP and aP define smooth functions but only mP (g)kP (g) defines a function. Fix (σ, H σ ) and irreducible square integrable representation of o M P . We now estimate J P,σ ν (λ)(v) for v ∈ I ∞ σ , λ ∈ W h χ |No∩M P (H ∞ σ ) and Re(ν, α) < 0 for all α ∈ Φ(P, A). For simplicity of notation we set v ν =P v ν . We have
by Corollary 18, here q is a continuous seminorm on I ∞ σ . We have Lemma 41. If Re(ν, α) < 0 then
with q a continuous seminorm on I ∞ σ . Let F be the irreducible finite dimensional representation of G such that F n P is trivial for o M P and A P acts by a 4ρ . (See the example in 10.2.1 in [RRGII] ). We note that F = F n P ⊕n P F as an M P -module. Thus F/n P F ∼ = F n P as an M P -module. We have a surjective homomorphism
this induces an injective map
We also note that in Theorem 15.5.7 defined a linear bijection
which is a g-module. Γ is defined as follows: Let H ∈ a P be such that α(H) = 1 for α the non-zero restriction of a simple root to a P . Then the eigen values of H are on F * of the form 4ρ P (H) − k with k ≥ 0 and k ∈ Z. We set F * k equal to the 4ρ P (H) − k eigenspace of H acting on F * and let p k be the projection of
with L k ∈ U(g) depending only on χ and k. 
⊗ F ). This basis can be written
with a ij,pq a polynomial in ν and d ij is a differential operator on I ∞ σ corresponding to the action of . Now applying the map
which is a composition of two maps T 1 and T 2 with
(here σ ν is theP representation on H ∞ σ withN P acting trivially, A P action by a −→ a −ρ P +ν−4ρ P ) and
with Q the natural surjection F → F/n P F . We note that neither of these maps depend on ν. This implies
With b ij a polynomial in ν, linear in λ and d ij a continuous operator on I ∞ P . We can now prove Theorem 42. Let ν ∈ a * . There exists m > 0 and a continuous seminorm,
Proof. We note that we can chose a K-Fréchet,summand Z of the space I ∞ σ ⊗ F such then T is a K-isomorphism of Z to I ∞ σ . Let u 1 , ..., u r . be the dual basis to f 1 , ..., f r . If z ∈ Z then
Applying the above Lemma we have
This implies that there exists a continuous seminorm,
Corollary 43. Let ν ∈ a * then there exist continuous seminorms
Proof. We note that if x ∈ H ∞ σ and u ∈ I ∞ σ then λ jσ,ν(u) (x) = λ x (j σ,ν (u)) = J P,σ,iν (λ x )(u).
converge absolutely and define elements of C ∞ (N o \G; χ).
First steps on the Whittaker Plancherel Theorem
Theorem 45. Let P be a standard parabolic subgroup of G.
Note that
is entire inz. Thus in this case
If ε > 0 then
We note N 0 = N P N o ∩ M P and the expression n o = nn * with n P ∈ N P and n * ∈ N o ∩ M P is unique. Now
We now include the integral over β and have
Now take the limit as ε → +0.
Corollary 46. Notation as in the previous theorem. Let
In particular this implies that
. Proof. The first follows from the limiting argument in the proof of the theorem above and the formula ( * ) in the proof of Theorem 32. The second follows from the first since it implies that
The distributional form of Whittaker Plancherel Theorem
We assume that G has compact center and that χ is generic. If F ⊂K is a finite set then set
Let P be a standard cuspidal parabolic subgroup and let σ ∈ E 2 ( o M P ). Let E γ be the orthogonal projection onto I σ (γ) (the γ-isotypic component). We set π iν = πP ,σ,iν . If F ⊂K then we write
We define a Whittaker version of the character by
Note that if f ∈ C(G) F for some finite subset ofK then this sum is finite. We have
Proof. We note that as above
The result now follows from the tempered estimate.
On C(G) we define δ χ (f ) = T χ (f )(e) (e the identity of G).
Which is a finite sum.
Proof. This follows from ( * ) above and Corollary 46.
The direct integral form of the Whittaker Plancherel Theorem
We are now ready to explain proof of the direct integral version of the Whittaker Plancherel theorem for a generic character of N o , χ using the fixes in this paper. Fix P a standard cuspidal parabolic subgroup of G and a generic square integrable (σ, H σ ) representation of o M P . 35
We set χ * = χ |No∩M P . Let λ 1 , ..., λ m be an orthonormal basis of W h χ * (H Lemma 50. Λ is a surjection. This is Lemma 15.8.6 in [RRGII] which is proved using Theorem 35 and a partition of unity argument.
If a ∈ C ∞ c (a * P , W h χ * (H ∞ σ )), u ∈ I ∞ σ , g ∈ G we define (as in 15.8.8 in [RRGII] ) Ψ(P, α, σ, u)(g) = a * P J P,σ,iν (α(ν))(πP ,σ,iν (g)u)µ(σ, ν)dν.
Theorem 51. 1. Ψ(P, α, σ, u) ∈ C (N o \G; χ). This proves 1. We note that 2. and 3. follow from Proposition 29. We are left with the inner product formula. We may assume that β = κ(ν)λ and α(ν) = Λ(δ, w). If f (g) = a * P δ(ν) πP ,σ,iν (g) u, w µ(σ, ν)dν = F (δ, u, w)(g) then Ψ(P, β, σ, u) = f χ and Theorem 45 implies that Ψ(P, α, σ, u), Ψ(P, β, σ, w) =
We calculate (once again) (f χ ) P (ma) = a ρ P N P No χ(n)f (n −1n ma)dndn.
We note that this integral converges absolutely so it can be written in either order. We write n ∈ N o asnP (n)mP (n)aP (n)kP (n). We will first calculate (here π iν = πP ,σ,iν and π σ is the action of
mP (n) −1 maaP (n) −1 )dn = aP (n)
−2ρ P N P π iν (kP (n) −1n mP (n) −1 maaP (n) −1 )u, w δ(ν)µ(σ, ν)dνdn = aP (n)
−2ρ P N P a * P π iν (nmP (n) −1 maaP (n) −1 )u, π σ (kP (n)) w δ(ν)µ(σ, ν)dνdn = aP (n) −ρ P a ρ P F (δ, u, π σ (kP (n)) w)P (mP (n) −1 maaP (n) −1 ).
The Harish-Chandra transform F (δ, u, π σ (kP (n)) w)P can be expressed in terms of Harish-Chandra transforms of wave packets of Eisenstein integrals. These in turn are expressed in terms of what Harish-Chandra calls the leading term (what is called the leading term in [RRGII] ). The upshot is formula (1) page 415 of [RRGII] which says:
(f χ ) P (ma) = c P s∈W (A) a * P a isν δ(ν)J P,ksσ , isν (λ ksσ(m)As (iν)u(1) )(A is (iν)w)µ s (σ, iν)dν with k s ∈ N K (A) (the normalizer of A in K) such that Ad(k s ) |a P = s, A s (iν) = JP |ksP k s k). and c P is a constant depending only on [P ] . We leave it to the reader to get the rest of the proof from pp. 420-421 of [RRGII] Here is the Whittaker Plancherel Theorem which is a direct consequence of the previous theorem: The functions Ψ(P, α, σ, u) for α ∈ S(a * P , W h χ |No∩M P (H ∞ σ )) and u ∈ I σ yield a dense subspace of T χ C [P ] , [ω] which by definition is dense in its closure in L 2 . Theorem 51 implies that up to a multiple L is a unitary equivalence.
