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Abstract--A hybrid algorithm is introduced in order to generate optimal closed-loop controls in a 
pursuit evasion problem. The algorithm is composed of a differential dynamic programming method and 
a singlular perturbation technique. The first mentioned method is used in those parts where the latter is 
weak, The method so created has an open-loop character. By having the open-loop solution updated as 
often as possible when new measures of the states have been estimated, the method will be near-optimal 
closed-loop. The game problem is discussed in terms of optimistic or pessimistic strategies, based on 
assumptions of the evader's trategy. In practice, the evader he may not do his best. The demonstrative 
example is in the horizontal plane, formulated as a game of degree. The pursuer uses a variable speed 
model with throttle and turn controls. The computer equirements can be kept to a reasonable l vel, and 
the new algorithm can be implemented on an airborne computer. 
INTRODUCTION 
In practical differential games it is important to have a closed-loop solution to take care of mistakes 
made by the opponent. We shall here first discuss different approaches to produce solutions of 
controls and trajectories for differential games, particularly pursuit-evasion problems associated 
with realistic aerial combat. Let us first define three classes of solutions; 
(1) Optimal control--these are mostly open-loop; 
(2) Suboptimal control--these are closed-loop; 
(3) Near-optimal closed-loop control--these are closed-loop. 
We can rarely solve a realistic pursuit-evasion problem analytically. If a simplified model is used, 
e.g. constant speed[l], then the solution can be obtained analytically. When variable speed[2] is 
introduced, we have to use a numerical 2PBVP method in solving the problem, giving an open-loop 
solution. Numerical methods are described in Refs[3], [4] and [5], where the last two have been 
applied to pursuit-evasion problems. The method in Refs[2,4, 6-9] is a first-order differential 
dynamic programming (DDP) method, combined with a convergence control parameter (CCP)[4] 
technique. The CCP technique is almost a must in solving differential game problems, particularly 
when the dimension of the control vector is large; this vector is of dimension ten in Refs[7 9]. 
Additional techniques to solve pursuit-evasion problems are also used, for example, in Ref.[10], 
but do not produce a definite solution from a given initial point. All these works belong to class 1 
solutions. 
Approximate methods have frequently been applied in this field. An attractive method is the 
singular pertubation technique (SPT)[11-16], where much of the work during the last 10-15 years 
has been done by Ardema, Calise, Kelley, Shinar et al. To order the fastness of the different states 
is tricky and can be done in several ways[l 1]. However, the cases where the SPT solution can be 
used is limited. A comparison[17] between the SPT and the DDP solutions in a pursuit~vasion 
problem showed that the SPT solution was good if the geometry was not too compact. In a head-on 
encounter, an initial separation distance of about 9-10 km or more was satisfactory. These SPT 
applications are applied to class 2 solutions, which could also include simplified models[l]. This 
class is characterized by the fact that pieces are cut off from the original system or from the correct 
solution. 
In class 3 we assume that there is a parameter involved (e.g. the updating time interval below) 
that can give the optimal solution. However, for practical reasons it cannot reach this value. By 
having a numerical 2PBVP method updated as often as possible an approximate optimal 
closed-loop solution is obtained[18-21]. The preliminary work, in which he updates econd-order 
methods[3] was done by Anderson[18, 19]. A suggestion to update a first-order DDP+CCP 
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method was introduced by Jfirmark[21], and was adopted by Anderson in several papers (e.g. Ref. 
[20] ). 
A particular aerial combat problem is found in Refs[22] and [23], where an optimal horizontal 
turn is considered. The problem can be solved analytically, as in class 1, and the remaining 2PBVP 
consists of a parameter that can be determined when the final time or the turn angle to be covered 
can be estimated. Thus, as soon as this estimate can be stated during the combat, we have an 
optimal turning strategy. This is an example of updating, fully implementable on an airborne 
computer. 
This paper deals with a combination of the SPT and the DDP + CCP methods. The final 
algorithm belongs to class 3. The methodology is demonstrated on a horizontal intercept problem 
where the pursuer uses a variable speed model, including throttle setting. The problem can be 
simplified somewhat, but the DDP method is still used fully with respect to its numerical 
ingredients. An IBM PC of ordinary size can be used satisfactorily, proving the on-line 
implementation. 
STATEMENT OF THE OPT IMAL  CONTROL PROBLEM 
The equations of motion and the mixed-state-control constraints are in vector notation, 
expressed in the state vector, x, and the two player control vectors, u and v respectively: 
.~- =f(x ,  u, r: t), v(t,) = x,,, t ~ [t,,, t,] {I) 
g(x ,  u, v, t) <~ O. (2) 
The pay-off function for the pursuit-evasion problem is 
P(~, v) = r,,, (3) 
where symbolizes a sequence of controls and r, is the final distance between the pursuer and 
the evader. 
The object is for the pursuer to minimize P with respect o t~ and for the evader to maximize 
it with respect o f'. The differential game saddle point condition can, with regard to the minimizer, 
be extended to 
P[h°(x), z~(t)] 4 P[fi*(t), t~(t)] ~< P[t~*(t), ~*(t)] = V(xo) <~ P[fi(t), ,~*(t)], (4) 
where u°(x)  is an optimal closed-loop control law,* denotes optimal open-loop control and V is 
the value of the game. Obviously the control law takes care of the mistakes made by the maximizer. 
The on-line control law is important o have in differential game problems for on-board flight 
calculations or manned simulators. 
Game discussion 
Only the state can be measured perfectly; the opponent's controls are unknown to some extent. 
A pessimistic strategy is to assume that the opponent is doing his best. If he then really does his 
best, the closed-loop is not needed; if he does not, we can correct our strategy and gain more by 
using the leftmost member in the saddle-point condition above. If we can definitely assume what 
the opponent will do, we have a one-person game situation since the ((t) is known a priori. This 
latter case gives us the best outcome. To assume a strategy for the opponent is to play 
optimistically. The reality would lie in between an optimistic and a pessimistic strategy. It is natural 
to start with a pessimistic play. When the measures have been processed, we can approach the 
optimistic case. To play only optimistically could be dangerous as the opponent could become 
aware of this. 
The game considered here is a game of degree, equation (3), which could have a doubtful 
outcome. Suppose the pursuer wants to launch a missile. He must then pass into the launch zone, 
which means that we should consider a game of kind. If he plays pessimistically he might not reach 
the launch zone. He should then adopt an optimistic strategy of a certain degree to reach this zone. 
In this paper, the choice of a game of degree is based on the fact that we get a better comprehension 
of the span in using either strategies. 
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A HYBRID NEAR-OPT IMAL CLOSED-LOOP ALGORITHM 
Since on-board calculations are limited in computer capacity, the algorithm used must be as 
simple as possible. The simplicity will be interchanged with the accuracy in the optimal value, 
which, in practice, is not important since there are several approximations involved. As a numerical 
open-loop optimization method, a first-order DDP method, combined with the CCP technique, 
would be the most suitable algorithm. Considering the present state as an initial state in the 
open-loop method, we obtain a near-optimal c osed-loop solution. The difficulty with a first order 
method sometimes i the lack of a local controller to control the further part of the trajectory when 
the iterations continue. The SPT technique is promising, but, so far, the examples tested have been 
inaccurate in some situations. This weakness is due to strong dynamics in some of the geometry 
(the line of sight in the example below). A combination of these two methods would be a good 
compromise. The algorithm should be competed as follows: use an updating technique, as in Refs 
[20] and [21], during severe maneuvering; then use SPT controls, as in Refs[14] and [17], during 
less severe maneuvering as, for example, the final ohase in a pursuit-evasion problem, which mostly 
consists of a catching-up situation. 
The principle of updating 
At time ti, corresponding to to above, we assume it takes At, seconds to calculate the optimal 
control for the remaining flight path. During the updating interval (Ati), preselected strategies are 
applied to both combatants. These are also used to produce the trajectory in the DDP algorithm. 
After this time interval, these strategies can be updated. The updating time depends on: the 
remaining time; the time to switch to SPT, t,, ; the number, r, of iterations needed by the DDP 
algorithm to compute an optimal solution; and the computing efficiencies, plit on the DDP and 
the simpler SPT calculation, qdd,, ~hpt. respectively: 
At  ~ = ( C, - t,. ) tlddp r -+- (it} -- t~, ) r/w t. (5) 
It is reasonable to update as often as possible, even though the optimum is not reached; this was 
also found in Refs[20] and [21], albeit on simpler models. Thus, update after each improving 
DDP-iteration, r = 1. The time t~ must cover the most nonlinear part of the trajectory, but from 
a computational point of view it should be as small as possible. In Ref.[21], with ts = tf, it was 
found that qddp should be 0.1 or less, which is reasonable for airborne computers. In order to keep 
down the qddp we shall use some simplifications to the problem in the example below. Although 
this is not necessary for the simple example, it will serve as a demonstration of what might be done 
when a complete three-dimensional model[15] is considered in the future. 
With reference to the literature, e.g. Ref.[4], concerning the DDP procedure as forward (FW) 
or backward (BW) integrations and defining the Hamiltonian, H, and the adjoint vector V, see 
also the discussion below, equations (11)(17) and so on; Fig. 1 illustrates the algorithm. 
-I- SPT  
- -  I I t I " 
t ÷I Is, ~.1 tft *'1 tfl t 
BW !~ (/x=-Hx V~ ( t f , )  " rfx 
~-u,,,  =org m,~ H(x,V~ ,u) t 
Fig. 1. The computational steps vs time. 
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Fig. 2. Coordinate frame for the pursuit ewtsion problem. 
THE HORIZONTAL  INTERCEPT ION PROBLEM 
The geometry and variable definitions of  the problem are shown in Fig. 2. The equations of  
motion of  each aircraft are: 
.¢ = v cos(~b), x(ti) = .,ci (6) 
f' = v sin (~), y(t,) = Yi (7) 
6=-u , ,  lu, l.<a(v), 4J(t,)=¢, f8) 
z". --- T(v) u2 -- Do(v) -- Di(v) u~, v(ti) = t, i, (9) 
where u2e[0, 1] is the thrust control, u~ is the turning rate, constrained by the stall and pilot limits, 
for h(v) see Refs[6, 17], and T, Do and Di model the aircraft performance as thrust, zero-drag and 
induced drag respectively. However, in the example below the evader is assumed to have constant 
speed, i.e. equation (9) is not used. The cost function is as in equation (3) and assuming the value 
exists we have: 
v(0) = ~e, -  xpO: + (>'c,.- yp,)2 10) 
The adjoint variables for the pursuer are in accordance with Ref. [4]: 
V~ = - cos(0r) I 1 ) 
I/, = - sin(0O 12) 
I?~,= -cos (OOvs in (O)+s in (OOvcos(4) ) ,  V+(tr)=O 13) 
I)',. = cos(0r - ~b) - V,,(T,.u2-Oo,.-Di, ,u~)+lU~,,,  V,.(tf) - 0 14) 
where # is a multiplier[4]. An observation on equation (13) yields 
d V~ = - cos(0r) dy + sin(00 dx. (15) 
This equation can now be integrated, giving 
V, = cos(0r) (Yr - Y) - sin(0r) (Xr - x). (16) 
The Hamiltonian is 
H - -  -v  cos (0r -  ~b) -  V,u I + V, . (Tu2- -Do -D iu~)+O.5(u* -F t ) 'C (u* - tT ) ,  (17) 
where t7 is the (in DDP)  so-called nominal control vector, and the convergence control matrix[4] 
is 
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The optimal controls are 
u* = (c I/71 + V~)/(cl - V,. 2 Di)  
U* = /72 - -  V,. T /c2 ,  
(19) 
(20) 
subject to their constraints. 
A prediction of the cost change components produced by the nominal controls being exchanged 
with the new ones in equations (19) and (20) can be calculated from 
(~, = - [V¢ + V,.Di (ft~ + u*)] (/7, - u*), a, (tr) = 0 (21) 
a2 = V,. T (/72 - u*), a2(b) = 0. (22) 
The SPT control is used for turning only as the SPT control for throttle is not of current interest 
since the DDP is supposed to be used during the hard turn. The turn control is 
uspt = - ustx/2 v/ (vr -  v) sin ((q5 - 0)/2), 
where the sustained turn rate is given as 
u~t = x / (T  - Do) /Di .  
(23) 
(24) 
The DDP computat ional  procedure 
The optimization algorithm for the particular problem stated here can briefly be described by 
the following steps (see also Fig. 1): 
(1) Start with a proper nominal control/7, for example, the SPT turning control satisfying the 
constraint and a rough estimate of throttle off time on u:. These controls are used forward 
to tf in equations (6)-(9), generating a nominal trajectory, x, y, ~b and v. Store the nominal 
controls and states, as well as the calculated cost from equation (10). 
(2) The end point boundary Of is now known, and the adjoint, equation (14), can be integrated 
backward along the nominal trajectory, while the optimal controls, equations (19) and (20), 
are calculated. The nominal states are also used in equation (16). Store these controls. 
(3) Repeat step (1) with the nominal controls exchanged with the new ones calculated in step 
(2), thus producing a new trajectory. If a satisfactory contribution of the cost value is 
obtained, exchange the nominal trajectory in step (2) with the new ones. In order to improve 
the convergence make proper changes of c~ and/or c2 in accordance with Ref.[4], using 
information from the calculated predicted cost changes from equation (21) and (22). Repeat 
step (2). 
EXPERIMENTAL SETUP 
A variable speed model is used for the pursuer. The performance is to some extent visualized 
by the sustained curves in Fig. 3, where the aircraft model for the dashed curve has the Di in 
equation (9) reduced by 50%. To simplify the experiments we use a constant speed model for the 
evader, with the velocity set to 250 m/s. The differential game control for the evader is simply to 
turn fully away from the pursuer until the evader's heading coincides with the 0~, determined from 
the previous iteration. This control strategy converges nicely. The maximum load factor is set to 
7 gs for both players. The initial position is an almost head-on encounter, with the headings et 
to 180 ~ and 10 '~ for the pursuer and the evader espectively. The pursuer's initial velocity is set to 
its maximum velocity, equal to 329 m/s. 
The final time is fixed, 20 and 40 s being used. Then the measure is taken as the final distance, 
equation (10). However, free final time, as in Ref.[17], might be more realistic, with the ga!n in 
the final optimal time as the measure. Since the optimal control problems are equal, we choose 
the fixed final time case as it is somewhat simpler to implement in practice. The cases of short 
duration emphasize the throttle-off time, tsw. The time interval Ati and the switch time t~, in Fig. 1 
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Fig. 3. Sustained curves and the composite control with t~ = 20 s. 
are in proportion to the remaining time, simplified as, 
Ati = (tr, - ti) k~] (25) 
&, = (tr, - t,) kddp + ti. (26) 
The standard setups are kc~ = 0.1 and kaao = 0.8 and 0.4 for 20 and 40 s, respectively. 
We choose the SPT controls as nominal controls for the pursuer. The turning control is given 
by equation (23). The throttle control[14] is rather complicated. However, there is a limit for it in 
Ref. [14] which says that the throttle must be on when the look angle from the pursuer to the evader 
is less than 90.  This was also the case in Ref. [17] where a high performance aircraft model for 
the pursuer was used. The nominal throttle setting is 
{01 if 4~-0>90~'  
if2= if q5 -0~<90"  (27) 
The experiments are: 
(1) A comparison of the SPT and the DDP controls in the open-loop differential game case to 
establish which is the worse case for the pursuer. 
(2) A comparison of two models for the pursuer, as in (1), to enable better understanding of
the influence of the model used. 
(3) Use of the updating technique in the differential game case, which is compared to I). 
(4) Optimistic strategy in which the evader assumes traight flying. 
(5) Pessimistic strategy in all updating intervals. 
RESULTS 
(1) Open-loop differential game solutions 
The SPT solution and the almost optimal open-loop (DDP0_, in Table 1) composite solution are 
shown in Figs 4 and 5. Note that the evader has to turn a bit more in the SPT differential game 
cases. The SPT cases are run with the throttle control in accordance with equation (27), as well 
as with the DDP-optimal throttle time, giving a lower value on t~w. The throttle stimate of equation 
(27) is not acceptable in cases of long duration. In cases of short duration the SPT turn control 
is too weak, which is also in line with the theory behind the SPT technique. 
(2) Aircraft model 
The rightmost cases in Table 1 are for a model having the Di in equation (9) decreased by 50%. 
The aircraft is now less sensitive to the induced drag; see also the dashed curve in Fig. 3, which 
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Table I. Results when using SPT and composite controls in the differential game 
case 
If = 
20 s 40 s 20 s + Di/2 
SPT DDPo_I DDP.d SPT DDP SPT DDP 
V(0) = 5801 5632 5302 5295 6361 5376 5250 5488 5373 
(m) 
AV = 499 330 - -  --7 1111 126 - -  115 -- 
t~w = 11.0 8,0 8.0 8.0 11.2 3.8 3.8 11.0 9.9 
(s) 
gives a smaller difference between SPT and DDP solutions. The SPT might be acceptable, ven 
for cases of short duration. However, this model corresponds to a wing loading of about 100 kg/m 2, 
which is very low. Thus, the real aircraft would accentuate the need of the composite algorithm 
more than the results we deduce here. 
(3) The updat&g technique 
Updating in every iteration, with an updating interval of 10% of the remaining flight time, was 
used, producing an iteration scheme as in Fig. 6. The figures are those in Table 1 marked DDPod. 
Note that we obtain a slightly better result than when using the open-loop (7 m). This is due to 
the jump at the switch from DDP to SPT control, as can be seen in Fig. 3. The updating moves 
this switch point further to the end (the SPT part is then diminished) (see Fig. 6), and DDP then 
fills the gap, as can be seen in Fig. 7. The broken curve is due to the integration steps in the 
algorithm. 
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(4) Optimistic strategy 
The pursuer is assumed to know that the evader flies on a straight line, with the heading 10' 
and the velocity 250 m/s. This is a one-player optimal control problem. The pure DDP open-loop 
solution gives V(0) = 2472 and tsw about zero in the 40 s case. The optimal trajectory of the pursuer 
is shown in Fig. 8 by the solid curve. 
(5) Pessimistic strategy 
After each measurement of the evader's position, the pursuer assumes the evader to play the 
optimal differential game. In reality, the evader flies on a straight line, with the heading 10, as 
in (4). The iteration scheme can be seen in Fig. 9. Also here, the SPT cases of long duration need 
a good estimate of the throttle off time, In cases of short duration, the composed algorithm is best 
whereas for cases of long duration the SPT does better. This is based on the fact that in the 
composed algorithm the pursuer plays very pessimistically. Particularly in the case studied, the 
evaders strategy favours the SPT method. In Fig. 8 the best SPT (dashed) solution and the 
composite (dotted) solution are plotted. 
[km]  y 
I 
I 
o~ ' , ~  ' f ~ - r  ' F~- -T - - '  r ' F ' ~-  • T~- - -4 , . . -x  
- 1 0 1 2 3 /,  5 6 7 B [k in}  
Fig. 8. Optimal DDP (solid curve) and SPT with 4, = 5.4 s (dashed curve) trajectories against a known 
evader, the composite trajectory (dotted curve) assumes an optimal evader. All having t r = 40 s, 
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DISCUSSION 
The saddle-point condition (4) can now be extended to the left: 
p(fio (t, f~(t)), f(t)) <~ p(fio (x), f(t)) <~ V(xo), (28) 
where u°(t, 6(t)) corresponds to the optimistic game above, u°(x, 6(t)) corresponds to the 
pessimistic one and V(xo) is 5302 or 5250 in the 20 or 40 s case respectively. In the 40 s case relation 
(28) is 2472 ~< 3400 ~< 5250. This shows a considerable span of the outcome, depending on our 
assumption about the evader's trategy. It should be possible to move towards an optimistic 
strategy as the iterations continue. It will then be easier to predict and establish the evader's 
strategy, based on the incoming measures of the states. 
With the DDP part of the algorithm it is important o establish good controls, as soon as 
possible, at the beginning of the trajectory, particularly with regard to the throttle off time. This 
seems to be achieved effectively. In Ref. [17] we find that the SPT throttle control proposed in Ref. 
[14] overpredicts the value of tsw. 
This class of optimal control problems usually needs a large computer. However, the examples 
are run satisfactorily on an IBM PC coded in BASIC. The computer burden for the suggested 
algorithm is not too large for a well-coded airborne computer, which would also be the case for 
Table 2. Compar ing SPT and updating against a non- 
optimal evader 
20 s 40 s 
If ~ . . . . . . . . .  
SPT DDPud SPT DDPud 
V(0) = 3966 3869 3784 3504 3077 3400 
(m) 
AV= 182 85 - -  104 -327  - -  
tsw ~ 8.1 6.9 6.9 8. I 5.4 5.4 
(s) 
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an extended three dimensional problem. Although, the computer requirements would increase for 
such a problem, use of, for example, the 8087 co-processor and programming in the C-language 
would compensate for this. The extension to vertical motion is more important since the 
efforts[l 1, 12, 15] for this sometimes how a need for improvements. For example, the embarrassing 
jumps occurring in the vertical or energy SPT could then be handled by the DDP updating. 
CONCLUSION 
The background to realistic differential games has motivated the introduction of a new algorithm 
that solves such a problem in real time. The algorithm is composed of a differential dynamic 
programming method and a singular perturbation method. In the simple case studied the algorithm 
has shown to some improvement over the singular perturbation technique. However, the latter 
method could be satisfactory in some cases where the horizontal variable speed model is used. In 
a more realistic problem the results would be more accentuated. The algorithm can be used on a 
small computer and can thus be implemented on an airborne computer. 
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