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1. Main result
A Lie isomorphism Φ of a ring M onto a ring N is a one-to-one additive mapping of M onto N which preserves
commutators, i.e.,
Φ(T + S) = Φ(T ) + Φ(S), (1)
Φ
([T , S])= [Φ(T ),Φ(S)], (2)
for all T , S ∈M, where [T , S] = T S − ST . The study of Lie isomorphism of rings was originally inspired by the work done
by I.N. Herstein on generalizing classical theorems on the Lie structure of total matrix rings to results on the Lie structure
of arbitrary simple rings. For operator algebras, many authors pay more attentions to the Lie ∗-isomorphism, which satisﬁes
more conditions besides (1) and (2),
Φ(λT ) = λΦ(T ), Φ(T ∗)= Φ(T )∗,
for all λ ∈ C and T ∈M. Lie isomorphisms between rings and between operator algebras have received a fair amount of
attentions [1–6,8–10].
It is clear the Lie ∗-isomorphism satisﬁes
Φ
([
T , S∗
])= [Φ(T ),Φ(S)∗], (3)
for all T , S ∈M. Here the bijective map Φ with (3) is called a multiplicative ∗-Lie isomorphism. Compared with Lie
∗-isomorphism, the multiplicative ∗-Lie isomorphism need not to be a starred function, and no additivity or homogene-
ity properties assumed. The aim of this paper is to show that, for a bijective map Φ on factor, the relation (3) is enough to
determine the structure of the map Φ .
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least 4. M is a factor means that its center C = {T ∈M | T S = ST for all S ∈M} consists of complex multiple of I . It is
well known that a von Neumann algebra M is prime, in the sense that AMB = 0 for A, B ∈M implies either A = 0 or
B = 0, if and only if M is a factor. We use [7] as a general reference for the theory of von Neumann algebras.
Our main result reads as follows.
Main Theorem. LetM, N be factors. If Φ :M→N is a multiplicative ∗-Lie isomorphism, then Φ is of the form σ + τ , where σ
is a linear ∗-isomorphism, or a conjugate linear ∗-isomorphism, or the negative of a linear ∗-anti-isomorphism, or the negative of a
conjugate linear ∗-anti-isomorphism ofM onto N and τ is a mapping ofM into CI = {λI | λ ∈ C} which maps commutators into
zero.
2. Preliminaries
In this section, we give two results about factors which will paly an important role in the proof of main result. Lemma 1
is a special case of [8, Theorem 6].
Lemma 1. Let T be an element ofM. Then T = P + λI , for some idempotent P ∈M, λ ∈C, if and only if
[[[X, T ], T ], T ]= [X, T ] for all X ∈M.
Let P1 ∈M be a ﬁxed non-trivial projection (self-adjoint idempotent). Denote P2 = I− P1 andMi j = PiMP j , i, j = 1,2.
Then we may write M=M11 +M12 +M21 +M22. In all that follows, when we write Bij , it indicates that Bij ∈Mi j .
Lemma 2. Let B = B11 + B12 + B21 + B22 ∈M. The following statements are true.
(i) For Mij ∈Mi j (1 i, j  2), we have that Mij B − BMij = Mij B j1 + Mij B j2 − B1iMij − B2iMij .
(ii) If Mij B jk = 0 holds for every Mij ∈Mi j (1 i, j,k 2), then B jk = 0. Dually, if BkiMij = 0 for all Mij ∈Mi j (1 i, j,k 2),
then Bki = 0.
(iii) If Mij B − BMij ∈Mi j , for every Mij ∈Mi j (1 i = j  2), then B ji = 0.
(iv) If M jj B − BM jj ∈Mi j for every M jj ∈M j j (1  i = j  2), then B ji = 0 and B jj ∈ CP j . Dually, if M jj B − BM jj ∈M ji for
every M jj ∈M j j (1 i = j  2), then Bij = 0 and B jj ∈CP j .
Proof. (i) It is an easy computation.
(ii) It is an easy consequence of the fact that M is prime in the sense that AMB = 0 implies either A = 0 or B = 0.
(iii) Since Mij B − BMij ∈Mi j , we have that (Mij B − BMij)Pi = 0. By (i), we see that Mij B ji = 0 for every Mij ∈Mi j .
Hence by (ii), B ji = 0.
(iv) Since M jj B − BM jj ∈Mi j , we have that (M jj B − BM jj)Pi = 0. It follows from (i) and (ii) that B ji = 0. Using
M jj B − BM jj ∈Mi j again, we have that P j(M jj B − BM jj)P j = 0. It follows from (i) that M jj B jj − B jjM jj = 0 for arbi-
trary M jj ∈M j j . Then B jj ∈CP j . The remain can be proved similarly. 
3. Proof of main result
We will ﬁnish the proof of the main result by checking several lemmas. In what follows, Φ :M→N is a multiplicative
∗-Lie isomorphism. At ﬁrst, we show that Φ has some additivity properties.
An important technique we will use in the proof of Lemma 3 will be termed as follows.
Standard Lemma. Let T , S, B be inM such that Φ(B) = Φ(T ) + Φ(S). Then [B, R] = [T + S, R] for all R ∈M.
Proof. Multiplying this equality by Φ(R∗)∗ (R ∈ M) from the right and the left, respectively, we get Φ(R∗)∗Φ(B) =
Φ(R∗)∗Φ(T ) + Φ(R∗)∗Φ(S) and Φ(B)Φ(R∗)∗ = Φ(T )Φ(R∗)∗ + Φ(S)Φ(R∗)∗ . Then
Φ(B)Φ
(
R∗
)∗ − Φ(R∗)∗Φ(B) = Φ(T )Φ(R∗)∗ − Φ(R∗)∗Φ(T ) + Φ(S)Φ(R∗)∗ − Φ(R∗)∗Φ(S).
It follows that
Φ(BR − RB) = Φ(T R − RT ) + Φ(SR − RS).
Moreover, if
Φ(T R − RT ) + Φ(SR − RS) = Φ(T R − RT + SR − RS),
then by the injectivity of Φ , we have that
BR − RB = T R − RT + SR − RS. 
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Φ(T + S) = Φ(T ) + Φ(S) + λT ,S I, (4)
where λT ,S ∈C depending on T and S.
Proof. We divide the proof into several steps.
Claim 1. Φ(0) = 0, Φ(CI) =CI .
Let T ∈M, λ ∈ C be such that Φ(0) = Φ([T , λI]) = Φ(T )Φ(λI)∗ − Φ(λI)∗Φ(T ). From the surjectivity of Φ , it follows
that there exists S ∈M such that Φ(S) = −Φ(T ). So Φ(0) = −Φ(0) = 0 and Φ(λI)∗ ∈CI . Consequently, Φ(CI) ⊆CI . Note
that since Φ−1 has the same property as Φ , we know Φ(CI) =CI .
Claim 2. For every T ∈M and λ ∈C, there is λ1 ∈C such that Φ(T + λI) = Φ(T ) + λ1 I .
Let T and B belong to M and let μ be a scalar such that Φ(B) = Φ(T ) + μI . For S ∈M, applying the Standard Lemma
to Φ(B), we get
Φ(BS − SB) = Φ(B)Φ(S∗)∗ − Φ(S∗)∗Φ(B) = Φ(T )Φ(S∗)∗ − Φ(S∗)∗Φ(T ) = Φ(T S − ST ),
BS − SB = T S − ST ,
which implies that B − T ∈ CI , that is, there is α ∈ C such that B = T + α I . Since Φ−1 has the same property as Φ , for
arbitrary λ ∈ C and Φ(T ), there is λ1 ∈ C such that Φ−1(Φ(T ) + λ1 I) = Φ−1(Φ(T )) + λI = T + λI , which implies that
Φ(T ) + λ1 I = Φ(T + λI).
Claim 3. For every Tii , T ji and Tij , there exists λ,λ′ ∈ C such that Φ(Tii + Tij) = Φ(Tii) + Φ(Tij) + λI , Φ(Tii + T ji) = Φ(Tii) +
Φ(T ji) + λ′ I (1 i = j  2).
Since Φ is surjective, we may ﬁnd an element B = B11 + B12 + B21 + B22 ∈M such that
Φ(B) = Φ(Tii) + Φ(Tij). (5)
For Mij ∈Mi j , applying the Standard Lemma to (5), we get Φ(BMij − Mij B) = Φ(TiiMij − Mij Tii) + Φ(TijMij − Mij Ti j) =
Φ(TiiMij). Therefore, BMij − Mij B = TiiMij holds for every Mij ∈Mi j . It follows from Lemma 2(iii) that B ji = 0. Hence by
Lemma 2(i), we see that
BiiMij − Mij B jj = TiiMij, (6)
for all Mij ∈Mi j . For M jj ∈M j j , applying the Standard Lemma to (5) again, we obtain that
BM jj − M jj B = TijM jj . (7)
Then Lemma 2(iv) entails that B jj = μP j ∈CP j . Substituting it in (6), we get
(Bii − Tii)Mij = μMij,
for every Mij ∈Mi j . Now, the primeness of M implies that Bii − Tii = μPi . Moreover, from (7) and Lemma 2(i), it follows
that BijM jj = TijM jj holds for every M jj ∈M j j . Hence we see that Bij = Tij . Consequently, B = Tii + Tij +μI . Using Claim 2,
we can conclude that there is λ such that Φ(Tii + Tij) = Φ(Tii) + Φ(Tij) + λI . The rest goes similarly.
Claim 4. Φ is additive onM12 andM21 .
Let T12, S12 ∈M12. Since
T12 + S12 = T12 + S12P2 = (P1 + S12)
(
T ∗12 + P2
)∗ − (T ∗12 + P2
)∗
(P1 + S12),
by using Claim 3, we have that
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(
T ∗12 + P2
)∗ − Φ(T ∗12 + P2
)∗
Φ(P1 + S12)
= (Φ(P1) + Φ(S12)
)(
Φ
(
T ∗12
)∗ + Φ(P2)∗
)− (Φ(T ∗12
)∗ + Φ(P2)∗
)(
Φ(P1) + Φ(S12)
)
= Φ(P1)Φ
(
T ∗12
)∗ + Φ(S12)Φ
(
T ∗12
)∗ + Φ(P1)Φ(P2)∗ + Φ(S12)Φ(P2)∗
− Φ(T ∗12
)∗
Φ(P1) − Φ
(
T ∗12
)∗
Φ(S12) − Φ(P2)∗Φ(P1) − Φ(P2)∗Φ(S12)
= Φ(P1T12 − T12P1) + Φ(S12P2 − P2S12) + Φ(S12T12 − T12S12) + Φ(P1P2 − P2P1)
= Φ(T12) + Φ(S12).
Let T21, S21 ∈M21, compute
T21 + S21 = (T21 + S21)
(
P1 + S∗21
)∗ = (T21 + P2)
(
P1 + S∗21
)∗ − (P1 + S∗21
)∗
(T21 + P2).
Similarly, Φ is additive on M21.
Claim 5. For every Tii, Sii ∈Mii (i = 1,2), there exists λ ∈C such that Φ(Tii + Sii) = Φ(Tii) + Φ(Sii) + λI .
Choose B = B11 + B12 + B21 + B22 ∈M such that
Φ(B) = Φ(Tii) + Φ(Sii). (8)
Let j = i. For M jj ∈M j j , applying the Standard Lemma to (8), we get BM jj − M jj B = 0. It follows from Lemma 2(iv) that
Bij = B ji = 0, B jj = μP j for some complex number μ.
Denote Bii − Tii − Sii = Zi . For Mij ∈Mi j , applying the Standard Lemma to (8) again, we get
Φ(BMij − Mij B) = Φ(TiiMij) + Φ(SiiMij).
Hence by Claim 4, one sees that
BMij − Mij B = (Tii + Sii)Mij
for every Mij ∈Mi j . Since Bij = B ji = 0 and B jj = μP j , it follows that ZiMij = μMij for every Mij ∈Mi j . Thus B =
Tii + Sii + μI . Consequently, Claim 2 ﬁnishes the proof.
Claim 6. Φ(T12 + T21) = Φ(T12) + Φ(T21).
Let B = B11 + B12 + B21 + B22 ∈M be such that
Φ(B) = Φ(T12) + Φ(T21). (9)
Just like preceding claims, we need only to check that B11 = B22 = 0, B12 = T12 and B21 = T21.
For P1, applying the Standard Lemma to (9), we have
Φ(BP1 − P1B) = Φ(T21P1) + Φ(−P1T12) = Φ(T21) + Φ(−T12). (10)
Applying the Standard Lemma to (10) for P1 again,
Φ
([BP1 − P1B, P1]
)= [Φ(BP1 − P1B),Φ(P1)∗
]= [Φ(T21),Φ(P1)∗
]+ [Φ(−T12),Φ(P1)∗
]
= Φ(T21) + Φ(T12) = Φ(B).
Then
[BP1 − P1B, P1] = B.
This implies that B11 = B22 = 0.
For M21 ∈M21, applying the Standard Lemma to (9) again, we have
Φ(BM21 − M21B) = Φ(T12M21 − M21T12) + Φ(T21M21 − M21T21) = Φ(T12M21 − M21T12).
Hence by the injectivity of Φ , we obtain that
M21B − BM21 = M21T12 − T12M21
for every M21 ∈M21. Multiplying this equality by P1 from the left, we arrive at B12M21 = T12M21 for every M21 ∈M21.
Then it follows from Lemma 2(ii) that B12 = T12. Similarly, B21 = T21.
Z. Bai, S. Du / J. Math. Anal. Appl. 346 (2008) 327–335 331Claim 7. For all T , S ∈M, Φ(T + S) = Φ(T ) + Φ(S) + λI, where λ is a scalar depending on T , S.
Let T be in M and λ be a scalar with Φ(T11 + T12 + T21 + T22) = Φ(T11) + Φ(T12) + Φ(T21) + Φ(T22) + λI .
Let B = B11 + B12 + B21 + B22 ∈M be such that
Φ(B) = Φ(T11) + Φ(T12) + Φ(T21) + Φ(T22). (11)
Then we have
Φ(BP1 − P1B) = Φ(B)Φ(P1)∗ − Φ(P1)∗Φ(B)
= (Φ(T11) + Φ(T12) + Φ(T21) + Φ(T22)
)
Φ(P1)
∗ − Φ(P1)∗
(
Φ(T11) + Φ(T12) + Φ(T21) + Φ(T22)
)
= Φ(−T12) + Φ(T21) = Φ(−T12 + T21).
It follows that BP1 − P1B = −T12 + T21, that is, B21 = T21 and B12 = T12.
Let M12 ∈M12. Applying the Standard Lemma to (11), we see that
Φ(BM12 − M12B) = Φ(T11M12) + Φ(T21M12 − M12T21) + Φ(−M12T22).
Furthermore, for P1, applying the Standard Lemma to the above equality, we obtain that
Φ
([BM12 − M12B, P1]
)= [Φ(BM12 − M12B),Φ(P1)∗
]
= [Φ(T11M12),Φ(P1)∗
]+ [Φ(T21M12 − M12T21),Φ(P1)∗
]+ [Φ(−M12T22),Φ(P1)∗
]
= Φ(−T11M12) + Φ(M12T22) = Φ(−T11M12 + M12T22).
This causes
−B11M12 + M12B22 = −T11M12 + M12T22,
and
(B11 − T11)M12 = M12(B22 − T22).
That is (B11 − T11)MP2 = P1M(B22 − T22) for all M ∈M. Applying [8, Corollary of Theorem 5], we see that B11 − T11 = λP1
for some λ ∈C. It follows that B22− T22 = λP2. Thus B11+ B22 = T11+ T22+λI . At last, Claim 2 will complete the proof. 
Let P be a noncentral projection in M. We claim that Φ(P ) = Φˆ(P )+αP I , where Φˆ(P ) is a noncentral projection in N ,
αP is a complex number depending on P . Indeed, let Φ(P ) = Q . Since [[[X, P ], P ], P ] = [X, P ] for all X ∈M and Φ is
surjective, we have [[[Y , Q ∗], Q ∗], Q ∗] = [Y , Q ∗] for all Y ∈N . By Lemma 1, Q ∗ = R + λI , R2 = R and λ is a scalar. From
the deﬁnition of Φ , it follows that Q is normal and thus R = R∗ . In this way, we obtain the mapping
Φˆ :P(M) \ {0, I} →P(N ) \ {0, I},
where P(M) and P(N ) denotes the collection of all projections ofM and N , respectively. In fact, by Claim 1 of Lemma 3,
it is evident that Φˆ is injective.
Lemma 4. If P1 , P2 are orthogonal nontrivial projections with P1 + P2 = I , then Φˆ(P1) + Φˆ(P2) = I .
Proof. From [P1, P2] = 0, we have [Φˆ(P1), Φˆ(P2)] = 0, that is Φˆ(P1)Φˆ(P2) = Φˆ(P2)Φˆ(P1). Using Lemma 3, we get Φˆ(P1)+
Φˆ(P2) = λI for some scalar λ. Therefore (Φˆ(P1) + Φˆ(P2))2 = λ2 I is a multiple of I . This implies that Φˆ(P1)Φˆ(P2) is also a
multiple of I , so Φˆ(P1)Φˆ(P2) = Φˆ(P2)Φˆ(P1) = 0. Thus Φˆ(P1) + Φˆ(P2) = I . 
Our next goal is to show that Φˆ preserves order on P(M). We start with a deﬁnition.
Deﬁnition. Let P1 and P2 be projections. We say that P1  P2 if P1P2 = P1 = P2P1, or equivalently P1 and P2 commute
and Ran P1 ⊆ Ran P2. We say that P1 < P2 if P1  P2 and P1 = P2.
Lemma 5. Suppose P1 , P2 are projections in P(M) such that 0 < P1 < P2 < I . Set Q i = Φˆ(Pi), i = 1,2. Then either 0 < Q 1 <
Q 2 < I , or 0 < Q 2 < Q 1 < I .
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Q 2 − Q 1 /∈ CI , in particular, Q 1 = Q 2. Since the difference of commuting non-comparable projections is equal to its cube,
and is not a projection, by spectral theory its spectrum is {1,−1} or {1,0,−1}. Let P = P1 + I − P2 ∈ P(M). Then by
Lemmas 3 and 4, Φ(P ) ∈ P(N ) +CI , and Q 1 − Q 2 ∈ P(N ) +CI . Then the spectrum of Q 1 − Q 2 consists of two points δ
and δ + 1, which is impossible. 
Lemma 6. Let P1 , P2 and P3 be commuting projections in P(M) satisfying 0 < P1 < P2 < P3 < I . Set Q i = Φˆ(Pi), i = 1,2,3.
(a) If Q 1 < Q 2 , then Q 2 < Q 3 .
(b) If Q 1 > Q 2 , then Q 2 > Q 3 .
Proof. (a) By Lemma 5, the projections Q 1, Q 2, Q 3 are distinct and mutually comparable. Suppose Q 1 < Q 2 < Q 3 is not
true, then either Q 1 < Q 3 < Q 2 or Q 3 < Q 1 < Q 2 holds. This implies that the spectrum of Q 1 + Q 3 − Q 2 is {−1,0,1}. Note
that P1 + P3 − P2 ∈P(M), by Lemma 4, we know Φ(P1 + P3 − P2) ∈P(N )+CI . Therefore the spectrum of Q 1 + Q 3 − Q 2
consists of δ and δ + 1, a contradiction. Part (b) is similar. 
Lemma 7. Let P , Q ∈P(M) with 0 < P < Q < I .
(a) If Φˆ(P ) < Φˆ(Q ), then Φˆ(P ) < Φˆ(R) for every R ∈P(M) satisfying R = Q and 0 < P < R < I .
(b) If Φˆ(P ) > Φˆ(Q ), then Φˆ(P ) > Φˆ(R) for every R ∈P(M) satisfying R = Q and 0 < P < R < I .
Proof. We shall prove (a). Part (b) is similar. Let R be a projection of M such that 0 < P < R < I and R = Q .
The proof is divided into four cases.
Case (i). P is not a minimal projection.
There exists P0 ∈ P(M) with P0 < P < Q . Combining Φˆ(P ) < Φˆ(Q ) and Lemma 6, we have Φˆ(P0) < Φˆ(P ) < Φˆ(Q ).
Since P0 < P < R and Φˆ(P0) < Φˆ(P ) hold true, using lemma 6 again, we get the desired.
Case (ii). Q ∨ R = I .
Note that P < Q  Q ∨ R and P < R  Q ∨ R . If Q ∨ R = Q , then R < Q . Since P < R < Q and Φˆ(P ) < Φˆ(Q ) are true,
by Lemma 6, Φˆ(P ) < Φˆ(R). The same is true with a similar proof if Q < R . Thus we may assume Q ∨ R = R , Q ∨ R = Q .
So P < Q < Q ∨ R and P < R < Q ∨ R , so that from Lemma 6, we obtain Φˆ(P ) < Φˆ(R).
Case (iii). Q ∧ R = P .
If Q ∧ R = Q , Q ∧ R = R , then P < Q ∧ R < Q and P < Q ∧ R < R . Because Φˆ(P ) < Φˆ(Q ), by Lemma 6, Φˆ(P ) < Φˆ(R).
If Q ∧ R = Q or Q ∧ R = R , then Q < R or Q > R . Using Lemma 6 again, we also have Φˆ(P ) < Φˆ(R).
Case (iv). P is a minimal projection, Q ∨ R = I and Q ∧ R = P .
Since P is a minimal projection, by [7, Theorem 6.6.1], we know that P is a rank one projection. Note that the considered
factors act on a Hilbert space with dimension at least 4, the rank of Q and R are not equal to 2, simultaneously.
If Rank(Q ) > 2, choose a rank two projection R0 ∈ P(M) with P < R0 < Q . We claim that R0 ∨ R = I . Indeed, if
R0 ∨ R = I , then I − R0 = R0 ∨ R − R0 ∼ R − R0 ∧ R . On the other hand, I − Q = Q ∨ R − Q ∼ R − Q ∧ R = R − P . Since
R ∧ R0  P , so that I − Q  I − R0, Q  R0, a contradiction. Thus by Lemma 6, Φˆ(P ) < Φˆ(R0). Now P < R0, P < R and
R0 ∨ R = I . From the case (ii), it follows that Φˆ(P ) < Φˆ(R).
If Rank(R) > 2, by symmetry, there is a rank 2 projection R0 with P < R0 < R , R0 ∨ Q = I . Case (ii) follows that
Φˆ(P ) < Φˆ(R0). Applying Lemma 6, we get Φˆ(P ) < Φˆ(R). 
In the next lemma, let P1 ∈M be a ﬁxed non-trivial projection (self-adjoint idempotent) and let P2 = I − P1 and
Φˆ(Pi) = Q i , i = 1,2. SetMi j = PiMP j and Ni j = Q iN Q j , i, j = 1,2. Then, we may writeM=M11 +M12 +M21 +M22
and N =N11 +N12 +N21 +N22.
By Lemma 7, we have that:
(a) Φˆ(P ) < Φˆ(P2) for every P ∈P(M) with 0 < P < P2 < I;
or
(b) Φˆ(P ) > Φˆ(P2) for every P ∈P(M) with 0 < P < P2 < I .
In what follows, we assume that case (a) holds. In this case, we claim that if P runs through all the subprojections of P2,
then Q will run through all the subprojections of Q 2. Indeed, for every projection Q with Q < Q 2, there exists A ∈M such
that Φ(A) = Q , that is Φ−1(Q ) = A = P + δ I , where P is a noncentral projection and δ is some complex number. Therefore
Φ(P ) = Q + γ I for some scalar γ and Φˆ(P ) = Q . Furthermore, since Φˆ(P ) = Q < Q 2, we have P < Φˆ−1(Q 2) = P2, as
desired.
Lemma 8. Φ(Mi j) =Ni j , Φ(Mii) ⊆Nii +CI , i = j.
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obtain N = Φ(M12) = [Q 1, [N, Q 2]] = [Q 1,NQ 2 − Q 2N] = Q 1NQ 2 + Q 2NQ 1. On the other hand, M12 = [M12, P2] which
gives
N = Φ(M12) = Φ
([M12, P2]
)= [Φ(M12),Φ(P2)
]= [N, Q 2],
so that Q 2NQ 1 = 0. Therefore Φ(M12) ⊆N12.
For M11 ∈M11 and set Φ(M11) = N11 + N12 + N21 + N22. From [M11, P2] = 0, we have [Φ(M11), Q 2] = 0. Thus N12 =
N21 = 0. For every P ∈M with P < P2, by our assumption, we have Φˆ(P ) < Φˆ(P2) = Q 2. Let Φ(P ) = Q + λI , where
Q = Φˆ(P ), λ is a scalar. From [M11, P ] = 0, we conclude [N11 + N22, Q ] = 0, i.e., Q N22 = N22Q . Thus N22 = μQ 2. This
further implies Φ(M11) ⊆N11 +CI .
Now, in order to complete the proof of this lemma, we only need to show Φ(M12) ⊇N12. Note that N12 = Q 1N Q 2 =
Q 1Φ(M)Q 2. So we consider an element Q 1Φ(M)Q 2, M ∈M. Writing M = (M11 + M22) + (M12 + M21), it is easy to see
that Q 1Φ(M)Q 2 = Q 1Φ(M12)Q 2 = Φ(M12) ∈ Φ(M12), i.e., Φ(M12) ⊇N12. 
By Lemma 8 we have that
(A) if Mij ∈Mi j , i = j, then Φ(Mij) = Nij ∈Ni j ,
(B) if Mii ∈Mii , then Φ(Mii) = Nii + λI , Nii ∈Nii , λ is a scalar.
We note that in (B), Nii and λ are uniquely determined. Indeed, If Φ(Mii) = N ′ii + λ′ I , N ′ii ∈Nii , λ′ ∈C. Then Nii − N ′ii ∈
CI . Hence Nii = N ′ii and λ = λ′ .
Now, (A) and (B) enable us to deﬁne in a natural way a mapping σ of M into N according to the rule σ(Mij) = Nij ,
Mij ∈Mi j , i, j = 1,2. For every M = M11 + M12 + M21 + M22 ∈M, deﬁne σ(M) =∑σ(Mij). A mapping τ of M into CI is
then deﬁned by τ (M) = Φ(M)−σ(M). In the following, we will prove σ and τ are the desired. The technique used here is
similar to [8].
Lemma 9. σ is additive onM.
Proof. We only need to show that σ is additive on Mii . For Mii,M ′ii ∈Mii ,
σ
(
Mii + M ′ii
)− σ(Mii) − σ
(
M ′ii
)= Φ(Mii + M ′ii
)− τ (Mii + M ′ii
)− Φ(Mii) + τ (Mii) − Φ
(
M ′ii
)+ τ (M ′ii
)
.
Then σ(Mii + M ′ii) − σ(Mii) − σ(M ′ii) ∈Mii ∩CI = {0}. 
Lemma10. For i = j, σ(M∗iiMij) = σ(Mii)∗σ(Mij), σ(MiiM∗ji) = σ(Mii)σ (M ji)∗ , σ(M∗i jMii) = σ(Mij)∗σ(Mii), σ(M∗i j) = σ(Mij)∗
and σ(MiiMij) = σ(Mii)σ (Mij).
Proof. Firstly, assume i = 1, j = 2. Then
σ
(−M∗11M12
)= Φ(−M∗11M12
)= Φ(−M∗11M12 + M12M∗11
)= Φ([M12,M∗11
])= [Φ(M12),Φ(M11)∗
]
= [σ(M12),σ (M11)∗
]= σ(M12)σ (M11)∗ − σ(M11)∗σ(M12) = −σ(M11)∗σ(M12).
Thus σ(M∗11M12) = σ(M11)∗σ(M12). Since
σ
(
M11M
∗
21
)= Φ(M11M∗21
)= Φ(M11M∗21 − M∗21M11
)= Φ([M11,M∗21
])= [Φ(M11),Φ(M21)∗
]= [σ(M11),σ (M21)∗
]
= σ(M11)σ (M21)∗.
Similarly, we can prove σ(M∗12M11) = σ(M12)∗σ(M11). Since M12 = P1M12, we have σ(M∗12) = σ(M12)∗ . This further implies
σ(M11M12) = σ(M11)σ (M12). The other case can be treated similarly. 
Lemma 11. For i = j, σ(XijY ∗i j) = σ(Xij)σ (Yij)∗ , σ(X∗i j Y i j) = σ(Xij)∗σ(Yij).
Proof. Without loss of generality, we assume i = 1, j = 2. For X12, Y12 ∈M12, Z21 ∈M21, since Φ is additive on M12
(Claim 4 of Lemma 3), applying Φ to X12Y ∗12 Z∗21 + Z∗21Y ∗12X12 = [[X12, Y ∗12], Z∗21], we have
Φ
(
X12Y
∗
12 Z
∗
21 + Z∗21Y ∗12X12
)= Φ(X12Y ∗12 Z∗21
)+ Φ(Z∗21Y ∗12X12
)= [[Φ(X12),Φ(Y12)∗
]
,Φ(Z21)
∗]. (12)
By the deﬁnition of σ , we obtain σ(X12Y ∗12 Z∗21) + σ(Z∗21Y ∗12X12) = [[σ(X12),σ (Y12)∗], σ (Z21)∗]. Hence, applying Lemma 10
to the left-hand side of the above equation, we obtain
σ
(
X12Y
∗
12
)
σ(Z21)
∗ + σ(Z21)∗σ
(
Y ∗12X12
)= σ(X12)σ (Y12)∗σ(Z21)∗ + σ(Z21)∗σ(Y12)∗σ(X12)
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(
σ
(
X12Y
∗
12
)− σ(X12)σ (Y12)∗
)
σ(Z21)
∗ = σ(Z21)∗
(
σ(Y12)
∗σ(X12) − σ
(
Y ∗12X12
))
.
By Lemmas 8 and 10, we obtain
(
σ
(
X12Y
∗
12
)− σ(X12)σ (Y12)∗
)
N12 = N12
(
σ(Y12)
∗σ(X12) − σ
(
Y ∗12X12
))
for every N12 ∈N12.
Applying [8, Corollary of Theorem 5], we see that
σ
(
X12Y
∗
12
)− σ(X12)σ (Y12)∗ + σ(Y12)∗σ(X12) − σ
(
Y ∗12X12
)= λI, λ ∈C. (13)
Using Lemma 10, multiplication of (13) on the right by σ(X12) yields
σ
(
X12Y
∗
12X12
)− σ(X12)σ (Y12)∗σ(X12) = λσ (X12).
On the other hand, by (12), we have σ(X12Y ∗12X12) = σ(X12)σ (Y12)∗σ(X12). Therefore, λ = 0. From (13), we obtain
σ(X12Y ∗12) = σ(X12)σ (Y12)∗ and σ(Y12)∗σ(X12) = σ(Y ∗12X12), as desired. 
Lemma 12. Let Xij, Y ji ∈M ji , i = j. Then σ(XijY ji) = σ(Xij)σ (Y ji).
Proof. Clearly, σ(XijY ji) = σ(Xij(Yij)∗) for some Yij ∈Mi j with Y ∗i j = Y ji . By Lemma 11, σ(Xij(Yij)∗) = σ(Xij)σ (Yij)∗ . From
Lemma 10, we know σ(Yij)∗ = σ(Y ∗i j) = σ(Y ji) and so σ(XijY ji) = σ(Xij)σ (Y ji). 
Lemma 13. Let Xii ∈Mii , Y ii ∈Mii , i = 1,2. Then σ(XiiY ∗ii) = σ(Xii)σ (Yii)∗ .
Proof. Assume i = 1 and let Z12 ∈M12. From Lemma 10,
σ
(
X11Y
∗
11
)
σ(Z12) = σ
(
X11Y
∗
11 Z12
)= σ(X11)σ
(
Y ∗11 Z12
)= σ(X11)σ
([
Y ∗11, Z12
])= σ(X11)Φ
([
Y ∗11, Z12
])
= −σ(X11)Φ
([
Z12, Y
∗
11
])= σ(X11)
[
Φ(Y11)
∗,Φ(Z12)
]= σ(X11)
[
σ(Y11)
∗, σ (Z12)
]
= σ(X11)σ (Y11)∗σ(Z12).
So (σ (X11Y ∗11) − σ(X11)σ (Y11)∗)σ (Z12) = 0, i.e., (σ (X11Y ∗11) − σ(X11)σ (Y11)∗)N P2 = 0. Now, the primeness of N implies
σ(XiiY ∗ii) = σ(Xii)σ (Yii)∗ . 
Lemma 14. Let Xii, Yii ∈Mii , i = 1,2. Then σ(Y ∗ii) = σ(Yii)∗ , σ(XiiYii) = σ(Xii)σ (Yii).
Proof. Assume i = 1. Since Y ∗11 = P1Y ∗11, by Lemma 13, we have σ(Y ∗11) = σ(Y11)∗ , σ(X11Y11) = σ(X11(Y ∗11)∗) =
σ(X11)σ (Y ∗11)∗ = σ(X11)σ (Y11). 
Lemma 15. σ is a linear or conjugate linear ∗-isomorphism ofM ontoN .
Proof. From Lemmas 9–14, we get σ is an additive ∗-homomorphism of M into N . Since σ(CI) ⊆ (CI), denote
σ(λI) = ρ(λ)I . It follows that ρ is a ring homomorphism of the real numbers and ρ(r) = r for every rational number r.
Since ρ sends squares to squares it is positive and so preserves order. It follows that for rational number r and real numbers
x, y such that −r < x− y < r, we have −r < ρ(x) − ρ(y) < r. Hence, ρ is continuous and so must be the identity map on
the real numbers. Since the square of ρ(i) equals −1, so that ρ(i) = i or − i, ρ must ﬁx all complex numbers or send
each complex number to its conjugate, implying that σ is linear or conjugate linear on M. Consequently, σ(M) is a linear
subspace of N containing CI , and so N = Φ(M) is contained in σ(M) +CI =N , i.e., σ is surjective.
In the following, we will prove that σ is injective. Suppose for some X = X11 + X12 + X21 + X22 ∈M that σ(X) = 0.
From the deﬁnition of σ , it is easy to see X12 = X21 = 0, and so σ(X11 + X22) = 0. Thus σ(X11) = σ(X22) = 0, i.e., Φ(X11) =
τ (X11) ∈CI , Φ(X22) = τ (X22) ∈CI . Therefore X11 ∈M11 ∩CI = {0}, X22 ∈M22 ∩CI = {0}. Thus σ is injective. 
Lemma 16. τ is a mapping ofM into CI such that τ (XY − Y X) = 0 for all X, Y ∈M.
Proof.
τ (XY − Y X) = τ (X(Y ∗)∗ − (Y ∗)∗X)= τ ([X, (Y ∗)∗])= Φ([X, (Y ∗)∗])− σ ([X, (Y ∗)∗])
= [Φ(X),Φ(Y ∗)∗]− [σ(X),σ (Y ∗)∗]= [σ(X),σ (Y ∗)∗]− [σ(X),σ (Y ∗)∗]= 0. 
Z. Bai, S. Du / J. Math. Anal. Appl. 346 (2008) 327–335 335Remark. If we assume case (b) holds, deﬁne Ψ :M→N by Ψ (T ) = −Φ(T )∗ , for all T ∈M. By the properties of Φ , it
follows that Ψ is also a multiplicative ∗-Lie isomorphism. For every nontrivial projection P , Ψ (P ) = −Φ(P )∗ = −Φˆ(P )+α I
for some scalar α. Deﬁne Ψˆ (P ) = I − Φˆ(P ). Then Ψˆ (P ) < Ψˆ (P2) for every P ∈ P(M) with 0 < P < P2 < I , i.e., Ψ is in
case (a). Hence by case (a) and the deﬁnition of Ψ , the desired conclusion to the case (b) results.
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