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Abstract
We consider the extreme values of fractional Brownian motions, self-similar Gaussian pro-
cesses and more general Gaussian processes which have a trend −ct for some constants
c; > 0 and a variance t2H . We derive the tail behaviour of these extremes and show that
they occur mainly in the neighbourhood of the unique point t0 where the related boundary
function (u + ct)=tH is minimal. We consider the case that H <. c© 1999 Elsevier Science
B.V. All rights reserved.
Keywords: Extreme values; Gaussian processes; Fractional Brownian motions; Self-similar
processes
1. Introduction
Let X (t); t>0; be a Gaussian process with mean 0 and variance t2H with 0<H < 1:
Let >H and c> 0. We consider the probability
P

sup
t>0
(X (t)− ct)>u

(1)
as u!1, which is equal to the distribution of the supremum of the Gaussian process
with trend −ct. Instead of this trend function we might consider some other function
as long as the following conditions hold. Obviously, we have to assume that
P

sup
t>0
(X (t)− ct)<1

= 1: (2)
This question was treated recently by Narayan (1997) for fractional Brownian motion
and a linear trend. He used a quite dierent method, namely the Fourier expansion for
fractional Brownian motions, and his derivations are based on the physical manner of
proofs.
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Fractional Brownian motions (FBM), denoted by XH (t); t>0; with some 0<H < 1;
mean 0 and covariance function for s6t
EXH (t)XH (s) = 12 (t
2H + s2H − (t − s)2H )
are particular processes in much larger class of Gaussian processes. For instance, it is
straightforward to show that they are locally stationary (for t>> 0).
Our motivation is to extend this results for more general trends and more general
Gaussian processes. In Section 2 we consider the class of self-similar Gaussian pro-
cesses, which includes the fractional Brownian motions. We extend these results further
to more general Gaussian processes in Section 3 by using another approach.
A good part of the results on extremes of Gaussian processes is formulated on
standardized processes. Therefore denote by Y (t) = X (t)=t H the standardized Gaussian
process for t > 0. Then probability (1) of interest is transformed to
P

Y (t)>
u+ ct
tH
for some t > 0

which is analysed for u!1. Hence, we consider the probability that Y (t) exceeds
the boundary function fu(t)
fu(t) =
u+ ct
tH
= u1−H=v(tu−1=);
where
v(s) = s−H + cs−H : (3)
For the boundary function v we have v(0) = v(1) =1,
v0(s) =−Hs−H−1 + c( − H)s−H−1;
v00(s) = H (H + 1)s−H−2 + c( − H)( − H − 1)s−H−2
and
v0(s) = 0() −H + c( − H)s = 0;
at the point
s0 =

H
c( − H)
1=
which is the unique minimum point of v(s). Denote the value of the minimum by
A := v(s0) =

H
c( − H)
−H= 
 − H (4)
and the value of the second derivative at s0 by
B := v00(s0) =

H
c( − H)
−(H+2)=
H; (5)
so that in a neighbourhood of s0 we have the expansion
v(s) = A+ 12B(s− s0)2 + o((s− s0)2) for s! s0: (6)
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Our main results show that
PfX (t)>u+ ct for some t > 0g= PfY (t)>fu(t) for some t > 0g
 d exp(− 12A2u2(1−H=))u−2+2H==K−1(u−1+H=)
as u!1, where the positive constant d depends on the local behaviour of the covari-
ance function of X (t) at t0 = s0u1= and the constants A and B. The function K−1 is
the inverse function of the function describing the local behaviour of the covariance,
given in Sections 2 and 3. The proof is based on the observation that exceedances
of the boundary function fu(t) occur mainly in the neighbourhood of the point t0. In
such a neighbourhood we make use of our conditions restricting the behaviour of the
boundary function as well as the correlation function. Then it is possible to analyse the
probability of exceedances near t0, asymptotically, using results of Piterbarg (1996) and
Braker (1993, 1995). This method is applied with Piterbarg’s result for the self-similar
processes (Section 2) and with Braker’s result for the more general locally stationary
Gaussian processes (Section 3).
2. Evaluation of the asymptotic behaviour for self-similar processes
Assume now that X (t); t>0; is a self-similar Gaussian process with index H with
mean 0, variance EX 2(t) = t2H and covariance function R(t; s) which satises
R(at; as) = a2HR(t; s)
for any t; s>0 and a> 0. Using the self-similarity of X (t), (1) is equivalent to
P

X (s)
1 + cs
>u1−H= for some s>0

with the same c> 0 and > 0. Therefore we dene the process
Z(s) =
X (s)
1 + cs
; s>0
with mean 0, variance 1=v2(s) (where v is dened in (3)). As shown in the introduction
the variance of Z(s) is maximal at the unique point
s0 =

H
c( − H)
1=
;
where v2(s0) = A2. For the standard deviation (s) of Z(s) we have
(s) =
1
A
− B
2A2
(s− s0)2 + o((s− s0)2)
as s! s0, for A and B> 0 given in (4) and(5), respectively.
We show that the maximal values of the process Z(s) occur in a neighbourhood of
s0 and that probability (1) depends on the local behaviour of Z(s) in s0, as mentioned.
We assume the local stationarity of the standardized process
Y (t) = X (t)t−H
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in a neighbourhood of the point s0, i.e. for some > 0 assume that
lim
s! s0 ; s0! s0
E(Y (s)− Y (s0))2
js− s0j = D> 0: (7)
Remark 1. H and  are not related. Having a locally stationary self-similar process
X (t) we easily obtain by scaling X (ta); a> 0, a new locally stationary process with
the same , but dierent H .
Remark 2. The local stationarity at s0 and the self-similarity of the process imply the
local stationarity at any point r, where the constant D depends on the point r. We
have
lim
s! r; s0! r
E(Y (s)− Y (s0))2
js− s0j = D(r)> 0
with D(r) = (s0=r)D and D(s0) = D.
Remark 3. For the standardized fractional Brownian motion YH (t)=XH (t)=tH we have
E(YH (s)− YH (t))2 = (t − s)
2H − (tH − sH )2
(ts)H
for s6t. It follows that YH (t) is also a locally stationary Gaussian process for t>> 0
since
lim
h! 0
E(YH (t + h)− YH (t))2
jhj2H = limh! 0

1
[(t + h)t]H
− ((1 + h=t)
H − 1)2
h2H (1 + h=t)H

= t−2H
and this convergence is uniform for t 2 [;1] for any > 0. Hence  = 2H and
D = s−2H0 for 0<H < 1.
In our result we use the well-known constant H for any 62. We use the denition
H = lim
T !1
1
T
E

exp

max
06t6T
(t)

; (8)
where (t); t>0; is a fractional Brownian motion with drift E((t))=−t and covari-
ance function Cov((s); (t)) = t + s − jt − sj. Hence (t) is related to XH (t): we
have (t) =
p
2XH (t)− t with H = =2.
In the following, 	(x) = 1− (x) denotes the tail of the unit normal distribution.
Theorem 1. Let X (t); t>0; be a self-similar Gaussian process with index H; 0<
H < 1; and c;  positive constants with H <. Assume that the process X (t) is locally
stationary satisfying conditions (7) with 0<62 and some positive constant D. Then
for u!1
(i) if < 2 :
PfX (t)>u+ ctfor some t>0g
 H
p
D1=p
B21=−1=2
A2=−1=2u(1−H=)(2=−1)	(Au1−H=) (9)
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and
(ii) if = 2 :
PfX (t)>u+ ctfor some t>0g  2
r
AD + B
B
	(Au1−H=); (10)
where A and B are given in (4) and (5); respectively.
Proof. The rst part of the proof holds for both cases, hence for 62. We set for
simplicity u instead of u1−H= and prove rst that for some T >s0
P

sup
06s6T
Z(s)>u

 P

sup
s>0
Z(s)>u

as u!1: (11)
It is sucient to show that for some integer T and u!1
P

sup
s>T
Z(s)>u

= o

P

sup
06s6T
Z(s)>u

:
We split the interval (T;1) into subintervals Ik=(k; k+1]; k>T . In every subinterval
Ik we use a lower bound for the barrier u(1 + cs)=sH>u(1 + ck)=kH , where k>T .
We get
P

sup
s>T
Z(s)>u

= PfY (s)>u(1 + cs)=sH ; for some s>Tg
6
X
k>T
P

max
s2Ik
Y (s)>u(1 + ck)=kH

: (12)
Using the lemma of Fernique, since 0<62 (see Leadbetter et al., 1983) we can
bound the probabilities
P

max
s2Ik
Y (s)>u(1 + ck)=kH

6C1 exp
 
−C2u2

1 + ck
kH
2!
for some constants Ci > 0, i = 1; 2 not depending of k.
Therefore, we get as upper bound for (12) with a suitable constant C3> 0,X
k>T
C1 exp(−C3u2k2(−H))
6C1
Z 1
T
exp(−C3u2x2(−H)) dx + C1exp(−C3u2T 2(−H))
=O([u−2T 1−2(−H) + 1]exp(−C3u2T 2(−H))):
Now putting u1−H= instead of u, it follows that
P

sup
s>T
Z(s)>u1−H=

= o(up exp(−(A2=2)u2(1−H=)))
for any power p, by choosing T suciently large. Hence, using these bounds, statement
(11) follows. It implies also statement (2) of the introduction.
In the next step we consider Pfmax06s6T Z(s)>u1−H=g and apply Theorem D:3
on p. 19 of Piterbarg (1996) (with the evident correction: correlation function instead
of the covariance function) to
~Z(t) = AZ((2=D)1=t)
262 J. Husler, V. Piterbarg / Stochastic Processes and their Applications 83 (1999) 257{271
for which the standard deviation  ~Z(t) is
 ~Z(t) = 1− (B=2A)(2=D)2=(t − ~s0)2 + o((t − ~s0)2)
for t! ~s0 = (D=2)1=s0. Hence Piterbarg’s condition (E1) holds with the constant
a = (B=2A)(2=D)2= and obviously 2 as the parameter  used in (E1). The correla-
tion function of ~Z is of the form of condition (E2). Obviously, (E3) holds for the
process ~Z .
Thus for part (i) using Theorem D3(i) and (11) we have for T >s0 suciently
large
P

sup
s>0
Z(s)>u1−H=

 P

max
06s6T
Z(s)>u1−H=

=P

max
06t6T (D=2)1=
~Z(t)>Au1−H=

 2H (1=2)
2((B=2A)(2=D)2=)1=2
(Au1−H=)2=−1	(Au1−H=)
 H
p
D1=p
B21=−1=2
A2=−1=2u(1−H=)(2=−1)	(Au1−H=)
as u!1, which is (9).
If = 2 in part (ii) we use Theorem D3(ii) and get in the same way that
P

sup
s>0
Z(s)>u1−H=

 2Ha2	(Au1−H=);
where the constant Ha2 = limS!1 E(exp(maxjtj6S ((t)− at2))) with (t) a fractional
Brownian motion with drift −t2 and covariance function 2st. In this particular case, we
can evaluate the constant Ha2 , since (t)=
p
2Zt− t2 with Z  N(0; 1). It is straightfor-
ward to nd the maximum of the process
p
2Zt − (1 + a)t2, which is Z2=[2(1 + a)] if
jZ j6Sp2(1 + a), and to derive Ha2 =
p
(1 + a)=a=
p
(AD + B)=B. This shows (10).
For fractional Brownian motions we use the fact that (7) holds with =2H < 2, as
mentioned in Remark 3. Hence the asymptotic result for FBM is immediate.
Corollary 2. Let XH (t) be a fractional Brownian motion with index 0<H < 1. Then
we get
PfXH (t)>u+ ct; for some t > 0g
 H2H
p
D1=2HA(2−H)=2H
B1=22(1−H)=2H
u(1−H=)(1−H)=H	(Au1−H=)
as u!1.
Remark 4. If H =1, then as above XH (t)= tZ , with Z  N(0; 1). We get immediately
for > 1 that
PfXH (t)>u+ ct; for some t > 0g= PfZ > (u+ ct0 )=t0g=	(Au1−1=)
for any u> 0 where t0 = s0u1= and A= c1=( − 1)(1=)−1.
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3. General Gaussian processes
In this section we consider more general Gaussian processes X (t) with mean zero and
variance t2H . We extend the results of Section 2, for self-similar Gaussian processes,
to general Gaussian processes which behave somewhat similar as the self-similar ones.
As in Section 2 it is reasonable to dene the new process
X (u)(s) =
X (su1=)
uH=(1 + cs)
which means that we have to investigate the probability
P

sup
s>0
X (u)(s)>u1−H=

as u!1:
Note that this process is not standardized, having mean zero and variance function
2(s) = 1=v2(s), not depending on u.
Since we want to apply an asymptotic estimate of the above probability as u!1
by the result of Braker (1993,1995), we consider in the following some further ap-
proximations and certain conditions.
In a rst step we show that the extreme values of X (u)(s) occur again in a neigh-
bourhood of s0. Hence also (2) holds.
Lemma 3. If for some G; > 0 and all s; s0> 0,
lim sup
u
E(X (u)(s)− X (u)(s0))26Gjs− s0j; (13)
then there exists a positive constant C such that for any a> 0 and u> 0;
P
(
sup
t2Rn[t0−a; t0+a]
(X (t)− ct)>u
)
6Cu(1−H=)2=max

	

u+ c(t0 + a)
(t0 + a)H

; 	

u+ c(t0 − a)
(t0 − a)H

; (14)
where t0 = s0u1=.
Proof. We start with the following inequality (Theorem 8:1 from Piterbarg, 1996):
There exists a constant C depending only on G and  such that for any T R
and x> 0
P

sup
t2T
X (u)(t)>x

6CjT jx2=	

x
(T )

; (15)
where 2(T ) = supt2T E(X
(u)(t))2 = supt2T v(t)
−2.
(A proof of this estimate is easy, we change the variance of the process on 2(T )
and then we pass to the covariance function (t) = 1− C1jtj + o(jtj) of a stationary
process, with appropriate large C1 by applying Slepian’s inequality.)
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Let = au−1=, (a6t0). Then substituting t = su1=
P
(
sup
t2R+n[t0−a; t0+a]
(X (t)− ct)>u
)
=PfX (su1=)> (1 + cs)u; for some s 2 R+ n [s0 − ; s0 + ]g
6P

max
s2[0;T ]n[s0−; s0+]
X (u)(s)>u1−H=

+P

sup
s>T
X (u)(s)>u1−H=

(16)
for large T >s0 + . Selecting T suciently large, the second term in (16) can be
bounded by use of the Fernique’s inequality as in Section 2 to get
P

sup
s>T
X (u)(s)>u1−H=

=o

u(1−H=)2=max

	

u+ c(t0 + a)
(t0 + a)H

; 	

u+ c(t0 − a)
(t0 − a)H

:
For the rst term in (16) we use inequality (15). Note that
u+ c(t0  a)
(t0  a)H = u
1−H=v(s0  ) (17)
and (s) = v(s)−1 is monotone on both right and left side of s0. This shows
Lemma 3.
Remark 5. Condition (13) is usually satised as will be shown by the discussion of
some examples at the end of this section.
Because of Lemma 3 it is sucient to consider the maxima of the process X (t)
in the interval [t0 − a(u); t0 + a(u)] or the transformed process X (u)(s) in the interval
[s0 − (u); s0 + (u)] with a(u) = (u)u1=. Note that a(u) is not always tending to 0,
since H + 1 is not always less than . It means that it is sucient to study
P

max
s2[s0−(u); s0+(u)]
X (u)(s)>u1−H=

;
where we select (u)! 0 such that (u)u1−H=!1 suciently fast as u!1; e.g.
let us choose (u) = uH=−1log u.
Then it remains to analyse the behaviour of the supremum of the process X (u)(s) in
the neighbourhood Tu=(s0− (u); s0 + (u)) of s0. The distribution of this supremum
can be approximated accurately by restricting the local behaviour of the covariance
function of the standardized Gaussian process X (u)(s)v(s): we assume that for some
regularly varying (at 0) function K2(h)
lim
u!1
E[X (u)(s)v(s)− X (u)(s0)v(s0)]2
K2(js− s0j) = D (18)
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uniformly for s; s0 2 Tu with D> 0. That means that we assume Y (u) to be asymptoti-
cally locally stationary at the point s0.
Assumptions (18) denes the class of the Gaussian process X (t) for the main result,
which extends appropriately the self-similar cases, as we will see in the following
examples.
Now, we state our general result which is proved by using Braker’s results and
Lemma 3.
Theorem 4. Let X (t); t>0; be a Gaussian process with mean zero and variance t2H
and c; > 0 with H <. Assume conditions (13) and (18) with 0<< 2; then for
u!1;
P

sup
t>0
(X (t)− ct)>u

 (
p
Dv(s0))2=H2−1=e−(1=2)A
2u2−2H=
p
ABv(s0)K−1(u−1+H=)u2−2H=
: (19)
Let us recall a useful fact on correlation functions (or characteristic functions) due
to Gnedenko and Korol’uk (1950) and Geluk and de Haan (1997), derived from the
theory of domains of attraction of stable probability distributions:
Assertion. For any function K2(t) regularly varying at 0 with an index  2 (0; 2]
there exists a characteristic function (t) such that
(t) = 1− K2(jtj)(1 + o(1))
as t! 0.
The Assertion and assumption (18) imply for any regular varying function K2(t)
that there exist a standardized stationary (therefore locally stationary) Gaussian U (s)
with correlation function (t) and thus for any ~ the process ~U (s) =
p
~D=2U (s) such
that for any s,
lim
h#0
E[ ~U (s+ h)− ~U (s)]2
K2(h)
= ~D
with ~D = D + ~, and for any s; s0 2 Tu and u suciently large
Corr(X (u)(s)v(s); X (u)(s0)v(s0))>Corr( ~U (s); ~U (s0)): (20)
In the same way there exists such a Gaussian process with reversed inequality (20)
and ~D = D − ~.
Hence it means that mainly the probability
Pf9s 2 Tu: ~U (s)>u1−H=v(s)g
has to be investigated since by use of Slepian’s inequality (cf. Leadbetter et al., 1983),
we have for u suciently large and ~D = D + ~
P

max
s2Tu
X (u)(s)>u1−H=

= Pf9s 2 Tu : X (u)(s)v(s)>u1−H=v(s)g
6 Pf9s 2 Tu : ~U (s)>u1−H=v(s)g: (21)
The lower bound is found by selecting ~D = D − ~ in the denition of ~U (s) and by
using the same steps as above with Slepian’s inequality.
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Proof of Theorem 4. (A) By using Lemma 3 and (17) we have for some positive
constants C and M
P
(
sup
s2R+nTu
X (u)(s)>u1−H=
)
6CuMmax(	(u1−H=v(s0 − (u))); 	(u1−H=v(s0 + (u)))):
Using expansion (6) for v(s) in s0, we nd
	(u1−H=v(s0  (u)))
6Cu−(1−H=) exp

−u
2(1−H=)
2
(A2 + AB2(u)(1 + o(1)))

=o(up−M	(u1−H=A))
for any power p, since (u)! 0 is suitably chosen, tending slowly to 0. It means that
we have for any p with the chosen (u) = uH=−1log u,
P
(
sup
s2R+nTu
X (u)(s)>u1−H=
)
= o(up	(u1−H=A)):
(B) It remains to analyse
P

sup
s2Tu
X (u)(s)>u1−H=

:
By bounds (21) it is sucient to deal with
Pf9s 2 Tu: ~U (s)>u1−H=v(s)g:
We are going to apply Braker’s result which means that we have to verify his assump-
tions (f1){(f5).
(i) We denote the boundary function by ~fu(s) = u
1−H=v(s) which is obviously a
continuous function on the interval Tu = [s0 − (u); s0 + (u)] for every xed u, with
limu!1 inf s2Tu ~fu(s) =1. Hence condition (f1) and (f2) of Braker hold.
(ii) As in the paper of Braker (1993) we dene the functions
G(x) :=K−1(1=x);
where K−1 denotes the inverse of K , and
u(s) = G
p
~D ~fu(s)

:
Note that in Braker’s notation R(s) =
p
~D  Const. for the process ~U (s).
(iii) We continue to verify condition (f3) that for any > 0 and T0=[s0−0; s0+0]
with some 0> 0:Z
T0
 ( ~fu(s))
u(s)
ds! 0 as u!1;
where  (x)=exp(−x2=2)=xp2  	(x). This condition holds always if T0 is bounded,
as in our case, and if condition (f2) of Braker holds (see Braker, 1993,1995).
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(iv) In the next step (verication of condition (f4) of Braker) we analyse the function
gu(s; ) = [ ~fu(s+ u(s))− ~fu(s)] ~fu(s)
= u2−(2H)=(v(s+ u(s))− v(s))v(s)
 u2−(2H)=u(s)v0(s)v(s)
 u2−(2H)=u(s)v0(s0)v(s0)
for any jj6 with 0<<1 and s 2 Tu as u!1. Further, for any s 2 Tu,
u2−2H=u(s) = u2−2H=K−1

1
.p
~D ~fu(s)

= u2−2H=K−1

1
.p
~Dv(s)u1−H=

 u2−2H=
p
~Dv(s)
−2=
K−1(uH=−1)
! 0
uniformly in s 2 Tu since K2 is regularly varying with index  and hence K−1 is
regularly varying with index 2=.
Moreover from (6) it follows that for all large u and all s 2 Tu;
jv0(s)j=O((u))6Const: uH=−1log u:
Since K−1 is regularly varying, i.e. K−1(y)=y2=L(y) for some slowly varying function
L as y! 0, we get for such u
jgu(s; )j=O

u2−2H=
p
~Dv(s)
−2=
K−1
(
uH=−1

uH=−1(log u) v(s0)

=O

u2−2H=
(
uH=−1
2=
L
(
uH=−1

uH=−1log u

! 0
as u!1 for any < 2 for jj6 and any 0<<1.
Hence sups2Tu;jj6 jgu(s; )j! 0 as u!1, for any 0<<1. This implies (f4)
of Braker with g(s; ) = 0. It implies also condition (f5): sups2Tu jg(s; )j<1.
(v) Hence by Braker’s result we get
Pf ~U (s)> ~fu(s) for some s 2 Tug  u =
Z
Tu
u(s) ds; (22)
where
u(s) = H2−1= (u1−H=v(s))=K−1

1
.p
~Dv(s)u1−H=

:
Note that the constant H in Braker (1995) is dened with respect to a fractional
Brownian motion with variance s whereas here H is dened in (8) with respect to
the fractional Brownian motion (s) with variance 2s. Therefore H (Braker)=H2−1=.
We evaluate now this integral (22) by denoting
k(s) = 1=K−1

1
.p
~Dv(s)u1−H=

:
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We have by the regularity of K for s 2 Tu
k(s)  k(s0) 
p
~Dv(s0)
2=
[K−1(u−1+H=)]−1:
Hence (22)
Z
Tu
u(s) ds=H2−1=
Z s0+(u)
s0−(u)
k(s) (u1−H=v(s)) ds
 k(s0)H2−1=
Z s0+(u)
s0−(u)
 (u1−H=v(s)) ds
 k(s0)H2
−1=
p
2u1−H=v(s0)
Z s0+(u)
s0−(u)
e−(1=2)u
2(1−H=)v2(s) ds
 k(s0)H2
−1=
p
2u1−H=v(s0)
Z s0+(u)
s0−(u)
e−[(u
2−2H=)=2](A2+(AB+o(1))(s−s0)2) ds
as u!1. Next, we change the variable
x =
p
ABu1−H=(s− s0):
Since (u)u1−H=!1; as u!1, we obtain that
Z
Tu
u(s) ds=
k(s0)H2−1=(1 + o(1))p
ABu2−2H=v(s0)
e−(1=2)A
2u2−2H=

p
~Dv(s0)
2=
H2−1=p
ABv(s0)K−1(uH=−1)u2−2H=
e−(1=2)A
2u2−2H=
as u!1. Since ~D = D  ~ for any ~> 0, the proof is complete.
Example. (1) Let us show that condition (13) holds for any fractional Brownian
motion and for a self-similar process which satises (7).
We noticed in Section 2, Remark 2 that (7) holds for any time point r using the
self-similarity. For (14) it is sucient that (13) holds only for s; s0>> 0. The dis-
tributions of the self-similar process X (u)() (with index H) are the same for any u,
since X (u)(s) d=X (s)=(1 + cs). Hence,
E(X (u)(s)− X (u)(s0))2 = E

X (s)
1 + cs
− X (s
0)
1 + cs0
2
6 2E

X (s)
1 + cs
− X (s
0)
1 + cs
2
+ 2E(X 2(s0))

1
1 + cs
− 1
1 + cs0
2
:
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The rst term can be bounded by using (6) as follows:
E

X (s)− X (s0)
1 + cs
2
6
2 s2H
(1 + cs)2
"
E

X (s)
sH
− X (s
0)
s0H
2
+ EX 2(s0)

1
s0H
− 1
sH
2#
6
2 s2H
(1 + cs)2
"
D (s0=s)js− s0j + s02H

sH − s0H
sH s0H
2#
6
2Ds0s
2H−js− s0j + 2H 2(s− s0)2=s2
(1 + cs)2
6Gjs− s0j
for js− s0j! 0 and a suitable G> 0, since s; s0>. The second term is bounded by
2s02H

1
1 + cs
− 1
1 + cs0
2
=
2s02Hc2(s0 − s)2
(1 + cs)2(1 + cs0)2
6
2 c2 2 s02H+2−2 (s− s0)2
(1 + cs)2(1 + cs0)2
6Gjs− s0j
for js− s0j! 0 and s; s0>. Hence condition (13) holds for s; s0>.
We note also that for xed H the functions used in the proof are as follows:
GH (x) = x−1=H and lim
h! 0
E(X (s+ h)− X (s))2
K2(jhj) = s
−H
with s−H0 =
p
D; thus for the approximating processes ~U (s) with ~D = D  ~ we have
u(s) =u;H (s) =
p
~Du1−H=v(s)
−1=H
=
p
~Du1−H=s−H (1 + cs)
−1=H
:
It follows that gu(s; )! 0 if H < 12 hence condition (f3) holds. Thus Theorem 4
implies also Corollary 2. The cases H> 12 are not included in this result, but were
treated in Section 2 by the other approach.
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(2) The scaled Brownian motion is another process of interest. Let B be the Brownian
motion and X (s) = B(s2H ); s>0, the scaled one. Then the scaled Brownian motion is
self-similar with index H and (13) holds also.
Indeed because of remark (i) we have only to show that (6) holds for the scaled
Brownian motion which is straightforward. Let s6t, then
E(Y (t)− Y (s))2 = E

X (t)
tH
− X (s)
sH
2
= 2− 2 s
2H
tH sH
6
2H (t − s)
t
6Gjt − sj
for t>s>> 0. Hence (13) holds for s; s0> with = 1. Also (18) can be veried.
(3) Let W (t) be a stationary Gaussian process with mean 0, variance 1 and correla-
tion function (s) which is such that 1−(s)=K2(s)=2 as s! 0 with K2() a -regularly
varying function at 0. For > 0 dene the Gaussian process V (t)=W ( log t)tH , which
has mean 0, variance t2H . To verify condition (18), we note that the standardized
process of V (t) is W ( log t) and thus for t; s! s0
E[W ( log (tu1=))−W ( log (su1=))]2  K2((t − s)=s0)  (=s0)K2(t − s):
Hence (18) holds. In a similar way as in the above example one can show that (13)
holds for s; t; > 0. Theorem 4 can be applied. This probability is equal to the ex-
ceedances of a particular boundary function by the stationary process W (t):
P

sup
t>0
(V (t)− ct)>u

= PfW (s)> (u+ ces=)=eHs=; for some s 2 Rg:
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