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Post-seismic deformation and glacial isostatic adjustment are two processes by which the Earth deforms
viscoelastically. In both cases, the details of the deformation depend on the rheological structure of the
Earth as well as the forcing, which is the earthquake and further movement on the fault in the case of
post-seismic deformation, and the change in load on the surface of the Earth due to the redistribution
of water and ice mass in the case of glacial isostatic adjustment. It is therefore possible to learn
about the Earth’s rheological structure and the processes’ respective forcings from measurements of
the deformation.
In order to use measurements in this way, it is first necessary to have a method of forward modelling
the processes, that is, calculating the deformation due to a given forcing and in an earth model with
a given structure. Given this, a way of calculating derivatives of measurements of the deformation
with respect to the parameters of interest is then desirable. In this dissertation, the adjoint method is
used. This, for the first time, enables efficient calculation of continuous derivatives, which have many
potential applications. Firstly, they can be used within a gradient-based optimisation method to find
a model which minimises some data misfit function. The derivatives can also be used to quantify
the uncertainty in such a model and hence to provide understanding of which parts of the model are
well constrained. Finally, they enable construction of measurements which provide sensitivity to a
particular part of the model space.
In this dissertation, new methods for forward modelling both post-seismic deformation and glacial
isostatic adjustment are presented. The adjoint method is also applied to both problems. Numerical
examples are presented in spherically symmetric earth models and, in the case of glacial isostatic
adjustment, models with laterally varying rheological structure. Such examples are used to illustrate




Arising from this dissertation:
Crawford, O., Al-Attar, D., Tromp, J., & Mitrovica, J. X. (2017). Forward and inverse modelling
of post-seismic deformation. Geophys. J. Int., 208(2), 845–876. doi:10.1093/gji/ggw414.
Crawford, O., Al-Attar, D., Tromp, J., Mitrovica, J. X., Austermann, J., & Lau, H. C. P. (2018).
Quantifying the sensitivity of post-glacial sea level change to laterally varying viscosity. Geophys. J.
Int., 214(2), 1324–1363. doi:10.1093/gji/ggy184.
Arising through other work:
Al-Attar, D. & Crawford, O. (2016). Particle relabelling transformations in elastodynamics. Geo-
phys. J. Int., 205(1), 575–593. doi:10.1093/gji/ggw032.
Lau, H. C. P., Mitrovica, J. X., Austermann, J., Crawford, O., Al-Attar, D., & Latychev, K. (2016).
Inferences of mantle viscosity based on ice age data sets: Radial structure. J. Geophys. Res., 121(10),
6991–7012. doi:10.1002/2016JB013043.
Al-Attar, D., Crawford, O., Valentine, A. P., & Trampert, J. (2018). Hamilton’s principle and nor-
mal mode coupling in an aspherical planet. Geophys. J. Int., 214(1), 485–507. doi:10.1093/gji/ggy141.
Lau, H. C. P., Austermann, J., Mitrovica, J. X., Crawford, O., Al-Attar, D., & Latychev, K. (2018). In-
ferences of mantle viscosity based on ice age data sets: the bias in radial viscosity profiles due to neglect




First and foremost, my sincerest thanks to my supervisor, David Al-Attar, for his assistance, patience
and encouragement during my PhD. He has been very generous with his time and has never been
anything but extremely supportive. Conversations with him have contributed significantly to my
geophysics, mathematics and American television education. I could not have asked for a better
supervisor.
I gratefully acknowledge funding from NERC, the Girdler studentship and a CASE award with
the British Antarctic Survey which facilitated my PhD. Through the CASE award, I have benefitted
from conversations with Richard Hindmarsh and Robert Arthern.
Bullard has been a wonderful place to have spent the last four years, and I am very grateful to
everyone who has been a part of it. Thanks to all of my office mates – Karen Lythgoe, Jenny Jenkins,
Prin Eksinchol, Frank Syvret, Matthew Maitra and Zhi Li. In particular, thanks to Jenny for being
my front office companion for more than three years, and for sharing my interest in BBC News, cats
and biscuits. A mention must also go to “Bullard cat”, our honorary office member, whose company
and muddy paw prints were greatly appreciated. It has been lovely to have had an expanded group
for the last year of my PhD – I am grateful to Frank, Matthew and Li for making me no longer an
only PhD child.
I have been fortunate to have had some excellent collaborators. Jerry Mitrovica has been very
supportive and extremely welcoming when I have visited him, including generously allowing me to
stay with him. I have benefitted greatly from conversations with him and the rest of his group. Jacky
Austermann and Harriet Lau in particular have been wonderful colleagues and friends. It has also
been a great privilege to have worked with Jeroen Tromp, and I am very grateful for his contributions
to and comments on my work.
Thanks to Camilla Penney for being a part of what makes Cambridge home and for many shared
meals, cakes and crosswords. I am also very grateful to Dave Lyness for accommodating me for the
last few months of my PhD and beyond, and for many interesting conversations.
Finally, thanks to my family for their unwavering support and interest in my work, particularly





1.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2.1 The rheology and deformation of the Earth . . . . . . . . . . . . . . . . . . . . 1
1.2.2 Motivation and relevance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.3 Approaching the post-seismic and post-glacial inverse problems . . . . . . . . . 3
1.2.4 Further constraints on post-seismic and post-glacial parameters . . . . . . . . . 5
1.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.1 The spectral element method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.2 Generalised spherical harmonics . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.3 The adjoint method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.4 The conjugate gradient method . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 The dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Forward modelling of post-seismic deformation 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Deformation of the solid Earth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Equations of motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Linear viscoelasticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.3 Rate formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Weak formulation of the post-seismic problem . . . . . . . . . . . . . . . . . . . . . . . 19
2.4 Numerical implementation in spherically symmetric earth models . . . . . . . . . . . . 20
2.4.1 Generalised spherical harmonic expansions . . . . . . . . . . . . . . . . . . . . 20
2.4.2 Derivation of the weak form in generalised spherical harmonics . . . . . . . . . 22
2.4.3 Details of implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.4 Comparison with analytic solutions . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.5 Comparison with Laplace domain code . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.6 Numerical examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3 Inverse modelling of post-seismic deformation 31
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 The Lagrangian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3 Deriving the adjoint equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
ix
3.4 Sensitivity kernels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4.1 Viscosity kernels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4.2 Stress glut kernels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4.3 Viscosity inversions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.5 Numerical implementation in spherically symmetric earth models . . . . . . . . . . . . 38
3.5.1 Smoothed horizontal delta function in spherical harmonics . . . . . . . . . . . . 38
3.5.2 Laterally varying viscosity kernels . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5.3 Radial viscosity kernels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5.4 Viscosity inversions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4 Forward modelling of post-glacial deformation 55
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Deformation of the solid Earth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.1 Equations of motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.2 Linear viscoelasticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.3 Rate formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3 Sea level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3.1 Sea level definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3.2 The evolution of sea level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4 Weak formulation of the GIA problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.5 Numerical implementation in spherically symmetric earth models . . . . . . . . . . . . 65
4.5.1 Generalised spherical harmonics . . . . . . . . . . . . . . . . . . . . . . . . . . 66
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This dissertation includes the study of two processes – post-seismic deformation and post-glacial de-
formation. Both relate to the viscoelastic response of the Earth, and there are a number of similarities
between them, particularly the motivation for their study. However, there are also significant differ-
ences in, for example, how the processes are modelled.
In this introduction, we mostly focus on aspects that the processes have in common. An important
reason for considering both processes is in order to learn about the rheology of the Earth; we give an
overview of what is known about the rheology and why improving out knowledge of it is important in
section 1.2. Another commonality is the approach that we take to the inverse problem in both cases,
and we discuss this, and other approaches, in detail. In section 1.3, we also outline several methods
that are used throughout this work. More specific introductions are given in the relevant chapters.
1.2 Overview
1.2.1 The rheology and deformation of the Earth
The nature of the time-dependent response of the Earth to geological forces acting on it depends on
the time scale of the force involved. On short time scales, of order seconds to hours, such as those
over which seismic wave propagation occurs, the Earth largely behaves elastically. In contrast, over
millions of years, the Earth behaves like a viscous fluid, as for mantle convection. For processes which
occur on intermediate time scales, from years to thousands of years, both elastic and viscous effects
are significant and the Earth is said to behave viscoelastically. Two such processes are post-seismic
and post-glacial deformation, and this work is concerned with the study of these processes.
Post-seismic deformation is the time-dependent movement of the solid Earth following an earth-
quake. The exact nature of the deformation depends on the earthquake forcing, any afterslip that
occurs and the rheological structure of the Earth. Post-glacial deformation, or glacial isostatic adjust-
ment (GIA), is the equivalent response of the Earth to the loss and growth of ice sheets on its surface.
It depends on the location and timing of the ice sheet change as well as the rheological structure of
the Earth. Therefore, measurements of the deformations can be used to learn about their respective
forcings as well as the rheology of the Earth.
The rheology of the Earth is not fully understood. The time-scale dependent nature of the Earth’s
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response is indicative of it having a frequency-dependent rheology. It is clear that, as all these processes
occur on the same Earth, there must be a consistent way of describing the behaviour across time scales;
however, it is not yet obvious how this should be done. Even on short time scales, viscoelasticity is
apparent through seismic attenuation. The rheology in the frequency range of seismology is thought
to be that of an absorption band solid (Anderson et al., 1977), which has longterm strength and for
which the deformation has a continuous range of time scales of response. In convection studies, the
mantle is considered to be a fluid, with no elastic component. Its behaviour can be described by a
viscosity. In typical studies of post-seismic and post-glacial deformation, the rheology is considered
to be a Maxwell solid, which has an initial elastic response but does not support long-term stresses.
It can be described by one time scale. This time scale can be associated with a viscosity; however,
it is not clear whether this viscosity is the “same” as is observed in the mantle convection case, nor
how seismic attenuation can be related to viscosity. It would therefore be desirable to further our
understanding of the rheological structure of the Earth across time scales.
Even within a small range of time scales, the Earth’s rheology is not well known. Whilst the nature
of the rheologies considered for post-seismic and post-glacial deformation are similar, the details can
be very different – post-seismic deformation typically requires a much thinner elastic lid and lower
viscosities below it than post-glacial deformation. Therefore, there remain questions about how these
rheologies can be reconciled. Within either of these two fields, the range of proposed rheologies is
quite broad-ranging in depth variation, lateral variation, the existence of transient rheologies and the
existence of non-linear rheologies. There is therefore further work to be done in understanding the
Earth’s rheology even within the smaller range of time scales on which post-seismic and post-glacial
deformation occur.
1.2.2 Motivation and relevance
As mentioned above, the details of post-seismic and post-glacial deformation depend on the rheological
structure of the Earth and the forcing. Improving our knowledge of these aspects of the Earth has
implications for other important processes, and some of these are discussed below. It is also important
to recall that developing understanding of one of the aspects will enhance our ability to constrain the
other.
Firstly, the viscosity structure affects the dynamics of the Earth’s interior and in particular, the
pattern of mantle convection (e.g., Bunge et al., 1996; Cserepesa et al., 2000; Nakagawa & Tackley,
2011). There are also a number of more specific effects on, for example, the form of upwelling and
downwellings (Zhong et al., 2000), plate tectonics (Tackley, 2000; Stadler et al., 2010), the cause
of slab stagnation and plume deflection in the mid-mantle (Rudolph et al., 2015) and the thermal
evolution of the mantle (van den Berg et al., 2005) and core (Nakagawa & Tackley, 2004). Whilst, as
mentioned above, we would not necessarily expect the viscosities obtained from viscoelastic studies
to be the same as those which matter in mantle convection, improved understanding of the Earth’s
rheology more generally could inform mantle convection processes. Furthermore, it has been suggested
that both post-glacial and convection data can be reconciled by the same viscosity structure (Forte &
Mitrovica, 1996).
It is clear that understanding how the Earth’s ice sheets varied with time in the past will provide
insight into the Earth’s climate. An event of particular interest is Meltwater Pulse 1A (MWP-1A).
Between approximately 15000 and 14000 years ago, 20 m of sea level rise occured in less than 500 years.
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The precise timing of the event is unknown, with estimates of the onset ranging from approximately
14200 (Bard et al., 1990) to 14600 (Deschamps et al., 2012) years ago. The source of the meltwater
(in particular, the relative contributions of Antarctica and the northern hemisphere ice sheets) is also
of considerable debate. Different studies argue the data can be explained by entirely or predominantly
northern hemisphere sources (Peltier, 2005; Gregoire et al., 2012; Gomez et al., 2015), similar volumes
of northern hemisphere and Antarctic melt (Rohling et al., 2004) or significant or total Antarctic
sources (Clark et al., 2002; Weaver et al., 2003; Carlson, 2009). Others argue the data considered does
not constrain the Antarctic component either way (Bassett et al., 2007; Liu et al., 2016). At around
the same time as MWP-1A, Bølling-Allerød warming occurred. This was a rise in temperature of at
least 5 K in northern hemisphere air temperature in just a few decades. However, the uncertainty in
the timing and source of MWP-1A means its relationship with Bølling-Allerød warming is unclear.
For example, Weaver et al. (2003) argue MWP-1A caused the warming while Carlson et al. (2012)
argue the converse. Improving our knowledge of MWP-1A would further our understanding of the
interaction between the ice sheets, oceans and atmosphere on Earth.
Uncertainties in the past ice history also affect our knowledge of the present day climate. Estimates
of present day mass-loss from ice sheets are typically calculated from satellite gravity measurements;
however, such measurements also depend on the Earth’s continued isostatic adjustment due to ice
mass loss over the last glacial cycle. As a consequence, estimates of present day ice mass loss can vary
considerably and have significant uncertainties, often of the same order as the estimate itself (e.g.,
Chen et al., 2009; Velicogna, 2009; Zwally & Giovinetto, 2011; King et al., 2012; Ivins et al., 2013;
Van der Wal et al., 2015). Therefore, in order to estimate accurately the ice melt that is currently
occurring, and so further our knowledge about the Earth’s response to present climate, it is necessary
to improve our knowledge of the Earth’s ice history and viscosity structure.
Finally, constraining aspects of earthquake afterslip, such as the temporal and spatial evolution
and the moment release, provides insight into some aspects of the earthquake cycle such as fault
frictional behaviour (Miyazaki et al., 2004; Barbot et al., 2009).
1.2.3 Approaching the post-seismic and post-glacial inverse problems
An inverse problem involves using some measurements of a process to learn about the model parameters
that govern it. In the case of post-seismic and post-glacial deformation, the parameters are typically the
rheological structure of the Earth and the processes’ respective forcings. The typical inverse problem
is to seek model parameters which fit some given data, and there are several ways to approach this
problem.
One way to tackle an inverse problem is to run a suite of forward models with different model
parameters and assess how well each fits the data. This works particularly well if the main aim is to
find a model which fits the data, and it has the advantage that the entire misfit surface is mapped
for the parameters chosen. However, as discretisation of the model space is required, which may not
capture the full range of true models, it is likely that any uncertainties will be underestimated. A
further drawback is that the number of forward calculations required scales exponentially with the
number of model parameters and so this method can quickly become unfeasible. As a result, studies
which use such grid-search methods to investigate the Earth’s viscosity structure typically split it into
a handful of homogeneous layers – e.g., Lambeck et al. (2014) and Nakada et al. (2015) in the post-
glacial case and Diao et al. (2014) and Nishimura & Thatcher (2003) in the post-seismic case, with the
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latter considering a viscoelastic half space rather than a defined layer. The effects of lateral viscosity
variations are also sometimes considered, though often only on a regional scale (e.g., Milne et al.,
2018), and typically with large homogeneous areas. Such discretisation naturally raises questions of
how such a best-fitting structure relates to the true continuously heterogeneous Earth.
There are a few possible ways to reduce the number of forward calculations required. One would
be to use a sampling algorithm such as Markov Chain Monte Carlo, which reduces the number of cal-
culations required to build up an accurate picture of the misfit surface. However, the number required
is still usually prohibitively high for many applications. In some studies of post-seismic deformation,
the number of calculations has been limited by only varying a few parameters simultaneously (Freed
et al., 2017) or by considering misfits in only a small region to find the best-fitting viscosity in that
area (Li et al., 2017b). While such alterations can be sufficient to make the problem tractable in some
cases, the number of parameters that can be considered is still limited. Li et al. (2018), when studying
GIA, invert for a simple scaling between s-wave speed and viscosity structure, which limits the num-
ber of parameters they consider to two whilst retaining a continuous viscosity structure; however, this
assumes firstly that the seismic velocity structure is correct and secondly that there exists a direct
relationship between the two properties. In the context of ice sheet history, Tarasov & Peltier (2004)
used a limited number of parameters to describe the Laurentide ice sheet. They applied an ice sheet
evolution model to ensure the physicality of their results, but it could be argued that the number of
parameters was not sufficient to capture all the details. To summarise, whilst grid-search methods
offer a number of directions for investigating the post-seismic and post-glacial inverse problems, we
would like to consider other methods so that we can explore models with higher, or even infinite,
dimensions and develop more understanding of the uncertainties involved.
An alternative is to use gradient-based optimisation to update the model iteratively and approach a
minimum of the misfit surface. In order to do this, we require a method of calculating the derivative of
the misfit with respect to the model parameters. One way is to use finite-differencing methods, whereby
derivatives are constructed by perturbing each of the model parameters in turn and calculating the
change in misfit. This method has commonly been used in GIA studies, particularly in inversions for
the radial viscosity structure (e.g., Peltier, 2004; Lau et al., 2016). The number of forward calculations
required to construct the derivative increases only linearly with the number of model parameters;
however, this still makes calculations with large numbers of model parameters, particularly in three-
dimensional earth models, difficult.
The adjoint method (discussed further in section 1.3.3) provides an alternative way of calculating
the derivatives, and requires just one solution of the forward problem and one of the so-called adjoint
problem in order to construct the entire derivative. Typically, the adjoint problem is very similar
to the forward problem and so the adjoint method provides significant advantages over the methods
discussed above. The adjoint method originated in control theory (Lions, 1970) and since then has
had applications in many fields. Tarantola (1984) first used the method in solid Earth geophysics,
applying it to acoustic wave propagation, and other seismological applications were presented over the
following two decades (e.g., Mora, 1987; Crase et al., 1990; Pratt, 1999). There was also limited use in
other areas, such as mantle convection (Bunge et al., 2003). The method rose to prominence in solid
Earth geophysics through Tromp et al. (2005), by which time computational advances had made the
use of the adjoint method in the full seismological elastic problem possible. Since then, it has been
used extensively in global seismology (e.g. Fichtner et al., 2009; Tape et al., 2009; Zhu et al., 2012;
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Chen et al., 2013) as well as other fields, such as geomagnetism (Li et al., 2011) and mantle convection
(Li et al., 2017a).
Having a method to calculate derivatives also allows derivatives of other measurements, not just
a data misfit function, to be considered. For example, the derivative of a particular piece of data
provides insight into the sensitivity of the measurement to different parts of the model, and can help
with resolution quantification. These have also been calculated in the context of GIA using finite
differencing for one-dimensional (e.g., Lau et al., 2016) and three-dimensional (e.g., Paulson et al.,
2005) viscosity structures, as well as for ice sheet history (Mitrovica et al., 2018). Again, this method
requires discretisation of the model space with a limited number of model parameters, particularly
in the case of a three-dimensional viscosity structure, but the adjoint method provides a significantly
more efficient alternative.
1.2.4 Further constraints on post-seismic and post-glacial parameters
As well as using GIA data to constrain ice sheet histories, it is also possible to use geological data on
ice extent and thicknesses. Such data is often combined with ice sheet modelling in order to build a
physically sensible model (e.g., Clark et al., 1996; Whitehouse et al., 2012).
As mentioned above, mantle convection is affected by the viscosity structure. Therefore, the
viscosity structure of the Earth can be investigated using measurements of mantle convection such
as surface plate velocities, the geoid and dynamic topography (e.g., Hager, 1984; Forte & Peltier,
1987; King & Masters, 1992; Corrieu et al., 1994; Panasyuk & Hager, 2000; Čadek & Fleitout, 2003;
Rolf et al., in press). To what extent we expect a viscosity obtained in this manner to match those
obtained from post-seismic or post-glacial deformation remains unclear, due to the different time-scales
of the processes; however, it has been argued that mantle convection and post-glacial observations can
be matched simulataneously without needing to invoke transient or non-linear rheologies (Forte &
Mitrovica, 1996).
1.3 Methods
1.3.1 The spectral element method
Throughout this work, we expand the fields as a function of depth using a radial mesh and expand
laterally using spherical harmonics (see section 1.3.2). For the radial mesh, we use the spectral element
method (e.g., Patera, 1984; Komatitsch & Tromp, 1999).
Using this method, the radius, r, is split into ns elements, Ωb, for 1 ≤ b ≤ ns. Each of these
contains a number of control nodes, nc, which are the locations at which the parameters and fields
are stored. The upper boundary of one element coincides with the lower boundary of the next. There
exists a unique mapping to each radial element from a reference element, which is defined in terms of
the coordinate ξ with −1 ≤ ξ ≤ 1. The radial elements are defined in terms of the nc control nodes
located at ra = r(ξa) for 1 ≤ a ≤ nc and nc shape functions, Na(ξ) for 1 ≤ a ≤ nc. The relationship






The shape functions are Lagrange polynomials of degree nl = nc − 1 which we write as ℓnlα . They
satisfy
ℓnlα (ξβ) = δαβ , (1.2)
where δ is the Kronecker delta.
We will now expand some of the required fields using this formulation. First, the control nodes ξα
for 0 ≤ α ≤ nl are chosen to be the nl + 1 Gauss-Lobatto-Legendre points, which are the roots of
(1− ξ2)P ′nl(ξ) = 0, (1.3)
where P ′nl is the derivative of the Legendre polynomial of degree nl. A scalar field can be expressed


















where ∂r∂ξ is the Jacobian for the particular radial element. It can also be shown that the integral with
respect to r over a particular element Ωb is given by
∫
Ωb















where wα is the weight associated with the ξα Gauss-Lobatto-Legendre point.
We take nc = 5 and choose Ns by considering the wavelength of the expected deformation and by
ensuring all internal discontinuities lie on an element boundary.
1.3.2 Generalised spherical harmonics
At a particular depth, we expand the fields in terms of generalised spherical harmonics (Phinney &







where Y Nlm are the generalised spherical harmonics defined in appendix C of Dahlen & Tromp (1998)
and here, and in what follows, the summation is over integer values for 0 ≤ l ≤ ∞ and −l ≤ m ≤ l. In
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(θ̂ − iφ̂), (1.9)




(θ̂ + iφ̂), (1.11)
defined relative to the basis vectors in spherical polar coordinates. The so-called contravariant com-




(uθ + iuφ), (1.12)
u0 = ur, (1.13)
u+ = − 1√
2
(uθ − iuφ). (1.14)













lm êα ⊗ êβ, (1.16)
where ⊗ is the tensor product.
We include further expansions in the main chapters of this work as required.
1.3.3 The adjoint method
When considering the inverse problem, a simple approach is to calculate derivatives using a finite
differencing method (e.g., Mitrovica & Peltier, 1991; Paulson et al., 2005). For an n-dimensional
parameter space, construction of the derivative using such a method requires n + 1 solutions of the
forward problem. For laterally varying earth models, which require a large number of model parameters
and time-consuming forward calculations, it clearly becomes prohibitively computationally expensive
to calculate kernels in this way. In contrast, the adjoint method allows the exact derivative to be
constructed using just one solution of the forward problem and one of the corresponding adjoint
problem, even for an infinite-dimensional model space. Here, we will briefly present the theory of the
adjoint method and illustrate it schematically.
We consider an observable, J , of which we wish to calculate the derivative with respect to a
model parameter. This will typically be a function of the forward variables, u (displacement), φ
(gravity perturbation) and, in the post-glacial case, SL (sea level), but may also involve an explicit
dependence on model parameters (for example, through a regularisation term). We call J the objective
functional, and, schematically, can write J(u, p) where u represents the forward variables and p the
model parameters. As the forward variables depend on the model parameters through the equations
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of motion, we can define the reduced objective functional through
Ĵ(p) = J(û(p), p), (1.17)
where û(p) is the value of u obtained for a given p. It is the derivative of this reduced objective
functional with respect to p that we wish to calculate. We will write this derivative as DĴ , and it is
defined such that
Ĵ(p+ δp) = Ĵ(p) + 〈DĴ(p), δp〉 +O(δp2), (1.18)
where 〈·, ·〉 is an appropriate inner product. From this definition, δĴ(p), the linearised change Ĵ(p)
due to a perturbation of p, is given by
δĴ(p) = 〈DĴ(p), δp〉. (1.19)
However, this derivative is difficult to calculate directly. Instead, we calculate the derivative of the
objective functional J(u, p) subject to the constraint that the forward variables are solutions of the
equations of motion. For the class of problems we wish to consider, these constraints can be written
schematically as a(u, p) = 0 for all p. Therefore, in order to calculate DĴ(p), we introduce a Lagrangian
functional
L(u, u†, p) = J(u, p) + 〈a(u, p), u†〉, (1.20)
where u† is a Lagrange multiplier used to enforce the constraint a(u, p) = 0. It can be shown (e.g.,
Tröltzsch, 2005, and outlined below) that
DĴ(p) = DpL(u, u
†, p), (1.21)
provided
DuL = 0, (1.22)
Du†L = 0, (1.23)
where DpL is the partial derivative of L with respect to p, and similarly for DuL and Du†L.
This can be proved as follows. Expanding equation (1.20) in terms of u (and retaining only first
order terms after the first line), we find
L(u+ δu, u†, p) = J(u+ δu, p) + 〈a(u+ δu, p), u†〉 (1.24)
≈ J(u, p) + 〈DuJ(u, p), δu〉 + 〈a(u, p) +Dua δu, u†〉 (1.25)
= L(u, u†, p) + 〈DuJ(u, p), δu〉 + 〈Dua δu, u†〉 (1.26)
= L(u, u†, p) + 〈DuJ(u, p) + (Dua)∗ u†, δu〉 (1.27)
≡ L(u, u†, p) + 〈DuL(u, p), δu〉, (1.28)
where ∗ indicates the adjoint of an operator. We can therefore see that
DuL = DuJ + (Dua)
∗ u†, (1.29)
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and so, provided equation (1.22) holds and assuming Dua is invertible, we find
u† = −(Dua)−∗DuJ, (1.30)
where −∗ indicates the inverse of the adjoint. We can similarly expand equation (1.20) in terms of p
to give
L(u, u†, p+ δp) = J(u, p + δp) + 〈a(u, p + δp), u†〉 (1.31)
≈ J(u, p) + 〈DpJ, δp〉+ 〈a(u, p) +Dpa δp, u†〉 (1.32)
= L(u, u†, p) + 〈DpJ, δp〉 + 〈Dpa δp, u†〉 (1.33)
= L(u, u†, p) + 〈DpJ + (Dpa)∗ u†, δp〉 (1.34)
≡ L(u, u†, p) + 〈DpL, δp〉, (1.35)
and so
DpL = DpJ + (Dpa)
∗ u†. (1.36)
Using equation (1.30), we therefore see that
DpL = DpJ − (Dpa)∗ (Dua)−∗ DuJ. (1.37)
We need to show that this result is equal to DĴ . Using the chain rule, it is clear that
Ĵ(p+ δp) = J(û(p+ δp), p + δp) (1.38)
≈ Ĵ(p) + 〈DĴ(p), δp〉 (1.39)
= Ĵ(p) + 〈DuJ,Dpû δp〉+ 〈DpJ, δp〉 (1.40)




Provided equation (1.23) holds, we have a(u, p) = 0 for all p. Expanding this with respect to p, we
find
a(û(p+ δp), p + δp) ≈ a(û(p) +Dpû(p) δp, p + δp) (1.43)
≈ a(u, p) +Dua(u, p)Dpû(p) δp +Dpa(u, p) δp (1.44)
= [Dua(u, p)Dpû(p) +Dpa(u, p)] δp (1.45)
= 0. (1.46)
Therefore
DuaDpû+Dpa = 0, (1.47)
and upon rearranging, we find
Dpû(p) = −(Dua)−1Dpa. (1.48)
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Substituting this into equation (1.42) gives
DĴ = DpJ − (Dpa)∗(Dua)−∗DuJ (1.49)
and so, as stated above, equation (1.21) is true provided equations (1.22) and (1.23) hold.
Evaluation of equation (1.23) will simply return the forward equations and equation (1.22) gives
the corresponding adjoint equations. Therefore, in order to calculate DĴ(p), we see that we must
1. for the given observable, write down J(u, p);
2. construct the Lagrangian using equation (1.20);
3. solve the forward equations which are given by equation (1.23);
4. solve the adjoint equations which are given by equation (1.22);
5. calculate DĴ(p) using equation (1.21). DpL(u, u
†, p) will in general be some function of the
solutions of the forward and adjoint equations.
The choice of J only changes the force terms in the adjoint equations, and so we do not have to
rederive the entire set of equations for each type of measurement.
1.3.4 The conjugate gradient method
In this dissertation, we perform several inversions to find the model parameters that best fit some
given data. In order to do this, we take an iterative approach. We calculate the derivate of the misfit
function with respect to the model parameters and use the non-linear conjugate gradient method to
update the model parameters. This is repeated until the model no longer changes significantly or a
sufficiently low value of the misfit is reached. We follow Tape et al. (2007) for the algorithmic details
of the conjugate gradient method. Using our notation, the steps are:
1. For some initial model, p0 calculate the initial misfit, Ĵ0 = Ĵ(p0) and the initial kernel (deriva-
tive), K0 = Kp(p0);
2. Set the initial descent direction, p0 = −K0;
3. Set k = 0 and, while the termination criteria has not been reached:
(a) Calculate αk, the step length (see below);
(b) Calculate the new model, pk+1 = pk + αk pk;






where 〈·, ·〉 is some suitably defined inner product;
(e) Update the descent direction, pk+1 = −Kk+1 + βk+1 pk;
(f) Set k = k + 1;
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At each iteration, αk can be calculated by performing a line search in the pk direction to find the
value which minimises the misfit in this direction. In practice, we find the minimum approximately
by assuming the misfit is quadratic with respect to αk. Again, we follow Tape et al. (2007).
Let us write
˜̂
Jk(α) = Ĵ(pk + α pk), (1.51)
g̃k(α) = 〈Kp(pk + α pk), pk〉. (1.52)
We therefore wish to find αk such that g̃k(αk) ≈ 0. We have ˜̂Jk(0) and g̃k(0), but require the value
of the function (or its derivative) at one other location in order to be able to perform a quadratic











. As we are assuming that the misfit
is quadratic with respect to αk, we can write
˜̂
Jk(α) = Aα
2 +Bα+ C, (1.53)
and so
˜̂
Jk(0) = C, (1.54)







2 +Bαtk +C, (1.56)
and αk satisfies
2Aαk +B = 0. (1.57)

























Jk(0) − ˜̂Jk(αtk) + g̃k(0)αtk
. (1.61)
1.4 The dissertation
In chapter 2, we present a new method of modelling post-seismic deformation in spherical, continuously
heterogeneous, self-gravitating and compressible earth models, which can have a variety of linear
rheologies. The method can be extended to non-linear rheologies as discussed in Crawford et al.
(2017). We show benchmarking exercises to confirm the validity of the method and its numerical
implementation. Examples of numerical calculations carried out in spherically symmetric earth models
are presented.
In chapter 3, we apply the adjoint method to the post-seismic inverse problem. We derive the
form of the sensitivity kernels for afterslip and both radial and laterally varying rheological parameters.
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Again, numerical examples are presented in spherically symmetric background models. These examples
include viscosity kernels for measurements of displacement as well as example viscosity inversions using
synthetic data. We consider the effect of data errors on the inversion results as well as presenting a
method of resolution analysis to quantify how well any obtained model is constrained.
In chapter 4, we turn our attention to the post-glacial problem. A new method for forward mod-
elling gravitationally self-consistent post-glacial sea level change in fully heterogeneous earth models
with a variety of linear rheologies is presented. Again, the method can also be extended to non-linear
rheologies. The so-called sea level equation is typically used when modelling GIA; our formulation
does not involve its use, which allows us, in chapter 5, to apply the adjoint method to the inverse
problem. Our formulation is validated through a benchmarking exercise with another GIA code. We
present numerical examples calculated in both spherically symmetric earth models and those with
laterally varying viscosity.
In chapter 5, we consider the post-glacial inverse problem. We apply the adjoint method to
calculate kernels with respect to ice sheet history, viscosity structure and initial sea level. The last of
these, whilst not usually considered part of the inverse problem, is an unknown parameter on which
measurements of GIA depend. It is common to adjust the initial sea level until the present day sea
level matches current observations; we present a method of doing so systematically using the adjoint
method. We also present numerical examples of ice sheet and viscosity sensitivity kernels calculated
in spherically symmetric earth models and, in the case of the latter, models with laterally varying
viscosity. We finally present an example of an inversion for three-dimensional viscosity structure using
synthetic data.




Forward modelling of post-seismic
deformation
2.1 Introduction
It is well known that after an earthquake the Earth continues to deform over a period of months to
years. There are three main processes that contribute to this time dependent deformation – afterslip,
poroelastic rebound and viscoelastic rebound. Afterslip is continued aseismic movement on the original
fault plane or neighbouring fault planes. Poroelastic rebound arises due to flow of fluid through rocks,
which is driven by pressure changes associated with the coseismic motion. Lastly, there is further
flow at depth due to viscoelastic relaxation in the Earth’s crust and mantle. If we can isolate the
deformation due to this final aspect, we can use measurements of the deformation to place constraints
on the viscoelastic structure of the Earth.
However, the form of the Earth’s rheology is not well known. The simplest viscoelastic rheology
is that of a Maxwell solid, which has historically been considered sufficient to explain the form of
post-seismic deformation and other viscoelastic processes such as post-glacial deformation. However,
more recent studies have argued that some measurements of post-seismic deformation show evidence
of a more complex rheology, such as a transient rheology with multiple decay times (e.g., Pollitz, 2003)
or a non-linear rheology (e.g., Pollitz et al., 2001; Freed & Bürgmann, 2004). The different orders of
magnitude of the viscosities obtained from studies post-seismic and post-glacial displacements gives
further suggestion of this.
In order to use measurements of post-seismic deformation to learn about the rheological structure
of the Earth, a method of forward modelling the process is first required. Given an earth model
and earthquake source, this enables the surface deformations to be calculated. There are, however, a
number of challenges associated this.
Firstly, it is common when forward modelling to solve the equations of motion in the Laplace
transform domain. However, this method is not well suited to lateral variations in structure nor to
radial structures that are not piecewise continuous (e.g., Fang & Hager, 1995; Han & Wahr, 1995;
Boschi et al., 1999). As the Earth’s rheological structure will be pressure and temperature dependent,
quantities that vary continuously, it would be preferable to be able to permit continuous structure
variation in the model. There is also recent evidence for the effect of lateral variations in structure
on post-seismic deformation (e.g., Pollitz, 2015). A further difficulty relates to the inclusion of self-
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gravitation. Some studies ignore its effect completely or include only an approximation to it (e.g.,
Pollitz et al., 2006; Wang et al., 2006). Another approximation that is sometimes made is that the
Earth is incompressible (e.g., Boschi et al., 2000).
In this chapter, we present a method for modelling post-seismic deformation in a fully hetero-
geneous, compressible, self-gravitating Earth, which allows for both linear rheologies with multiple
decay times and non-linear rheologies. We illustrate both the forward method with several numerical
examples using spherically symmetric earth models, but emphasise again that the theory allows for
lateral variations in model structure.
2.2 Deformation of the solid Earth
We wish to formulate the equations of motion that describe post-seismic deformation in a self-
gravitating, viscoelastic earth model. Our approach will be similar to that used in Al-Attar & Tromp
(2014) to describe post-glacial deformation, but with the addition of a body force through the stress
glut. Furthermore, whilst it is often considered sufficient to model the Earth’s response as a Maxwell
solid in the post-glacial case, we extend the equations to include other linear rheologies that are of
interest in the post-seismic case. Non-linear rheologies can be included in a similar manner through
extensions presented in Crawford et al. (2017).
2.2.1 Equations of motion
Following Al-Attar & Tromp (2014) and making use of Dahlen & Tromp (1998), Dahlen (1974) and
Tromp & Mitrovica (1999), we can formulate the equations of motion. We have an earth model
that occupies a volume M ⊆ R3 with external boundary ∂M . The model has a number of fluid
and solid regions, the former denoted by MF and the latter by MS , that are separated by smooth,
non-intersecting, closed surfaces called internal boundaries. The union of all boundaries, both internal
and external, is denoted by Σ, with the internal boundaries consisting of four subsets – ΣSS, ΣSF ,
ΣFS and ΣFF . Here, the first subscript denotes whether the region on the inside of the boundary
is solid (S) or fluid (F), and the second subscript refers to the region on the outside of the surface.
Neglecting inertial terms, the quasi-static momentum equation for a non-rotating, self-gravitating,
hydrostatically pre-stressed, compressible and laterally heterogeneous earth model is
−∇ ·T+∇(ρu · ∇Φ)−∇ · (ρu)∇Φ + ρ∇φ = −∇ · Γ, (2.1)
where u is the displacement, ρ is the density, T is the Lagrangian-Cauchy stress tensor, Φ is the
reference gravitational potential, φ is the gravitational potential perturbation and Γ is the stress glut
(Backus & Mulcahy, 1976). Φ satisfies Poisson’s equation,
∇2Φ = 4πGρ, (2.2)
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−∇ · (ρu), x ∈ MS ,
g−1φ∂nρ, x ∈ MF ,
0, x ∈ R3 \M,
(2.3)
where g is the gravitational acceleration and ∂n is the directional derivative along the outward normal
to the level surfaces of density. The stress glut is a body force that arises due to the localised failure of
the assumed constitutive relation due to a seismic source (e.g., Dahlen & Tromp, 1998). It is defined
as
Γ = Tmodel −Ttrue, (2.4)
where Tmodel is the stress defined using the assumed constitutive relation, and Ttrue is the physical
or true stress. For many applications, it is sufficient to consider the earthquake to be a point source,
for which the stress glut can be written as
Γ(x) = M δ(x − x0)H(t), (2.5)
where M is the moment tensor, x0 the hypocentral location and H(t) is the Heaviside step function.
Finite sources can be built up by the superposition of multiple point sources.
We further need the boundary conditions for the system, which, again following Al-Attar & Tromp
(2014) but generalising to include the stress glut, are
n̂ ·T = n̂ · Γ, x ∈ ∂M, (2.6)
[n̂ ·T]+− = [n̂ · Γ]
+
− , x ∈ ΣSS, (2.7)
n̂ ·T+ = ρ−[u+ · ∇Φ+ φ]n̂+ n̂ · Γ+, x ∈ ΣFS, (2.8)
n̂ ·T− = ρ+[u− · ∇Φ+ φ]n̂+ n̂ · Γ−, x ∈ ΣSF, (2.9)
[u]+− = 0, x ∈ ΣSS, (2.10)




− ρ−n̂ · u− = 0, x ∈ ∂M, (2.12)
[
(4πG)−1n̂ · ∇φ+ ρn̂ · u
]+
−










+ [ρ]+− n̂ · u− = 0, x ∈ ΣSF, (2.15)
where + and − indicate whether a term is evaluated on the upper or lower side of a discontinuity




φ = 0. (2.16)
2.2.2 Linear viscoelasticity
In order to formulate the equations for the problem, we require a constitutive equation to specify the
relationship between stress (T) and strain (e). In this section, we will consider linear viscoelasticity.
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In Crawford et al. (2017), we demonstrate how the theory can be extended to include non-linear
viscoelasticity. For a classical, linear elastic solid, the constitutive equation is given by Hooke’s law,
T = C : e, (2.17)








In the case of an isotropic solid, equation (2.17) simplifies to
T(t) = κ∇ · u(t)I+ 2µd(t), (2.19)
where κ and µ are the bulk and shear moduli respectively and d is the deviatoric strain,
d = e− 1
3
tr(e)I. (2.20)
Extending equation (2.19) to an isotropic linear viscoelastic material using the Boltzmann superposi-
tion principle, we have
T(t) = κ∇ · u(t)I + 2
∫ t
0
µ(t− t′)ḋ(t′) dt′, (2.21)
where µ(t) is now the time-dependent relaxation function and we have neglected bulk viscoelasticity,
which is thought to be a valid simplification (e.g., Wu & Peltier, 1982). We could, however, include
bulk viscoelasticity and, more generally, anisotropy through a simple extension of the internal variables
method described below (Simo & Hughes, 1998). Integrating the second term in equation (2.21) by
parts, we find
T(t) = κ∇ · u(t)I+ 2µ0d(t) + 2
∫ t
0
µ̇(t− t′)d(t′) dt′, (2.22)
where µ0 = µ(0) is, as we will see below, a measure of the elastic response of the material. For a wide






where each term in the sum represents a Maxwell element (Simo & Hughes, 1998). We note that a
relaxation function of this form allows only for linear rheologies with discrete decay times, and so we
could not, for example, model an absorption band solid. However, the theory does include most linear
rheologies of interest, and we will next demonstrate its equivalence to the formulation in the Laplace
domain more commonly used in post-seismic literature (e.g., Piersanti et al., 1995; Pollitz, 1997).





where s is the transform parameter. It can be seen that the Laplace transform of equation (2.21) is
T̃(s) = κ∇ · ũ(s)I+ 2sµ̃(s)d̃(s), (2.25)
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Using equation (2.26), equation (2.25) becomes






We can illustrate the equivalence with several simple examples of linear rheologies commonly used in
post-seismic deformation. We shall first consider the case of a Maxwell solid. The relaxation function
of such a material is given by
µ(t) = µe−t/τ , (2.28)





Substituting equation (2.29) into equation (2.25) gives
T̃(s) = κ∇ · ũ(s)I + 2µsd̃(s)
s+ 1τ
. (2.30)
Comparing equation (2.30) to, for example, equations (6) and (7) in Peltier (1974) shows that equa-
tion (2.28) is indeed the relaxation function of a Maxwell solid.
We can further consider a Burgers body rheology, which is also commonly used in post-seismic
literature (e.g., Pollitz, 2003; Pollitz et al., 2006). This is the simplest transient rheology – it has two












Through some simple algebra (e.g., Müller, 1986), it is possible to show that equations (2.25) and
(2.32) are indeed equivalent to the more common formulation of a Burgers body rheology in the
Laplace domain (e.g., Pollitz, 2003).
Examination of equation (2.27) in the high and low s limits enables us to see the short and long
term behaviour of a linear viscoelastic material described using equation (2.23). Considering first the
situation where s ≫ 1τi ∀i (i.e., t ≪ τi ∀i), we see that in this limit, equation (2.27) becomes




and so when the inverse Laplace transform is applied, we have










If we instead consider the situation where s ≪ 1τi ∀i (i.e., t ≫ τi ∀i), we see that for deformations that
are slow relative to the relaxation times, equation (2.27) becomes




and when inverse Laplace transformed,









We therefore see that a material with shear relaxation function given by equation (2.23) behaves like a
linear elastic solid for deformations that are fast relative to its decay times and like a Newtonian fluid
for deformations that are slow relative to its decay times. Its exact behaviour on time scales between
these two limits depends on the number of terms in equation (2.23) and the relative magnitudes of
the µis and τis.
We will now discuss how we can use the form of the relaxation function given in equation (2.23) to
model linear viscoelastic materials in the time domain. This is useful for numerical calculations and
circumvents the issues with the Laplace transform method of modelling continuous variation in model
parameters (e.g., Fang & Hager, 1995; Han & Wahr, 1995; Boschi et al., 1999). We define internal









τi d(t′) dt′. (2.39)




(mi − d) = 0, (2.40)
and using this result, we can write equation (2.22) as











In order to incorporate time dependence and a viscoelastic rheology into equation (2.1), the momentum
equation, we follow the method of Al-Attar & Tromp (2014). Differentiating equation (2.1) with
respect to time and using equations (2.40) and (2.41), we obtain a rate formulation of the problem,









−∇(ρu̇ · ∇Φ) +∇ · (ρu̇∇Φ)− ρ∇φ̇ = ∇ · Γ̇. (2.43)
We can similarly differentiate equations (2.6) – (2.15) to obtain the rate formulated boundary condi-
tions. These equations, along with equation (2.40) and the initial conditions
u(x, 0) = 0, φ(x, 0) = 0, mi(x, 0) = 0, (2.44)
constitute the strong form of the problem. We now have a system of equations that implicitly give
the time derivatives u̇, φ̇ and ṁi at time t as a function of the current state u, φ, mi and Γ. We
can therefore calculate the time derivatives at a given time, and use them along with some time-
stepping scheme to calculate the state of the system at a future time. This approach is equivalent to
other time-domain methods in the geophysical literature (e.g., Hanyk et al., 1995; Zhong et al., 2003;
Latychev et al., 2005), although it differs due to the introduction of internal variables. Furthermore,
we have avoided explicitly introducing a numerical scheme for time-stepping, which allows for greater
flexibility.
2.3 Weak formulation of the post-seismic problem
In order to implement equation (2.43) and the associated boundary conditions numerically using a
finite-element-type method, we derive the so-called weak form of the problem. We can introduce test
functions u′, φ′ and m′i, where we require that
[u′]+− = 0, x ∈ ΣSS, (2.45)
[φ′]+− = 0, x ∈ Σ, (2.46)
and φ′ → 0 as ‖x‖ → ∞. Multiplying equations (2.43) and (2.40) by these test functions and








ṁ : m′ +
1
τi





Γ̇ : ∇u′ dV = 0, (2.47)








ṁ : m′ +
1
τi





Γ̇ : e′ dV = 0, (2.48)




[∇u′ + (∇u′)T]. (2.49)
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Henceforth, we will assume that the stress glut is symmetric and so we can use the weak form in
equation (2.48). As derived in appendix B of Al-Attar & Tromp (2014), A is given by
A(u, φ|u′, φ′) =
∫
MS
κ∇ · u∇ · u′ dV +
∫
MS





































ρ+gn̂ · u n̂ · u′dS +
∫
ΣFS
ρ−(φu′ + uφ′) · n̂dS −
∫
ΣSF
ρ+(φu′ + uφ′) · n̂dS.
(2.50)
We notice that A is symmetric under interchange of (u,φ) and (u′,φ′). It may be shown that all u, φ
and mi that are solutions of this weak form are also solutions of the strong form, and vice versa.
2.4 Numerical implementation in spherically symmetric earth mod-
els
To illustrate the forward method, we will consider our equations in spherically symmetric earth mod-
els. This allows the equations to be reduced to a system of one-dimensional equations in the radial
coordinate. In order to do this, we expand the fields in generalised spherical harmonics, as discussed
in section 1.3.2, which results in total decoupling of the radial expansion functions for each spherical
harmonic of degree l and order m. We therefore need only construct a radial mesh, and then solve
the radial equations using the Spectral Element Method, as discussed in section 1.3.1.
2.4.1 Generalised spherical harmonic expansions
In order to describe the displacement, we will find it useful to define the coefficients Ulm, Vlm and Wlm
such that








l(l + 1). (2.53)
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For such a displacement, we find that ∇u has components






















and so the strain, e, given by equation (2.18), has components



































































As d is a trace-free tensor, the same is true of the internal variables, mi. We can therefore write the





















where we have introduced new coefficients Milm, Nilm, Rilm, Silm and Tilm.
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2.4.2 Derivation of the weak form in generalised spherical harmonics
The expansion in generalised spherical harmonics of the first two terms in equation (2.47) is given in
appendix D of Al-Attar & Tromp (2014). Here, we will derive the form of the third term,
∫
MS
Γ : ∇u′∗ dV, (2.71)
where u′∗ will be expanded in terms of the complex conjugates of the generalised spherical harmonics.
We will first do this for a general, non-symmetric moment-tensor source and then show how the result
can be simplified in the case of a symmetric moment tensor to give the third term in equation (2.48).
For a moment tensor point source, we can write the stress glut as
Γ = Mδ(r − r0)
δ(θ − θ0) δ(φ − φ0)
sin θ
H(t), (2.72)
where M is the moment tensor of a source located at (r0,θ0,φ0) in spherical polar coordinates, and
H(t) is the Heaviside step function. A general, non-symmetric M can be expanded as
M =Mrrr̂⊗ r̂+Mrθr̂⊗ θ̂ +Mθrθ̂ ⊗ r̂+Mrφr̂⊗ φ̂+Mφrφ̂⊗ r̂ (2.73)
+Mθθθ̂ ⊗ θ̂ +Mθφθ̂ ⊗ φ̂+Mφθφ̂⊗ θ̂ +Mφφφ̂⊗ φ̂. (2.74)
Using equations (1.9) – (1.11) and rearranging, equation (2.74) becomes
M =Mrrê0 ⊗ ê0 +
1√
2
(Mrθ + iMrφ)ê0 ⊗ ê− +
1√
2




(−Mrθ + iMrφ)ê0 ⊗ ê+ +
1√
2




(Mθθ + iMθφ + iMφθ −Mφφ)ê− ⊗ ê− +
1
2
(Mθθ − iMθφ − iMφθ −Mφφ)ê+ ⊗ ê+
− 1
2
(Mθθ +Mφφ + iMφθ − iMθφ)ê− ⊗ ê+ −
1
2
(Mθθ +Mφφ − iMφθ + iMθφ)ê+ ⊗ ê−. (2.75)
We can therefore see that the components of M in the canonical basis are
















(−Mθθ −Mφφ ± iMφθ ∓ iMθφ). (2.80)
In the canonical basis, equation (2.71) can be expanded as
∫
MS
Γ : ∇u′∗ dV =
∫
MS
(Γ−−∂−u′∗− + Γ−0∂−u′∗0 + Γ−+∂−u′∗+ + Γ0−∂0u′∗− + Γ00∂0u′∗0
+ Γ0+∂0u′∗+ + Γ+−∂+u′∗− + Γ+0∂+u′∗0 + Γ++∂+u′∗+) dV. (2.81)
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Using equations (2.54) – (2.58), (2.72) and (2.76) – (2.80), and after some rearrangement, we find that
∫
MS


























































(Mθθ − iMθφ − iMφθ −Mφφ)(V ′∗lm − iW ′∗lm)Y +2∗lm
}
H(t) δ(θ − θ0) δ(φ − φ0) δ(r − r0) dθ dφ dr, (2.82)
where IS is the set of all radii within solid regions. Considering the definition of the generalised
spherical harmonics, we can see that (Dahlen & Tromp, 1998)
∫
Ω







where we have defined our coordinate system such that φ0 = 0 and θ0 = 0. Substituting equation (2.83)
into equation (2.82), we have
∫
MS























































H(t) δ(r − r0) dr. (2.85)
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For a symmetric moment tensor, as would usually be the case, this reduces to
∫
MS
Γ : ∇u′∗ dV =
∫
MS







































































H(t) δ(r − r0) dr.
(2.86)
2.4.3 Details of implementation
Our equations are implemented in an earth model with a solid elastic inner core, a compressible
inviscid outer core, a viscoelastic mantle with a linear rheology of the form given in equation (2.23)
and an elastic lid. Our implementation allows for discontinuities between model layers, but also
for continuous variation in model parameters within these layers. This is in contrast to the more
common implementation in the Laplace domain, for which problems arise unless the model is piecewise
continuous (e.g., Fang & Hager, 1995; Han & Wahr, 1995; Boschi et al., 1999).
At each time point, we use the current fields to calculate their time derivatives by solving equa-
tion (2.48) and time step using an explicit second order Runge-Kutta integration scheme (e.g., Press
et al., 1986). The time step is taken to be half the shortest decay time in the model, which is sufficient
for numerical stability and to obtain the desired level of accuracy.
Unless otherwise stated, in the examples below our source is a thrust fault earthquake at 15 km
depth, striking North and with a dip of 30◦. Our source is an approximation to a point source - its
spatial distribution is a delta function in θ and φ, but a Gaussian with a standard deviation of 2.0 km
in the radial direction. This is chosen for convenience, and we note that it would be possible to choose
any other radial function. We use the elastic structure of the Preliminary Reference Earth Model
(PREM) (Dziewonski & Anderson, 1981), with a 19 km thick elastic lid and a viscosity of 6×1018 Pa s
from below this layer to a depth of 400 km, 5 × 1020 Pa s from a depth of 400 km to 670 km and
5× 1021 Pa s from 670 km to the core-mantle boundary. The shallowest viscosity is taken from Huang
et al. (2016), and the deeper values are common in post-glacial simulations; however, the post-seismic
displacements are unlikely to be sensitive to these deeper viscosities. In general, we use a Maxwell
solid rheology, though we include an example using a Burgers body rheology. We note again that
the theory described allows for other linear and non-linear rheologies, although the latter necessarily
introduces lateral heterogeneity into the problem due to the dependence of the effective viscosity on























Figure 2.1: Comparison of the initial values of the displacement coefficients Ulm, Vlm and Wlm for
l = 5 and m = 2 for both analytic and numerical solutions. The analytic solutions are derived using
propagator matrix methods. The source is as described in section 2.4.3 and the earth structure as in
section 2.4.4. The solutions obtained by the different methods agree very well.
2.4.4 Comparison with analytic solutions
In order to benchmark the code, we compared our numerical solutions to those obtained analytically
in a few specific cases. For a non-self-gravitating, spherically symmetric earth model, it is possible
to derive an analytic solution for some simple models. This can be done using propagator matrix
methods (Gilbert & Backus, 1966; Woodhouse & Deuss, 2007; Al-Attar & Woodhouse, 2008). The
source has the same form as described above, except that it is a delta function in the radial direction.
We obtained analytic solutions for the initial values of the Ulm and Vlm coefficients and time-dependent
values of the Wlm coefficients for a homogeneous elastic structure – the parameters from the base of
the mantle to the surface are equal to the values at a depth of 19 km in PREM. The viscosity is
6× 1018 Pa s throughout the entirety of the mantle. These solutions were compared to the numerical
solutions for the earthquake described above for many values of l and m, and were found to agree to
within numerical precision, except within the vicinity of the source where the fact the numerical source



























Figure 2.2: Comparison of the analytic and numerical solutions for the time dependence of the value
at the surface of the displacement coefficients Wlm for l = 5 and m = 2, and l = 20 and m = −2.
These coefficients have zero real part due to the geometry of the source. The analytic solutions are
derived using propagator matrix methods. The source is as described in section 2.4.3 and the earth
structure as in section 2.4.4. The solutions obtained by the different methods agree very well.
2.4.5 Comparison with Laplace domain code
Our code was further compared to an existing Laplace domain code, based on Wu & Peltier (1982),
which models post-glacial deformation. For this case, we must replace the stress glut term in equa-
tion (2.48) with a term that represents a surface load; from Al-Attar & Tromp (2014), this term
is ∫
∂M
(∇Φ · u′ + φ′)σ̇ dS, (2.87)













Y 0l0(θ, φ), (2.88)
for t ≥ 0, where lmax = 256 and L = 100. Its value as a function of latitude is shown in figure 2.3.
For this test, we used an earth structure with a 120 km thick elastic lid, a viscosity of 5 × 1020 Pa s
in the upper mantle and a viscosity of 5× 1021 Pa s in the lower mantle. Figure 2.4 shows the radial
displacement and the gravity perturbation calculated by the two codes initially and 10000 years after
the load was added. We can see that the two codes agree very well, with any differences of order 1%,
in spite of the significant differences in the numerical implementations.
2.4.6 Numerical examples
In figure 2.5, we show the surface displacement at two different times for the earthquake and earth




















Figure 2.3: Axially symmetric surface load given by equation (2.88) used to compute the displacements
in figure 2.4.
ments for a slice through the Earth for the same earthquake.
Figure 2.7 shows the horizontal displacement at the epicentre for both a Maxwell solid and Burgers
solid mantle rheology. The parameters of the Burgers body relaxation function (equation (2.31)) are
chosen such that the two rheologies have the same shear modulus (given by equation (2.35)) and
long-term viscosity (equation (2.38)) and so, as the figure shows, the displacements will have the same
initial value and long-term gradient. Using parameters similar to those found by Pollitz (2003), we
have chosen µ1 = µ2 and τ1 = 30τ2.
2.5 Conclusion
In this chapter, we have presented a new method for modelling post-seismic deformation in a com-
pressible, self-gravitating and laterally heterogeneous earth model that can have a variety of linear
rheologies as well as continuous variation in structure. Non-linear rheologies can also be considered
through extensions discussed in Crawford et al. (2017). Example forward calculations are shown for
earth models with a spherically symmetric structure. One of the main advantages of this new formu-










































Radial displacement (Rate formulation code)
Radial displacement (Laplace domain code)
Geoid anomaly (Rate formulation code)
Geoid anomaly (Laplace domain code)














































Radial displacement (Rate formulation code)
Radial displacement (Laplace domain code)
Geoid anomaly (Rate formulation code)
Geoid anomaly (Laplace domain code)
(b) t = 10000 years
Figure 2.4: The radial displacements and geoid anomalies as a function of latitude computed using the
approach of this study and a code based on Laplace domain methods (see section 2.4.5). The green
and red points are associated with the left axes, whereas the blue and pink are associated with the
right. The force is an axially symmetric surface load shown in figure 2.3 and given by equation (2.88).




-60 -40 -20  0  20  40  60













































(a) Initial vertical and horizontal displacements
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(b) Change from the initial displacements after 20 years
Figure 2.5: The surface displacements due to the dip slip earthquake described in section 2.4.3 at
15 km depth. The initial displacement is shown in (a) and the change from this displacement 20
years after the earthquake in (b). The colour gives the vertical displacement and the arrows show the
direction and size of the horizontal displacement.
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(b) Change from the initial displacement after 20 years
Figure 2.6: The displacements at depth due to the dip slip earthquake described in section 2.4.3 at
15 km depth. The initial displacement is shown in (a) and the change from this displacement 20 years
after the earthquake in (b). The colour gives the magnitude of the displacement and the arrows show
the direction and relative magnitude of the displacement. There is no displacement perpendicular to



























Time after earthquake/ years
Maxwell solid
Burgers solid
Figure 2.7: The horizontal displacement at the epicentre due to the earthquake described in sec-
tion 2.4.3, for a Maxwell solid rheology and a Burgers solid rheology. The parameters for the latter
are described in section 2.4.6. With the Burgers body, there is a rapid change in displacement initially,




Inverse modelling of post-seismic
deformation
3.1 Introduction
In the previous chapter, we discussed how we could model post-seismic deformation in an earth model
with a given structure. We will now turn our attention to the inverse problem – using measurements
of post-seismic deformation to make inferences about the structure of the Earth.
One of the main difficulties associated with the post-seismic inverse problem is that of non-
uniqueness. It is clear that due to the multiple processes contributing to the deformation and the
wide variety of rheological structures possible, there will be many scenarios that yield essentially the
same surface deformation. As an example of this, Freed et al. (2006) lists the variety of mechanisms
that have been suggested by different studies to have caused the time-dependent surface deformation
after the 1992 Landers earthquake. A variety of combinations of afterslip, poroelastic rebound and
different rheological structures were all found to fit the data. This non-uniqueness emphasises the
need for evaluating which features of any model obtained are robust.
When performing an inversion from post-seismic data, most studies invert for a very small number
of parameters and perform a grid-search to find the best-fitting values of these parameters (e.g., Diao
et al., 2014; Huang et al., 2016; Han et al., 2016). This limits the range of models that can be
explored, and so raises questions of the physical significance of the features, such as discontinuities, of
these models. A wider variety of models could be included by increasing the number of parameters,
but this would also increase computation time.
Another approach is to use gradient-based optimisation methods where the gradient of the misfit
with respect to model parameters is calculated and used to lower the misfit iteratively (e.g., Nocedal &
Wright, 1999). A common way to calculate such gradients is to use finite difference methods, although
this can also become computationally unfeasible for large numbers of model parameters. The adjoint
method (e.g., Lions, 1970) provides a more efficient way of calculating the gradient, and has been used
for a number of geophysical applications (e.g., Bunge et al., 2003; Tromp et al., 2005; Li et al., 2011;
Al-Attar & Tromp, 2014). The exact gradient can be calculated with just one solution of the forward
problem and one of the corresponding adjoint problem.
In this chapter, we consider the post-seismic inverse problem and present the first application
of the adjoint method to this process in order to calculate sensitivity kernels and perform viscosity
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inversions. We include illustrative examples calculated with respect to a spherically symmetric earth
model with a Maxwell rheology, but, as in the previous chapter, the theory allows for lateral variations
as well as transient and non-linear rheologies.
As discussed in section 1.3.3, in order to use the adjoint method we must form the Lagrangian,
derive the adjoint equations and derive the form of the sensitivity kernels.
3.2 The Lagrangian
The Lagrangian for the post-seismic problem is

























where J is the chosen observable and the remaining terms are the time-integrated weak form of the
post-seismic problem, as given in equation (2.48) with A defined as in equation (2.50). We note that
we are ignoring any possible explicit dependence of J on a model parameter, which is sufficient for
our purposes, but could be trivially included if desired.
3.3 Deriving the adjoint equations
We will now derive the adjoint equations for our post-seismic problem. The solutions to these and the
forward equations can then be used to calculate the derivatives needed for the inverse problem.
We find that equation (1.23) simply returns equation (2.48) (with our test functions u′, φ′ and m′i


























(ḣu · δu+ ḣφδφ) dS dt = 0, (3.2)






(ḣu · δu+ ḣφδφ) dS dt. (3.3)
Here, ḣu is the Fréchet kernel of J with respect to u, and ḣφ is the Fréchet kernel of J with respect
to φ. It will now be useful to define the adjoint variables
u†(t) = u′(t1 − t+ t0), (3.4)
m
†
i (t) = m
′
i(t1 − t+ t0), (3.5)
φ†(t) = φ′(t1 − t+ t0), (3.6)
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and adjoint tractions
h†u(t) = hu(t1 − t+ t0), (3.7)
h†φ(t) = hφ(t1 − t+ t0). (3.8)









δm : ṁ† +
1
τi





(ḣ†u·δu+ḣ†φδφ) dS = 0,
(3.9)
where the forward variables are evaluated at time t whereas the adjoint variables are evaluated at time
t1 − t+ t0. The adjoint variables satisfy the initial conditions
u†(x, 0) = 0, φ†(x, 0) = 0, m†i (x, 0) = 0, (3.10)
which arise from the requirement that the boundary terms created by integrating by parts to obtain
equation (3.9) vanish. This constitutes the weak form of the adjoint problem, where δu, δφ and
δmi act as the time-independent test functions. We notice that this equation is identical in form to
equation (2.48) with the exception that the force term is now dependent on the form of J through
the adjoint tractions h†u and h
†
φ. This means we can use the same numerical code to solve both the
forward and adjoint equations.
3.4 Sensitivity kernels
We now wish to use the solutions of the forward and adjoint equations to calculate how J changes
in response to a change in a given model parameter. We will first consider the sensitivity of a
particular surface measurement to changes in the model parameter and in this case, J will be the
chosen measurement. We could, for example, choose J to be the displacement in a given direction at
a time ts and at a point (θs, φs) on the surface and so it will be given by







u(R, θ, φ) · d̂ δ(θ − θs)δ(φ − φs)
sin θ
δ(t− ts) dθ dφ dt, (3.11)
where d̂ is the unit vector in the direction of the displacement measurement, R is the radius of the
Earth and t0 ≤ ts ≤ t1. The adjoint tractions will therefore be
h†φ(t) = 0, ḣ
†
u(t) = d̂
δ(θ − θs)δ(φ − φs)
sin θ
δ(t1 − t+ t0 − ts). (3.12)
Calculation of sensitivity kernels gives insight into what can be learnt about the Earth from individual
surface measurements. We will consider such applications further in section 3.4.3. In the following
subsections, we will derive the form of the sensitivity kernels for viscosity and the time-dependence of




When calculating the sensitivity of surface measurements to viscosity, it will be useful to consider








where ηi = µiτi is the ith component of the viscosity, δηi is the change in this component and Kηi
is the derivative of Ĵ with respect to ηi, which is commonly known as the sensitivity kernel. We will
consider changes in ηi due to changes in τi only, and so assume the elastic structure does not change.


















[d(t)−mi(t)] : [d†(t1 − t+ t0)−m†i (t1 − t+ t0)] dt. (3.15)
We note that equation (3.15) gives the sensitivity to the ith component of the viscosity, ηi = µiτi;
however, we can calculate the total viscosity sensitivity kernel by summing the individual contributions.
We can therefore use the solutions of the forward and adjoint equations and equation (3.15) to
calculate the sensitivity kernel at all spatial positions in the Earth. However, for some applications, it
will also be useful to calculate the sensitivity to viscosity as a function of depth only. We shall denote











[d(t)−mi(t)] : [d†(t1 − t+ t0)−m†i (t1 − t+ t0)] r2 dS dt, (3.16)
where S2 is the unit two-sphere.
3.4.2 Stress glut kernels









: δΓ̇ dV dt. (3.17)
We note that, given the form of equation (3.1), it is preferable to calculate the kernel with respect to










= −e†(t1 − t+ t0), (3.19)
where e† is the strain of the adjoint field (c.f. Tromp et al. (2005)).
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3.4.3 Viscosity inversions
We will now define J to be the misfit between given displacement data and displacements calculated
from our forward model. We wish to minimise this misfit in order to find the earth model that
provides the best fit to our displacement data. Suppose we have displacement data at N locations
on the surface, with these locations given by xi for 1 ≤ i ≤ N . At each location, there are Ni
measurements that each give the displacement at a particular time in a particular direction. Thus
uobsij is the datum for the displacement at location xi and time tij and in direction d̂ij . We can then








[u(xi, tij) · d̂ij − uobsij ]2 (3.20)
where for simplicity, we ignore potential data errors. We note that we could include regularisation
in the inversion by adding a term to J with an explicit dependence on model parameter, but its
contribution to the gradient can be calculated directly. Perturbing equation (3.20) with respect to u,
we find that the adjoint tractions are







d̂ij[u(R, θ, φ) · d̂ij − uobsij ]
δ(θ − θi)δ(φ − φi)
sin θ
δ(t1 − t+ t0 − tij). (3.21)
We see that the adjoint traction, ḣ†u(t), in this case is simply the sum of the viscosity kernel tractions
for the individual measurements weighted by the difference between the observed and calculated












where Kijηk is the kernel associated with the kth viscosity component for a measurement made at
location xi and at time tij of the displacement in the direction d̂ij . The gradient of the misfit, gk,














[u(R, θ, φ) · d̂ij − uobsij ]Kijηk . (3.24)
We can also write the gradient of the misfit with respect to changes in viscosity as a function of depth
only. This will be a function of the radial kernels, K
ij
ηk










We can also use the adjoint method to investigate the resolution of a model obtained from a viscosity
inversion. We wish to quantify which parts of the model a given measurement, or set of measurements,
35
can constrain, and how accurately it can do so given a level of uncertainty in our surface measurements.









where ui is the ith surface measurement with sensitivity kernel Ki, and IS is the set of radii within
solid regions. Here we are assuming a Maxwell solid rheology, but the method could be extended by





where δu is a vector of all the surface measurements and A is a linear operator from the model to data
space constructed from the sensitivity kernels. Given N measurements, we can calculate a maximum
of N model parameters. However, the kernels are not necessarily linearly independent (e.g., Gilbert,
1971). A way to assess what can be resolved is to look at the singular value decomposition of A (e.g.,
Parker, 1994). A similar approach has been considered by Pollitz & Thatcher (2010) and Hines &
Hetland (2016), and has also been used for post-glacial applications (e.g., Mitrovica & Peltier, 1991).
It can be shown (e.g., Golub & van Loan, 1983) that for any real matrix A, there exist orthogonal
matrices, L and R, such that
L†AR = Λ, (3.28)
where Λ is a matrix with diagonal components only. If we let li denote the ith column of L and ri
denote the ith column of R, it is easy to see that
A†li = λiri, (3.29)
Ari = λili, (3.30)
where λi is the ith diagonal component of the matrix Λ. We say that λi, li and ri are the ith singular
value, left singular vector and right singular vector of A respectively. As L and R are orthogonal
matrices, it is clear that
〈li, lj〉 = δij , (3.31)
〈ri, rj〉 = δij , (3.32)








In the case described by equation (3.27), each left singular vector will be a vector of length N , the
number of surface measurements, whereas each right singular vector will be a continuous function of
radius. We will therefore write ri for the right singular vectors to indicate that they are continuous
scalar functions. As AA† is simply a square matrix of dimension N , we can compute its eigenvalues,
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λ2i , and eigenvectors, li, and then calculate the right singular vectors, ri, using equation (3.29). The li
will provide an orthonormal basis for the data space, and the ri provide the corresponding orthonormal
basis for a finite-dimensional subspace of the model space. We see that the measurements δu are only
affected by relative changes in model that can be spanned by the ri basis. We can now quantify how
well we can constrain each orthogonal part of the model space given by ri using the combination of
data points given in the corresponding li.
Suppose we have some surface displacement data and used the method described in section 3.5.4 to
find a solution to the inverse problem described by this data. Given that there will be errors associated
with our data, we can ask how well constrained our model is, i.e., how much we can perturb the model
whilst keeping the surface displacements within the error bounds of our data. Let us consider a




for a particular i, where b is a coefficient determining the size of the perturbation and η is the
viscosity structure obtained in the inversion. Using equation (3.30), the corresponding change in
surface displacements will be
δu = Abri = λibli, (3.36)
where A is a linear operator constructed from the sensitivity kernels calculated with respect to our
model, η. If this change in displacements leaves them within the error bounds of our data, then our
data is unable to distinguish between the original and perturbed models. Therefore, in order for a
given perturbation to be resolvable, the change in displacements must be greater than the error in the
displacements. We can denote the errors in the displacement data by the vector ǫ, which we assume
has zero mean and known covariance matrix, C, which we recall is defined such that
C = E[ǫ⊗ ǫ], (3.37)
where E[·] is the expectation and ⊗ is the tensor product. It then follows that
E[||ǫ||2] = tr C, (3.38)










We can further use this approach to say how well our model is constrained subject to perturbations of
the form bri. Say, for example, that we wish to know which perturbations we can constrain sufficiently
well such that the viscosity at any point in the model cannot change by more than a fraction f . In
this case, we require
|b| |Ri| < f, (3.41)







and so for perturbations of the form of equation (3.35), only those with singular values for which
equation (3.42) holds are sufficiently constrained.
3.5 Numerical implementation in spherically symmetric earth mod-
els
In order to illustrate the inverse problem, we calculate some examples in a spherically symmetric
earth model. As described in section 2.4, we expand the fields in generalised spherical harmonics.
Expansions of the stress fields and internal variables are as in section 2.4.1. In order to implement the
adjoint tractions in equation (3.12), we also require an expansion of the delta function in generalised
spherical harmonics; discussion of this expansion for delta functions in the radial direction is given in
appendix E of Al-Attar & Tromp (2014) and in the tangential direction in the following section.
3.5.1 Smoothed horizontal delta function in spherical harmonics
We wish to find the expansion in generalised spherical harmonics of a delta function tangential to the
surface of the Earth. Without loss of generality, we will define our coordinate system such that the
delta function is in the θ̂ direction. In this case
u(θ, φ) =
δ(θ − θ′)δ(φ − φ′)
sin θ
θ̂, (3.43)
or, in the canonical basis,
u(θ, φ) =














Integrating this over the unit two-sphere with Y +∗lm and Y
−∗
lm in turn, we find that





























[Y −l,−1(θ, φ)ê− − Y +l,1(θ, φ)ê+]. (3.50)
In practice, we cannot sum to infinite l and so would have to truncate the sum in equation (3.50).












−2π l + 1
L+ 12
)
[Y −l,−1(θ, φ)ê− − Y +l,1(θ, φ)ê+], (3.51)
where L determines its width.
3.5.2 Laterally varying viscosity kernels
In order to calculate laterally varying kernels in a spherically symmetric earth model, we must
1. solve the forward equations given by (2.48) to calculate the spherical harmonic coefficients of
the forward displacement field, Ulm, Vlm and Wlm, and of the internal variables, mi;
2. solve the adjoint equations given by (3.9), with adjoint tractions from equation (3.12), to cal-





and of the internal variables, m†i ;
3. calculate the spherical harmonic coefficients of the strain fields, d and d†;
4. calculate the spatial dependence of d, d†, mi and m
†
i by expanding the spherical harmonic
representation;
5. calculate the sensitivity kernel using equation (3.15).
We calculate both the forward and adjoint fields in coordinate systems defined such that their respec-
tive sources are at the North Pole. This greatly increases computational efficiency as the spherical
harmonic coefficients are non-zero only for particular values of m. (For the forward fields, the coeffi-
cients are non-zero for −2 ≤ m ≤ 2 whereas for the adjoint fields, they are non-zero for −1 ≤ m ≤ 1
as the adjoint source is a vector quantity for point measurements.) The spatial dependence of the two
fields is calculated using the angles between the actual locations of the sources and the North Pole.
For the source and Earth structure described in section 2.4.3, we plot the kernel for two different
displacements 20 years after the earthquake – the vertical displacement at the epicentre (figure 3.1)
and the displacement to the east at a point 0.1◦ west of the epicentre (figure 3.2).
3.5.3 Radial viscosity kernels
In order to calculate the radial kernel in a spherically symmetric earth model, we can write equa-
tion (3.16) using the generalised spherical harmonics. Using the expansions of d and mi given by
equations (2.63) – (2.66) and (2.67) – (2.70) respectively, and making use of the identity (2.83), we
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(a) Kernel for varying latitude
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(b) Kernel for varying longitude
Figure 3.1: The laterally varying viscosity kernel, given by equation (3.15), for the vertical displace-
ment at the epicentre, 20 years after the earthquake. The earthquake source and earth structure are
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We see that in order to calculate the radial kernel, we must
1. solve the forward equations given by (2.48) to calculate the spherical harmonic coefficients of
the forward displacement field, Ulm, Vlm and Wlm, and of the internal variables, mi;
2. solve the adjoint equations given by (3.9), with adjoint tractions from equation (3.12), to cal-





and of the internal variables, m†i ;
3. calculate the spherical harmonic coefficients of the strain fields, d and d†;
4. calculate the sensitivity kernel using equation (3.52).
In contrast to the calculation of laterally varying kernels, we require the spherical harmonic coefficients
to be defined relative to the same coordinate system. We choose the coordinate system to be that
which places the adjoint source at the North Pole, as this minimises the number of m values for which
the spherical harmonic coefficients are non-zero. This is similar to the method used by Nissen-Meyer
et al. (2007) for calculating seismic kernels in an axisymmetric setting.
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(a) Kernel for varying latitude
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(b) Kernel for varying longitude
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(c) Kernel for a horizontal slice through the Earth at a depth of
21 km.
Figure 3.2: The laterally varying viscosity kernel, given by equation (3.15), for the displacement to
the east, 0.1◦ (≈ 11 km) west of the epicentre, 20 years after the earthquake. The earthquake source
and earth structure are as described in section 2.4.3. The value of the kernel is shown for (a) varying













































(b) Radial viscosity kernels for the displace-
ment in the φ direction (to the east)
Figure 3.3: The radial viscosity kernels, given by equation (3.16), for the displacement at different
times at the epicentre of the earthquake. The earthquake source and earth structure are as described
in section 2.4.3. The kernels shown are for (a) the vertical displacement and (b) the displacement to
the east.
In figures 3.3 and 3.4, we show several examples of radial sensitivity kernels for the earthquake
source and earth structure described in section 2.4.3. Figure 3.3 shows the kernels for vertical and
horizontal displacements at multiple times at the epicentre. Figure 3.4 shows the kernels for the
vertical and horizontal displacements at varying locations 20 years after the earthquake.
In order to emphasise that the kernels give the linearised sensitivity of a particular measurement
to change in viscosity, we compare the changes in displacement predicted by the kernel to the actual
changes in displacement due to viscosity perturbations of different magnitudes. This comparison is
shown in figure 3.5. We can see that the actual change in displacement is close to the linear kernel
prediction for perturbations of up to approximately an order of magnitude, and that above this, the
kernel is still of the correct sign, which is important for carrying out a gradient-based inversion. The
linearised nature of the kernel is further shown by the dependence of the kernel on the viscosity model
used to calculate it, as illustrated in figure 3.6.
3.5.4 Viscosity inversions
Given surface displacement data, we wish to find a radial viscosity profile that fits the data to within
error. We can again use generalised spherical harmonics to expand the fields as described in sec-
tion 2.4.3. In order to perform an inversion, we
1. calculate the surface displacements for some initial model at the locations where there are data
measurements, and calculate the misfit using equation (3.20);














































(b) Radial viscosity kernels for the displace-
ment in the φ direction (to the east)
Figure 3.4: The radial viscosity kernels, given by equation (3.16), for the displacement at varying
locations, 20 years after the earthquake. The earthquake source and earth structure are as described
in section 2.4.3. The labels give the locations of the displacements in degrees relative to the epicentre
of the earthquake. The kernels shown are for (a) the vertical displacement and (b) the displacement
to the east. The spatial dependence of the surface displacement at this time for this earthquake is as



















Actual displacement decrease in the r direction
Predicted displacement decrease in the r direction
Actual displacement decrease in the φ direction
Predicted displacement decrease in the φ direction
Figure 3.5: Comparison of the change in displacements predicted by the sensitivity kernels to the actual
changes due to viscosity perturbations of different magnitudes between 19 km and 30 km depth. The
displacement in the r direction is at the epicentre, whereas the displacement in the φ direction is 0.1◦
west of the epicentre. Both are the displacements 20 years after the earthquake. The lines show the



















(a) Two different viscosity structures for which the


















(b) Radial viscosity kernels for the same measure-
ment with two different viscosity structures
Figure 3.6: An example of the dependence of the sensitivity kernel on the background model used.
The radial viscosity kernels, shown in (b), for the vertical displacement at the epicentre 20 years after
the earthquake were calculated with the two different background models in (a).
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3. calculate the gradient of the misfit function by evaluating the weighted sum of radial kernels
given in equation (3.25);
4. calculate a model update using, for example, the conjugate gradient method (see section 1.3.4);
5. repeat steps 1 to 4 until the value of the misfit fails to decrease by some suitable amount.
In order to minimise the number of calculations required, and hence improve the computational
efficiency, the adjoint equations are solved only twice at each iteration – once with a vertical traction
and once with a horizontal. The location and orientation of the earthquake are then defined relative
to the adjoint traction for each kernel calculation.
For several models, we have calculated synthetic data for the earthquake source described in
section 2.4.3, and then inverted for viscosity structure using the method detailed above. The locations,
times and directions of the displacement data used are shown in Table 3.1. Unless otherwise stated,
the model chosen to begin the inversion was that described in section 2.4.3. Several examples of the
actual viscosity structures and results of the inversions are shown in figures 3.7 to 3.10, along with the
corresponding displacement misfits, given by equation (3.20), and viscosity misfits where appropriate.





[ηact(r)− ηi(r)]2 dr, (3.53)
where r1 is the radius of the base of the mantle, r2 is the radius of the top of the mantle, ηact is the
actual viscosity and ηi is the viscosity obtained from the inversion after the ith iteration.
Firstly, we observe that the final models obtained in the cases shown in figure 3.7 are similar, and
that both have a small final displacement misfit, despite one model having a discontinuous change in
viscosity and one having a continuous change which occurs over approximately 10 km. We therefore
conclude that, in this case, our data are unable to resolve sharp changes in viscosity, which is perhaps
unsurprising given the physics of viscoelastic relaxation.
We have also investigated the ability of the data to resolve a discontinuous change in viscosity at
different depths. In figure 3.8, we show the results of an inversion using synthetic data generated from
a viscosity structure which jumps from 1.2×1019 Pa s to 6×1018 Pa s at three different depths - 30 km,
40 km and 50 km. We see that there is a substantial difference in the inverted viscosities in the case
of the 30 km and 40 km discontinuities, and both have a low viscosity misfit. However, the inverted
viscosity in the case of the 50 km discontinuity is very similar to that of the 40 km discontinuity,
and has a significantly higher viscosity misfit, despite all three models having a very low displacement
misfit (4.1×10−6 m2, 1.2×10−5 m2 and 7.0×10−5 m2 for the 30 km, 40 km and 50 km discontinuities
respectively, the largest of which corresponds to an average error per measurement of about 2 mm).
We therefore conclude that in this case, the data struggles to resolve a change in viscosity at a depth
of 50 km. This makes sense given the form of the sensitivity kernels in figures 3.3 and 3.4, as the
kernels are very small in magnitude at depths of 50 km and below.
In order to illustrate the dependence of the inversion results on the initial viscosity structure chosen,
we have performed an inversion for the same viscous structure using two different starting models, as
shown in figure 3.9. It can be seen that the final viscosity structures in the two cases are very different,
despite convergence having occurred as the misfit is roughly constant for the last few iterations. The











































Figure 3.7: Viscosity inversions using synthetic data generated from a structure with a discontinuous
change in viscosity and a continuous change occurring over approximately 10 km. The actual viscosities
used to generate the synthetic data and final inverted viscosities are shown in (a), the former using
dotted lines and the latter using solid lines of the same colour. The corresponding displacement misfits,
given by equation (3.20), at each iteration of the inversion are shown in (b). The earthquake source













































Figure 3.8: Viscosity inversions with a viscosity discontinuity at different depths. The actual viscosities
used to generate the synthetic data and the final inverted viscosities are shown in (a), the former using
dotted lines and the latter using solid lines of the same colour. The corresponding viscosity misfits,
given by equation (3.53), at each iteration of the inversion are shown in (b). The earthquake source












































Figure 3.9: Viscosity inversions using the same synthetic data but two different starting models.
The actual viscosity used to generate the synthetic data, along with the starting viscosities and final
viscosities in the two cases are shown in (a), the former using dotted lines and the latter using solid
lines of the same colour. The corresponding displacement misfits, given by equation (3.20), in the two
















Viscosity/ 1018 Pa s
Actual viscosity
Final viscosity with no error
Final viscosity 1 with error
Final viscosity 2 with error
Final viscosity 3 with error
















Viscosity with no error
Viscosity 1 with error
Viscosity 2 with error






















Viscosity with no error
Viscosity 1 with error
Viscosity 2 with error
Viscosity 3 with error
(c) Viscosity misfits
Figure 3.10: The effect on viscosity inversions of adding errors to the synthetic data. The actual vis-
cosity and result of the inversion using the synthetic data is shown in (a) along with three inversions
where the synthetic data have had random errors added from a normal distribution with a standard
deviation of 1 cm. The corresponding (b) displacement misfits, given by equation (3.20), and (c) vis-
cosity misfits, given by equation (3.53), are also shown. The earthquake source and starting structure
for the inversion are as described in section 2.4.3.
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Table 3.1: The locations (relative to the epicentre), times and directions of displacements used in
carrying out the viscosity inversions. The displacements to the north are not used for the locations at
0◦ latitude as these displacements are zero due to the geometry of the source.
Latitude/ ◦ Longitude/ ◦ Directions Times/ years
0.0 -0.1 E, z 10, 20
0.0 0.0 E, z 10, 20
0.0 0.1 E, z 10, 20
0.1 -0.1 N, E, z 10, 20
0.1 0.0 N, E, z 10, 20
0.1 0.1 N, E, z 10, 20
Despite this, the misfits in both cases are still low enough to be virtually indistinguishable, particularly
given a reasonable level of uncertainty in any real surface displacements. However, we also notice that
in one case, the viscosity change is very steep just below the elastic layer. Such a structure may be
considered to be unphysical, and so the inversion could be improved by adding a regularisation term.
All the inversions discussed above have used synthetic data with no errors. In practice, the data
will not be error free and so we have investigated the effect of errors on a particular inversion. Having
generated synthetic data for the model shown by the green dotted line in figure 3.7a, we added random
errors from a normal distribution with a standard deviation of 1 cm. In figure 3.10, the results for
three inversions with different random errors selected from this distribution are shown. We see that
the inclusion of errors results in model structures with higher viscosity misfits, although the difference
is not obviously significant. Furthermore, we see that the final viscosity with the lowest displacement
misfit of the three with data errors does not have the lowest viscosity misfit. As mentioned previously,
adding a regularisation term could also improve these inversions.
In this section, we have investigated a variety of viscosity inversions using post-seismic data. How-
ever, these examples are intended to illustrate the potential of the adjoint method and not necessarily
to demonstrate exactly how an inversion could be carried out. We note in particular the dependence
of the inversion results on the initial structure chosen as shown in figure 3.9, and the possibility for
adding regularisation to the inversion. We further emphasise that care must be taken in the interpre-
tation of the inverted viscosity profile, particularly in the case of data errors, and will now illustrate
the resolution analysis considered in section 3.4.3 with an example.
We will consider the resolution of the example inversion in dark blue in figure 3.10. We can calculate
the sensitivity kernels for each of the surface measurements in Table 3.1 for the final model obtained in
this inversion and so construct the matrix A and calculate the matrix AA†. From equation (3.33), we
can see that the eigenvalues of this matrix will be the singular values squared and the eigenvectors will
be the left singular values. Using equation (3.29), we can then calculate the right singular vectors. The
λi are shown in figure 3.11 in order of decreasing magnitude and the right singular vectors with the
four largest singular values are shown in figure 3.12. We see that the best constrained right singular
vector (i.e., the one with the largest singular value) has its maximum amplitude at the top of the
viscoelastic region and the amplitude decays as depth increases. Furthermore, as the singular value
decreases, the associated right singular vector has a greater number of oscillations.
Let us assume, for example, that the standard deviation of the error in each surface measurement
is 1 cm, and that the errors are uncorrelated. The trace of the covariance matrix will then simply
be 0.01
√





















Figure 3.11: The singular values in order of decreasing magnitude of the matrix A whose rows are
given by the sensitivity kernels calculated for the measurements in Table 3.1 with respect to the final





















Figure 3.12: The right singular vectors, ri, with the four highest singular values, of the matrix A
whose rows are given by the sensitivity kernels calculated for the measurements in Table 3.1 with
respect to the final viscosity structure shown in dark blue in figure 3.10.
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Ri ≈ 0.03m−1/2. If we wish to find which perturbations we can constrain such that the viscosity at
any point varies by up to 10%, we find from equation (3.42) that
λi > 0.015, (3.54)
and so, by examining figure 3.11, we can say our model is resolved to within 10% subject to pertur-
bations of the form of one of the right singular vectors with the seven largest singular values.
3.6 Conclusion
In this chapter, the adjoint method has been applied to the post-seismic deformation inverse problem
for the first time. This enables efficient calculation of derivatives of measurements of the deformation
with respect to model parameters which, for this process, are the rheological structure of the Earth
and the earthquake forcing. Such derivatives have many applications, some of which are illustrated
here with further possibilities discussed in chapter 6. Numerical examples are presented in models





Forward modelling of post-glacial
deformation
4.1 Introduction
Over glacial cycles, sea level varies in both space and time due to the melting of ice sheets. The
way in which the Earth responds to such a change in surface load depends on the details of the ice
sheet history and also the structure of the Earth – in particular, its viscosity structure. It is therefore
possible to use measurements of the response, known as glacial isostatic adjustment (GIA), to learn
about both of these aspects, and there have been many such studies, from Haskell (1935) to more
recent work (e.g., Nakada & Lambeck, 1989; Mitrovica, 1996; Lambeck et al., 1998; Peltier, 2004;
Argus et al., 2012; Nakada et al., 2015; Lau et al., 2016).
In order to use measurements of GIA in this way, forward modelling must first be considered,
where, given an ice history and earth model, the response of the Earth is calculated. We require a
method of calculating the viscoelastic deformation of the Earth due to changes in ice load that includes
a number of effects. Firstly, the deformation must be coupled to sea level. A changing ice distribution
will lead to a changing water distribution, and the deformation associated with this redistribution
will alter the shape of the two surfaces that bound sea level – the solid surface of the Earth and the
gravitational equipotential surface that defines the sea surface. The impact of the Earth’s rotation
must also be considered. The evolving surface mass load will perturb the Earth’s moment of inertia
both by the direct effect of mass redistribution and by the deformation driven by this redistribution.
Therefore, the Earth’s rotation rate will change in order to conserve the total angular momentum
of the system. Such a change will result in deformation in both bounding surfaces of sea level. We
therefore require a gravitationally and rotationally self-consistent way of modelling sea level change.
It has also been shown that it is important to include the effects of shoreline migration in order to
model GIA accurately (e.g., Mitrovica & Milne, 2003). Most studies of GIA solve the forward problem
through use of the so-called sea level equation, which was introduced by Farrell & Clark (1976) with
further developments by a number of authors (e.g., Johnston, 1993; Lambeck et al., 1998; Milne &
The theory in this chapter is, in part, based on unpublished notes written by David Al-Attar and Jeroen Tromp
prior to the commencement of this PhD.
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Mitrovica, 1998; Milne et al., 1999; Mitrovica & Milne, 2003; Kendall et al., 2005). It is also common
to solve the equations of motion in the Laplace transform domain (Peltier, 1974); however, this method
is not well suited to Earth structures with lateral variations or continuous radial variations (e.g., Fang
& Hager, 1995; Han & Wahr, 1995; Boschi et al., 1999).
In this chapter, we present a method for forward modelling GIA in the time domain in compressible
and heterogeneous earth models. The evolution equations we derive can be numerically integrated
without requiring us to solve the sea level equation. We consider only a Maxwell rheology, but
the method is applicable to transient linear rheologies and non-linear rheologies through extensions
discussed in chapter 2. We note that in this chapter we do not include the rotation of the Earth; this
extension will be the subject of future work. We build on the work of Al-Attar & Tromp (2014) by
including gravitationally self-consistent sea level change. The method is illustrated with numerical
examples calculated in a spherically symmetric earth model and those that allow lateral variations in
viscosity.
We consider the viscoelastic deformation of an earth model possessing surface oceans and ice
sheets. In doing so, we follow previous work (e.g., Mitrovica & Milne, 2003; Kendall et al., 2005) in
making several assumptions. Firstly, we assume that the oceans and ice sheets are sufficiently thin
that their interaction with the solid earth can be accurately represented through an associated surface
load. Furthermore, we assume that the water surface is defined everywhere by the same gravitational
equipotential and so neglect the possibility of isolated bodies of water. We also assume that, prior
to the commencement of the deformation, the Earth is in hydrostatic equilibrium. This assumption
cannot strictly be valid if the earth model possesses lateral variations in its density structure or if
there is aspherical topography on any internal or external boundaries (Dahlen & Tromp, 1998). In
particular, a truly hydrostatic earth model would either have to be covered by a global ocean or none
at all, and so could not possess both continental and oceanic regions on its surface. However, it is
expected that the departure from hydrostatic equilibrium due to realistic lateral variations will be
small, and we therefore neglect additional terms in the equations of motion associated with deviatoric
pre-stress (Dahlen & Tromp, 1998).
The GIA problem is typically solved through the so-called sea level equation, which is generally
solved iteratively. Here, however, we present a different approach; we derive coupled evolution equa-
tions that can be numerically integrated without iteratively solving the sea level equation. This is an
advantage in itself; however, the main motivation for the development of this rate-formulation is its
suitability to the application of adjoint methods. The forward method presented in this section is valid
in compressible and laterally heterogeneous earth models. We calculate gravitationally self-consistent
sea level change, and include shoreline migration.
4.2 Deformation of the solid Earth
We first consider the equations of motion governing the response of the solid Earth to a general surface
load. In this context, the “solid Earth” is the part of the model that remains after removal of the
oceans and ice sheets; in spite of its name, this can include fluid layers within the Earth, such as a
fluid outer core. In what follows, we make extensive use of Al-Attar & Tromp (2014) and also Dahlen
(1974), Dahlen & Tromp (1998) and Tromp & Mitrovica (1999).
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4.2.1 Equations of motion
We consider the motion of the solid Earth relative to its initial, or reference, configuration at t = t0,
which we denote by M ⊆ R3 with external boundary ∂M . The material particles within this earth
model are labelled by x, their position at the initial time. The earth model has a number of fluid and
solid regions that we write as MF for the former and MS for the latter. These regions are separated
by smooth, non-intersecting, closed surfaces called internal boundaries which consist of four subsets
– ΣSS, ΣSF , ΣFS and ΣFF , where the first (second) subscript indicates whether the region on the
inside (outside) of the boundary is solid (S) or fluid (F). The union of all boundaries, both internal
and external, is written Σ. For times t ≥ t0, the deformation of the solid earth is described by
r(x, t) = x+ u(x, t), (4.1)
where r(x, t) is the spatial point now occupied by the material particle x and we call u(x, t) the
displacement. We assume that the displacement is small and so, in what follows, will consider linearised
equations of motion. We write φE(r, t) for the Eulerian gravitational potential at the spatial point
r(x, t) and time t, and decompose this field as
φE(r, t) = Φ(r) + φ(r, t) (4.2)
where Φ(r) is the gravitational potential of the reference earth model which satisfies Poisson’s equation,
∇2Φ = 4πGρ. (4.3)
φ is the gravitational potential perturbation and, to first order, φ(r, t) = φ(x, t). Following Dahlen





−∇ · (ρu), x ∈ MS ,
g−1φ∂nρ, x ∈ MF ,
0, x ∈ R3 \M,
(4.4)
where ∂n is the directional derivative along the outward normal to the level surfaces of density ρ and
g is the magnitude of the gravitational acceleration. The latter is defined through
∇Φ = gν̂, (4.5)
where ν̂ is thus the local vertical direction. We have the initial conditions u(x, t0) = 0 and φ(r, t0) =
0 which follow from the above definitions. As mentioned, we assume that the earth model is in
hydrostatic equilibrium initially. In a non-rotating earth model, this assumption implies that the level
surfaces of density ρ, pressure p and gravitational potential Φ are concentric spheres. This means that
on internal or external boundaries, we must have
∇Φ = gn̂, (4.6)
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where n̂ is the outward unit normal vector, and so the local vertical direction ν̂ coincides with n̂ on
such boundaries.
Neglecting inertial terms, the deformation due to a time-dependent surface loading, σ(x, t), satisfies
the quasi-static momentum equation, given by
−∇ ·T+∇(ρu · ∇Φ)−∇ · (ρu)∇Φ+ ρ∇φ = 0, (4.7)
where T is the incremental Lagrangian-Cauchy stress tensor and ρ is the density. We also have
boundary conditions for the system, which, following Al-Attar & Tromp (2014), are
ν̂ ·T = −σ∇Φ, x ∈ ∂M, (4.8)
[ν̂ ·T]+− = 0, x ∈ ΣSS, (4.9)
ν̂ ·T+ = ρ−[u+ · ∇Φ+ φ]ν̂, x ∈ ΣFS, (4.10)
ν̂ ·T− = ρ+[u− · ∇Φ+ φ]ν̂, x ∈ ΣSF, (4.11)
[u]+− = 0, x ∈ ΣSS, (4.12)




− ρ−ν̂ · u− = 0, x ∈ ∂M, (4.14)
[
(4πG)−1ν̂ · ∇φ+ ρν̂ · u
]+
−










+ [ρ]+− ν̂ · u− = 0, x ∈ ΣSF, (4.17)
where + and − indicate whether a term is evaluated on the outer or inner side of a discontinuity
respectively. We note that the load, σ, appears only through equation (4.8), the equation for the
traction on the surface of the Earth. We further require the gravity perturbation to tend to 0 as x
tends to infinity.
4.2.2 Linear viscoelasticity
We require a constitutive equation to describe the rheology of the viscoelastic mantle. Following
Al-Attar & Tromp (2014), for an isotropic and linear viscoelastic material with bulk modulus κ and
time-dependent shear relaxation function µ(t) we can write
T(t) = κ∇ · u(t) I+
∫ t
t0
2µ(t− t′)ḋ(t′) dt′, (4.18)
where a dot over a symbol indicates differentiation with respect to time and
d = e− 1
3
tr(e)I (4.19)




[∇u+ (∇u)T ]. (4.20)
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In equation (4.19), tr(·) indicates the trace of the matrix. For a Maxwell solid, the shear relaxation
function can be written as
µ(t) = µ0e
−t/τ , (4.21)
where µ0 is the unrelaxed shear modulus and τ is the Maxwell relaxation time. It will be useful to












(m− d) = 0. (4.23)
We can therefore rewrite equation (4.18) as
T = κ∇ · u I + 2µ0(d−m). (4.24)
From this, we can see that the deviatoric stress, τ , is given by
τ = 2µ0(d−m). (4.25)
These results can readily be extended to other linear viscoelastic materials as described in chapter 2
and non-linear viscoelastic materials as described in Crawford et al. (2017).
4.2.3 Rate formulation
In order to incorporate time dependence and a viscoelastic rheology into equation (4.7), we follow the
method of Al-Attar & Tromp (2014). Differentiating equation (4.7) and using equations (4.23) and
(4.24), we obtain






−∇(ρu̇ · ∇Φ) +∇ · (ρu̇)∇Φ− ρ∇φ̇ = 0. (4.26)
We can also differentiate (4.4) and the boundary conditions (4.8) – (4.17). These, along with equa-
tion (4.26), constitute the rate formulation in strong form of the viscoelastic loading problem.
4.3 Sea level
We now require the form of the surface load for GIA and the equations governing the time evolution
of sea level.
4.3.1 Sea level definitions
We first define ∂Mt to be the outer surface of the solid earth at time t and this is given by
∂Mt = {x+ u(x, t) |x ∈ ∂M}. (4.27)
Sea level SL(x, t) is defined at every point on this surface. We assume that the oceans remain in
hydrostatic equilibrium throughout the deformation and so the sea surface is an equipotential of the
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gravitational field. We will write the value of the gravitational potential on this surface at a given
time as ΦG(t). SL(x, t) is therefore determined implicitly for x ∈ ∂M through the equation
φE(x+ u(x, t) + SL(x, t)ν̂(x, t), t) = ΦG(t), (4.28)
i.e., sea level is the distance from the solid surface to the gravitational equipotential which defines the
sea surface along the direction of the local vertical at the surface.
Above each point on the solid earth surface, there can be an ice sheet of height I(x, t) and an
ocean of height S(x, t), where these heights are measured in the direction of the local vertical and
cannot be negative. We note that, in the GIA literature, I is commonly taken to be the change in ice
thickness from the initial value (e.g., Mitrovica & Milne, 2003), but we find our definition to be more
convenient. The load at the surface comprises both the ocean and ice sheet; we can write
σ(x, t) = ρwS(x, t) + ρiI(x, t), (4.29)
where ρw and ρi are the densities of water and ice respectively. Where S(x, t) and I(x, t) are simul-
taneously positive, the ice sheet (or, in this case, ice shelf) floats buoyantly on top of the ocean and
so, assuming local isostatic equilibrium between the ocean and ice sheet, we must have
ρwS(x, t) + ρiI(x, t) = ρwSL(x, t). (4.30)
We note that floating ice here is dynamically equivalent to the presence of the same mass of water. In
the case I(x, t) = 0, this equation simplifies to SL(x, t) = S(x, t).
Where there is an ocean present, S(x, t) > 0 and so, from equation (4.30), ρwSL(x, t) > ρiI(x, t).
Conversely, where there is no ocean present, S(x, t) = 0 and it must therefore hold that ρwSL(x, t) ≤
ρiI(x, t). We therefore define the ocean set by
Ot = {x ∈ ∂M | ρwSL(x, t) > ρiI(x, t)}, (4.31)
which comprises all those locations where there is an ocean present (including an ocean covered by a





1, x ∈ Ot,
0, x /∈ Ot,
(4.32)
which is equivalent to that of Mitrovica & Milne (2003) and reduces to that of Farrell & Clark (1976)
in the absence of floating ice sheets. Using the ocean function, we can now write







which holds at all locations. We can also rewrite equation (4.29) as
σ = ρwC SL+ ρi(1− C)I, (4.34)
and so, recalling that the ocean function itself depends on SL and I, we see explicitly the non-linear
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dependence of the surface load on sea level and ice height in the GIA problem. We note again that
this is the only non-linear term included, as we neglect those due to, for example, the time dependence
of the local vertical direction. The inclusion of shoreline migration has been shown to be important
(Mitrovica & Milne, 2003) and the neglect of other terms is consistent with all other forward methods.
It will be useful to consider the form of the boundary of the ocean set, which we will write as ∂Ot.
From equation (4.31), we can see that this is defined by
∂Ot = {x ∈ ∂M | ρwSL(x, t) = ρiI(x, t)}. (4.35)
Writing ∇1 for the tangential gradient operator on ∂M , we shall assume that
∀x ∈ ∂Ot : ∇1[ρwSL(x, t)− ρiI(x, t)] 6= 0. (4.36)
It then follows from the regular value theorem (e.g, Spivak, 1970) that ∂Ot forms a one-dimensional
submanifold on ∂M . Physically, this result means that the ocean basins have well-defined bound-
aries on which the ocean locally lies on one side. We can decompose ∂Ot into locations for which
I(x, t) = 0 or for which I(x, t) > 0. In the former case, the boundary to the ocean basin is where
the gravitational equipotential that describes the sea surface intersects the solid surface, while for the
latter, the boundary lies at the grounding line of the ice sheet. While this simple isostatic relation for
the grounding line position is not strictly consistent with ice dynamics (e.g., Schoof, 2007), it will be
sufficient for our purposes.
4.3.2 The evolution of sea level
In the forward GIA problem, the evolution of the ice sheets is prescribed. It will prove useful to write
this as
I(x, t0) = I0(x), (4.37)
İ(x, t) = İ1(x, t), (4.38)
i.e., we have the initial ice distribution and the time derivative of the ice sheet thickness at all times.
This uniquely defines I(x, t). Given the initial earth model and ice distribution, we can, in principle,
calculate the initial sea level from equation (4.28) with no deformation and so
Φ(x+ SL(x, t)ν̂ , t) = ΦG(t), (4.39)
where Φ itself depends on SL. In practice, however, our knowledge of the initial earth model can
never be perfect and the above procedure need not lead to sensible values for the initial sea level. We
therefore choose to prescribe the initial sea level, and we will write this as
SL(x, t0) = SL0(x). (4.40)
We could also, by iteration, find an initial sea level which gives a suitably correct present day sea
level (Kendall et al., 2005). We discuss how to perform such calculations using the adjoint method in
section 5.5.3.
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We now wish to calculate how the sea level evolves with time due to variations in ice thickness.
In doing so, we will relate the rate of change of sea level to the deformation of the solid Earth.




(u̇ · ∇Φ+ φ̇) + Φ̇G
g
. (4.41)
To determine the second term on the right hand side in this equation, we will use the fact that the






dS = 0, (4.42)
where we have neglected the difference between the local vertical ν̂ and the outward unit normal vector
n̂, which is consistent with our assumption that the reference earth model is in a state of hydrostatic



















where ∂Ot is the boundary of the ocean set given by equation (4.35), ∂⊥ is a derivative in the direction
perpendicular to this boundary, pointing into the ocean and δ∂Ot is the Dirac line distribution which
is only non-zero on the ocean set boundary. This is defined such that
∫
∂M




for a function f defined on the surface of the Earth.
Equation (4.44) is only non-zero on ∂Ot, but this is, by definition, where SL− ρiρw I = 0. Therefore,












ρwC ˙SL+ ρi(1− C)İ
]
dS = 0. (4.47)
Using equation (4.34), this can also be written
∫
∂M
σ̇ dS = 0, (4.48)
where, as above, the terms in σ̇ involving Ċ vanish, and so we can see that the rate of change of load














(1− C)İ dS, (4.49)





Substituting this result into equation (4.41), we find
˙SL = −1
g








(1− C)İ dS, (4.51)
and, from equation (4.34)
σ̇ = −ρwC
g









(1− C)İ dS. (4.52)
These equations explicitly relate the time derivatives of the sea level and surface load to the deforma-
tion of the solid Earth. In obtaining these results, we have fully accounted for shoreline migration, but
this is expressed simply through the dependence of the ocean function on SL and I. This dependence
introduces non-linearity into the problem.
4.4 Weak formulation of the GIA problem
It will be useful to derive the weak form of the GIA problem. This enables us to implement the forward
equations using a finite-element-type method and is necessary in deriving the adjoint equations, which
we will need later when considering the inverse problem.
From Al-Attar & Tromp (2014), the weak form of the viscoelastic loading problem can be written
as





ṁ : m′ +
1
τ





(u′ · ∇Φ+ φ′)σ̇ dS = 0, (4.53)














φ′ = 0. (4.56)
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Here, A is the bilinear form
A(u, φ|u′, φ′) =
∫
MS









































ρ+gν̂ · u ν̂ · u′ dS +
∫
ΣFS
ρ−(φu′ + uφ′) · ν̂ dS −
∫
ΣSF
ρ+(φu′ + uφ′) · ν̂ dS.
(4.57)
This weak form of the problem is completely equivalent to the rate formulation of the linear viscoelastic
problem described in section 4.2.3, including all associated boundary conditions.
We now wish to combine the equations for the surface load and the evolution of sea level with
this weak form. Firstly, we can substitute equation (4.52) for the surface load term, σ̇, into the above
weak form to find
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1
τ












C(u̇ · ∇Φ+ φ̇) dS
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C(u′ · ∇Φ+ φ′) dS
]
dS = 0. (4.58)
We will now derive the weak form of equation (4.51) and combine it with equation (4.58). We introduce
the test function SL′ which is defined on ∂M , multiply equation (4.51) by this test function and then























SL′ dS = 0,
(4.59)
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1
τ















C(u̇ · ∇Φ+ φ̇) dS
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[gSL′ +C(u′ · ∇Φ+ φ′)] dS
]
dS = 0, (4.60)
and we also require the initial condition given by equation (4.40). We will finally add the weak form




(İ − İ1)I ′ dS = 0, (4.61)
where, again, we have introduced a factor of ρig for convenience. We also have the initial condition
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from equation (4.37). Therefore, the overall weak form for the GIA problem, which we recall must






ṁ : m′ +
1
τ















C(u̇ · ∇Φ+ φ̇) dS
]
[gSL′ + C(u′ · ∇Φ+ φ′)] dS − ρig
∫
∂M










[gSL′ + C(u′ · ∇Φ+ φ′)] dS
]
dS = 0, (4.62)
with the initial conditions
u(x, 0) = 0, (4.63)
φ(x, 0) = 0, (4.64)
m(x, 0) = 0, (4.65)
SL(x, 0) = 0, (4.66)
I(x, 0) = I0(x). (4.67)
The equations are equivalent to the formulation using the sea level equation, but are expressed in-
dependently of any numerical or iterative scheme. Through equation (4.62), the time derivatives of
the variables of the forward problem (u, φ, m, SL, I) are related to the current state of the system.
In order to solve the forward problem, the current state of the system is used to calculate the time
derivatives of the variables and combined with some time-stepping scheme to find the state of the
system at the next time step.
4.5 Numerical implementation in spherically symmetric earth mod-
els
We now have the equations of motion for the GIA problem and can implement them numerically in
order to solve the forward problem. Given the current state of the system, it is possible to calculate
the time derivatives of the forward variables and, along with some suitable time-stepping scheme,
use them to update the system. In this section, we outline how to implement the forward problem
numerically in spherically symmetric earth models and present some examples of forward calculations
in such models.
For a spherically symmetric earth model, the outward unit normal vector will be in the radial
direction. Therefore,
∇Φ = gr̂, (4.68)
and so
u · ∇Φ = gur, (4.69)
where ur is the component of the displacement in the radial direction.
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4.5.1 Generalised spherical harmonics
We will find it useful to adopt a pseudo-spectral method in calculating the time derivatives – we
transform back and forth between the spatial and spherical harmonic domains depending on which
is most useful for the particular step. To do so, we will expand some fields in generalised spherical
harmonics, as outlined in section 1.3.2.
In order to describe the displacement, we will find it useful to introduce coefficients Ulm, Vlm and
Wlm, defined such that




(Vlm ± iWlm), (4.71)
where k =
√
l(l + 1). The main tensor we wish to consider is m; however, from equation (4.23), we
can see that m is a symmetric second-order tensor with zero trace. We therefore will also find it useful























As shown in Al-Attar & Tromp (2014), the system naturally decouples into two sets of equations, the
spheroidal system, which involves the coefficients Ulm, Vlm, φlm, Mlm, Rlm and Slm, and the toroidal
system, which involves Wlm, Nlm and Tlm. As our force term is purely in the radial direction, only
the spheroidal system is excited in the spherically symmetric case.
4.5.2 Calculation of ṁ
We can calculate ṁ using equation (4.23). The tensor components can be expanded using generalised
spherical harmonics. As the spherical harmonics are orthogonal, the equations decouple for each l and


















(r∂rVlm − Vlm + Ulm − Slm) . (4.78)
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4.5.3 Calculation of u̇ and φ̇
Given the current ice distribution and sea level, we first calculate the ocean function spatially. We




In order to find u̇ and φ̇, we must solve









C(u̇ · ∇Φ+ φ̇) dS
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where we have written all terms that are independent of u̇ and φ̇ on the right hand side, whereas
those on the left hand side are linear in these time derivatives. However, we will first find it useful to
consider the simpler equation


















We recall that the equations of motion must hold for all choices of the test functions u′ and φ′. We
will find it useful to choose






for a particular l and m. As shown in Al-Attar & Tromp (2014), this choice results in the decoupling




lm = flm. (4.84)
For a model with no fluid regions and N radial nodes, Al is a matrix of size 3N × 3N and w0lm and
flm are vectors of length 3N . ẇ
0





















lm to be equal to one at each radial node in turn
and zero elsewhere. We note that in fluid regions, this formulation requires some modification as only




for each l and m.
With the addition of the remaining terms on the left hand side of equation (4.80), the system no
longer has the form of equation (4.84). The extra terms mean the equations no longer decouple for
each l and m. Equation (4.80) can be written
Alẇlm + glm(u̇r, φ̇) = flm, (4.89)






lm to be equal to one at
each radial node in turn and zero elsewhere. We can therefore see that the components of glm are




























and gnlm(u̇r, φ̇) = 0 for n 6= 3N − 2, 3N − 1. Here we can explicitly see how glm depends on the total
u̇r and φ̇ fields, not just the coefficients for l and m. We can therefore not solve equation (4.80) by
simply acting a matrix on a vector. Instead, we will use an iterative method, the steps of which are
1. use equation (4.88) to find ẇ0lm, an initial estimate of U̇lm, V̇lm and
˙φlm, for all l and m;
2. find the current estimate of the spatial fields u̇ and φ̇;
3. construct the product C(gu̇r + φ̇) and take its spherical harmonic transform;
4. calculate gilm(u̇r, φ̇), the current estimate of g(u̇r, φ̇);
5. calculate ẇi+1lm by rearranging equation (4.89) to find
ẇi+1lm = A
−1
l [flm − glm(u̇ir, φ̇i)] = ẇ0lm −A−1l glm(u̇ir, φ̇i); (4.92)
6. repeat steps (ii) - (v) until a suitable level of convergence is reached.
This method looks somewhat like the iteration required to solve the sea level equation; however,
shoreline migration is handled trivially and a separate iteration would not be required in a fully
numerical method with a three-dimensional model.
4.5.4 Calculation of ˙SL
We finally calculate ˙SL in the spatial domain using equation (4.41). In order to do so, we must
1. calculate the spatial variation of u̇ and φ̇ at the surface from their spherical harmonic coefficients;
2. construct the products C(u̇ · ∇Φ+ φ̇) and (1− C)İ;
3. transform these products to the spherical harmonic domain in order to find [C(u̇ · ∇Φ + φ̇)]00
and [(1 −C)İ]00;

























4.5.5 Details of implementation
Within the forward problem, we require a model of ice sheet history and of earth structure. We use the
ice model ICE-5G (Peltier, 2004), which gives the ice thickness globally at 500 or 1000 year intervals
for the last 21000 years. However, our formulation of the forward problem takes the rate of change
of ice thickness, and so we assume that this is constant between time slices. The earth model has the
elastic structure of the Preliminary Reference Earth Model (PREM; Dziewonski & Anderson, 1981)
and a simple three-layer viscosity structure – there is a 120km thick elastic lid on top of an upper
mantle with a viscosity of 5× 1020 Pa s and a lower mantle (below 670 km depth) with a viscosity of
5× 1021 Pa s. We also require the initial sea level – this is again taken from ICE-5G and is shown in
figure 4.2.
4.5.6 Comparison with Laplace domain sea level equation code
We benchmarked our implementation against a code which calculates post-glacial sea level in the
Laplace domain using a Love number approach and the sea level equation (Peltier, 1974; Kendall
et al., 2005). In figure 4.3 we show the difference between the change in sea level from 21000 years
ago to the present day calculated using the two methods. The maximum difference in sea level change
calculated is two metres which, as these differences are in regions of large sea level change, is less than
0.5 percent of the change in sea level at these locations. We also plot the sea level change as a function
of time using the two methods at two locations (as marked in figure 4.3) in figure 4.4, and can see
that the differences are negligible.
4.5.7 Numerical examples
In figure 4.5, we show the change in sea level from 21000 years ago calculated using the method
described in this chapter and with the implementation details described in section 4.5.5.
4.6 Numerical implementation in earth models with a laterally vary-
ing viscosity
As mentioned in section 4.1, we expect there to be lateral variations in viscosity within the Earth, of
several orders of magnitude. The theory presented in this chapter is fully valid in such earth models;
however, thus far, we have presented only numerical examples calculated in spherically symmetric
earth models. Earth structures with lateral variations in both elastic and viscous structure can be
modelled using a three-dimensional finite element (e.g., Paulson et al., 2005) or finite volume (e.g.,
Latychev et al., 2005) method; however, such methods require significant computational resources and
there are difficulties with modelling gravity correctly. In this section, we discuss a simple extension
of the method described in the previous section to earth models with a laterally varying viscosity
structure but spherically symmetric elastic structure. As lateral variations in the elastic parameters
in the Earth are on the order of a few percent, this is likely a good approximation of the Earth
for modelling viscoelastic processes, where the significantly larger viscosity variations will probably
dominate. The method is based on one described in Martinec (2000). We also present examples of
calculations performed with such structures.
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(a) 21000 years ago (b) 18000 years ago
(c) 15000 years ago (d) 12000 years ago
(e) 9000 years ago (f) 6000 years ago
(g) 3000 years ago (h) 0 years ago
 0  1000  2000  3000  4000  5000
Ice thickness/ m
Figure 4.1: The ice thickness at different times from the model ICE5G, as used for all calculations
in this chapter and chapter 5. The ice thickness is shown (a) 21000 years ago, (b) 18000 years ago,
(c) 15000 years ago, (d) 12000 years ago, (e) 9000 years ago, (f) 6000 years ago, (g) 3000 years ago









































Figure 4.3: Difference in sea level change from 21000 years ago to the present calculated using the two

















































Figure 4.4: Time series showing the change in sea level from 21000 years ago at two locations for the
two methods. The locations of the measurements are marked by crosses in figure 4.3.
In order to model such earth structures, we must make some changes to the details of numerical
implementation discussed in section 4.5 for spherically symmetric earth models. The viscosity appears
in the equation for the displacement, u, and gravitational potential perturbation, φ, and also the
equation for the memory variables, m, and so we must make changes to the method for calculating
the time derivative of these variables. Calculation of sea level is performed as described in section 4.5.4.
The method has been tested to check that in the case of a one-dimensional viscosity structure the
results are the same as those calculated using the method presented in the previous section.
4.6.1 Calculation of ṁ
We no longer expand m in terms of spherical harmonics, but calculate it purely spatially. From





where mαβ are the contravariant components of m and dαβ are the contravariant components of d,
the deviatoric strain tensor given by equation (4.19). To form the right hand side of this equation,
we must take the product of two spatially varying fields. This is very easy in the spatial domain, but
harder in the spherical harmonic domain; it is for this reason that we calculate the components of m
spatially. As discussed below, we still calculate the spherical harmonic coefficients of u, and so we
must calculate the spatial contravariant components dαβ from these spherical harmonic coefficients.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-1200 -1000 -800 -600 -400 -200  0  200
Change in sea level/ m
Figure 4.5: The change in sea level from 21000 years ago at different times as calculated using the
method described in this chapter. The change in sea level is shown (a) 15000 years ago, (b) 12000
years ago, (c) 9000 years ago, (d) 6000 years ago, (e) 3000 years ago and (f) at the present day. We
note that, whilst the sea level appears to change discontinuously at the coast lines, the change is in
fact continuous but occurs over a small distance.
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4.6.2 Calculation of u̇ and φ̇
We recall that the equation for u̇ and φ̇ is









C(u̇ · ∇Φ+ φ̇) dS
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and that it was convenient to introduce the spherical harmonic coefficients Ulm, Vlm and Wlm for
the displacement, as defined in equations (4.70) and (4.71). We further recall that, in the spherically
symmetric case, the system decouple into two sets of equations – the spheroidal equations involving
Ulm, Vlm and φlm and the toroidal equations involving Wlm. As the load is in the vertical direction,
the toroidal system is not excited when the structure is spherically symmetric. However, once we allow
the viscosity to vary laterally, the two systems of equations no longer decouple and so the toroidal
system is also excited. Schematically, we can write the two systems as
Asl ẇ
s








where the s and t superscripts indicate the spheroidal and toroidal terms respectively. The terms in
the spheroidal equation are as defined in section 4.5.3. ẇtlm contains, for particular values of l and




lm are constructed by taking W
′∗
lm to be
equal to one at each radial node in turn and zero elsewhere.
Let us consider the forms of f slm and f
t
lm, which come from the terms on the right hand side
of equation (4.95), in more detail. The second term, due to the surface load, has only spheroidal
components and, as it is independent of the viscosity, is the same for both the spherically symmetric
and laterally varying cases. However, the first term on the right hand side is dependent on the
viscosity (through τ) and so, in order to work out the components of f slm and f
t
lm, we require the
spherical harmonic coefficients of 1τ (d−m).
Therefore, to calculate u̇ and φ̇ we:
1. find the spherical harmonic coefficients of the tensor 1τ (d−m) from the tensor as a function of
space, which was constructed in order to calculate ṁ;
2. calculate f slm and f
t
lm;





4. find ẇslm iteratively, as discussed in section 4.5.3.
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(a) l = 2, m = 2 (b) l = 20, m = 10
-1 -0.5  0  0.5  1
log10 (η/ η0)
Figure 4.6: The lateral variations in viscosity, at all depths in the mantle, relative to a spherically sym-
metric background structure, η0, due to a spherical harmonic perturbation as given in equation (4.99).
The spherical harmonic perturbations have (a) l = 2 and m = 2, and (b) l = 20 and m = 10. We note
that, in our case, in the upper mantle η0 = 5× 1020 Pa s while in the lower mantle η0 = 5× 1021 Pa s.
The difference in sea level change from 21000 years ago at different times between that calculated with
a spherically symmetric viscosity structure as in figure 4.5 and that calculated with these structures
is shown in (a) figure 4.7 and (b) figure 4.8.
4.6.3 Numerical examples – spherical harmonic viscosity variation
We first consider a simple viscosity perturbation with the form of a single real spherical harmonic of
degree l and order m. The laterally varying viscosity is given by






where A is a constant which determines the magnitude of the variations and the combination of
Y 0lm and Y
0
l−m is chosen so as to make the perturbation real. We present two examples of forward
calculations performed with such a viscosity structure. One has l = 2 and m = 2 while the other has
l = 20 and m = 10. In both cases, A was chosen so that the viscosity varies by approximately one
order of magnitude on either side of the radial viscosity structure, η0, which is the same structure as
used in the spherically symmetric calculations (section 4.5.5). The resulting perturbations relative to
η0 are shown in figure 4.6. In figure 4.7, we plot the difference in sea level change from 21000 years
ago at different times between that calculated with the spherically symmetric viscosity structure,
η0, as shown in figure 4.5 and that calculated with the laterally varying viscosity structure given in
equation (4.99) with l = 2 and m = 2. Figure 4.8 is the corresponding figure for the viscosity variation
with l = 20 and m = 10.
4.6.4 Numerical examples – viscosity variation scaled from S20RTS
We now present numerical examples calculated with a viscosity structure obtained by scaling the shear
wave velocity model S20RTS (Ritsema et al., 1999). We note that the form of this scaling in the Earth
is not well known; however, in this case, we simply wish to have a three-dimensional viscosity structure
with which to perform calculations and so the physicality of the scaling is unimportant. In order to
75
(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-50  0  50  100  150
Difference in sea level change/ m
Figure 4.7: The difference in sea level change from 21000 years ago at different times between that
calculated with a spherically symmetric viscosity structure as in figure 4.5 and that calculated with
the laterally varying viscosity structure given in equation (4.99) with l = 2 and m = 2. The difference
in sea level change is shown (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago, (d) 6000
years ago, (e) 3000 years ago and (f) at the present day.
76
(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-100 -50  0  50  100
Difference in sea level change/ m
Figure 4.8: The difference in sea level change from 21000 years ago at different times between that
calculated with a spherically symmetric viscosity structure as in figure 4.5 and that calculated with the
laterally varying viscosity structure given in equation (4.99) with l = 20 and m = 10. The difference
in sea level change is shown (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago, (d) 6000
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Figure 4.9: Coefficients ∂ lnρ∂ ln vs and α, used to calculate viscosity perturbations from shear wave velocity
perturbations, plotted as a function of depth in the mantle.
obtain a suitable relationship between the shear wave velocity and the viscosity, we follow Latychev
et al. (2005). Firstly, the relative density variation from the spherical background is calculated from
the relative shear wave velocity variation through
δ ln ρ(r, θ, φ) =
∂ ln ρ
∂ ln vs
(r)δ ln vs(r, θ, φ). (4.100)
For the depth-dependent scaling from velocity to density, ∂ ln ρ∂ ln vs (r), Latychev et al. (2005) follow Forte
& Woodward (1997). We show this scaling as a function of depth in figure 4.9. The percentage
variations in density are then scaled to temperature variations through
δT (r, θ, φ) = − 1
α(r)
δ ln ρ(r, θ, φ), (4.101)
where the depth-dependent coefficient of thermal expansion, α(r), is taken from Chopelas & Boehler
(1992) and is plotted in figure 4.9.
Finally, the lateral variations in viscosity are calculated from the temperature variations so that
η(r, θ, φ) = η0(r)e
−ǫδT (r,θ,φ), (4.102)
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where η0 is the spherically symmetric background viscosity structure and ǫ is a parameter which
controls the magnitude of the viscosity variations. In the examples that follow, we choose η0 to be the
viscosity structure used in the section 4.5 and ǫ = 0.01K−1.
Several depth slices of the resulting viscosity structure are shown in figure 4.10. In figure 4.11, we
show the difference between the change in sea level due to this three-dimensional structure and the
change in sea level due to a spherically symmetric viscosity, as shown in figure 4.5.
4.7 Conclusion
In this chapter, we have presented a new method for modelling glacial isostatic adjustment in com-
pressible and heterogeneous earth models. We derive evolution equations which can be numerically
integrated; this formulation means we avoid the need to solve the sea level equation and we ac-
commodate shoreline migration more easily. We also present numerical examples calculated in both
spherically symmetric earth models and those that allow lateral variations in viscosity structure. Our
main motivation for this forward method is that it allows us to apply the adjoint method to the inverse
problem. This is discussed in the next chapter.
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(a) 130 km (b) 420 km
(c) 635 km (d) 1362 km
(e) 1756 km (f) 2544 km
-1 -0.5  0  0.5  1
log10 (η/ η0)
Figure 4.10: The lateral variations in viscosity relative to a spherically symmetric background struc-
ture, η0, due to scaling the shear wave velocity model S20RTS. We note that, in our case, in the upper
mantle η0 = 5 × 1020 Pa s while in the lower mantle η0 = 5 × 1021 Pa s. The variation is shown
at depths of (a) 130 km, (b) 420 km, (c) 635 km, (d) 1362 km, (e) 1756 km and (f) 2544 km. The
difference in sea level change from 21000 years ago at different times between that calculated with
a spherically symmetric viscosity structure as in figure 4.5 and that calculated with this structure is
shown in figure 4.11.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-40 -30 -20 -10  0  10  20  30  40
Difference in sea level change/ m
Figure 4.11: The difference in sea level change from 21000 years ago at different times between that
calculated with a spherically symmetric viscosity structure as in figure 4.5 and that calculated with the
laterally varying viscosity structure discussed in section 4.6.4 and shown in figure 4.10. The difference
in sea level change is shown (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago, (d) 6000




Inverse modelling of post-glacial
deformation
5.1 Introduction
We now wish to turn our attention to the glacial isostatic inverse problem, that is, using measurements
of GIA to learn about the model parameters – the viscosity, the ice sheet variation and the initial
sea level. When considering the inverse problem, it would be useful to have a way of calculating the
derivatives of measurements with respect to the parameters we wish to determine. Such derivatives
provide a measure of the sensitivity of a given measurement to the model and have a number of
potential applications within the inverse problem. Firstly, they could be used within a gradient-based
optimisation method to find a model that minimises some data misfit function (e.g., Nocedal & Wright,
1999). The derivatives could also be used to quantify the uncertainty in such a model and hence to
provide understanding of which parts of the model are well constrained. Finally, the derivatives could
enable construction of measurements which provide sensitivity to a particular part of the model space
in the manner of Backus & Gilbert (1968).
We would expect the Earth’s viscosity to vary continuously, both radially and laterally, and there
is increasing evidence that the neglect of lateral variations is incompatible with observations and can
lead to significant errors within inferences of paleo-climatological interest (e.g., Lambeck & Chappell,
2001; A et al., 2013; Van der Wal et al., 2015; Creveling et al., 2017). We would therefore like to be
able to calculate derivatives of measurements with respect to continuous, three-dimensional variations
in viscosity structure. Furthermore, we would like to be able to calculate derivatives with respect
to ice sheet history. While there now exist a range of computational tools for modelling GIA within
laterally heterogeneous Earth models (e.g., Zhong et al., 2003; Wu, 2004; Latychev et al., 2005), it is
less clear how they can be used effectively within inverse studies to investigate Earth structure and ice
sheet history. Forward calculations within three-dimensional models are sufficiently time consuming
and involve such a large number of parameters that methods based on trial-and-error or grid-searches
are unfeasible.
The theory in this chapter is, in part, based on unpublished notes written by David Al-Attar and Jeroen Tromp
prior to the commencement of this PhD.
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As an alternative, the adjoint method (e.g., Lions, 1970) provides an efficient way of calculating
the derivatives we desire and has been used in a number of geophysical applications (e.g., Bunge et al.,
2003; Tromp et al., 2005; Li et al., 2011). The first application of adjoint methods to GIA was Al-Attar
& Tromp (2014), who considered the sensitivity of viscoelastic deformation to surface loads and the
viscosity structure. Since then, Martinec et al. (2015) applied the method in order to calculate the
sensitivity of measurements to viscosity for GIA including sea level. Furthermore, Larour et al. (2017)
have recently calculated the sensitivity of specific locations to present-day mass loss, but address
only elastic, and not viscoelastic, deformation. This paper also makes use of a technique known as
automatic differentiation as opposed to deriving the adjoint equations.
In this chapter, we make use of the forward formulation presented in the previous chapter, which
allows us to apply the adjoint method (see section 1.3.3) to the inverse problem. We use this method
to derive equations for the sensitivity of measurements of GIA to both the viscosity structure of the
Earth and to the ice sheet history. Our formulation is entirely independent of that of Martinec et al.
(2015), and is more general and and convenient for practical GIA applications. In particular, we
present kernels for three-dimensional viscosity perturbations and with respect to ice sheet history.
Furthermore, in contrast to Larour et al. (2017), we derive the exact adjoint equations, an approach
that is more elegant and flexible than, and offers numerical advantages over, automatic differentiation.
The method is illustrated with numerical examples calculated in a spherically symmetric earth model.
5.2 Example objective functionals
There are a variety of measurements of which we might wish to calculate the derivative. In general,
for the GIA problem, we can write J(u, φ, SL) and so the first-order perturbation of the objective







ḣu · δu+ ḣφ δφ+ ḣSL δSL
)
dS dt, (5.1)
where ḣu, ḣφ and ḣSL are the Fréchet derivatives of J with respect to u, φ and SL respectively. We
note that these are written as time derivatives for later convenience. We are ignoring any possible
explicit dependence of the objective functional on the model parameters, as might be introduced
through regularisation, but its addition would be trivial.
In this section, we will consider two example objective functionals – a point sea level measure-
ment and a spherical harmonic gravitational potential measurement. Further examples of objective
functionals are considered in appendix C of Al-Attar & Tromp (2014).
5.2.1 Point sea level measurement
Firstly, we will consider the case of a sea level point measurement – the sea level at a particular time






SL(x, t) δ(x − xd) δ(t − td) dS dt, (5.2)
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δSL(x, t) δ(x − xd) δ(t − td) dS dt, (5.3)
and so the Fréchet derivatives are
ḣu = 0, ḣφ = 0, ḣSL = δ(x− xd) δ(t − td). (5.4)
5.2.2 Spherical harmonic gravitational potential measurement
We will now consider a measurement of a particular spherical harmonic component of the Earth’s
gravitational potential. This is akin to the measurements made by the Gravity Recovery and Climate
Experiment (GRACE) satellites.





where Ylm is the real spherical harmonic of degree l and order m as defined in appendix B of Dahlen
& Tromp (1998). These spherical harmonics are orthonormal so that
∫
Ω
YlmYl′m′ dΩ = δll′δmm′ . (5.6)
Therefore, the objective functional for a measurement of a particular component of the gravitational
















δφ(x, t)Yldmd δ(t − td) dS dt (5.8)
and so
ḣu = 0, ḣφ = Yldmd δ(t − td), ḣSL = 0. (5.9)
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5.3 The Lagrangian
We now need to construct the Lagrangian, as in equation (1.20), for the GIA problem. We find that
it is
L =J(u, φ, SL) − ρwg
∫
∂M
[SL(t0)− SL0]SL′0 dS + ρig
∫
∂M










ṁ : m′ +
1
τ






˙SLSL′ dS − ρig
∫
∂M










C(u̇ · ∇Φ+ φ̇) dS
]















where J(u, φ, SL) is the chosen observable, the weak form is inside the time integral and we have
introduced the test functions SL′0 and I
′
0 to impose the initial conditions given by equations (4.40)
and (4.37).
5.4 Deriving the adjoint equations
By solving the forward problem as described in the previous chapter, we have found the solution
to equation (1.23). In order to construct the derivative of our measurement, we must also find the
solution of (1.22), that is, solve the adjoint equations. We must first derive the adjoint equations by
perturbing the Lagrangian with respect to each of the forward variables and setting the perturbations






(ḣu · δu+ ḣφδφ+ ḣSLδSL) dS dt, (5.11)
where we are assuming the objective functional is a function of displacement, gravitational potential
and sea level only.
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5.4.1 Perturbation of the Lagrangian with respect to SL





















































C(u̇ · ∇Φ+ φ̇) dS
]





































where δC denotes the first order perturbation of C with respect to SL. Collecting terms and integrating








































In order to eliminate the terms outside the time integral, we impose the conditions















(1− C)İ1 dS, (5.15)












δC(ρiİ1 − ρw ˙SL)
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Using this along with equations (4.38) and (4.44), we can write


































[gSL′ + C(u′ · ∇Φ+ φ′)] dS
]
= 0. (5.20)
5.4.2 Perturbation of the Lagrangian with respect to I
















δC(ρiİ1 − ρw ˙SL)
[




[gSL′ + C(u′ · ∇Φ+ φ′)] dS
]
dS dt. (5.21)
where δC denotes the first order perturbation of C with respect to I, we have used equation (5.15)
and we have integrated by parts with respect to time. In order to eliminate the terms outside the
time integral, we impose the conditions




Using equations (4.38), (4.44) and (5.17), we can write





































5.4.3 Perturbation of the Lagrangian with respect to u, φ and m











δṁ : m′ +
1
τ












C(δu̇ · ∇Φ+ δφ̇) dS
]




To eliminate the time derivatives of the perturbations, we can integrate this equation by parts with











δm : ṁ′ − 1
τ




























C(δu · ∇Φ+ δφ) dS
]




where we have imposed the terminal conditions
u′(t1) = 0, φ
′(t1) = 0, m
′(t1) = 0. (5.28)

































C(δu · ∇Φ+ δφ) dS
]
dS dt. (5.29)
Using equation (5.20), we can write
g ˙SL
′







[gSL′ + C(u′ · ∇Φ+ φ′)] dS. (5.30)












δm : ṁ′ − 1
τ























and so, setting this variation equal to zero, we have
∫
∂M





δm : ṁ′ − 1
τ













C(u̇′ · ∇Φ+ φ̇′) dS
]











C(δu · ∇Φ+ δφ) dS
]
dS = 0. (5.32)
This equation is left in the weak form as this is all that is needed for numerical calculations.
5.4.4 The adjoint equations
It is convenient to introduce adjoint variables, defined by
u†(t) = u′(t1 − t+ t0), (5.33)
φ†(t) = φ′(t1 − t+ t0), (5.34)
m†(t) = m′(t1 − t+ t0), (5.35)
SL†(t) = SL′(t1 − t+ t0), (5.36)
I†(t) = I ′(t1 − t+ t0), (5.37)
which satisfy the initial conditions
u†(t0) = 0, φ
†(t0) = 0, m
†(t0) = 0, SL
†(t0) = 0, I
†(t0) = 0. (5.38)
Similarly, we define the adjoint ocean function and adjoint ocean area through
C†(t) = C(t− t1 + t0), (5.39)
A†(t) = A(t− t1 + t0), (5.40)
and finally define adjoint sources as
h†u(t) = hu(t1 − t+ t0), (5.41)
h†φ(t) = hφ(t1 − t+ t0), (5.42)
h†SL(t) = hSL(t1 − t+ t0). (5.43)
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[gSL† + C†(u† · ∇Φ+ φ†)] dS
]
, (5.44)







































C†(u̇† · ∇Φ+ φ̇†) dS
]












C†(u · ∇Φ+ φ) dS
]
dS = 0, (5.46)
where we have also written the test functions δu, δφ and δm as u, φ and m. These equations, along
with the initial conditions given in equation (5.38), constitute the adjoint problem.
5.4.5 Solving the adjoint sea level and ice equations
Equations (5.44) and (5.45) are singular and so cannot be straightforwardly numerically integrated.
Instead, we define a new variable, Q†, which satisfies





















































[gSL† +C†(u† · ∇Φ+ φ†)] dS
]
, (5.48)














C†(u̇† · ∇Φ+ φ̇†) dS
]
. (5.49)










































C†(u̇† · ∇Φ+ φ̇†) dS, (5.52)











We also see that
P †(t0) = 0. (5.54)
Both equation (5.49) and equation (5.53) can be straightforwardly integrated. It is therefore useful to
write SL† in terms of these two fields, and so we find







(u† · ∇Φ+ φ†). (5.55)
Using equation (5.45), we can also write
I† = Q† + C†P † − C
†
g





5.4.6 Elastic adjoint equations









































C†(∆u† · ∇Φ+∆φ†) dS
]












C†(δu · ∇Φ+ δφ) dS
]
dS = 0, (5.59)
and we can calculate SL† and I† using equations (5.55) and (5.56) respectively.
5.5 Sensitivity kernels
Given the solutions of the forward and adjoint problems, we are able to calculate the sensitivity of
particular measurements (such as the example given in section 5.2) to the parameters. We now need
to derive the form of the sensitivity kernels for the different parameters using equation (1.21). In doing
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so, we will find it useful to use the adjoint definitions to rewrite the Lagrangian in equation (5.10) as









ṁ : m† +
1
τ






˙SLSL† dS − ρig
∫
∂M










C(u̇ · ∇Φ+ φ̇) dS
]


















[SL(t0)− SL0]SL†(t1) dS + ρig
∫
∂M
[I(t0)− I0]I†(t1) dS, (5.60)
where, within the time integral, it is understood that all forward variables are evaluated at time t
and all adjoint variables are evaluated at time t1 − t + t0. In what follows, we write the kernel for
the model parameter p as Kp. We calculate the form of the kernels for viscosity, ice sheet thickness
and initial sea level, but we could also consider the kernels for other parameters. For example, we
could calculate the sensitivity to boundary perturbations, such as the thickness of the elastic lid, using
a method similar to Liu & Tromp (2008) or through a so-called particle relabelling transformation
(Al-Attar & Crawford, 2016).
5.5.1 Viscosity kernel








(d−m) : (d† −m†)δη
η
dV dt. (5.61)




















τ (t) : τ †(t1 − t+ t0) dt, (5.63)
where we recall that the deviatoric stress, τ , is given by equation (4.25). It will also be useful to define











τ (t) : τ †(t1 − t+ t0) r2 dS dt, (5.64)
where S2 is the unit two-sphere. These equations have the same form as the equivalents in Al-Attar
& Tromp (2014) and the post-seismic case discussed in chapter 3.
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5.5.2 Ice kernels












KI0 = −ρigI†(t1). (5.67)
As discussed in Al-Attar & Tromp (2014), the kernel for the ice thickness at later times will be singular
whenever there is a jump in the adjoint loads (as is the case when considering, for example, a point sea
level measurement). However, the kernel for the rate of change of ice thickness remains non-singular
with such loads. In deriving the kernel for ice coverage at later times, it is therefore most convenient






Kİ1δİ1 dS dt. (5.68)





















Kİ1 = ρi(1− C)
[




[gSL† + C†(u† · ∇Φ+ φ†)] dS
]
− ρigI†, (5.70)
where we again recall that forward variables are evaluated at time t whereas adjoint variables are
evaluated at time t1 − t+ t0.
5.5.3 Initial sea level kernel
Finally, we consider the sensitivity of the objective functional to the initial sea level. Perturbing the















One possible application of this kernel is to find the initial sea level such that the final sea level matches






[SL(x, tp)− SLp(x)]2 dS, (5.74)
where tp is the time at the present day and SLp is the measured sea level at this time. We would like
to find the initial sea level, SL0, that minimises this misfit. In order to do so, we require the gradient
of equation (5.74) combined with some gradient-based optimisation method. We can use the adjoint
method in order to calculate this gradient. Equation (5.74) is the objective functional and, perturbing









[SL(x, t)−SLp(x)] δSL(x, t)δ(t−tp) dS dt,
(5.75)
and so,
ḣu = 0, ḣφ = 0, ḣSL = [SL(x, tp)− SLp(x)] δ(t − tp). (5.76)
Therefore, in order to calculate the initial sea level which best fits the present day sea level, we
1. choose some first estimate of the initial sea level;
2. solve the forward problem to find the final sea level;
3. calculate the misfit given by equation (5.74) and the adjoint loads given by equation (5.76);
4. solve the elastic adjoint equations for the given load, as the kernel in equation (5.72) only requires
the adjoint solution at time t1;
5. construct the derivative given by equation (5.72);
6. using the derivative and some gradient-based optimisation method (e.g., the conjugate gradient
method), calculate an updated initial sea level;
7. repeat steps (ii) to (vi) until the misfit in equation (5.74) is sufficiently small.
We present an example of this initial sea level inversion in section 5.6.8, and find the process converges
in only a few iterations.
5.6 Numerical implementation in spherically symmetric earth mod-
els
In this section, we discuss an implementation of the adjoint equations in spherically symmetric earth
models and present examples of sensitivity kernels calculated in such models.
5.6.1 Generalised spherical harmonic expansions






















(V †lm ± iW
†
lm). (5.79)



































lm. As in the forward case, the
spheroidal and toroidal systems of equations decouple. In what follows, we will assume that only the
spheroidal system is excited. For a measurement with no toroidal component (such as a sea level
measurement), this is a valid assumption. However, if we were, for example, to make a measurement
of the horizontal displacement, we would need to solve the toroidal system of equations. This is
considered in chapter 3.
5.6.2 Calculation of ṁ†






































These equations have exactly the same form as those for the forward variables, and so we can use the
same numerical code.
5.6.3 Calculation of u̇† and φ̇†
In order to find u̇† and φ̇†, we must solve























C†(u̇† · ∇Φ+ φ̇†) dS
]















where we have simply rearranged equation (5.46) to have the terms independent of u̇† and φ̇† on the
right hand side. Comparing this to equation (4.80), we see that the two differ only in the terms on
the right hand side. We recall that in equation (5.87), u and φ are now the time-independent test
functions, and the equation must hold for all choices. As in the forward case, we define the test
functions in terms of the complex conjugates of the generalised spherical harmonics. We can now find
u̇† and φ̇† by following the same method as outlined in section 4.5.3. We will find that the vector
flm will be different in the adjoint case, but that it can be constructed in exactly the same way as
in the forward case. With the exception of the calculation of this vector, we can use exactly the
same numerical routines to solve the equations for the adjoint variables u̇† and φ̇† as for the forward
variables u̇ and φ̇.
5.6.4 Calculation of I† and SL†
As described in section 5.4.5, we do not calculate İ† and ˙SL
†
. We instead calculate Ṗ † and Q̇†, the
time derivatives of two different functions and, having time-stepped the system, calculate SL† and I†
from P † and Q†.
Ṗ † and Q̇† are given by equations (5.53) and (5.49) respectively. We calculate them spatially
and so simply calculate u̇ and φ̇ from their spherical harmonic coefficients and construct the required
terms. Having time-stepped the system, we then calculate SL† and I† in the spatial domain using
equations (5.55) and (5.56) respectively.
5.6.5 Details of implementation
In figure 5.1, we show the total sea level change from 21000 years ago to the present day calculated
using the method discussed in chapter 4 and also mark the locations of sea level measurements that
are used when considering the inverse problem; these are (1) a formerly glaciated location to the north
on the border between Alberta and Saskatchewan in Canada, (2) on the peripheral bulge (the area
just outside the former ice extent which sees the largest increases in sea level) in north west Nebraska
in the US and (3) in the far-field of the ice melt in Tahiti.
5.6.6 Viscosity sensitivity kernels
We calculated the radial sensitivity kernels, given by equation (5.64) for the sea level at locations in
Canada, the US and Tahiti at three different times since the Last Glacial Maximum (as indicated in
figure 5.1). These are shown in figure 5.2. A positive (negative) value of the kernel at a particular
depth means that an increase in viscosity at this depth would lead to an increase (decrease) in the sea
level measurement. We note that the magnitude of the sensitivity is much smaller in Tahiti than it is
for the North American measurements – as the Laurentide ice sheet has melted from North America,
there has been a significant fall in sea level due to rebound and the magnitude of this rebound will
depend quite strongly on the viscosity structure of the model. However, relative to the values in the
upper mantle, we can see that the measurement in Tahiti has greater sensitivity in the lower mantle.
This is because the ocean load which affects deformation in Tahiti has a larger spatial scale than the
ice load over North America.
The laterally varying sensitivities, given by equation (5.63), have also been calculated for sea level
























Figure 5.1: Sea level change from 21000 years ago to present calculated using the new rate formulation
method presented in this chapter. The crosses indicate locations of sea level measurements that are
used when considering the inverse problem. Location (1) is in Canada (near-field site), (2) is in the























































Figure 5.2: The radial sensitivity kernels for the sea level at three different times since the LGM at
locations in (a) Canada (indicated by (1) in figure 5.1), (b) the US (indicated by (2) in figure 5.1) and
(c) Tahiti (indicated by (3) in figure 5.1). There is a discontinuity in the kernels at a depth of 670 km
due to the jump in viscosity structure at this depth. The kernels are not defined at depths shallower
than 120 km as the earth model is elastic in this region. The horizontal black dashed lines indicate
the depths at which we plot the laterally varying sensitivity kernels for the same measurements in
figures 5.3 and 5.4 for Canada, 5.5 and 5.6 for the US and 5.7 and 5.8 for Tahiti.
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1756 km. These depths are indicated on the radial kernels in figure 5.2 with black dashed lines. A
positive (negative) value of the kernel at a particular location means that an increase in viscosity at
this location would lead to an increase (decrease) in the sea level measurement. Figures 5.3 and 5.4
show the kernels for measurements at a location in Canada which was under the ice sheet at the LGM.
The sensitivity broadens with depth, as we would expect. We note that the sensitivity to viscosity
structure is small until approximately 12000 years ago. This is in part due to the ice sheet model,
as ICE-5G has only a small amount of ice melt from the Laurentide ice sheet until this time. There
is a small amount of sensitivity outside the region shown, particularly in northern Europe while the
Fennoscandian ice sheet is melting. Figures 5.5 and 5.6 show the equivalent kernels for measurements
at a location in the US which is on the peripheral bulge, the region of land just outside the edge of
the former ice sheet that has seen the greatest increase in sea level. We see similar features in these
kernels.
We also present figures for the sensitivity of the sea level in Tahiti (figures 5.7 and 5.8). At both
depths, we see that the magnitude of the sensitivity is similar at the measurement location as it is in
the regions of ice melt and, again, broadens with depth. However, as in figure 5.2, we see that the
maximum amplitude of the sensitivity is much smaller here than for measurements in North America.
We can also calculate sensitivity kernels for gravity measurements, such as those made by GRACE
as discussed in section 5.2.2. In figures 5.9 and 5.10, we show the sensitivity of the real spherical
harmonic component of the gravity perturbation with l = 2 and m = 2 at depths of 635 km and 1756
km respectively. Similar calculations are shown in figures 5.11 and 5.12 for the real spherical harmonic
component with l = 20 and m = 9. We see that, in both cases, the sensitivity at 635 km depth is
largely concentrated in regions where ice has melted but becomes more widespread, particularly for
the lower degree measurement, as the depth increases.
As mentioned above, the kernels give the linearised sensitivity of a measurement, and we would
like to examine the magnitude of perturbations for which this is a good approximation of the total
sensitivity. In figure 5.13, we show the magnitude of the calculated change in sea level at a location
in the US and that predicted by the kernels for viscosity perturbations of different magnitudes and
sea level measurements made at different times. We can see that the kernels predict the change very
well for perturbations of up to 10 percent, and this is true for sea level measurements at all times and
perturbations at all depths shown. For perturbations of a larger magnitude, the change predicted is
still of the right sign and order of magnitude.
5.6.7 Ice sensitivity kernels
In figures 5.14 and 5.15 we show the sensitivity of the present-day sea level in central North America
and Tahiti respectively to the rate of change of ice thickness at different times. These sensitivities are
given by equation (5.70). The kernels presented in panel (f) of each figure are equivalent to the results
presented in Larour et al. (2017); however, we are also able to account fully for viscoelasticity in our
kernel calculations, as required for the other figure panels. A positive (negative) value of the ice kernel
at a particular location means that an increase in the rate of change of ice thickness at this location
would result in an increase (decrease) in the present-day sea level at the measurement location. We
note that, in both of these figures, we do not place any restrictions on where the ice sheet thickness
can change.
From figure 5.14, we can firstly see that the sensitivity of present day sea level to the rate of
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) Present day
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Viscosity kernel/ 10-16 m-2
Figure 5.3: The sensitivity of the sea level at a location in Canada (as marked by the cross here and
labelled (1) in figure 5.1) at different times to the viscosity at a depth of 635 km. The sensitivity
is shown for sea level measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago,
(d) 6000 years ago, (e) 3000 years ago and (f) at the present day.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-0.2  0  0.2  0.4  0.6  0.8  1  1.2
Viscosity kernel/ 10-17 m-2
Figure 5.4: The sensitivity of the sea level at a location in Canada (as marked by the cross here and
labelled (1) in figure 5.1) at different times to the viscosity at a depth of 1756 km. The sensitivity
is shown for sea level measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago,
(d) 6000 years ago, (e) 3000 years ago and (f) at the present day.
101
(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) Present day
-3.5 -3 -2.5 -2 -1.5 -1 -0.5  0  0.5
Viscosity kernel/ 10-16 m-2
Figure 5.5: The sensitivity of the sea level at a location in the US (as marked by the cross here and
labelled (2) in figure 5.1) at different times to the viscosity at a depth of 635 km. The sensitivity
is shown for sea level measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago,
(d) 6000 years ago, (e) 3000 years ago and (f) at the present day.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-0.5  0  0.5  1  1.5  2  2.5  3
Viscosity kernel/ 10-18 m-2
Figure 5.6: The sensitivity of the sea level at a location in the US (as marked by the cross here and
labelled (2) in figure 5.1) at different times to the viscosity at a depth of 1756 km. The sensitivity
is shown for sea level measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago,
(d) 6000 years ago, (e) 3000 years ago and (f) at the present day.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-1.2 -0.8 -0.4  0  0.4  0.8  1.2
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Figure 5.7: The sensitivity of the sea level in Tahiti (as marked by the cross here and labelled (3) in
figure 5.1) at different times to the viscosity at a depth of 635 km. The sensitivity is shown for sea
level measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago, (d) 6000 years ago,
(e) 3000 years ago and (f) at the present day.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3
Viscosity kernel/ 10-18 m-2
Figure 5.8: The sensitivity of the sea level in Tahiti (as marked by the cross here and labelled (3) in
figure 5.1) at different times to the viscosity at a depth of 1756 km. The sensitivity is shown for sea
level measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago, (d) 6000 years ago,
(e) 3000 years ago and (f) at the present day.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-3 -2 -1  0  1  2
Viscosity kernel/ 10-18 m-1 s-2
Figure 5.9: The sensitivity of the l = 2 and m = 2 component of the surface gravitational potential at
different times to the viscosity at a depth of 635 km. The sensitivity is shown for sea level measurements
(a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago, (d) 6000 years ago, (e) 3000 years ago
and (f) at the present day.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-6 -4 -2  0  2  4  6  8
Viscosity kernel/ 10-19 m-1 s-2
Figure 5.10: The sensitivity of the l = 2 and m = 2 component of the surface gravitational potential
at different times to the viscosity at a depth of 1756 km. The sensitivity is shown for sea level
measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago, (d) 6000 years ago,
(e) 3000 years ago and (f) at the present day.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-1 -0.5  0  0.5  1
Viscosity kernel/ 10-18 m-1 s-2
Figure 5.11: The sensitivity of the l = 20 andm = 9 component of the surface gravitational potential at
different times to the viscosity at a depth of 635 km. The sensitivity is shown for sea level measurements
(a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago, (d) 6000 years ago, (e) 3000 years ago
and (f) at the present day.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-1.5 -1 -0.5  0  0.5  1  1.5
Viscosity kernel/ 10-20 m-1 s-2
Figure 5.12: The sensitivity of the l = 20 and m = 9 component of the surface gravitational potential
at different times to the viscosity at a depth of 1756 km. The sensitivity is shown for sea level
measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago, (d) 6000 years ago,











































































(c) Perturbation of the upper mantle
Figure 5.13: Comparison of the magnitude of the change in sea level at a location in Canada (indicated
by (1) in figure 5.1) predicted by the kernels to the magnitude of the actual change for several different
viscosity perturbations and sea level measurement times. We consider the sea level 12000 years ago
(shown in red), 6000 years ago (shown in green) and at the present day (shown in blue) and examine
how they respond to viscosity perturbations of different magnitudes in three different regions of the
mantle. We perturb the viscosity between (a) 1428 and the core-mantle boundary at 2891 km depth
(bottom part of the lower mantle), (b) 670 km and 1428 km depth (top part of the lower mantle) and
(c) 120 km and 670 km depth (the upper mantle). The calculated changes in sea level are plotted
in crosses of the appropriate colour, whilst the linearised changes predicted by the kernels are shown
with the straight lines. At all times, all perturbations in the viscosity lead to an increase in sea level.
We see that the kernels predict the change in sea level very well up to a perturbation of about 10%,
and for perturbations larger than this still predict a change of the correct sign and order of magnitude.
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change of ice thickness in the past is roughly constant until about 9000 years before the present. This
is because, for the viscosity model we have adopted, the Earth has essentially relaxed in response to
any ice melting or growth prior to this time. Thus melting of a given amount prior to 9000 years
ago will contribute the same sea level change regardless of the precise timing of the melt. As we get
closer to the present day, the sensitivity to the rate of change of ice thickness decreases in magnitude
because the level of relaxation in response to the change progressively decreases. The largest positive
sensitivity is evident at the location of the sea level measurement. As ice melts (forms) here, the
ground rebounds (subsides) and sea level falls (rises). On land away from the measurement location,
the kernel is negative. The dominant effect in these locations is simply the change in water volume
in the oceans due to a change in ice thickness. For example, ice melting in the far-field adds water to
the oceans, increasing sea level at the measurement location.
The pattern of sensitivity for a present day sea level measurement in Tahiti, as shown in figure 5.15,
is quite different. As the sea level measurement is on a small island in the ocean, there is essentially
no sensitivity in the vicinity of the measurement. As before, the sensitivity does not vary with time
for changes in ice volume more than 9000 years before the measurement. The sensitivity is negative
everywhere – wherever ice melts (forms) on land, the volume of water in the oceans will increase
(decrease) and sea level will rise (fall). The largest amplitude negative sensitivity is on the shorelines
as, if ice forms at these locations, the shoreline will subside, increasing the volume of the ocean basin
and hence lowering sea level even further. In contrast, the smallest amplitude negative sensitivity is
slightly in land of the coast. If ice forms in such a location, the ground under the ice will subside,
causing uplift on the coast and so the volume of the ocean basin will decrease; this effect will negate
some of the fall in sea level due to the formation of ice. As we get closer to the present day, the solid
Earth has had less time to rebound due to the change in ice load, and so the kernel is dominated by
gravitational effects.
In figure 5.16, we show the sensitivity of the sea level at the Sunda Shelf (figure 5.16a) and Barbados
(figure 5.16b) 14200 years ago to the rate of change of ice thickness at this time, only in locations
where there was ice present. This is the time of Melt Water Pulse 1A, when a large increase in sea
level is observed due to a sudden ice melting event (Clark et al., 2002). From our sensitivity kernels,
we can see that the sea level at the two locations has similar sensitivity to the rate of change of ice
thickness in Antarctica, but quite different sensitivity to that in North America. Clark et al. (2002)
calculated the sea level change at the Sunda Shelf and Barbados due to ice melting in different regions
and, in agreement with our kernels, found that the change at the two locations would be similar for an
Antarctic source but different for a North American source. However, they only considered melting
of entire ice sheets, while our kernels reveal the full spatial dependence. Using these kernels, we can
also construct a measurement that is relatively insensitive to the rate of change of ice thickness in
Antarctica. In figure 5.16c, we show the ice sensitivity kernel for the measurement that is equal to
the sea level at the Sunda Shelf minus 0.95 times the sea level in Barbados. We can see that this
measurement is most sensitive to the rate of change of ice sheet thickness in the south-eastern part
of the Laurentide ice sheet. This is an example of how we can use the sensitivity kernels to find a
combination of measurements that localises the sensitivity in a particular way. In this case, the value
of 0.95 was chosen by trial and error; in practice, a combination of data which minimises or maximises
sensitivity in a particular region could be found more systematically using Backus-Gilbert methods
(Backus & Gilbert, 1967, 1968; Backus, 1970).
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(a) 21000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
 0  0.5  1  1.5  2
Ice kernel/ 10-13 m-2
Figure 5.14: The sensitivity of the sea level at a location in the US (as marked by the cross here and
labelled (2) in figure 5.1) at the present day to the rate of change of ice thickness at several times
since the LGM. The sensitivity is shown to the rate of change of ice thickness (a) 21000 years ago,
(b) 12000 years ago, (c) 9000 years ago, (d) 6000 years ago, (e) 3000 years ago and (f) at the present
day. We show only the sensitivity in the vicinity of North America; however, there is a small negative
sensitivity on the rest of the continents.
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(a) 21000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago





Figure 5.15: The sensitivity of the sea level in Tahiti (as marked by the cross here and labelled (3) in
figure 5.1) at the present day to the rate of change of ice thickness at several times since the LGM.
The sensitivity is shown to the rate of change of ice thickness (a) 21000 years ago, (b) 12000 years


















































(c) Composite measurement – the sea level in the Sunda Shelf minus 95% of the sea level in
Barbados
Figure 5.16: The sensitivity of the sea level 14200 years ago to the rate of change of ice thickness
at that time in locations where there was ice present. We show the sensitivities for (a) the Sunda
Shelf and (b) Barbados, which are indicated by the crosses. We also show (c) the sensitivity of a
composite measurement, constructed to be relatively insensitive to the rate of change of ice thickness
in Antarctica, which is 95% of the sea level in Barbados subtracted from the sea level in the Sunda
Shelf.
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5.6.8 Initial sea level inversion
We performed a synthetic inversion for the initial sea level as described in section 5.5.3. Using some
known initial sea level, we calculated the final sea level to give the synthetic data, SLp, and then
found the best fitting initial sea level for this data.
The true initial sea level was generated by adding a perturbation to the sea level shown in fig-








for some constants Alm. So that the perturbation is real, we require Al−m = (−1)mA∗lm. The real
and imaginary parts of the Alm were chosen at random from a Gaussian distribution with standard
deviation 200l(l+1) m. The resulting perturbation is shown in figure 5.17a.
The difference between the true sea levels and the sea levels before (top row) and after (bottom
row) the inversion are shown in figure 4.2. The inversion took four iterations. On the left is the
difference between the initial sea level and the true initial sea level, and on the right is the difference
between the final sea level and the true final sea level, the synthetic data. At the start of the inversion,
the initial sea level was chosen to be that shown in figure 4.2. We can see that the maximum sea level
difference after the inversion is 1%, for both the initial and final sea levels, of what it was initially,
and that these differences are concentrated in the locations of highest sea level change overall.
5.7 Numerical implementation in earth models with a laterally vary-
ing viscosity
We will now consider performing inverse calculations in models with a spherically symmetric elastic
structure but a laterally varying viscosity structure. In order to do so, we must solve the forward
and adjoint equations in such models. The method for solving the forward equations is discussed in
section 4.5; in order to solve the adjoint equation, we make the same changes to the method for solving
the adjoint equations in a spherically symmetric structure discussed in section 5.6.
5.7.1 Viscosity sensitivity kernels
For comparison, we calculated equivalent kernels to some of those presented in section 5.6.6 but with
respect to a three dimensional background viscosity structure. In all the examples presented in this
section, the background viscosity structure was scaled from S20RTS as described in section 4.6.4 and
shown in figure 4.10. We present the sensitivity of the sea level at different times since the Last Glacial
Maximum in Canada (figures 5.18 and 5.19), the US (figures 5.20 and 5.21) and Canada (figures 5.22
and 5.23) to the viscosity at depths of 635 km and 1756 km. In all cases, the main features of the
kernels are similar to those in figures 5.3 to 5.8; however, the kernels here have more small scale lateral
variations.
5.7.2 Viscosity inversion
Using the sensitivity kernels, it is possible to perform an inversion for the three-dimensional viscosity
structure of the Earth. Given some data, a viscosity structure which fits the data can be found. In
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(a) Before inversion - initial (b) Before inversion - final
-150 -100 -50  0  50  100  150
Difference in sea level/ m
(c) After inversion - initial (d) After inversion - final
-1.5 -1 -0.5  0  0.5  1  1.5
Difference in sea level/ m
Figure 5.17: Initial sea level inversion, as discussed in section 5.6.8. We show the difference between
the (a) initial sea levels before the inversion, (b) final sea levels before the inversion, (c) initial sea
levels after the inversion and (b) final sea levels after the inversion.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) Present day
-1 -0.5  0  0.5  1  1.5  2  2.5
Viscosity kernel/ 10-16 m-2
Figure 5.18: The sensitivity of the sea level at a location in Canada (as marked by the cross here and
labelled (1) in figure 5.1) at different times to the viscosity at a depth of 635 km. The background
viscosity structure is scaled from S20RTS, as discussed in section 4.6.4 and shown in figure 4.10. The
sensitivity is shown for sea level measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years
ago, (d) 6000 years ago, (e) 3000 years ago and (f) at the present day.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-0.2  0  0.2  0.4  0.6  0.8  1  1.2
Viscosity kernel/ 10-17 m-2
Figure 5.19: The sensitivity of the sea level at a location in Canada (as marked by the cross here and
labelled (1) in figure 5.1) at different times to the viscosity at a depth of 1756 km. The background
viscosity structure is scaled from S20RTS, as discussed in section 4.6.4 and shown in figure 4.10. The
sensitivity is shown for sea level measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years
ago, (d) 6000 years ago, (e) 3000 years ago and (f) at the present day.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) Present day
-3.5 -3 -2.5 -2 -1.5 -1 -0.5  0  0.5
Viscosity kernel/ 10-16 m-2
Figure 5.20: The sensitivity of the sea level at a location in the US (as marked by the cross here and
labelled (2) in figure 5.1) at different times to the viscosity at a depth of 635 km. The background
viscosity structure is scaled from S20RTS, as discussed in section 4.6.4 and shown in figure 4.10. The
sensitivity is shown for sea level measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years
ago, (d) 6000 years ago, (e) 3000 years ago and (f) at the present day.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-0.5  0  0.5  1  1.5  2  2.5  3
Viscosity kernel/ 10-18 m-2
Figure 5.21: The sensitivity of the sea level at a location in the US (as marked by the cross here and
labelled (2) in figure 5.1) at different times to the viscosity at a depth of 1756 km. The background
viscosity structure is scaled from S20RTS, as discussed in section 4.6.4 and shown in figure 4.10. The
sensitivity is shown for sea level measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years
ago, (d) 6000 years ago, (e) 3000 years ago and (f) at the present day.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-1.2 -0.8 -0.4  0  0.4  0.8  1.2
Viscosity kernel/ 10-18 m-2
Figure 5.22: The sensitivity of the sea level in Tahiti (as marked by the cross here and labelled (3) in
figure 5.1) at different times to the viscosity at a depth of 635 km. The background viscosity structure
is scaled from S20RTS, as discussed in section 4.6.4 and shown in figure 4.10. The sensitivity is shown
for sea level measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago, (d) 6000 years
ago, (e) 3000 years ago and (f) at the present day.
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(a) 15000 years ago (b) 12000 years ago
(c) 9000 years ago (d) 6000 years ago
(e) 3000 years ago (f) 0 years ago
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3
Viscosity kernel/ 10-18 m-2
Figure 5.23: The sensitivity of the sea level in Tahiti (as marked by the cross here and labelled (3) in
figure 5.1) at different times to the viscosity at a depth of 1756 km. The background viscosity structure
is scaled from S20RTS, as discussed in section 4.6.4 and shown in figure 4.10. The sensitivity is shown
for sea level measurements (a) 15000 years ago, (b) 12000 years ago, (c) 9000 years ago, (d) 6000 years
ago, (e) 3000 years ago and (f) at the present day.
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the kernel calculations shown above, we use measurements of sea level relative to the 21000 years ago.
However, it is not possible to extract such measurements from real data, unless there happens to be
a record of the sea level at both times. What is recorded is the sea level relative to the present day,
typically known simply as the relative sea level, or RSL. It is clear that this is defined such that
RSL(t) = SL(t)− SL(tp), (5.89)
where tp is the time at the present day. We shall use measurements of relative sea level to perform
the viscosity inversion.
Let us assume that we have sea level measurements at N locations, xi for 1 ≤ i ≤ N . At each
location, we have Ni past sea level measurements, which we will write as RSLij , made at times tij
where 1 ≤ j ≤ Ni for a particular i. RSLij has an associated error σij. We also have the present day
sea level, SLip at each location xi. We can define the least squares misfit between the actual data and


























[SL(xi, tp)− SLip]2. (5.91)



































































Figure 5.24: The locations of sea level measurements used in the viscosity inversion discussed in
section 5.7.2. The colour of the points shows the number of measurements at each location.
and ḣu = 0 and ḣφ = 0. By solving the forward equations and using this adjoint load within the
adjoint equations, we can calculate the derivative of the misfit given in equation (5.91) with respect to
the viscosity structure. We can then use this derivative, along with some gradient based optimisation
method to find the viscosity structure that minimises the misfit. Therefore, in order to perform such
an inversion we:
1. Choose some initial viscosity structure;
2. Solve the forward equations and calculate the misfit given by equation (5.91);
3. Calculate the adjoint load given by equation (5.95) and solve the adjoint equations;
4. Calculate the viscosity sensitivity kernel given by equation (5.63);
5. Use the conjugate gradient method (outlined in section 1.3.4) to update the viscosity structure;
6. Repeat steps 2 to 5 until some termination criteria are satisfied.
We performed an inversion as described above for three-dimensional viscosity structure using
synthetic sea level data. The true model was scaled from S20RTS as described in section 4.6.4 and
shown in figure 4.10. We took the locations of the sea level measurements to be the 187 locations used
in Lambeck et al. (2014). We also took the Ni, the number of measurements at location xi, to be
equal to those in the paper; however, we randomly selected the times from those at 50 year increments
between 21000 years ago and the present day. For this example, we did not add any errors to the
data; this could have been done and we would simply converge to a different model. The locations are
shown in figure 5.24, with the colour indicating the number of measurements at each location. The
initial viscosity was chosen to be the spherically symmetric structure described in section 4.5.5.
The viscosity structure after ten inversion iterations is shown in figure 5.25. As one would expect,
the perturbations are concentrated in regions where there are measurements, particularly at shallow
depths. In the lower mantle, the perturbations are broader in scale and there is also significant
viscosity change under where the ice sheets have melted. In figure 5.26, we show the misfit, given by
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equation (5.91), at each iteration of the inversion. We can see that it has reduced by about a factor
of 30 overall, and reached close to its minimum value after seven iterations.
In order to make an assessment of how well the inverted viscosity matches the true viscosity, we
can consider the correlation between the two models. Let ηt be the true viscosity model, ηi be the
inverted viscosity model and η0 be the spherically symmetric background model. We then define the
























where 〈·, ·〉 is the appropriate inner product and ‖·‖ the corresponding norm. If ηt and ηi are perfectly
correlated, we will have C = 1, if they are perfectly anti-correlated we will have C = −1 and if they
are not correlated at all we will have C = 0. We will consider two different inner products in order to
present two different correlations. We will first consider the correlation as a function of depth. In this
case, the inner product will be the average of the integral over the unit sphere at each depth, that is




f g dS, (5.97)
where S2 is the unit two-sphere. We plot this correlation in figure 5.27 along with the norms of the
true and inverted viscosities. We can see that the correlation is approximately 0.3 throughout much
of the mantle. The correlation becomes much larger at the base of the mantle, but this is because the
norm of the true model has become very small. We would not expect the correlation as a function
of depth to be very close to one because we know that large parts of the viscosity structure were not
updated during the inversion due to the lack of data coverage. It would therefore be informative to
consider the correlation as a function of position so that we can see how well the inversion performed
in regions of high data coverage. In this case, we take the inner product to be




f g dr, (5.98)
where hM is the thickness of the mantle. The correlation as a function of lateral position is shown in
figure 5.28a. Again, there are some areas of the Earth to which the data have very little sensitivity and
so the inverted viscosity structure is very similar to that at the start of the inversion. In these regions,
it is essentially chance as to the value of the correlation. We are more interested in the correlation in
regions which have been updated by the model. In figures 5.28b to 5.28d, we therefore present further
plots where the correlation is only shown if the norm of the inverted viscosity model is above a certain
value. We can see that the correlation is largely very good in these regions, particularly for the largest
norm value.
5.8 Conclusion
In this chapter, we presented a method for calculating the sensitivity of measurements of glacial
isostatic adjustment to the viscosity structure of the Earth and the ice sheet history. We use the
adjoint method, which enables the linearised sensitivities, or kernels, to be calculated quickly and
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Figure 5.25: The final viscosity structure after performing the inversion described in section 5.7.2.
The viscosity is shown at depths of (a) 130 km, (b) 420 km, (c) 635 km, (d) 1362 km, (e) 1756 km
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Figure 5.27: The correlation as a function of depth between the true and inverted viscosity models,
as given by equation (5.96) with the inner product defined in equation (5.97). The norms for the two
structures are also plotted.
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(a) 0 (b) 0.2
(c) 0.25 (d) 0.3
-1 -0.5  0  0.5  1
Correlation
Figure 5.28: The correlation as a function of lateral position between the true and inverted viscosity
models, as given by equation (5.96) with the inner product defined in equation (5.98). We show (a) the
full correlation, as well as the correlation only where the norm of the inverted viscosity is above a
certain value. These values are (b) 0.2, (c) 0.25 and (d) 0.3.
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efficiently, even in the case of laterally heterogeneous earth models. Through application of this
approach, we have also presented the first three-dimensional examples of such sensitivities in both
spherically symmetric and laterally varying background models, and used the kernels to perform a




Conclusions and Future Work
6.1 Conclusions
In this dissertation, new methods for forward and inverse modelling post-seismic deformation and
glacial isostatic adjustment have been presented. In both cases, the forward formulation allows the
processes to be modelled in a self-gravitating, compressible, laterally heterogeneous Earth, with a
variety of linear rheologies. Non-linear rheologies can also be considered through extensions discussed
in Crawford et al. (2017). The forward problem is formulated in the time domain, which avoids
difficulties associated with continously varying structures exhibited by Laplace domain methods (e.g.,
Fang & Hager, 1995; Han & Wahr, 1995; Boschi et al., 1999). The adjoint method is applied to the
inverse problem, which allows efficient calculation of derivatives of meausurements with respect to
model parameters. Such derivatives, or kernels, quantify the sensitivity of measurements to the model
parameters, and hence provide insight into what can be learnt from them. For both post-seismic and
post-glacial deformation, numerical examples were presented in models with a spherically symmetric
structure as well as model with laterally varying viscosity structure in the post-glacial case. The
kernels were also used to perform synthetic inversions for viscosity structure – one-dimensional in the
post-seismic case and three-dimensional in the post-glacial case.
6.2 Future Work
The examples contained within this dissertation illustrate some of the potential applications of the
work. There exist many further uses in both the post-seismic and post-glacial contexts and some of
these are discussed here.
6.2.1 Post-seismic deformation
In this work, we have considered the deformation of the whole Earth. However, post-seismic deforma-
tion is largely localised to the vicinity of the seismic source and so we could increase computational
efficiency by modelling the deformation in a plane layer geometry. One possible method would be to
use a cylindrical coordinate equivalent of the generalised spherical harmonics introduced by Burridge
(1984). It is not, however, straightforward to include self-gravitation in a plane layer (e.g., Rundle,
1980), but its effect is arguably not vital in some situations.
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In section 3.5.4, we performed several synthetic inversions for depth-dependent viscosity structure.
The method could also be applied to some real situations, and a similar resolution analysis undertaken
to quantify how well obtained viscosity structure is constrained. Earthquakes which have previously
been considered suitable for such studies include the 1999 Hector Mine, California earthquake (e.g.,
Pollitz et al., 2001; Freed & Bürgmann, 2004; Pollitz & Thatcher, 2010) and the 2002 Denali, Alaska
earthquake (e.g., Pollitz, 2005; Freed et al., 2006; Johnson et al., 2009). We could also consider
inverting for a more complicated rheology, such as a Burgers body, which has previously been proposed
in the case of, for example, the aforementioned Hector Mine earthquake (Pollitz, 2003); however, the
addition of more parameters naturally raises questions about how well they can be constrained.
In chapters 2 and 3, all numerical examples were calculated in a spherically symmetric earth
model. However, the theory presented is applicable to fully heterogeneous models. Calculations with
laterally varying viscosity could be performed in a similar manner to those in chapters 4 and 5 and
implementation using a three-dimensional finite-element method would permit laterally varying elastic
structure too. This would allow, for example, inversions for laterally varying viscosity structure, and
there is evidence that such structures are required in some circumstances (e.g., Li et al., 2017b).
However, it is not clear if post-seismic data could usefully constrain any three-dimensional viscoelastic
structure in the Earth, but the kernels could be used to quantify what can be learnt.
We derived the form of the viscosity kernels and stress glut kernels, but only gave examples of the
former. Using kernels for the time-dependence of the source, we could perform a joint inversion for
afterslip and viscosity structure, and investigate the resolution in the case that the particular cause
of the time-dependent displacement is unknown. It would also be possible to calculate the kernels for
other model components, such as the elastic parameters or thickness of the elastic lid.
6.2.2 Glacial isostatic adjustment
Before applying the methods presented in this dissertation to GIA data, it will be necessary to include
the rotation of the Earth in the forward method. The gravity equipotential which describes the sea
surface is controlled by both gravitation and rotation. As water and ice mass are redistributed, the
moment of inertia of the Earth changes resulting in a change in rotation rate to conserve angular
momentum and therefore a change in shape of the equipotential surfaces. It is therefore necessary
to have a gravitationally and rotationally self-consistent theory for modelling sea level change. In
practice, this would be achieved by coupling the current system of equations to Euler’s rotation
equations, and should not require substantial changes to the numerical implementation. Once this
has been done, there are many ways in which the adjoint sensitivity kernels can be used to probe GIA
data and enhance our understanding of the Earth and its past climate.
In section 5.6.7, we showed an example of constructing a measurement with sensitivity limited
to a particular part of the model space. However, in this instance the measurement was constructed
purely through trial and error. A more systematic approach would be to use Backus-Gilbert methods
(Backus & Gilbert, 1967, 1968; Backus, 1970), and there are many localised sensitivities it could be
useful to construct. In the example presented, the sensitivity was limited to a particular area of
ice – the ice sheet over North America. Other ice sheets could be considered as well as looking for
measurements with sensitivity to the ice history in any location, but with limited sensitivity to the
viscosity structure. Conversely, measurements with limited ice sheet sensitivity could be constructed
in order to examine only the viscosity structure and the sensitivity could be further limited to just
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one region of the Earth for a local viscosity study.
When performing a viscosity inversion using measurements of GIA, there are some combinations of
data that are typically used as they are thought to have little sensitivity to the ice sheet history. One
such type of measurement are so-called decay times. In formerly glaciated regions, the relative sea
level is observed to take the form of a decaying exponential (Andrews, 1970; Cathles, 1975), and the
time scale of this decay is thought to be relatively independent of the ice sheet history (e.g., Mitrovica
& Peltier, 1995). Using the sensitivity kernels, we could first examine whether such assumptions
are correct. We could also investigate, again using Backus-Gilbert methods, whether there are other
combinations of the same data which could be used to extract more information about the viscosity
structure, or which decrease the sensitivity to the ice sheet history even further.
Information obtained from such investigations could be used to guide inversions for model param-
eters. As a first study, an inversion for one-dimensional viscosity structure could be performed, in the
manner of, for example, Lau et al. (2016). The radial viscosity kernels presented in section 5.6.6 could
be used to perform the inversion. Once a best fitting structure is found, the laterally varying kernels
could be used to investigate which parts of the viscosity the measurements are sensitive to, and hence
in what sense the one-dimensional structure is an average of a three-dimensional structure.
The laterally varying kernels could also be used to perform an inversion for three-dimensional
structure, as illustrated by the example in section 5.7.2. However, as suggested by the difference in
starting and inverted viscosity structures found in this synthetic example, it is unlikely that the data
is able to constrain much of the full three-dimensional viscosity structure of the Earth and so a more
specific problem should be considered. One possibility would be to investigate the so-called missing ice
problem. In order to fit far-field sea level change since the LGM, a larger change in ice volume seems
to be required than is suggested by the palaeo constraints on ice sheet geometry (e.g., Lambeck et al.,
2014). Whilst there is a degree of trade-off between the ice sheet history and viscosity structure,
GIA studies have thus far been unable to find a viscosity structure that allows the ice volume to
match independent constraints. However, such studies have considered only one-dimensional viscosity
structures. It would therefore be desirable to investigate whether three-dimensional viscosity structures
could reconcile some of the difference; indeed, lateral viscosity variations have been shown to have a
significant impact on estimates of sea level change associated with ice volume change (Austermann
et al., 2013). This could be achieved by fixing the ice sheet history to have a smaller ice volume change
and then inverting for three-dimensional viscosity structure using the adjoint sensitivity kernels. Any
inverted viscosity structure would not necessarily be close to that of the Earth; however, if a structure
can be found that fits both GIA data and other ice sheet constraints, it gives a direction for future
investigations and provides a possible resolution to the missing ice problem.
An inversion for ice sheet history could also be performed using the ice sensitivity kernels. In
this case, thought must be given to ensuring any ice history obtained is physically sensible. One
option would be to take a viscosity model obtained from a previous GIA study and an ice model from
another study and update the ice model until it fits the data. If an ice model cannot be found to fit
the data with a particular viscosity structure, an inversion for viscosity could first be performed. This
study would give some idea of the range of ice models that fit the data. The changes to previous ice
sheet models would hopefully be sufficiently small so as not to render the resulting models unphysical.
Physically realistic ice models could also be ensured through regularisation or by coupling ice sheet
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