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Abstract
Variational methods are used to prove the existence of multiple positive solutions for a semilin-
ear equation with prescribed finitely many singular points. Some exact local behavior for positive
solutions are also given.
 2004 Published by Elsevier Inc.
Keywords: Variational methods; Multiple positive solutions; Singular potential; Critical Sobolev exponent
1. Introduction
This paper is devoted to the study of the existence and multiplicity of positive solutions
for the following problem:
−u−µV (x)u = K(x)|u|2∗−2u+ θh(x), u ∈ H 10 (Ω), (P(µ,K(x), θ))
where Ω ⊂RN (N  3) is an open bounded domain with smooth boundary ∂Ω , 0 µ <
µ¯ = (N − 2)2/4 and µ¯ is the best constant in the Hardy inequality. 2∗ = 2N/(N − 2) is
the so called critical Sobolev exponent. The linear weight V (x) has finitely many singular
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about this will be given later.
When µ = 0, K(x) ≡ 1, and θ = 1, Tarantello [19] has proved that (P (0,1,1)) pos-
sesses two positive solutions in H 10 (Ω) for h small. When µ = 0, K(x) has finitely many
strict maximum points in Ω , the multiplicity of positive solutions for (P (0,K(x), θ)) has
been obtained by Cao–Chabrowski [6]. When 0 < µ < µ¯, V (x) = |x|−s for proper s > 0
related with the critical Hardy–Sobolev weight, Radulescu–Smets [17] has shown that
(P (µ,1,1)) possesses at least two positive solutions for h small, one of which is close
to zero if h is close to zero and the really positive solution is only one. For other existence
results of a single solution, we refer the interested readers to [1,14,16,21] and the reference
therein.
Observe that the potential |x|−s in [17] has x = 0 as its unique singular point, so a
natural but interesting question arises: If V (x) has finitely many, say, m singular points
in Ω , does it produce at least m really positive solutions to the problem?
The answer is affirmative as we will see in the present paper. More precisely, we will
study the effect of a more general singular weight V (x) with multiple singular points to
the existence and multiplicity of positive solutions for (P (µ,K(x), θ)). For simplicity, we
will assume K(x) ≡ 1 throughout this paper and write the problem as
−u−µV (x)u = |u|2∗−2u+ θh(x). (PV )
Since the case of µ = 0 has been studied completely, we will only focus our attention to
the case 0 <µ< µ¯. Let us formulate our assumptions on V (x) and h(x) before stating the
main result.
(h0) h(x) > 0 a.e. in Ω and h ∈ H−1(Ω), the dual space of H 10 (Ω).
(V 0) There exist a1, a2, . . . , am ∈ Ω such that V (x) ∈ L∞loc(Ω\{a1, a2, . . . , am}),
limx→aj V (x)|x − aj |2 = 1, j ∈ {1, . . . ,m}. Moreover, there are δ > 0, α,β >
2
√
µ¯−µ such that
1
|x − aj |2 − |x − aj |
β−2  V (x) 1|x − aj |2 − |x − aj |
α−2 (1.1)
for x ∈ B(aj , δ). Here δ is fixed but so small that |ai − aj |  4δ for i = j and
B(aj ,4δ) ⊂ Ω .
(V 1) There is 0 < A < 1 such that∫
µV (x)u2 dx A
∫
|∇u|2 dx, u ∈ H 10 (Ω).
Our main result is the following.
Theorem 1.1. Under the assumptions of the present paper, if 0 < µ < µ¯ − 1 then there is
1θ∗ > 0 such that for any 0 < θ < θ∗, (PV ) has at least m really positive solutions in H0 (Ω).
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The following example is motivated by recent interests in Hardy inequality (see, e.g., [5]
or [10, Remark 1.2]. For some ρ > 0 sufficiently small and j = 1,2, . . . ,m, let
V (x)


= |x − aj |−2 − λ|x − aj |α−2, |x − aj | ρ,
 |x − aj |−2, ρ < |x − aj | < 2ρ,
=∑mj=1 |x − aj |−2, |x − aj | 2ρ and x ∈ Ω ,
where λ = (∫ +∞0 e−αrr dr)−1, α > 0; then a direct computation verifies that V (x) satisfies
(V 0), (V 1).
(2) The operator − with the potential V (x) considered here is a generalization of the
following instances of Schrödinger operator: with singular potential in [3], Hardy potential
in [18], periodic potential in [9] or LN/2 potential in [2].
Theorem 1.1 will be proved by critical point theory. On H 10 (Ω), we define the following
functional:
EV (u) = 12
∫ (|∇u|2 −µV (x)u2)dx − 1
2∗
∫
|u|2∗ dx − θ
∫
hudx. (1.2)
We say that u is a weak solution of (PV ) if u ∈ H 10 (Ω) and satisfies
〈
E′V (u),ϕ
〉= ∫ (∇u∇ϕ −µV (x)uϕ)dx − ∫ |u|2∗−2uϕ dx − θ ∫ hϕ dx,
∀ϕ ∈ H 10 (Ω). (1.3)
By now it is well known that there is a one-to-one correspondence between the critical
points of EV on H 10 (Ω) and the weak solutions of (PV ). A standard elliptic regularity
argument implies that a weak solution u ∈ H 10 (Ω) is indeed in C2(Ω\{a1, a2, . . . , am}).
About such a case, we say that u satisfies (PV ) in the classical sense. Thus the proof of
Theorem 1.1 will be completed if we will be able to show: firstly, EV has at least m distinct
critical points on H 10 (Ω); secondly, these critical points can be chosen positive in Ω .
Remark 1.3. We can say more about the positive solutions of (PV ) obtained here. In fact,
if we denote u1, u2, . . . , um positive solutions of (PV ) then, using [11, Theorem 1.1], we
know that uj satisfies
A1|x − aj |−(
√
µ¯−√µ¯−µ)  uj (x)A2|x − aj |−(
√
µ¯−√µ¯−µ), j ∈ {1, . . . ,m},
for any x ∈ Brj (aj )\{aj } (rj sufficiently small) and some positive constants A1 and A2.
Remark 1.4. From Remark 1.3, we know that uj has a strong singularity at aj . Moreover,
the singularity of uj in a small neighborhood of aj will become stronger as µ → µ¯. How-
ever, we regret that we do not know how to prove the existence of a positive solution u
which has two or more strong singular points. We conjecture that this is true and can be a
problem for further study. In a forthcoming paper, we will study the existence of multiple
sign-changing solutions for similar problems.
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is due to the proof of two rather long and technical lemmas. Section 4 is devoted to the
proof of Theorem 1.1. The idea we will use here has been introduced previously by Taran-
tello [19] and later refined by Cao–Noussair [7], see also [8]. However, due to the presence
of the strong singularity of V (x), some additional difficulties appear. We will adapt some
techniques from Chen–Li–Li [10] to overcome them.
2. Preliminaries
Throughout this paper, the dual space of a Banach space E is denoted by E−1. H 10 (Ω),
Lt(Ω) are standard Sobolev spaces with the standard norms ‖ · ‖, | · |t . D1,2(RN) = {u ∈
L2
∗
(RN); ∇u ∈ L2(RN)} with norm ‖ · ‖2D =
∫
RN
|∇ · |2 dx. B(x, r) is a ball centered at x
with radius r . O(εt ) denotes |O(εt )|/εt  C and o(εt ) denotes |o(εt )|/εt → 0 as ε → 0.
For o(1) we always mean a generic infinitesimal value. All integrals are taken over Ω
unless stated otherwise. The symbol → denotes the strong convergence and ⇀ the weak
convergence. C,Ci denote various positive constants, the exact values of which are not
important. For any a ∈ RN , the following minimization problem will be useful in what
follows:
Sµ = inf
{ ∫
RN
(
|∇u|2 − µ|x − a|2 u
2
)
dx; u ∈D1,2(RN ), ∫
RN
|u|2∗ dx = 1
}
. (2.1)
It is known, see, e.g., [20], that Sµ is achieved by a family of functions
Uε,a(x) = [4ε(µ¯ −µ)N/(N − 2)]
N−2
4
[ε|x − a|γ ′/√µ¯ + |x − a|γ /√µ¯]N−22
, ε > 0, (2.2)
where γ ′ = √µ¯ − √µ¯ −µ, γ = √µ¯ + √µ¯ −µ, µ¯ = (N − 2)2/4. Moreover, [12, Theo-
rem B] implies that, up to a dilation, Uε,a(x) is the unique positive solution of
−u− µ|x − a|2 u = |u|
2∗−2u, u ∈D1,2(RN ).
For j ∈ {1, . . . ,m} fixed, we define a cut-off function φj (x) ∈ C10(Ω) such that φj (x) = 1
for |x − aj | < δ, φj (x) = 0 for |x − aj | > 2δ, 0 φj  1 and |∇φj | C. Let uε,j (x) =
φj (x)Uε,aj (x). Then from [10, Theorem 1.2], we have the following estimates:∫ (
|∇uε,j |2 − µ|x − aj |2 u
2
ε,j
)
dx = SN/2µ + O
(
εN/2
)+ O(ε(N−2)/2), (2.3)∫
|uε,j |2∗ dx  SN/2µ − O
(
εN/2
)
, (2.4)∫
|x − aj |α−2|uε,j |2 dx = O
(
ε(N−2)/2
)
, since α > 2
√
µ¯−µ> 1. (2.5)
DenoteM= {u ∈ H 10 (Ω); u = 0, 〈E′V (u),u〉 = 0}. We have, first, the following energy
estimates for any weak solutions of (PV ).
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EV (w)−χθ2.
Proof. Since w satisfies (PV ), we obtain by easy computations that
EV (w) = 1
N
∫ (|∇w|2 −µV (x)w2)− N + 2
2N
∫
hw
 1 − A
N
‖w‖2 − N + 2
2N
θ‖h‖‖w‖.
It follows from
f (t) = 1 −A
N
t2 − N + 2
2N
‖h‖θt,
attaining its absolute minimum (for t > 0) at the point
t¯ = N + 2
4(1 −A)‖h‖θ,
that
min
t>0
f (t) = f (t¯ ) = − (N + 2)
2
16N(1 −A)‖h‖
2θ2.
The conclusion follows by letting
χ = (N + 2)
2
16N(1 −A)‖h‖
2. 
Next, we have the following property of elements inM.
Proposition 2.2. Under the assumptions of the present paper, there is θ1 > 0 such that for
any θ ∈ (0, θ1) and u ∈M,∫ (|∇u|2 −µV (x)u2) = (2∗ − 1)∫ |u|2∗ . (2.6)
Moreover, for any θ ∈ (0, θ1),
MV =
{
u ∈M;
∫ (|∇u|2 −µV (x)u2)dx < (2∗ − 1)∫ |u|2∗} = ∅. (2.7)
Proof. Arguing by contradiction, we assume that there are θn → 0, un ∈M such that∫ (|∇un|2 −µV (x)u2n)= (2∗ − 1)
∫
|un|2∗ and (2.8)∫ (|∇un|2 −µV (x)u2n)=
∫
|un|2∗ + θn
∫
hun. (2.9)
By (V 1) we have
∫
(|∇un|2 −µV (x)u2n) (1−A)
∫ |∇un|2, and so ∫ |un|2∗  B ∫ |∇un|2
with B = (1 −A)/(2∗ − 1). Sobolev inequality implies that∫
2 (N−2)/2 N/2|∇un|  B S0 , (2.10)
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∫
RN
|∇u|2; u ∈ D1,2(RN), ∫
RN
|u|2∗ = 1} is the usual best Sobolev con-
stant. Combining (2.10) with (2.8) and (2.9), we have
0 = (1 − 1/(2∗ − 1))∫ (|∇un|2 −µV (x)u2n)− θn
∫
hun

(
1 − 1/(2∗ − 1))(1 −A)∫ |∇un|2 − θn‖h‖‖un‖ > 0
since θn → 0. This contradiction implies that there is θ¯ > 0 such that (2.6) holds for any
θ ∈ (0, θ¯ ) and u ∈M.
Now, for any 0 u ∈ H 10 (Ω), t > 0, we denote
t2
∫ (|∇u|2 − µV (x)u2)− t2∗ ∫ |u|2∗ − tθ ∫ hu := t(φ(t)− θ ∫ hu),
where φ(t) = t ∫ (|∇u|2 −µV (x)u2)− t2∗−1 ∫ |u|2∗ . Easy computations show that φ(t) is
concave and achieves its maximum at
t0 =
(∫
(|∇u|2 −µV (x)u2
(2∗ − 1) ∫ |u|2∗
)1/(2∗−2)
.
Since
∫
hu > 0, we obtain that there is ¯¯θ > 0 such that for all θ ∈ (0, ¯¯θ), φ(t0) >
θ
∫
hu > 0. Thus there is t∗ > t0 such that φ(t∗) = θ
∫
hu and φ′(t∗) < 0. Setting θ1 =
min{θ¯ , ¯¯θ}, we obtain that t∗u ∈M and∫ (|∇(t∗u)|2 −µV (x)(t∗u)2)< (2∗ − 1)
∫
|t∗u|2∗ . 
For j ∈ {1,2, . . . ,m}, we choose r0 = δ/3 and define
βj (u) =
∫
ψj(x)|∇u|2∫ |∇u|2 ,
where ψj (x) = min{δ, |x − aj |}. Let Mj = {u ∈M; βj (u) < r0} and Γj = {u ∈M;
βj (u) = r0}.
Proposition 2.3. Let δ be as in (V 0) and r0 as above. If βj (u) r0, then∫
|∇u|2  3
∫
Ω\B(aj ,δ)
|∇u|2. (2.11)
Proof. The proof is essentially known. We write here just for completeness. From the
definition of ψj and βj , we have
δ
∫
Ω\B(aj ,δ)
|∇u|2 
∫
Ω\B(aj ,δ)
ψj (x)|∇u|2 
∫
ψj(x)|∇u|2  r0
∫
|∇u|2
= δ
3
∫
|∇u|2.Thus (2.11) easily follows. 
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βi(u) r0, then i = j .
Denote
Nj =Mj ∩MV , Rj = Γj ∩MV ,
mj = inf
u∈Nj
EV (u), γj = inf
u∈Rj
EV (u);
then we have the following proposition.
Proposition 2.5. Under the assumptions of the present paper, for χ as in Proposition 2.1,
there is θ2 > 0, such that for all θ ∈ (0, θ2),
mj <
1
N
SN/2µ − χθ2.
Proof. For uε,j , we can use an argument similar to Proposition 2.2 to find tε,j  t0 > 0
such that tε,j uε,j ∈M∩MV . Since
βj (tε,j uε,j ) =
∫
ψj (x)|∇uε,j |2∫ |∇uε,j |2 →
∫
ψj(aj )|∇u0|2∫ |∇u0|2 = 0 as ε → 0,
where u0 = φjU1,aj is the standard case for uε,j before scaling and 0 u0 ∈ H 10 (Ω). It fol-
lows that there is ε1 > 0 such that βj (tε,j uε,j ) < r0 for 0 < ε < ε1. Therefore tε,j uε,j ∈Nj .
To complete the proof, it suffices to show that there exists θ2 > 0 such that ∀θ ∈ (0, θ2) and
some 0 < ε < ε1,
sup
t>t0
EV (tuε,j ) <
1
N
SN/2µ − χθ2. (2.12)
Estimate:
sup
t>t0
EV (tuε,j )
 sup
t>0
{
t2
2
∫ (|∇uε,j |2 −µV (x)u2ε,j )− t2
∗
2
∫
|uε,j |2∗
}
− t0θ
∫
huε,j
 1
N
(∫ (|∇uε,j |2 −µV (x)u2ε,j )
)N/2(∫
|uε,j |
)(2−N)/2
− t0θ
∫
hφjUε,aj
 1
N
(∫ (
|∇uε,j |2 − µ|x − aj |2 u
2
ε,j
)
+
∫
µ|x − aj |β−2u2ε,j
)N/2
×
(∫
|uε,j |2∗
)(2−N)/2
−C1θε(N−2)/4
1 ( )
N
SN/2µ + o ε(N−2)/2 −C1θε(N−2)/4 (by (2.3)–(2.5)). (2.13)
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ε(N−2)/2 =
(
2χ
C1
)2
θ2, k(ε) < χ
(
C1
2χ
)2
.
If θ2 is chosen small enough and θ ∈ (0, θ2), then ε < ε1. Substituting ε as above to (2.13)
gives (2.12). 
3. Some technical lemmas
In this section, we will derive two lemmas which are rather long and technical, but very
useful in the proof of the main result.
Lemma 3.1. There is θ3 > 0 such that for any 0 < θ < θ3, there holds
γj >
1
N
SN/2µ .
Proof. We argue indirectly to get a contradiction. Assume that there are sequences θn → 0
and {un} ⊂Rj such that
EV (un) = 12
∫ (|∇un|2 −µV (x)u2n)− 12∗
∫
|un|2∗ − θn
∫
hun
→ d  1
N
SN/2µ . (3.1)
From the assumptions on V (x) and {un} ⊂Rj , we can get easily that {un} is bounded in
H 10 (Ω) and there is ν > 0 such that ‖un‖ ν > 0. From θn → 0 we can assume that
lim
n→∞
∫ (|∇un|2 −µV (x)u2n)= limn→∞
∫
|un|2∗ = l > 0.
And we can find two sequences yn ∈ Ω , λn > 0 such that
l
2
= sup
y∈RN
∫
B(y,λn)
|∇un(x)|2 dx =
∫
B(yn,λn)
|∇un(x)|2 dx.
Denote wn(x˜) = λ(N−2)/2n un(λnx˜ + yn), then wn(x˜) ∈ H 10 (Ωn) with Ωn := (Ω − yn)/λn.
By extending wn(x˜) to be zero for x˜ outside Ωn, we can write wn(x˜) ∈D1,2(RN). From∫
RN
|∇wn(x˜)|2 =
∫ |∇un(x)|2, we know that wn(x˜) is bounded in D1,2(RN). Thus we can
assume that
wn(x˜) ⇀ w0(x˜) in D1,2
(
R
N
)
, wn(x˜) → w0(x˜) a.e. in RN.
Denote w˜n(x˜) := wn(x˜)− w0(x˜); from∫ ( 2 2) ∫ 2∗|∇un| −µV (x)un − |un| = o(1) (3.2)
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(|∇wn(x˜)|2 −µλ2nV (λnx˜ + yn)wn(x˜)2)−
∫
RN
|wn(x˜)|2∗ = o(1). (3.3)
Brezis–Lieb lemma [4] implies that∫
RN
|∇w˜n(x˜)|2 =
∫
RN
|∇wn(x˜)|2 −
∫
RN
|∇w0(x˜)|2 + o(1),
∫
RN
λ2nV (λnx˜ + yn)w˜n(x˜)2 =
∫
RN
λ2nV (λnx˜ + yn)wn(x˜)2 −
∫
RN
λ2nV (λnx˜ + yn)w0(x˜)2
+ o(1),∫
RN
|w˜n(x˜)|2∗ =
∫
RN
|wn(x˜)|2∗ −
∫
RN
|w0(x˜)|2∗ + o(1).
It follows that∫
RN
(|∇w˜n(x˜)|2 −µλ2nV (λnx˜ + yn)w˜n(x˜)2)−
∫
RN
|w˜n(x˜)|2∗
=
∫
RN
|w0(x˜)|2∗ −
∫
RN
(|∇w0(x˜)|2 − µλ2nV (λnx˜ + yn)w0(x˜)2)+ o(1). (3.4)
Recalling λnx˜ + yn ∈ Ω and Ω being bounded, we can assume up to a subsequence that
λn → λ0  0 and yn → b ∈ Ω¯ . We will distinguish two cases. Before doing so, we need
to clarify one notation. Whenever writing λnx˜ + yn ∈ (or /∈) B(aj , δ), we always mean
that there is a natural number N1 such that for all n > N1, there holds λnx˜ + yn ∈ (or /∈)
B(aj , δ) for any given x˜.
Case (I): ‖w˜n‖D1,2(RN) → 0. The proof is divided into several steps.
Step (1-1). If λnx˜ + yn /∈ B(aj , δ), then from the definition of βj we get that
r0 = βj (un) =
∫
ψj (x)|∇un|2∫ |∇un|2 =
∫
RN
ψj (λnx˜ + yn)|∇wn(x˜)|2∫
RN
|∇wn(x˜)|2 → δ,
which contradicts to the choice of r0 and δ (since r0 = δ/3).
Step (1-2). If λnx˜ + yn ∈ B(aj , δ), then from (V 0) we have that
λ2nV (λnx˜ + yn)
λ2n
|λnx˜ + yn|2 − λ
2
n|λnx˜ + yn|α−2.
We divide this step into three sub-steps. Remember that yn → b.
Sub-step (1-2-1). If λn → λ0 > 0, then we have
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∫ (|∇un|2 − µV (x)u2n)− 12∗
∫
|un|2∗ + o(1)
= 1
2
∫
RN
(|∇wn(x˜)|2 − µλ2nV (λnx˜ + yn)wn(x˜)2)− 12∗
∫
RN
|wn(x˜)|2∗ + o(1)
 1
2
∫
RN
(|∇w0(x˜)|2 − µ|x˜ + λ−10 (b − aj )|−2w0(x˜)2)− 12∗
∫
RN
|w0(x˜)|2∗
+
∫
RN
µλ20|λ0x˜ + b − aj |β−2w0(x˜)2
>
1
N
SN/2µ (by ‖w˜n‖D1,2(RN) → 0 and Lemma 3.2).
A contradiction to (3.1).
Sub-step (1-2-2). If λn → λ0 = 0 and b = aj , then λnx˜ + yn → b ∈ B(aj , δ) and
λ2nV (λnx˜ + yn)
λ2n
|λnx˜ + yn − aj |2 − λ
2
n|λnx˜ + yn − aj |α−2 → 0.
Now we obtain from Lemma 3.2 and (3.4) that
EV (un) = 12
∫
RN
|∇w0(x˜)|2 − 12∗
∫
RN
|w0(x˜)|2∗ + o(1) → 1
N
S
N/2
0 >
1
N
SN/2µ .
Sub-step (1-2-3). If λn → λ0 = 0 and b = aj , then from the definition of βj , we have
that
r0 = βj (un) =
∫
RN
ψj (λnx˜ + yn)|∇wn(x˜)|2∫
RN
|∇wn(x˜)|2 .
Keeping ψj (x) = min{δ, |x − aj |} in mind, we have r0 = βj (un) → ψj (aj ) = 0, which is
a contradiction to the choice of r0.
Case (II): ‖w˜n‖D1,2(RN) → C > 0. At this time,
EV (un) = 12
∫
RN
(|∇wn(x˜)|2 − µλ2nV (λnx˜ + yn)wn(x˜)2)− 12∗
∫
RN
|wn(x˜)|2∗ + o(1)
= 1
2
∫
RN
(|∇w0(x˜)|2 − µλ2nV (λnx˜ + yn)w0(x˜)2)− 12∗
∫
RN
|w0(x˜)|2∗ + o(1)
+ 1
2
∫
RN
(|∇w˜n(x˜)|2 − µλ2nV (λnx˜ + yn)w˜n(x˜)2)− 12∗
∫
RN
|w˜n(x˜)|2∗ .
We now assume that∫ (|∇w0(x˜)|2 −µλ2nV (λnx˜ + yn)w0(x˜)2)−
∫
|w0(x˜)|2∗ = K + o(1), (3.5)
RN RN
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RN
(|∇w˜n(x˜)|2 −µλ2nV (λnx˜ + yn)w˜n(x˜)2)−
∫
RN
|w˜n(x˜)|2∗ = −K + o(1). (3.6)
Step (2-1). If λnx˜ + yn /∈ B(aj , δ), we can get a contradiction exactly as in Step (1-1).
Step (2-2). If λnx˜ + yn ∈ B(aj , δ), we also divide this step into three sub-steps.
Sub-step (2-2-1). If λn → λ0 = 0 and b = aj , then the same proof as in Sub-step (1-2-3)
can arrive at a contradiction.
Now to get contradictions in the remaining situations for Step (2-2), first assuming
without loss of generality that K > 0, we can find tn, sn → 1 such that∫
RN
(∣∣∇(tnw0(x˜))∣∣2 −µλ2nV (λnx˜ + yn)(tnw0(x˜))2)−
∫
RN
|tnw0(x˜)|2∗ = K,
∫
RN
(∣∣∇(snw˜n(x˜))∣∣2 − µλ2nV (λnx˜ + yn)(snw˜n(x˜))2)−
∫
RN
|snw˜n(x˜)|2∗ = −K.
Thus we get that∫
RN
(|∇(snw˜n)|2 −µλ2nV (λnx˜ + yn)(snw˜n)2)=
∫
RN
|snw˜n|2∗ −K <
∫
RN
|snw˜n|2∗ .
Now for v = t (snw˜n), t ∈ (0,1), we have
v ∈Q=
{
w = 0;
∫
RN
(|∇w|2 −µλ2nV (λnx˜ + yn)w2)=
∫
RN
|w|2∗
}
.
Denote
E˜V (w) = 12
∫
RN
(|∇w|2 −µλ2nV (λnx˜ + yn)w2)− 12∗
∫
RN
|w|2∗ .
Then for v as above,
E˜V (v) = 1
N
∫
RN
(|∇v|2 − µλ2nV (λnx˜ + yn)v2)
= t
2
N
∫
RN
(|∇(snw˜n)|2 −µλ2nV (λnx˜ + yn)(snw˜n)2)
<
1
N
∫
RN
(|∇(snw˜n)|2 −µλ2nV (λnx˜ + yn)(snw˜n)2)
= 1
∫ (|∇(snw˜n)|2 − µλ2nV (λnx˜ + yn)(snw˜n)2)− 1∗
( ∫
|(snw˜n)|2∗ −K
)
2
RN
2
RN
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1
2
K +
(
1
2∗
− 1
2
)
K
< E˜V (w˜n)+ E˜V (w0)+
(
1
2∗
− 1
2
)
K + o(1)
(
by (3.5) and 1
2
>
1
2∗
)
.
It follows that
E˜V (w˜n)+ E˜V (w0) >
(
1
2
− 1
2∗
)
K + E˜V (v)
 inf
{
E˜V (u); u ∈Q
}+(1
2
− 1
2∗
)
K.
Sub-step (2-2-2). If λ0 = 0, b = aj then as in Sub-step (1-2-2) and using Lemma 3.2,
there holds
inf
{
E˜V (u); u ∈Q
}→ 1
N
S
N/2
0 
1
N
SN/2µ .
We hence obtain that
EV (un) = E˜V (w˜n)+ E˜V (w0)+ o(1) 1
N
S
N/2
0 +
(
1
2
− 1
2∗
)
K >
1
N
SN/2µ ,
a contradiction to (3.1).
Sub-step (2-2-3). If λ0 = 0, then using an argument as in Sub-step (1-2-1), we get that
EV (un) = E˜V (w˜n)+ E˜V (w0)+ o(1) 1
N
SN/2µ +
(
1
2
− 1
2∗
)
K >
1
N
SN/2µ .
That is absurd in contrast to (3.1).
Next, when K = 0, the proof is similar but simpler. Hence the arguments will be
sketched. Using (3.5) and (3.6) with K = 0, we obtain from the same arguments as those
in Sub-steps (2-2-2) and (2-2-3) that
EV (un) = E˜V (w˜n)+ E˜V (w0)+ o(1)


1
N
SN/2µ +
1
N
SN/2µ if λ0 = 0,
1
N
S
N/2
0 +
1
N
S
N/2
0 if λ0 = 0, b = aj
>
1
N
SN/2µ .
Again, we get a contradiction to (3.1) and the proof is complete. 
Lemma 3.2. For j ∈ {1, . . . ,m}, if λnx˜ + yn ∈ B(aj , δ) and {wn} ⊂ D1,2(RN) are such
that 0 <C2  ‖wn‖ C3,∫
RN
(|∇wn|2 −µλ2nV (λnx˜ + yn)w2n)=
∫
RN
|wn|2∗ + o(1),then limn→∞ E˜V (wn) SN/2µ /N.
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cases.
(i) If λ0 > 0 and q1 := (b − aj )/λ0, then minimization problem (2.1) implies that
∫
RN
(
|∇w|2 − µ|x˜ + q1|2 w
2
)
 Sµ
( ∫
RN
|w|2∗
)2/2∗
= Sµ
( ∫
RN
|∇w|2 −µλ2nV (λnx˜ + yn)w2
)2/2∗
+ o(1)
 Sµ
( ∫
RN
|∇w|2 − µλ
2
n
|λnx˜ + yn − aj |2 w
2
)2/2∗
+ o(1)
= Sµ
( ∫
RN
|∇w|2 − µ|x˜ + q1|2 w
2
)2/2∗
+ o(1).
Hence∫
RN
(
|∇w|2 − µ|x˜ + q1|2 w
2
)
 SN/2µ .
It follows from (1.1) that
E˜V (w) = 1
N
∫
RN
(|∇w|2 −µλ2nV (λnx˜ + yn)w2) 1N SN/2µ .
(ii) If λ0 = 0, b = aj , then
yn − aj
λn
→ ∞ and λ2nV (λnx˜ + yn) → 0.
Then by Sobolev inequality and an argument similarly to (i) in this lemma we can deduce
that ‖w‖2  SN/20 . It follows that E˜V (w) SN/20 /N .
(iii) If λ0 = 0, b = aj and (yn − aj )/λn → q2 ∈RN , then similarly to (i) in the proof of
Lemma 3.2, we can get E˜V (w) SN/2µ /N .
(iv) If λ0 = 0, b = aj and (yn − aj )/λn → ∞, then similarly to (ii) in the proof of
Lemma 3.2, we can obtain E˜V (w) SN/20 /N .
Thus the result follows from S0  Sµ. 
4. Proof of Theorem 1.1
With the previous preparations, we are now in a position to prove the main result. The
proof will be carried out after some lemmas are given. First, we have the following lemma
which was previously developed by the work of Tarantello [19], see also [7].
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and a differential function
g :B(0, ρu) ⊂ H 10 (Ω) →R,
such that g(0) = 1 and for all w ∈ B(0, ρ), we have g(w)(u − w) ∈Nj . Moreover, for all
v ∈ H 10 (Ω), we have
〈g′(0), v〉 = 2
∫
(∇u∇v − µV (x)uv) − 2∗ ∫ |u|2∗uv − θ ∫ hv∫
(|∇u|2 − µV (x)u2)− (2∗ − 1) ∫ |u|2∗ .
Proof. Let u ∈Nj and G :R×H 10 (Ω) →R be the function defined by
G(t,w) = t
(∫
|∇u− ∇w|2 −µV (x)(u −w)2
)
− t2∗−1
∫
|u− w|2∗ − θ
∫
h(u −w).
Since u ∈Nj , G(1,0) = 0 and, moreover,
∂G
∂t
(t,w) =
∫ (|∇u− ∇w|2 −µV (x)(u − w)2)− (2∗ − 1)t2∗−2 ∫ |u−w|2∗ ,
we have from the choice of u ∈Nj that
∂G
∂t
(1,0) = 0.
Applying the implicit function theorem for G at the point (1,0), we easily get the re-
sult. 
Lemma 4.2. Under the assumptions of the present paper, if {ujn} is a minimizing sequence
to EV in Nj , then {ujn} contains a subsequence relabeled by {ujn} satisfying ujn ⇀ uj in
H 10 (Ω) and uj = 0 is a weak solution of (PV ).
Proof. Since ujn ∈ Nj and EV (ujn) → mj as n → ∞, we can assume that there exist
two positive constants C4 and C5 such that C4  ‖ujn‖  C5. Going if necessary to a
subsequence, we obtain from Ekeland variational principle [13] that
EV
(
u
j
n
)
mj + 1
n
and EV (w)EV
(
u
j
n
)− 1
n
∥∥w − ujn∥∥, ∀w ∈Nj .
Using Lemma 4.1 and an argument similar to [19, pp. 289–290], we can conclude that
E′V (u
j
n) → 0 as n → ∞. Since {ujn} is bounded in H 10 (Ω), we may assume that ujn ⇀ uj
in H 10 (Ω) and a.e. in Ω . It is also very standard to show that u
j is a weak solution of (PV ).
Our objective here is to show that
uj = 0. (4.1)
For the ease of notation, we will omit the superscript j . Now to prove (4.1), suppos-
ing u ≡ 0, then as in Lemma 3.1, we can find two sequences yn ∈ Ω , λn > 0 such that
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B(yn,λn)
|∇un|2 = C4/2 > 0. Again denoting wn(x˜) = λ(N−2)/2n un(λnx˜ + yn) and using
the notation of Lemma 3.1, we can have from un ∈Nj and u ≡ 0 that∫ (|∇un|2 −µV (x)u2n)−
∫
|un|2∗ = o(1), (4.2)
and so∫
RN
(|∇wn(x˜)|2 −µλ2nV (λnx˜ + yn)wn(x˜)2)−
∫
RN
|wn(x˜)|2∗ = o(1). (4.3)
Moreover, we have∫
RN
|∇w˜n(x˜)|2 −
∫
RN
µλ2nV (λnx˜ + yn)−
∫
RN
|w˜n(x˜)|2∗
=
∫
RN
|w0(x˜)|2∗ −
∫
RN
|∇w0(x˜)|2 +
∫
RN
µλ2nV (λnx˜ + yn)w0(x˜)2 + o(1). (4.4)
Assuming λn → λ0  0 and yn → b ∈ Ω¯ , we divide the discussion into two cases.
Case (III): ‖w˜n‖D1,2(RN) → 0.
(L31) λnx˜ + yn /∈ B(aj , δ);
(L32) λnx˜ + yn ∈ B(aj , δ) and λn → λ0 = 0;
(L33) λnx˜ + yn ∈ B(aj , δ), λn → λ0 = 0 and b = aj ;
(L34) λnx˜ + yn ∈ B(aj , δ), λn → λ0 = 0 and b = aj .
For (L31)–(L33), we can use the same arguments as those in the corresponding steps in the
proof of Lemma 3.1 to get a contradiction. We only sketch the argument here for (L34). At
this time, we have
λ2nV (λnx˜ + yn)
1∣∣x˜ + yn−aj
λn
∣∣2 − λ2n|λnx˜ + yn|α−2.
If (yn − aj )/λn → q ∈RN , we can get from λ2n|λnx˜ + yn|α−2 → 0 that
EV (un)
1
N
SN/2µ ,
which contradicts to the fact of Proposition 2.5; if (using its subsequence if necessary)
(yn − aj )/λn → ∞, we obtain that
EV (un)
1
N
S
N/2
0 
1
N
SN/2µ ,
again a contradiction to EV (un) → mj < SN/2µ /N − χθ2.
Case (IV): ‖w˜n‖D1,2(RN) → C > 0. A similar but simpler argument than of Case (II) in
the proof of Lemma 3.1 can be used to obtain a contradiction. We omit the details here.
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Lemma 4.3. The weak limit uj of {ujn} in Lemma 4.2 is indeed strong. That is ujn → uj in
H 10 (Ω).
Proof. Again using the simplified notation un := ujn, u := uj , we suppose ‖un − u‖ →
d1 > 0 and denote vn := un − u, then vn ⇀ 0 in H 10 (Ω) and ‖vn‖ → d1 > 0. Since
un ∈ Nj , using the fact that u is a weak solution of (PV ) and Brezis–Lieb lemma, we
have that∫ (|∇vn|2 − µV (x)v2n)−
∫
|vn|2∗ = o(1). (4.5)
Very similar to the previous proof, we can obtain from ‖vn‖ → d1 > 0 that there are two
sequences yn ∈ Ω , λn > 0 such that
d1
2
= sup
y∈RN
∫
B(y,λn)
|∇vn(x)|2 dx =
∫
B(yn,λn)
|∇vn(x)|2 dx.
Denote zn(x˜) = λ(N−2)/2n vn(λnx˜ + yn); we have that∫
RN
(|∇zn(x˜)|2 − µλ2nV (λnx˜ + yn)zn(x˜)2)−
∫
RN
|zn(x˜)|2∗ = o(1). (4.6)
Now we need to distinguish four cases:
(L41) If λnx˜ + yn /∈ B(aj , δ), then we have from the definition of βj (un) that
r0 > βj (un) =
∫
RN
ψj (λnx˜ + yn)|∇zn(x˜)|2∫
RN
|∇zn(x˜)|2 → δ,
which is impossible.
(L42) If λnx˜ + yn ∈ B(aj , δ), and λn → λ0 > 0, then there holds
EV (un) = EV (u) + 12
∫
RN
(|∇zn(x˜)|2 −µλ2nV (λnx˜ + yn)zn(x˜)2)
− 1
2∗
∫
RN
|zn(x˜)|2∗ + o(1)
EV (u) + E˜V (zn)
 1
N
SN/2µ +EV (u) (by Lemma 3.2)
 1
N
SN/2µ − χθ2 (by Proposition 2.1),
which contradicts to the choice of {un}.
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Case (III)(L34) in the proof of Lemma 4.2 that
EV (un)  EV (u) + 1
N
S
N/2
0 >
1
N
SN/2µ − χθ2
(
EV (u) + 1
N
SN/2µ 
1
N
SN/2µ − χθ2
)
,
which is impossible in either case.
(L44) If λnx˜ + yn ∈ B(aj , δ), λn → λ0 = 0, and yn → p1 = aj , then we have that
EV (un)EV (u) + 1
N
S
N/2
0 >
1
N
SN/2µ − χθ2,
again a contradiction to EV (un) → mj < SN/2µ /N − χθ2. 
Proof of Theorem 1.1. For j ∈ {1, . . . ,m}, we choose θ∗ = min{θ1, θ2, θ3}. Lemmas 4.2
and 4.3 imply that there is {ujn} ⊂Nj such that EV (ujn) → mj , ujn → uj = 0 in H 10 (Ω)
and so uj is a critical point of EV in H 10 (Ω). From βj (u
j
n) < r0 and so βj (uj )  r0, we
know that ui and uj are distinct if i = j . The proof of positivity for uj is trivial, see,
e.g., [15, p. 919], and is omitted here. Thus we complete the proof. 
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