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Abstract—Caching and multicasting at base stations are two
promising approaches to support massive content delivery over
wireless networks. However, existing scheduling designs do not
make full use of the advantages of the two approaches. In this
paper, we consider the optimal dynamic multicast scheduling
to jointly minimize the average delay, power, and fetching
costs for cache-enabled content-centric wireless networks. We
formulate this stochastic optimization problem as an infinite
horizon average cost Markov decision process (MDP). It is well-
known to be a difficult problem due to the curse of dimensionality,
and there generally only exist numerical solutions. By using
relative value iteration algorithm and the special structures of
the request queue dynamics, we analyze the properties of the
value function and the state-action cost function of the MDP
for both the uniform and nonuniform channel cases. Based
on these properties, we show that the optimal policy, which is
adaptive to the request queue state, has a switch structure in the
uniform case and a partial switch structure in the nonuniform
case. Moreover, in the uniform case with two contents, we show
that the switch curve is monotonically non-decreasing. Then, by
exploiting these structural properties of the optimal policy, we
propose two low-complexity optimal algorithms. Motivated by
the switch structures of the optimal policy, to further reduce the
complexity, we also propose a low-complexity suboptimal policy,
which possesses similar structural properties to the optimal
policy, and develop a low-complexity algorithm to compute this
policy.
Index Terms—Cache, content-centric, multicast, dynamic pro-
gramming, structural results, queueing.
I. INTRODUCTION
The demand for wireless communication services has been
shifting from connection-centric communications such as,
traditional voice telephony and messaging to content-centric
communications such as video streaming, social networking,
and content sharing. Moreover, the wireless data traffic is
expected to grow at a compound annual growth rate of 57
percent from 2014 to 2019, reaching 24.3 exabytes per month
by 2019 [1]. These phenomena propel the development of
content-centric wireless networks [2].
Recently, to support the dramatic growth of the wireless
data traffic, caching at base stations (BSs) has been proposed
as a promising approach for massive content delivery and
extensively studied in the literature [3]–[6]. Specifically, in
[3], the authors introduce the concept of Femtocaching and
study content placement at the small BSs to minimize the
average content access delay. In [4], the authors consider
joint request routing and caching in small-cell networks, and
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propose approximate algorithms to maximize the requests
served by small BSs. In [5], the authors study the joint
optimization of cache control and playback buffer management
for video streaming in multi-cell multi-user MIMO cellular
networks. Reference [6] analyzes the performance (e.g., the
outage probability and the average delivery rate) of cache-
enabled small-cell networks for given caching strategies. How-
ever, in most existing literature [3]–[6], point-to-point unicast
transmission is considered, which can only help to reduce
the backhaul burden without effectively relieving the “on air”
congestion. The inherent broadcast nature of wireless medium
is not fully exploited, which is the major distinction of wireless
communications from wired communications.
On the other hand, enabling multicast service at BSs is
an efficient way to deliver contents to multiple requesters
simultaneously by effectively utilizing the inherent broadcast
nature of wireless medium [7]. References [8] and [9] consider
scheduling problems for multicasting inelastic flows (with
strict deadlines) in wireless networks. In [10], the authors
study the asymptotic capacity of delay-constrained multicast
in large scale mobile ad hoc networks.
In view of the benefits of caching and multicasting, the
joint design of the two promising techniques is expected to
achieve superior performance for massive content delivery
in wireless networks [11]–[13]. In specific, the authors in
[11] study coded multicasting for inelastic services under
a given coded caching scheme in a single-cell network. In
[12], the authors consider multicasting for inelastic services
in cache-enabled small-cell networks. An approximate caching
algorithm with performance guarantee and a heuristic caching
algorithm are proposed to reduce the service cost of a fixed
multicast transmission strategy. In [13], the authors consider
multicasting for inelastic services in cache-enabled multi-cell
networks. A joint throughput-optimal caching and scheduling
algorithm is proposed to maximize the service rates of inelas-
tic services. However, [11]–[13] assume that the users have
uniform channel conditions, and hence all the users can be
served simultaneously by a single multicast transmission. It
remains unclear how to design multicast scheduling for given
cache placement to make full use of the broadcast nature of the
wireless medium when users have nonuniform channel con-
ditions. Moreover, for delay-sensitive services without strict
deadlines (i.e., elastic services), it is unknown how to design
optimal multicast scheduling for given cache placement by
exploiting the tradeoff between the delay cost and the service
cost.
For cache-enabled content-centric wireless networks, there
are two important phases, i.e., content placement and content
2delivery, and the two phases in general happen on different
timescales [3]. In the existing literature on the joint design of
caching and multicasting [11]–[13], the authors either focus
on the optimization of one phase for a fixed strategy of the
other phase [11], [12] or consider that content placement and
multicast transmission are in the same timescale [13]. To
the best of our knowledge, the optimal design for the two
timescale cache placement and multicast scheduling problem
is still unknown. Therefore, as a first and necessary step for
the joint two timescale design, in this work, we focus on the
optimal multicast scheduling for given cache placement. Based
on the small timescale problem considered here, we would like
to consider the joint two timescale design in future work.
In this paper, we consider a cache-enabled content-centric
wireless network with one BS, K users (with possibly different
channel conditions) and M contents (with possibly different
content sizes). The BS stores a certain number of contents
in its cache and can fetch any uncached content from the
core network through a backhaul link, with a fetching cost
depending on the content size. In each slot, the BS schedules
one content for multicasting to serve the users’ pending
requests, with a power cost depending on both the content
size and the channel conditions of the users being served. We
consider the optimal dynamic multicast scheduling to jointly
minimize the average delay, power, and fetching costs. We
formulate the stochastic optimization problem as an infinite
horizon average cost Markov decision process (MDP) [14].
There are several technical challenges.
• Optimality analysis: The infinite horizon average cost
MDP is well-known to be a difficult problem due to the
curse of dimensionality [14]. While dynamic programming
represents a systematic approach for MDPs, there generally
exist only numerical solutions, which do not typically offer
many design insights, and are usually not practical due to the
curse of dimensionality. Therefore, it is desirable to analyze
the structures of the optimal policies. Specifically, the consid-
ered problem in this work can be treated as the problem of
scheduling a broadcast server to parallel queues with general
arrivals and switching costs. Several existing works have
studied the related problems [15]–[17]. In particular, [15] and
[16] consider the problems of scheduling a broadcast server
to a two-queue system with general arrivals and a multiple-
queue system with symmetric arrivals, respectively. Reference
[17] studies the problem of scheduling a single server (without
broadcast capability) to two queues with switching costs. Note
that, the switching costs, which relate to the fetching costs
in our problem, are not considered in [15], [16], and the
broadcast capability is not considered for the server in [17].
To the best of our knowledge, the structural properties of the
optimal scheduling of a broadcast server to parallel queues
with general arrivals and switching costs remains unknown
and is highly nontrivial.
• Algorithm design: Standard brute-force algorithms such
as value iteration and policy iteration [14] to MDPs are usually
impractical for implementation due to the curse of dimension-
ality, and cannot exploit the structural properties of the opti-
mal policy. To reduce the complexity, several existing works
propose structured optimal algorithms which incorporate the
structural properties into the standard algorithms [18], [19].
However, these structured optimal algorithms still suffer from
the curse of dimensionality, which is embedded in the optimal
control designs for MDPs and generally cannot be broken
without any loss of optimality. On the other hand, the structural
properties of the optimal policy may be one key reason for its
good performance. Therefore, it is highly desirable to develop
low-complexity suboptimal solutions, which can relieve the
curse of dimensionality, while maintaining similar structural
properties to optimal policies. However, for most existing
approximate approaches [20], [21], there is (in general) no
guarantee that the obtained suboptimal policies have similar
structural properties to the optimal policies. To the best of
our knowledge, the design of low complexity suboptimal
solutions of similar structural properties to the optimal policies
is unknown.
In this paper, we consider the uniform and nonuniform chan-
nel cases. By using relative value iteration algorithm (RVIA)
[14] and the special structures of the request queue dynamics,
as well as the power and fetching costs, we analyze the proper-
ties of the value function and the state-action cost function of
the MDP for both the uniform and nonuniform cases. Based
on these properties, for the uniform case, we show that the
optimal policy has a switch structure. In particular, the request
queue state space is divided into M regions corresponding to
the M contents. The optimal policy schedules a content for
multicasting when the request queue state falls in the region
corresponding to the content. For the uniform case with two
contents, we further show that the switch curve is monotoni-
cally non-decreasing. Next, for the nonuniform case, we show
that the optimal policy has a partial switch structure, which
is similar to the switch structure in the uniform case. The
difference reflects the channel asymmetry among the users.
Then, we propose two low-complexity optimal algorithms by
exploiting these structural properties of the optimal policy.
Note that, although the switch structures may look intuitive, it
is challenging to prove these structures rigorously. Motivated
by the switch structures of the optimal policy, to further reduce
the complexity, we also propose a low-complexity subopti-
mal solution using approximate dynamic programming [14].
Different from suboptimal solutions obtained using existing
approximate approaches, the proposed suboptimal solution
possesses similar structural properties to the optimal policy.
Then, we develop a low-complexity algorithm to compute
the suboptimal policy. These analytical results hold for both
i.i.d. request arrival and Markov-modulated request arrival
models. Numerical results verify the theoretical analysis and
demonstrate the performance of the proposed optimal and
suboptimal solutions. The important notations used in this
paper are summarized in Table I.
II. NETWORK MODEL
As illustrated in Fig. 1, we consider a cache-enabled
content-centric wireless network with one BS, K users and
M contents. Let K = {1, 2, · · · ,K} denote the set of users.
In our model, each user represents a group of users in the
same location. Let M = {1, 2, · · · ,M} denote the set of
3K set of users
M set of all contents
C set of contents cached in the BS
k,m user, content index
t slot index
p(m,k)
minimum transmission power required for
delivering content m to user k within a slot
f(m) fetching cost of content m
A = (Am,k) request queue matrix
Q = (Qm) request queue state vector for uniform case
Q = (Qm,k) request queue state matrix for nonuniform case
d(Q) sum request queue length
µ stationary multicast scheduling policy
u multicast scheduling action
V (Q) value function
J(Q, u) state-action cost function
TABLE I: List of important notations
contents, where content m ∈ M has the size of lm (in bits).
Consider time slots of unit length (without loss of generality),
and indexed by t = 1, 2, · · · .1 In each slot, each user submits
content requests to the BS according to a general distribution.
The BS maintains request queues for different contents, which
are implemented using counters. The BS is equipped with a
cache storing a certain number of contents, depending on the
cache size and the sizes of the cached contents. We assume
the contents stored in the cache are given. Notice that, caching
is in a much larger timescale and in this work, we consider
multicast scheduling in a smaller timescale for a given caching
design. Let C ⊂ M denote the set of cached contents. The
BS can fetch any uncached content from the core network
through a backhaul link, with a fetching cost depending on
the content size. In each slot, the BS schedules one content
for multicasting to serve the users’ pending requests, with a
power cost depending on both the content size and the channel
conditions of the users being served. In the following, we
elaborate on the physical layer model, the service model, and
the request model.
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Fig. 1: Cache-enabled content-centric wireless network.
A. Physical Layer Model
We assume that the duration of the scheduling slot is long
enough to average the small-scale channel fading process, and
1We consider an abstract model to capture the main features of cache-
enabled content-centric networks. The contents could be short videos, sound-
tracks, E-publications, etc, and the duration of a slot can be several seconds or
minutes depending on the specific type of contents considered in this model.
hence the ergodic capacity can be achieved using channel
coding.2 Let hk denote the average channel gain between user
k and the BS. Assume that only one content is delivered in
each slot. Let p(m, k) denote the minimum transmission power
required for delivering content m to user k within a scheduling
slot. Assume p(m, k) satsifies p(m, k) = y(hk, lm), where
y(h, l) is monotonically non-increasing with h for all l ≥ 0.
Without loss of generality, we assume that h1 ≥ h2 ≥ · · · ≥
hK , which implies p(m, 1) ≤ p(m, 2) ≤ · · · ≤ p(m,K) for
all m. In this paper, we consider the uniform and nonuniform
channel cases. In the uniform case, the channel gains of
different users are the same, and hence, we have p(m, 1) =
p(m, 2) = · · · = p(m,K) , p(m) for each m. In the
nonuniform case, the channel gains of different users can be
different, and hence for each m, p(m, k) can be different for
different users.
B. Service Model
We consider multicast service for content delivery. For
clarity, we assume that in each slot, the BS schedules one
content for multicasting to serve the users’ pending requests.
The analytical framework and results can be extended to the
general case in which the BS can transmit multiple contents in
each slot. Let K(m, t) ∈ K denote the set of users who have
pending requests for content m at slot t. Let u(t) ∈ M denote
the content scheduled for multicasting at slot t. If content
u(t) is cached (i.e., u(t) ∈ C), the BS transmits it to all the
users in K(u(t), t) directly; otherwise, the BS first downloads
u(t) from the core network through the backhaul link, then
multicasts it to the users in K(u(t), t) and finally discards it
after the transmission. Note that, we consider fixed content
placement and there is no extra cache storage to hold a new
fetched content.
Next, we illustrate the fetching and power costs. Let c(m)
denote the cost for fetching content m via the backhaul link,
depending on the content size. Then, the fetching cost is given
by
f(m) , 1(m 6∈ C)c(m), (1)
where 1(·) denotes the indicator function. Let k∗(m, t) ∈
K(m, t) denote the user who requires the highest transmis-
sion power among the users in K(m, t), i.e., k∗(m, t) ,
maxK(m, t). Then, to deliver content m to all the users in
K(m, t) within a slot, the power cost p(m, t) is given by
p(m, t) , p (m, k∗(m, t)) = max
k∈K(m,t)
p(m, k). (2)
C. Request Model
In each slot, each user submits content requests to the BS.
Notice that each user (representing a group of users in the
same location) can submit multiple requests for each content
in each slot. Let Am,k(t)∈ Am,k , {0, 1, · · · , Amaxm,k } denote
the number of the new request arrivals for content m from
user k at the end of slot t, where m ∈ M and k ∈ K.
Let A(t) = (Am,k(t))m∈M,k∈K∈A ,
∏
m,kAm,k denote
the request arrival matrix at slot t. We assume that Am,k(t) is
2Note that, this assumption is also used in [3] and [22].
4i.i.d. over slots and independent w.r.t. m according to a general
distribution. For ease of illustration, we assume that the request
arrival process is i.i.d. according to the Independent Reference
Model (IRM), which is a standard approach adopted in the
literature [3], [13]. The IRM is reasonable as each user in our
model represents a group of users in the same location [23]. In
Section IX, we shall extend the analysis for the i.i.d. request
arrival model to a Markov-modulated request arrival model.
The BS maintains request queues for different contents. The
request queues are implemented using counters and no data is
stored in these request queues. In the following, we introduce
two request queue models for the uniform and nonuniform
cases, respectively.
1) Uniform Case: In the uniform case, once content m
is multicasted using transmission power p(m), all the users
can receive content m. Therefore, we do not differentiate
the requests for each content at the user level. Specifically,
the BS maintains a separate request queue for each content
m ∈ M. Let Qm(t) ∈ Qm , {0, 1, · · · , Nm} denote the
request queue length for content m at the beginning of slot t,
where Nm is assumed to be finite (can be sufficiently large) for
technical tractability. As illustrated in Section II-B, if content
m is scheduled for transmission at slot t (i.e., u(t) = m),
all the pending requests for content m are satisfied, i.e., the
request queue for content m is emptied. Thus, the request
queue dynamics for content m is as follows:
Qm(t+ 1) = min{1(u(t) 6= m)Qm(t) +Am(t), Nm}, (3)
where Am(t) ,
∑
k Am,k(t) denotes the total number of
the request arrivals for content m at the end of slot t. Let
Q(t) , (Qm(t))m∈M ∈ Q denote the request queue state
vector at the beginning of slot t in the uniform case, where
Q ,
∏
m∈MQm denotes the request queue state space in the
uniform case.
2) Nonuniform Case: In the nonuniform case, different
transmission powers are required to deliver a content to
different users, as illustrated in Section II-B. Therefore, we
differentiate the requests for each content at the user level.
Specifically, the BS maintains a separate request queue for
each content-user pair (m, k) ∈ M × K. Let Qm,k(t) ∈
Qm,k , {0, 1, · · · , Nm,k} denote the request queue length for
content-user pair (m, k) at the beginning of slot t, where Nm,k
is assumed to be finite (can be sufficiently large) for technical
tractability. Therefore, K(m, t) can be expressed in terms of
the request queue state, i.e., K(m, t) = {k|Qm,k(t) > 0}.
The request queue dynamics for content-user pair (m, k) is as
follows:
Qm,k(t+ 1) = min{1(u(t) 6= m)Qm,k(t) +Am,k(t), Nm,k}.
(4)
Let Qm(t) , (Qm,k(t))k∈K ∈ Qm denote the request queue
state vector for content m at the beginning of slot t in the
nonuniform case, where Qm ,
∏
k∈KQm,k denotes the
request queue state space for content m in the nonuniform
case. Let Q(t) , (Qm(t))m∈M ∈ Q denote the request queue
state matrix at the beginning of slot t in the nonuniform case,
where Q ,
∏
m∈MQm denotes the request queue state space
in the nonuniform case.
Note that, in (3) and (4), once a content is scheduled, the
corresponding request queue (in the uniform case) or request
queues (in the nonuniform case) are emptied. This special form
of queue departure reflects the multicast gain. Our framework
holds for any number of users and any profile of request
arrivals.
III. PROBLEM FORMULATION AND OPTIMALITY
EQUATION
A. Problem Formulation
Given an observed request queue state, the multicast
scheduling action u is determined according to a stationary
policy defined below.
Definition 1 (Stationary Multicast Scheduling Policy): A
stationary multicast scheduling policy µ is a mapping from
the request queue state Q ∈ Q to the multicast scheduling
action u ∈ M, where µ(Q) = u.
By the queue dynamics in (3) or (4), the induced random
process {Q(t)} under policy µ is a controlled Markov chain.
We restrict our attention to stationary unichain policies3. For
a given stationary unichain policy µ, the average delay cost is
defined as
d¯(µ) , lim sup
T→∞
1
T
T∑
t=1
E [d (Q(t))] , (5)
where the expectation is taken w.r.t. the measure in-
duced by the random request arrivals and the policy µ,
d (Q(t)) ,
∑
mQm(t) in the uniform case and d (Q(t)) ,∑
m,k Qm,k(t) in the nonuniform case. By Little’s law, d¯(µ)
reflects the average waiting time in the network under policy
µ. By (1) and (2), the average fetching and power costs are
given by
f¯(µ) , lim sup
T→∞
1
T
T∑
t=1
E [f (u(t))] , (6)
p¯(µ) , lim sup
T→∞
1
T
T∑
t=1
E [p(Q(t), u(t))] . (7)
Here, with abuse of notation, we also use p(Q(t), u(t)) to rep-
resent p(u(t), t) given in (2), as K(u(t), t) = {k|Qu(t),k(t) >
0}. Please note that, there is an inherent tradeoff between
the delay cost and the service cost (including the power and
fetching costs) in our model. As a simple example, we consider
a multicast scheduling policy for the uniform case, where
content m is scheduled only if Qm ≥ Qth. As illustrated
in Fig. 2, we can see that for content m, when Qth increases,
the average service cost decreases while the average delay cost
increases. This is because that when Qth increases, for each of
the Qth requests, its waiting time increases while its service
cost decreases.
Therefore, to capture this tradeoff, we define the average
system cost (weighted sum cost) under a given stationary
3A unichain policy is a policy, under which the induced Markov chain has
a single recurrent class (and possibly some transient states) [14]
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Fig. 2: Tradeoff between the average delay cost and the average
service cost for a certain content.
unichain policy µ as
g¯(µ) , d¯(µ) + wf f¯(µ) + wpp¯(µ)
= lim sup
T→∞
1
T
T∑
t=1
E [g(Q(t), u(t))] , (8)
where wf and wp are the associated weights for the fetching
and power costs, respectively, which reflect the tradeoff, and
g(Q, u) , d (Q)+wff(u)+wpp(Q, u) is the per-stage cost.
We wish to find an optimal multicast scheduling policy to
minimize the average system cost g¯(µ) in (8).
Problem 1 (System Cost Minimization Problem):
g¯∗ , min
µ
lim sup
T→∞
1
T
T∑
t=1
E [g(Q(t), u(t))] , (9)
where µ is a stationary unchain multicast scheduling policy
and g¯∗ denotes the minimum average system cost achieved by
the optimal policy µ∗.
Problem 9 is an infinite horizon average cost MDP, which
is well-known to be a difficult problem due to the curse of
dimensionality. According to [24, Theorem 8.4.5], for unichain
infinite horizon average cost MDPs with finite state and action
spaces, there always exists a deterministic stationary policy
that is optimal. Note that, these requirements are satisfied by
the MDP considered in our work. Therefore, it is sufficient to
focus on the deterministic stationary policy space.
B. Optimality Equation
The optimal multicast scheduling policy µ∗ can be obtained
by solving the following Bellman equation.
Lemma 1 (Bellman Equation): There exist a scalar θ and a
value function V (·) satisfying
θ + V (Q) = min
u∈M
{g(Q, u) + E [V (Q′)]} , ∀Q ∈Q, (10)
where the expectation is taken over the distribution of the
request arrival A, and Q′ = (Q′m)m∈M with Q′m =
min{1(u 6= m)Qm + Am, Nm} in the uniform case; Q′ =
(Q′m,k)m∈M,k∈K with Q′m,k = min{1(u 6= m)Qm,k +
Am,k, Nm,k} in the nonuniform case. Then, θ = g¯∗ is the
optimal value to Problem 1 for all initial state Q(1) ∈Q, and
the optimal policy µ∗ achieving g¯∗ is given by
µ∗(Q) = arg min
u∈M
{g(Q, u) + E [V (Q′)]} , ∀Q ∈Q. (11)
Proof: Please see Appendix A.
From the Bellman equation in (10), we can see that µ∗
depends on the state Q through the value function V (·).
Obtaining V (·) involves solving the Bellman equation for all
Q, for which there is no closed-form solution in general [14].
Brute-force numerical solutions such as value iteration and
policy iteration do not typically offer many design insights,
and are usually impractical for implementation in practical
systems due to the curse of dimensionality [14]. Therefore, it
is desirable to study the structure of µ∗.
To analyze the structure of µ∗, we also introduce the state-
action cost function:
J(Q, u) , g(Q, u) + E [V (Q′)] . (12)
Note that J(Q, u) is related to the R.H.S. of the Bellman
equation in (10). In particular, based on Lemma 1, the optimal
policy µ∗ can be expressed in terms of J(Q, u), i.e.,
µ∗(Q) = arg min
u∈M
J(Q, u), ∀Q ∈Q. (13)
In Sections IV and V, we shall analyze the structures of
the optimal policies for the uniform and nonuniform cases,
respectively, based on the properties of the value function
V (Q) and the state-action cost function J(Q, u).
IV. OPTIMALITY PROPERTIES IN UNIFORM CASE
In this section, we consider the uniform case. We first show
that the optimal policy has a switch structure. Then, we show
that the switch curve is monotonically non-decreasing for the
uniform case with two contents.
A. Structure of Optimal Policy
Problem 1 can be treated as the problem of scheduling
a broadcast server to parallel queues with general random
arrivals, channel conditions, and content sizes. Therefore,
the structural analysis is more challenging than the existing
structural analysis for simple queueing systems (see Section
I for the detailed discussion). First, by RVIA and the special
structures of the request queue dynamics, as well as the power
and fetching costs, we have the following property of V (Q).
Lemma 2 (Monotonicity of Value Function): In the uni-
form case, for any Q1, Q2 ∈ Q such that Q2  Q1, we
have V (Q2) ≥ V (Q1).4
Proof: Please see Appendix B.
Then, based on Lemma 2 and the special properties of
multicasting, we have the following property of J(Q, u).
Lemma 3 (Monotonicity of State-Action Cost Function):
In the uniform case, for any u, v ∈ M and v 6= u,
J(Q, u)− J(Q, v) is monotonically non-increasing with Qu,
i.e.,
J(Q+ eu, u)− J(Q+ eu, v) ≤ J(Q, u)− J(Q, v), (14)
4The notation  indicates component-wise ≥.
6where eu denotes the 1 ×M vector with all entries 0 except
for a 1 in its u-th entry.
Proof: Please see Appendix C.
Note that, the property of J(Q, u) in Lemma 3 is similar to
the diminishing-return property of submodular functions used
in the existing structural analysis [25]. Lemma 3 comes from
the special structure introduced by multicasting and is key to
analyze the optimality properties. Lemma 3 indicates that, if
it is better to multicast content u than content v for some
state Q (i.e., J(Q, u) ≤ J(Q, v)), then it is also better to
multicast content u than v for state Q+eu (i.e., J(Q+eu, u) ≤
J(Q+ eu, v)). This leads to the following switch structure of
the optimal policy µ∗.
Theorem 1 (Switch Structure of Optimal Policy): The opti-
mal policy µ∗ in the uniform case has a switch structure, i.e.,
for all u ∈M, we have
µ∗(Q) = u, if Qu ≥ su(Q−u), (15)
where the switch curve for content u is given by
su(Q−u) ,
{
minSu(Q−u), if Su(Q−u) 6= ∅
∞, otherwise
with Su(Q−u) , {Qu|J(Q, u) ≤ J(Q, v) ∀v ∈ M, v 6= u}.
Here, Q−u , (Qm)m∈M,m 6=u denotes the request queue state
vector corresponding to all other contents except content u.
Proof: Please see Appendix D.
Remark 1: Theorem 1 indicates that, the request queue
state space is divided into M regions corresponding to the
M contents, and the optimal policy schedules a content for
multicasting when the request queue state falls in the region
corresponding to the content, as illustrated in Fig. 3(a). In
addition, given Q−u, the scheduling for content u is of the
threshold type, as illustrated in Fig. 3(b). Specifically, if Qu ≥
su(Q−u), the BS schedules content u for multicasting and the
request queue for content u is emptied; if Qu < su(Q−u),
the BS keeps on waiting to gather more requests for content u
and the request queue for content u keeps on increasing. This
indicates that, when Qu is small (i.e., the delay cost is small),
it is not efficient to schedule content u, as a higher power cost
(and a higher fetching cost if u 6∈ C) is consumed per request
for content u; when Qu is large (i.e., the delay cost is large),
it is more efficient to schedule content u, as the requests for
content u is more urgent. This reveals the tradeoff between the
delay cost and the power cost (and the fetching cost if u 6∈ C)
for content u.
Remark 2: From Theorem 1, we can see that cache place-
ment does not affect the structural properties of the optimal
policy. That is, the switch structure holds for any cache
placement strategies. However, cache placement does affect
the values of the switch curves of the optimal policy. The
reason is that cache placement affects the tradeoff among the
delay, power and fetching costs through affecting the fetching
costs, and the switch curves of the optimal policy are adaptive
to this tradeoff. The impacts of the fetching costs on the switch
curves can be observed from Fig. 4(a).
Note that, although the exact values of the switch curves rely
on the exact value of V (Q), the switch structural property only
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Fig. 4: Impacts of the fetching costs on switch curves in the uniform
and nonuniform cases.
relies on the monotonicity properties of V (Q) and J(Q, u).
These structural properties can be used to reduce the compu-
tational complexity in obtaining the optimal policy, without
knowing the exact value of the switch curves. Specifically,
from Theorem 1, we know that, for all Q ∈Q,
µ∗(Q) = u ⇒ µ∗(Q+ eu) = u. (16)
Therefore, computing the optimal policy µ∗ requires con-
ducting the minimization in the R.H.S. of (11) for some Q
only (instead of all Q ∈ Q), which significantly reduces
the computational complexity. Later, in Section VI, we shall
design low complexity optimal algorithms based on (16).
B. Special Case: Two Contents
Now, consider the special uniform case with two contents,
i.e., M = 2. By Theorem 1, we can see that, for M = 2,
either one of the two switch curves, i.e., s1(Q2) and s2(Q1),
is sufficient to characterize the optimal policy. Moreover,
by Lemma 2 and Lemma 3, s1(Q2) and s2(Q1) have the
following property.
Lemma 4 (Monotonicity of Switch Curve): For the uniform
case with two contents, the switch curves s1(Q2) and s2(Q1)
of the optimal policy are monotonically non-decreasing in Q2
and Q1, respectively.
Proof: Please see Appendix E.
Fig. 3(b) illustrates the monotonicity of the switch curve. We
characterize the number of policies with monotonically non-
decreasing switch curves in the following proposition.
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Fig. 5: Illustration of Q2m D Q1m.
Proposition 1: For the uniform case with two contents, the
number of the policies with monotonically non-decreasing
switch curves is
(
N1+N2+2
N1+1
)
.
Proof: Please see Appendix F.
Table II shows that the space of possible optimal policies
in the uniform case with two contents can be substantially
reduced based on Lemma 4.
Queue
Size
Policy in
Definition 1
Policy with Monotonically
Non-decreasing Switch Curve
(N1, N2) 2
(N1+1)(N2+1)
(
N1+N2+2
N1+1
)
(4, 4) 3.36× 107 252
(8, 8) 2.42× 1024 48620
TABLE II: Policy space size in the uniform case at M = 2.
V. OPTIMALITY PROPERTIES IN NONUNIFORM CASE
In this section, we characterize the structure of the optimal
policy for the nonuniform case. Note that, different from the
uniform case, the power cost p(Q, u) in the nonuniform case
also depends on the request queue state Q. Therefore, due to
the coupling among the request queues, the structural analysis
for the nonuniform case is more challenging than that for the
uniform case.
To analyze the structure of the optimal policy, we first
introduce a new notation (see Fig. 5 for an example). For
each m, define Q2m D Q1m if and only if,{
Q2m,k ≥ Q
1
m,k, if k ≤ max{k|Q1m,k > 0};
Q2m,k = Q
1
m,k, otherwise.
∀k.
Define Q2 D Q1 if and only if Q2m D Q1m for all m.
By RVIA and the special structures of the request queue
dynamics, as well as the power and fetching costs, we can
show the following property of V (Q).
Lemma 5 (Partial Monotonicity of Value Function): In the
nonuniform case, for any Q1, Q2 ∈ Q such that Q2 D Q1,
we have V (Q2) ≥ V (Q1).
Proof: Please see Appendix G.
Then, based on Lemma 5 and the special properties of
multicasting in the nonuniform channel case, we have the
following property of J(Q, u).
Lemma 6 (Partial Monotonicity of State-Action Cost Function):
In the nonuniform case, for any u, v ∈ M, v 6= u and
Q+Eu,k D Q, we have
J(Q+Eu,k, u)−J(Q+Eu,k, v) ≤ J(Q, u)−J(Q, v), (17)
where Eu,k denotes the M×K matrix with all entries 0 except
for a 1 in its (u, k)-th entry.
Proof: Please see Appendix H.
Lemma 6 indicates that if it is better to multicast content u
than content v for some state Q (i.e., J(Q, u) ≤ J(Q, v)) and
Q+Eu,k D Q, then it is also better to multicast content u than
v for state Q+Eu,k (i.e., J(Q+Eu,k, u) ≤ J(Q+Eu,k, v)).
Thus, we have the following theorem.
Theorem 2 (Partial Switch Structure of Optimal Policy):
The optimal policy µ∗ in the nonuniform case has a partial
switch structure, i.e., for all u ∈M and k ∈ K, we have
µ∗(Q) = u, if Qu,k ≥ su,k(Q−u,−k) and
condition (a) or (b) holds,
(18)
where condition (a) is k < k†(k,Qu), condition (b) is k >
k†(k,Qu) and su,k(Q−u,−k) > 0, and the switch curve for
content-user pair (u, k) is given by
su,k(Q−u,−k) ,
{
minSu,k(Q−u,−k), if Su,k(Q−u,−k) 6= ∅
∞, otherwise
with Su,k(Q−u,−k) , {Qu,k|J(Q, u) ≤ J(Q, v) ∀v ∈
M, v 6= u}. Here, Q−u,−k , (Qm,i)m∈M,i∈K,(m,i) 6=(u,k)
8denotes the request queue state matrix corresponding to all
the other content-user pairs except the content-user pair (u, k),
and k†(k,Qu) , max{i|Qu,i > 0, i 6= k}.
Proof: Please see Appendix I.
Remark 3: From Theorem 2, we can see that, the structure
of the optimal policy in the nonuniform case is very similar to
the one in the uniform case, as illustrated in Fig. 6. The only
difference is that, the structural property for k > k†(k,Qu)
and s(Q−u,−k) = 0 depends on the specific channel asym-
metry among the users and is still not known in general, as
illustrated in the dashed box of Fig. 6(b). Similar arguments
on the tradeoff and the impacts of cache placement for the
uniform case also hold for the nonuniform case.
Similarly, note that, the partial switch structural property
only relies on the partial monotonicity properties of V (Q)
and J(Q, u). These structural properties can also be used to
reduce the computational complexity in obtaining the optimal
policy for the nonuniform case, without knowing the exact
value of the switch curves. Specifically, from Theorem 2, we
know that, for all Q ∈Q,
µ∗(Q) = u and Q+Eu,k D Q ⇒ µ∗(Q+Eu,k) = u. (19)
Therefore, computing the optimal policy µ∗ requires con-
ducting the minimization in the R.H.S. of (11) for some
Q only (instead of all Q), which significantly reduces the
computational complexity. Based on (19), we shall design low
complexity optimal algorithms in Section VI.
VI. LOW COMPLEXITY OPTIMAL ALGORITHMS
In this section, we propose two low complexity optimal
algorithms for both the uniform and nonuniform cases, by
exploiting the structural properties of the optimal policy in
Theorems 1 and 2.
A. Structured Relative Value Iteration Algorithm
The optimal policy µ∗ in (11) can be computed using RVIA,
which is a commonly used numerical method for solving
infinite horizon average cost MDPs based on the Bellman
equation [14, Chapter 4.3] and is detailed in Appendix B.
We first summarize the standard RVIA for computing µ∗ in
Algorithm 1. It is shown in [14, Proposition 4.3.2] that under
Algorithm 1, for any {V0(Q)}, we have Vn(Q) → V (Q)
for all Q ∈ Q, as n → ∞, where {V (Q}) satisfies the
Bellman equation in (10). Given {V (Q}), we can obtain the
optimal policy µ∗ by (11). Note that, in Step 2 of the standard
RVIA in Algorithm 1, a brute-force minimization over M
actions needs to be computed for each Q ∈ Q, which can
be computationally expensive when M is large.
By exploiting the structural properties of the optimal policy
in Theorems 1 and 2, we modify (20) in Step 2 (value update)
of Algorithm 1 to reduce computational complexity. The mod-
ified step is given by Algorithm 2 (structured value update).
Replacing (20) in Step 2 of Algorithm 1 with Algorithm 2, we
obtain a low complexity modified RVIA, which is referred to
as the structured relative value iteration algorithm (SRVIA).
From the proofs of Theorems 1 and 2, we can easily see
that under SRVIA, for any {V0(Q)}, Vn(Q) → V (Q) for
Algorithm 1 Relative Value Iteration Algorithm
1: Set V0(Q) = 0 for all Q ∈ Q, select reference state Q§
and set n = 0.
2: (Value Update) For each state Q ∈Q, compute Vn+1(Q):
Vn+1(Q) = min
u∈M
{g(Q, u) + E [Vn(Q
′)]} , (20)
where Q′ is defined in Lemma 1.
3: For each state Q ∈ Q, normalize Vn+1(Q):
Vn+1(Q)← Vn+1(Q)− Vn+1(Q
§).
4: Go to Step 2.
Algorithm 2 Structured Value Update
1: if ∃u ∈ M, such that µ∗n(Q− eu) = u (uniform case),
or ∃u ∈M and k ∈ K, such that µ∗n(Q−Eu,k) = u and
Q D Q−Eu,k (nonuniform case), then
µ∗n(Q) = u,
Vn+1(Q) = g(Q, u) + E [Vn(Q
′)] .
2: else
Vn+1(Q) = min
u∈M
{g(Q, u) + E [Vn(Q
′)]} ,
µ∗n(Q) = arg min
u∈M
{g(Q, u) + E [Vn(Q
′)]} .
3: end if
Algorithm 3 Policy Iteration Algorithm
1: Set µ∗0(Q) = 1 for all Q ∈ Q, select reference state Q§,
and set n = 0.
2: (Policy Evaluation) Given policy µ∗n, compute the corre-
sponding average cost θn and value function Vn(Q) from
the linear system of equations5{
θn + Vn(Q) = g(Q, µ
∗
n(Q)) + E [Vn(Q
′)] , ∀Q ∈Q
Vn(Q
§) = 0
(21)
where Q′ is defined in Lemma 1.
3: (Policy Update) Obtain a new policy µ∗n+1, where for each
Q ∈Q, µ∗n+1(Q) is such that:
µ∗n+1(Q) = arg min
u∈M
{g(Q, u) + E [Vn(Q
′)]} . (22)
4: Go to Step 2 until µ∗n+1 = µ∗n.
all Q ∈Q, as n→∞. Similarly, given V (Q), we can obtain
µ∗ in (11). In other words, SRVIA is an optimal algorithm.
B. Structured Policy Iteration Algorithm
The optimal policy µ∗ in (11) can also be computed using
the policy iteration algorithm (PIA), which is another widely
used method for solving infinite horizon average cost MDPs
5The solution to (21) can be obtained directly using Gaussian elimination
or iteratively using the relative value iteration method [14].
9Algorithm 4 Structured Policy Update
1: if ∃u ∈M, such that µ∗n+1(Q− eu) = u (uniform case),
or ∃u ∈ M and k ∈ K, such that µ∗n+1(Q − Eu,k) = u
and
Q D Q−Eu,k (nonuniform case), then
µ∗n+1(Q) = u.
2: else
µ∗n+1(Q) = arg min
u∈M
{g(Q, u) + E [Vn(Q
′)]} .
3: end if
[24, Chapter 8.6]. We summarize PIA for computing µ∗ in
Algorithm 3. According to [24, Theorem 8.6.6], Algorithm 3
converges in a finite number of iterations to the optimal
policy µ∗ in (11). In other words, there exists a finite n¯ such
that µ∗n = µ∗ for all n ≥ n¯. Note that, in Step 3 of the
standard PIA in Algorithm 3, a brute-force minimization over
M actions needs to be computed for each Q ∈Q, which can
be computationally complex when M is large.
By exploiting the structural properties of the optimal policy
in Theorems 1 and 2, we modify (22) in Step 3 (policy
update) of Algorithm 3 to reduce its computational complexity.
The modified step is given by Algorithm 4 (structured policy
update). Replacing (22) in Step 3 of Algorithm 3 with Algo-
rithm 4, we obtain a low complexity PIA, which is referred
to as the structured policy iteration algorithm (SPIA). From
[24, Chapter 8.11.2], we can see that SPIA also converges in
a finite number of iterations to the optimal policy µ∗ in (11)
and hence is an optimal algorithm.
C. Complexity Comparison
We compare the computational complexity of the proposed
structured optimal algorithms (SRVIA and SPIA) with the
standard optimal algorithms (RVIA and PIA) for each iter-
ation, as illustrated in Table III. Specifically, in the structured
value update step (Algorithm 2) and the structured policy
update step (Algorithm 4), if the condition is satisfied for
a certain queue state, then we do not need to perform the
corresponding minimization over M actions. This leads to a
computational saving of O(M |Q|) [26]. There are in total |Q|
states. Thus, for each iteration, the computational complexity
reduction of the structured value/policy update is O(M |Q|2).
From Table III, we can see that, although the proposed struc-
tured optimal algorithms suffer from the exponential growth
of the state space, the computational complexity reduction
also grows exponentially with the state space. Therefore, the
computational complexity reduction of the proposed structured
optimal algorithms is remarkable, considering that the optimal-
ity is not sacrificed.
Note that the two proposed low-complexity optimal algo-
rithms still suffer from the curse of dimensionality, i.e., the
exponential dependence of the state space [14]. This curse
of dimensionality comes from the complex coupling structure
of the request queue model, and is embedded in the optimal
control design for the considered MDP. To the best of our
Complexity of
Standard Algs.
Complexity of Proposed
Structured Algs.
Complexity
Reduction
Value Update O(M |Q|2) O(M |Q|2) O(M |Q|2)
Policy Update O(M |Q|2) O(M |Q|2) O(M |Q|2)
TABLE III: Complexity comparison between the proposed and stan-
dard optimal algorithms in each iteration.
knowledge, unless for very special cases, it is not possible
to break the curse of dimensionality without any loss of
optimality.
VII. LOW COMPLEXITY SUBOPTIMAL SOLUTION
To further reduce the complexity of the proposed structured
optimal algorithms and relieve the curse of dimensionality, we
would like to develop low-complexity suboptimal solutions.
Note that the structural properties of the optimal policy may
be one key factor that leads to good performance. Thus, in this
section, we focus on the design of suboptimal solutions which
can maintain the switch structures. Specifically, based on a
randomized base policy, we first propose a low complexity
suboptimal deterministic policy using approximate dynamic
programming [14], which has better performance than the
randomized base policy and possesses similar structural prop-
erties to the optimal policy. Then, based on these structural
properties, we develop a low complexity structured algorithm
to compute the proposed policy. Note that, with abuse of
notation, in this section, we also use Qm and Qm to represent
Qm and Qm in the nonuniform case.
A. Low Complexity Suboptimal Policy
The switch structural properties of the optimal policy stem
from the monotonicity property of the value function. There-
fore, to maintain the switch structures in designing a subop-
timal solution, we consider a value function decomposition
method that can preserve the structural properties of the value
function. Based on this decomposition, we propose a low
complexity suboptimal deterministic policy, which will be
shown to possess similar structural properties to the optimal
policy. We first introduce a randomized base policy.
Definition 2 (Randomized Base Policy): A randomized
base policy for the multicast scheduling control µˆ is given by
a distribution on the multicast scheduling action space M.
We restrict our attention to randomized unichain base poli-
cies. Denote θˆ and {Vˆ (Q)} as the average cost and the
value function under a randomized unichain based policy µˆ,
respectively. By [14, Proposition 4.2.2] and following the
proof of Lemma 1, there exists (θˆ, {Vˆ (Q)}) satisfying:
θˆ + Vˆ (Q) = Eµˆ [g(Q, u)]
+
∑
Q′∈Q
E
µˆ [Pr[Q′|Q, u]] Vˆ (Q′), ∀Q ∈Q, (23)
where g(Q, u) and Pr[Q′|Q, u] are given in (8) and (37),
respectively. In the following lemma, we show that Vˆ (Q) has
a separable structure.
Lemma 7 (Separable Structure of Vˆ (Q)): Given any ran-
domized unichain base policy µˆ, the value function {Vˆ (Q)}
10
in (23) can be expressed as Vˆ (Q) =∑m∈M Vˆm(Qm), where
{Vˆm(Qm)} satisfies:
θˆm + Vˆm(Qm) = E
µˆ [gm(Qm, u)]
+
∑
Q′
m
∈Qm
E
µˆ [Pr[Q′m|Qm, u]] Vˆm(Q
′
m), ∀Qm ∈ Qm, (24)
for all m ∈ M. Here, θˆm and Vˆm(Qm) denote the per-
content average cost and value function under µˆ, respectively,
gm(Qm, u) , Qm + wff(u) + wp1(u = m)p(m) in the
uniform case, gm(Qm, u) ,
∑
k∈KQm,k+wff(u)+wp1(u =
m)p(m, k‡(Qm, u)) with k‡(Qm, u) , max{k|Qm,k > 0} in
the nonuniform case, and Pr[Q′m|Qm, u] , Pr[Qm(t + 1) =
Q′m|Qm(t) = Qm, u(t) = u].
Proof: Please see Appendix J.
To alleviate the curse of dimensionality, we approximate the
value function V (Q) in (11) by Vˆ (Q), i.e.,
V (Q) ≈ Vˆ (Q) =
∑
m∈M
Vˆm(Qm), (25)
where {Vˆm(Qm)} is given by the per-content fixed point equa-
tion in (24). Then, we obtain the following low complexity
deterministic policy µˆ∗:
µˆ∗(Q) = arg min
u∈M
{
g(Q, u) +
∑
m∈M
E
[
Vˆm(Q
′
m))
]}
,
∀Q ∈ Q. (26)
Remark 4: To obtain µˆ∗ in (26), we only need to compute
{Vˆm(Qm)} (a total of O(
∑
m |Qm|) values) via solving (24)
for all m. The computational complexity is much lower than
computing {V (Q)} (a total of O(Πm|Qm|) values) via solving
(10) in obtaining µ∗ in (11).
Remark 5: Note that, the value function decomposition
method adopted here is different from most existing approx-
imate approaches [20], [21]. Our approach does not rely on
choices of specific basis functions. Moreover, our approach
can maintain similar switch structural properties to the optimal
policy, which will be shown in Theorem 4.
B. Properties of Suboptimal Policy
1) Performance comparison: The proposed deterministic
policy µˆ∗ always achieves better performance than the ran-
domized unichain base policy µˆ, as summarized in the fol-
lowing theorem.
Theorem 3 (Performance Improvement): If Pr[Q′|Q, u] 6=
Pr[Q′|Q, u′] for any u 6= u′ and Q ∈ Q, then we have
θˆ∗(Q)<θˆ for all Q ∈Q, where θˆ∗(Q) is the average system
cost under the proposed solution starting from Q and θˆ is
the average system cost under any randomized base policy,
respectively.
Proof: This result follows directly from [27].
2) Structural properties: We first introduce the state-action
cost function for µˆ∗:
Jˆ(Q, u) , g(Q, u) +
∑
m∈M
E
[
Vˆm(Q
′
m))
]
. (27)
Note that Jˆ(Q, u) is related to the R.H.S. of (26). Along
the lines of the structural analysis for the optimal policy in
Sections IV and V, we can show that the proposed determin-
istic low complexity suboptimal policy has similar structural
properties to those in Theorems 1 and 2. This similarity may
be one key reason for the good performance of the proposed
suboptimal solution, which will be shown in the numerical
section.
Theorem 4 (Structural Properties of Suboptimal Policy µˆ∗):
Under any randomized base unichain policy µˆ, the structural
properties of the corresponding deterministic policy µˆ∗ are as
follows.
1) In the uniform case, µˆ∗ has a switch structure, i.e., for
all m ∈M, we have
µˆ∗(Q) = u, if Qu ≥ sˆu(Q−u), (28)
where the switch curve for content u is given by
sˆu(Q−u) ,
{
min Sˆu(Q−u), if Sˆu(Q−u) 6= ∅
∞, otherwise
with Sˆu(Q−u) , {Qu|Jˆ(Q, u) ≤ Jˆ(Q, v) ∀v, v 6= u}. Here,
Q−u is defined in Theorem 1.
2) In the nonuniform case, µˆ∗ has a partial switch structure,
i.e., for all u ∈M and k ∈ K, we have
µˆ∗(Q) = u, if Qu,k ≥ sˆu,k(Q−u,−k) and
condition (a) or (b) holds,
(29)
where condition (a) is k < k†(k,Qu), condition (b) is k >
k†(k,Qu) and sˆu,k(Q−u,−k) > 0, and the switch curve for
content-user pair (u, k) is given by
sˆu,k(Q−u,−k) ,
{
min Sˆu,k(Q−u,−k), if Sˆu,k(Q−u,−k) 6= ∅
∞, otherwise
with Sˆu,k(Q−u,−k) , {Qu,k|Jˆ(Q, u) ≤ Jˆ(Q, v) ∀v, v 6= u}.
Here, k†(k,Qu) and Q−u,−k are defined in Theorem 2.
Proof: Please see Appendix K.
Similarly, Theorem 4 indicates the following results.
1) In the uniform case, for all Q ∈Q, we have
µˆ∗(Q) = u ⇒ µˆ∗(Q+ eu) = u. (30)
2) In the nonuniform case, for all Q ∈ Q, we have
µˆ∗(Q) = u and Q+Eu,k D Q ⇒ µˆ∗(Q+Eu,k) = u. (31)
C. Structured Suboptimal Algorithm
By making use of the relationship between µˆ and µˆ∗ and
the structural properties of µˆ∗ in Theorem 4, we can develop
a low complexity algorithm to obtain µˆ∗ in (26), which is
summarized in Algorithm 5. We refer to Algorithm 5 as the
structured suboptimal algorithm (SSA).
Now we show that SSA has a significantly lower compu-
tational complexity than the two optimal algorithms proposed
in Section VI, i.e., SRVIA and SPIA. First, we compare the
complexity of SSA and SRVIA. If we compute {Vˆm(Qm)}
6The solution to (24) can be obtained directly using Gaussian elimination
or iteratively using the relative value iteration method [14].
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Fig. 7: Average costs versus wp and wf in the uniform case at M = 3, |C| = 2, K = 2, and α = 0.75.
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Fig. 8: Average costs versus wp and wf in the nonuniform case at M = 3, |C| = 2, K = 2, and α = 0.75.
Algorithm 5 Structured Suboptimal Algorithm
1: Given a randomized base unichain policy µˆ, compute the
per-content value function {Vˆm(Qm)} for all m ∈ M by
solving the corresponding linear system of equations in
(24).6
2: Obtain the proposed policy µˆ∗, where for each Q ∈ Q,
µˆ∗(Q) is such that:
if ∃u ∈M, such that µˆ∗(Q− eu) = u (uniform case),
or ∃u ∈M and k ∈ K, such that µˆ∗(Q−Eu,k) = u and
Q D Q−Eu,k (nonuniform case), then
µˆ∗(Q) = u.
else
Compute µˆ∗(Q) by (26).
endif
in Step 1 of SSA using the relative value iteration method,
then the numbers of iterations required for Step 1 of SSA and
SRVIA are comparable. However, as illustrated in Remark 4,
for each iteration, the number of value functions required to be
updated in Step 1 of SSA is much smaller than that in SRVIA.
In addition, the number of optimizations required to be solved
in Step 1 of SSA is comparable to that in each iteration of
SRVIA. Thus, SSA has a much lower computational complex-
ity than SRVIA. Next, we compare the complexity of SSA and
SPIA. SSA is similar to one iteration of SPIA. As illustrated
in Remark 4, the number of value functions required to be
updated in Step 1 of SSA is much smaller than that in each
iteraion of the policy evaluation step of SRVIA. In addition,
the number of optimizations required to be solved in Step 1 of
SSA is comparable to that in each iteration of the structured
policy update step of SPIA. Thus, SSA has a much lower
computational complexity than SPIA.
VIII. NUMERICAL RESULTS AND DISCUSSION
In this section, we evaluate the performance of the proposed
optimal and suboptimal solutions via numerical examples.
In the simulations, we consider that in each slot, each user
requests one content, which is content m with probability Pm.
We assume that {Pm} follows a (normalized) Zipf distribution
with parameter α [28]. We consider that each content is of the
same size, and the BS stores the most popular contents. We
set c(m) = 3 for all m. In addition, for all m, in the uniform
case, we set p(m, k) = 2 for all k, and in the nonuniform case,
we set p(m, k) = 2 for k = 1, · · · ,K/2 and p(m, 2) = 4 for
k = K/2 + 1, · · · ,K .
First, we compare the average costs of the proposed optimal
and suboptimal policies with three baseline policies, i.e., a
randomized base policy in Definition 2, the longest-queue-first
policy in [16], and a myopic policy [20]. In particular, in each
slot, the randomized base policy chooses one content randomly
for multicasting according to the distribution {Pm} on M and
the longest-queue-first policy schedules the content with the
longest request queue for multicasting. In each slot, the myopic
policy chooses the multicast scheduling action that minimizes
a cost function C(Q, u), i.e., u(t) = argminu∈M C(Q, u),
where
C(Q, u) , wff(u)+wpp(Q, u)−d(Q, u), ∀Q ∈Q, u ∈M,
with d(Q, u) , Qu in the uniform case and d(Q, u) ,∑
k Qu,k in the nonuniform case. This policy determines the
scheduling action myopically, without accurately considering
the impact of the action on the future costs. Note that, this
12
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Fig. 9: Average system cost versus the Zipf parameter α in the
uniform and nonuniform cases at M = 30, |C| = 13, K = 30,
and wp = wf = 5.
myopic policy can also be treated as an approximate solution
to the considered MDP through approximating V (Q) in the
Bellman equation with
∑
mQm (uniform case) or
∑
m,kQm,k
(nonuniform case).
Fig. 7 and Fig. 8 illustrate the average system, delay, power
and fetching costs versus the weights of the power and fetching
costs (i.e., wp and wf ) in the uniform and nonuniform cases,
respectively. It can be seen that the average system costs of
the proposed optimal and suboptimal policies are very close
to each other and are lower than those of the longest-queue-
first policy and the myopic policy. The reason is that the
proposed two policies can make foresighted decisions by better
utilizing system state information and balancing the current
cost and the futures costs. Moreover, we can observe that for
the optimal and suboptimal policies, in the uniform case, the
average delay cost increases with wf and does not change
with wp, and the average fetching cost decreases with wf ; in
the nonuniform case, the average delay cost increases with
wf and wp, the average power cost decreases with wp, and
the average fetching cost decreases with wf . This reveals the
tradeoff among the delay, power, and fetching costs of the
optimal and suboptimal policies.
Fig. 9 illustrates the average system cost versus the Zipf
parameter α in the uniform and nonuniform cases. The α
parameter determines the “peakiness” of the content popularity
distribution, i.e., a large α indicates that a small amount of
contents account for the majority of content requests. It can
be seen that with the increase of α, the average system cost of
the proposed suboptimal policy decreases and the performance
gains over the three baseline policies increase. This indicates
that the proposed suboptimal policy can utilize caching more
effectively as the content popularity distribution gets steeper.
Fig. 10 and Fig. 11 illustrate the average system cost and
the average system cost per user versus the number of users
K in the uniform and nonuniform cases, respectively. We can
observe that when the average request arrival rate increases (as
K increases), the average system costs per user of all policies
decrease. This reveals the benefit of the multicast transmission.
Next, we compare the computational complexity of the
two standard optimal algorithms (RVIA and PIA), the two
proposed low-complexity optimal algorithms (SRVIA and
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Fig. 10: Average system cost and system cost per user versus number
of users K in the uniform cases at M = 30, |C| = 13, K = 30,
wp = wf = 5 and α = 0.75.
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Fig. 11: Average system cost and system cost per user versus number
of users K in the nonuniform cases at M = 30, |C| = 13, K = 30,
wp = wf = 5 and α = 0.75.
SPIA), and the proposed low-complexity suboptimal algorithm
(SSA) in Table IV for the uniform and nonuniform cases.
It can be seen that SRVIA and SPIA have much lower
computational complexity than RVIA and PIA, respectively
(with reductions of over 25% in computation time). Note
that, the computation times of the four optimal algorithms
and the computational reductions of the proposed SRVIA and
SPIA have the same order of growth. Therefore, although
the proposed low-complexity optimal algorithms suffer from
the curse of dimensionality, their computational complexity
reductions are remarkable. Moreover, we can observe that SSA
has a significantly lower computational complexity than all the
optimal algorithms. These verify the discussions in Sections
VI and VII.
M RVIA SRVIA PIA SPIA SSA
Uniform
2 0.0138 0.0085 0.0119 0.0077 0.0016
3 0.577 0.428 0.614 0.476 0.0063
4 23.42 17.31 20.48 16.33 0.0828
Nonuniform
2 0.380 0.295 0.419 0.337 0.0076
3 15.55 12.37 18.45 14.41 0.305
4 2315.8 1783.2 2473.5 1878.8 32.57
TABLE IV: Average Matlab computation time (sec) for different
algorithms in the uniform and nonuniform cases. |C| = 1, wp =
wf = 1, K = 2, α = 0.75, Nm = 10 for all m and Nm,k = 4 for
all m,k.
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IX. EXTENSION TO MARKOV-MODULATED REQUEST
ARRIVALS
In this section, we extent the structural analysis for the
i.i.d. request arrivals to the Markov-modulated request arrivals.
Specifically, we assume that for each m and k, the request
arrival {Am,k(t)} evolves according to an ergodic finite-state
Markov chain with the transition probability Pr[Am,k(t +
1)|Am,k(t)]. In this case, the system state consists of the re-
quest queue state Q and the request arrival state A. We define
the stationary multicast scheduling policy µ˜ as a mapping
from system state space Q ×A to the multicast scheduling
action space M and formulate the corresponding system cost
minimization problem. Similar to Lemma 1, we have the
following Bellman equation:
θ˜ + V˜ (Q,A) = min
u∈M
{
g(Q, u) + E
[
V˜ (Q′,A′)
]}
, ∀Q,A,
where the expectation is taken over the distributions of A and
A′, and Q′ is defined in Lemma 1. Following the analysis
in Sections IV and V, we can show that the optimal policy
µ˜∗ for the Markov-modulated request arrival model possesses
similar structural properties to the optimal policy µ∗ for the
i.i.d. request arrival model.
Theorem 5 (Structural Properties of Optimal Policy µ˜∗):
For Markov-modulated request arrivals, the structural
properties of the optimal policy µ˜∗ are as follows.
1) In the uniform case, µ˜∗ has a switch structure, i.e., for
all m ∈M, we have
µ˜∗(Q,A) = u, if Qu ≥ s˜u(Q−u,A). (32)
2) In the nonuniform case, µ˜∗ has a partial switch structure,
i.e., for all u ∈M and k ∈ K, we have
µ˜∗(Q,A) = u, if Qu,k ≥ s˜u,k(Q−u,−k,A)
and condition (a) or (b) holds,
(33)
where condition (a) is k < k†(k,Qu), condition (b) is k >
k†(k,Qu) and s˜u,k(Q−u,−k,A) > 0.
The switch curves s˜u(Q−u,A) and s˜u,k(Q−u,−k,A) in (32)
and (33) are defined in a similar manner to the switch curves
in Theorems 1 and 2, respectively.
Similarly, Theorem 5 implies the following results.
1) In the uniform case, for all Q and A, we have
µ˜∗(Q,A) = u ⇒ µ˜∗(Q+ eu,A) = u. (34)
2) In the nonuniform case, for all Q and A, we have
µ˜∗(Q,A) = u, Q+Eu,k D Q ⇒ µ˜
∗(Q+Eu,k,A) = u.
(35)
As in Sections VI and VII, the structural properties in (34) and
(35) can also be utilized to design low-complexity optimal and
suboptimal algorithms.
X. CONCLUSION
In this paper, we consider the optimal dynamic multicast
scheduling to jointly minimize the average delay, power,
and fetching costs for cache-enabled content-centric wireless
networks. We formulate this stochastic optimization problem
as an infinite horizon average cost MDP. We show that the
optimal policy has a switch structure in the uniform case and
a partial switch structure in the nonuniform case. Moreover,
in the uniform case with two contents, we show that the
switch curve is monotonically non-decreasing. Based on these
structural results, we propose two low-complexity optimal
algorithms. Motivated by the switch structures of the optimal
policy, to further reduce the complexity, we also propose a
low-complexity suboptimal policy, which has similar structural
properties to the optimal policy, and develop a low-complexity
algorithm to compute this policy. These analytical results hold
for both i.i.d. request arrival and Markov-modulated request
arrival models.
APPENDIX A: PROOF OF LEMMA 1
By Proposition 4.2.5 in [14], the Weak Accessibly (WA)
condition holds for unichain policies. Thus, by Proposition
4.2.3 and Proposition 4.2.1 in [14], the optimal system cost of
the MDP in Problem 9 is the same for all initial states and the
solution (θ, V (Q)) to the following Bellman equation exists.
θ + V (Q) = min
u∈M
{
g(Q, u) +
∑
Q′∈Q
Pr[Q′|Q, u]V (Q′)
}
∀Q ∈Q. (36)
The transition probability is given by
Pr[Q′|Q, u] (37)
,Pr[Q(t+ 1) = Q′|Q(t) = Q, u(t) = u]
=E [Pr [Q(t+ 1) = Q′|Q(t) = Q, u(t) = u,A(t) = A]] ,
where Pr [Q(t+ 1) = Q′|Q(t) = Q, u(t) = u,A(t) = A]
=
{
1, if Q′ satisfies (3) or (4)
0, otherwise .
By substituting (37) into (36), we have (10), which completes
the proof.
APPENDIX B: PROOF OF LEMMA 2
We prove Lemma 2 using RVIA and induction.
First, we introduce RVIA [14, Chapter 4.3]. For each state
Q ∈ Q, let Vn(Q) be the value function in the nth iteration,
where n = 0, 1, · · · . Define
Jn+1(Q, un) , g(Q, un) + E[Vn(Q
′)], (38)
where g(Q, un) =
∑
mQm + wpp(un) + wff(un)
and Q′ = (Q′m)m∈M with Q′m = min{1(un 6=
m)Qm + Am, Nm} in the uniform case; g(Q, un) =∑
m,k Qm,k + wpp(un, k
‡(Q, un)) + wff(un) with
k‡(Q, un) = max{k|Qun,k > 0}, Q
′ = (Q′m,k)m∈M,k∈K
and Q′m,k = min{1(un 6= m)Qm,k + Am,k, Nm,k} in the
nonuniform case.
Note that Jn+1(Q, un) is related to the R.H.S of the
Bellman equation in (10). We refer to Jn+1(Q, un) as the
state-action cost function in the nth iteration. For each Q,
RVIA calculates Vn+1(Q) according to
Vn+1(Q) = min
un
Jn+1(Q, un)−min
un
Jn+1(Q
§, un), ∀n (39)
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where Jn+1(Q, un) is given by (38) and Q§ ∈ Q is some
fixed state. Under any initialization of V0(Q), the generated
sequence {Vn(Q)} converges to V (Q) [14, Proposition 4.3.2],
i.e.,
lim
n→∞
Vn(Q) = V (Q), ∀Q ∈ Q, (40)
where V (Q) satisfies the Bellman equation in (10). Let µ∗n(Q)
denote the control that attains the minimum of the first term
in (39) in the nth iteration for all Q, i.e.,
µ∗n(Q) = argmin
un
Jn+1(Q, un), ∀Q ∈ Q. (41)
We refer to µ∗n as the optimal policy for the nth iteration.
Next, we prove Lemma 2 through mathematical induction
using RVIA. Denote Q1 , (Q1m)m∈M and Q2 , (Q2m)m∈M.
To prove Lemma 2, it is equivalent to show that for any
Q1,Q2 ∈Q such that Q2  Q1,
Vn(Q
2) ≥ Vn(Q
1), (42)
holds for all n = 0, 1, · · · . First, we initialize V0(Q) = 0 for
all Q ∈ Q. Thus, we have V0(Q1) = V0(Q2) = 0, i.e., (42)
holds for n = 0. Assume that (42) holds for some n ≥ 0. We
will prove that (42) also holds for n+ 1. By (39), we have
Vn+1(Q
1) = Jn+1
(
Q1, µ∗n(Q
1)
)
−min
un
Jn+1(Q
§, un)
(a)
≤ Jn+1
(
Q1, µ∗n(Q
2)
)
−min
un
Jn+1(Q
§, un)
(b)
= E[Vn(Q
1′)] +
∑
m
Q1m + wpp(µ
∗
n(Q
2)) + wff(µ
∗
n(Q
2))
−min
un
Jn+1(Q
§, un), (43)
where (a) follows from the optimality of µ∗n(Q1) for Q1
in the nth iteration, (b) directly follows from (38) and
Q1
′
= (Q1
′
m)m∈M with Q1
′
m = min{1(µ
∗
n(Q
2) 6= m)Q1m +
Am, Nm}. By (38) and (39), we also have
Vn+1(Q
2) = Jn+1
(
Q2, µ∗n(Q
2)
)
−min
un
Jn+1(Q
§, un)
= E[Vn(Q
2′)] +
∑
m
Q2m + wpp(µ
∗
n(Q
2)) + wff(µ
∗
n(Q
2))
−min
un
Jn+1(Q
§, un), (44)
where Q2′ = (Q2′m)m∈M with Q2
′
m = min{1(µ
∗
n(Q
2) 6=
m)Q2m + Am, Nm}. Then, we compare (43) and (44) term
by term. Due to Q2  Q1, we have
∑
mQ
2
m ≥
∑
mQ
1
m and
Q2
′
 Q1
′
, implying that E[Vn(Q2
′
)] ≥ E[Vn(Q1
′
)] by the
induction hypothesis. Thus, we have Vn+1(Q2) ≥ Vn+1(Q1),
i.e., (42) holds for n+1. Therefore, by induction, we can show
that (42) holds for any n. By taking limits on both sides of
(42) and by (40), we complete the proof of Lemma 2.
APPENDIX C: PROOF OF LEMMA 3
By (12), we have
J(Q, u)− J(Q, v)− J(Q+ eu, u) + J(Q+ eu, v)
=E[V (Q1
′
)] + g(Q, u)− E[V (Q2
′
)]− g(Q, v)
−E[V (Q3
′
)]− g(Q+ eu, u) + E[V (Q
4′)] + g(Q+ eu, v)
(c)
=E[V (Q1
′
)]− E[V (Q2
′
)]− E[V (Q3
′
)] + E[V (Q4
′
)], (45)
where Q = (Qm)m∈M, Qi
′
= (Qi
′
m)m∈M, i = 1, 2, 3, 4 with
Q1
′
m = min{1(u 6= m)Qm +Am, Nm}, (46a)
Q2
′
m = min{1(v 6= m)Qm +Am, Nm}, (46b)
Q3
′
m =
{
min{Au, Nu} if m = u
min{Qm +Am, Nm} otherwise
, (46c)
Q4
′
m =
{
min{Qu + 1 +Au, Nu} if m = u
min{1(v 6= m)Qm +Am, Nm} otherwise
,
(46d)
and (c) is due to
g(Q, u)− g(Q, v)− g(Q+ eu, u) + g(Q+ eu, v)
=
(∑
m
Qm + wpp(u) + wff(u)
)
−
(∑
m
Qm + wpp(v)
+ wff(v)
)
−
(∑
m
Qm + 1 + wpp(u) + wff(u)
)
+
(∑
m
Qm + 1 + wpp(v) + wff(v)
)
= 0. (47)
To prove Lemma 3, it remains to show that the R.H.S. of
(45) is nonnegative. By comparing (46a) with (46c), we can
see that Q1′m = Q3
′
m for all m, i.e., Q1
′
= Q3
′
. Thus, we
have E[V (Q1′)] = E[V (Q3′)]. By comparing (46b) with
(46d), we can see that Q4′u ≥ Q2
′
u and Q4
′
m = Q
2′
m for
all m 6= u, i.e., Q4′  Q2′ . Thus, by Lemma 2, we
have E[V (Q4′)] ≥ E[V (Q2′)]. Therefore, by (45), we have
J(Q + eu, u) − J(Q + eu, v) ≤ J(Q, u) − J(Q, v). We
complete the proof of Lemma 3.
APPENDIX D: PROOF OF THEOREM 1
Consider content u ∈ M and state Q = (Qm)m∈M where
Qu = su(Q−u). Note that, if su(Q−u) = ∞, (15) always
holds. Therefore, in the following, we only consider that
su(Q−u) < ∞. According to the definition of su(Q−u) in
Theorem 1, we can see that J(Q, u) ≤ J(Q, v) for all v ∈M
and v 6= u. Thus, it is optimal to multicast content u for state
Q, i.e., µ∗(Q) = u. Consider another state Q′ = (Q′m)m∈M
where Q′u ≥ Qu and Q′m = Qm for all m 6= u. To prove
Theorem 1, it is equivalent to show that µ∗(Q′) = u. By
Lemma 3, for all v ∈M and v 6= u, we have
J(Q′, u)− J(Q′, v) ≤ J(Q, u)− J(Q, v) ≤ 0. (48)
Thus, it is optimal to multicast content u for Q′. We complete
the proof of Theorem 1.
APPENDIX E: PROOF OF LEMMA 4
To prove the monotonically non-decreasing property of
s2(Q1) with respect to Q1, it is equivalent to show that, if
µ∗ (Q+ e1) = 2, then µ∗ (Q) = 2. This is sufficient to show
J (Q, 2)− J (Q, 1) ≤ J (Q+ e1, 2)− J (Q+ e1, 1) , (49)
where Q = (Q1, Q2) and e1 = (1, 0).
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By (12), we have
J (Q, 2)− J (Q, 1)− J (Q+ e1, 2) + J (Q+ e1, 1)
=E[V (Q1
′
)] + g(Q, 2)− E[V (Q2
′
)]− g(Q, 1)
−E[V (Q3
′
)]− g(Q+ e1, 2) + E[V (Q
4′)] + g(Q+ e1, 1)
(d)
=E[V (Q1
′
)]− E[V (Q2
′
)]− E[V (Q3
′
)] + E[V (Q4
′
)],
(50)
where
Q1
′
= (min{Q1 +A1, N1},min{A2, N2}), (51a)
Q2
′
= (min{A1, N1},min{Q2 +A2, N2}), (51b)
Q3
′
= (min{Q1 +A1 + 1, N1},min{A2, N2}), (51c)
Q4
′
= (min{A1, N1},min{Q2 +A2, N2}), (51d)
and (d) is due to
g(Q, 2)− g(Q, 1)− g(Q+ e1, 2) + g(Q+ e1, 1)
=
(
Q1 +Q2 + wpp(2) + wff(2)
)
−
(
Q1 +Q2 + wpp(1)
+ wff(1)
)
−
(
Q1 +Q2 + 1 + wpp(2) + wff(2)
)
+
(
Q1 +Q2 + 1 + wpp(1) + wff(1)
)
= 0. (52)
To prove Lemma 4, it remains to show that the R.H.S. of (50)
is nonpositive. By comparing (51a) with (51c), we have Q3′ 
Q1
′
, implying that E[V (Q3′)] ≥ E[V (Q1′)] by Lemma 2. By
comparing (51b) with (51c), we have Q4′ = Q2′ , implying
that E[V (Q4′)] = E[V (Q2′)]. Thus, by (50), we can show
that (49) holds.
Similarly, we can show that the following inequality holds:
J (Q, 1)− J (Q, 2) ≤ J (Q+ e2, 1)− J (Q+ e2, 2) , (53)
where Q = (Q1, Q2) and e2 = (0, 1). Thus, if µ∗ (Q+ e2) =
1, then µ∗ (Q) = 1. This implies the monotonically non-
decreasing property of s1(Q2) with respect to Q2. We com-
plete the proof of Lemma 4.
APPENDIX F: PROOF OF PROPOSITION 1
Let Z(N1, N2) denote the number of the policies with
monotonically non-decreasing curves. By Theorem 1, either
s2(Q1) or s1(Q2) is sufficient to characterize the optimal
policy. Hence, we have
Z(N1, N2) =
N2+1∑
aN1=0
aN1∑
aN1−1=0
· · ·
a2∑
a1=0
a1∑
a0=0
1 (54)
=
N1+1∑
bN2=0
bN2∑
bN2−1=0
· · ·
b2∑
b1=0
b1∑
b0=0
1, (55)
where (54) and (55) are the number of all possible s2(Q1)
and s1(Q2), respectively. In the following, we shall show that
Z(N1, N2) =
(
N1 +N2 + 2
N1 + 1
)
(56)
holds for any positive integers N1, N2.
We use induction on n = N1 + N2 ≥ 2. If n = 2, then
N1 = N2 = 1 and we have Z(1, 1) =
∑2
a1=0
∑a1
a0=0
1 =
6 =
(
4
2
)
. Assume (56) holds for any positive integers N1, N2
with N1 +N2 = n ≥ 2. Now consider Z(N1, N2) with N1 +
N2 = n + 1. If N1 = 1, then by (54), we have Z(1, N2) =∑N2+1
a1=0
∑a1
a0=0
1 =
(
N2+3
2
)
. If N2 = 1, then by (55), we have
Z(N1, 1) =
∑N1+1
b1=0
∑b1
b0=0
1 =
(
N1+3
2
)
. If N1, N2 > 1, then
by (54) and the induction hypothesis, we have Z(N1, N2) =
Z(N1−1, N2)+Z(N1, N2−1) =
(
N1+N2+1
N1
)
+
(
N1+N2+1
N1+1
)
=(
N1+N2+2
N1+1
)
. Thus, (56) holds whenever N1 + N2 = n + 1.
Therefore, by induction, (56) holds for any positive integers
N1, N2. We complete the proof of Proposition 1.
APPENDIX G: PROOF OF LEMMA 5
We prove Lemma 5 through mathematical induction using
the RVIA in Appendix B. Denote Q1 , (Q1m,k)m∈M,k∈K
and Q2 , (Q2m,k)m∈M,k∈K. To prove Lemma 5, by (40),
it is equivalent to show that for any Q1,Q2 ∈ Q such that
Q2 D Q1,
Vn(Q
2) ≥ Vn(Q
1), (57)
holds for all n = 0, 1, · · · . We initialize V0(Q) = 0 for all
Q ∈ Q. Thus, we have V0(Q1) = V0(Q2) = 0, i.e., (57)
holds for n = 0. Assume that (57) holds for some n ≥ 0. We
will prove that (57) also holds for n+ 1. By (39), we have
Vn+1(Q
1)
(e)
≤ Jn+1
(
Q1, µ∗n(Q
2)
)
−min
un
Jn+1(Q
§, un)
(f)
= E[Vn(Q
1′)] +
∑
m,k
Q1m,k + wpp(µ
∗
n(Q
2), k‡(Q1, µ∗n(Q
2)))
+ wff(µ
∗
n(Q
2))−min
un
Jn+1(Q
§, un), (58)
where (e) follows from the optimality of µ∗n(Q1) for
Q1 in the nth iteration, (f) directly follows from (38),
k‡(Q1, µ∗n(Q
2)) = max
{
k|Q1µ∗
n
(Q2),k > 0
}
and Q1′ =
(Q1
′
m,k)m∈M,k∈K with Q1
′
m,k = min{1(µ
∗
n(Q
2) 6= m)Q1m,k+
Am,k, Nm,k}. By (38) and (39), we also have
Vn+1(Q
2) = Jn+1
(
Q2, µ∗n(Q
2)
)
−min
un
Jn+1(Q
§, un)
= E[Vn(Q
2′)] +
∑
m,k
Q2m,k + wpp(µ
∗
n(Q
2), k‡(Q2, µ∗n(Q
2)))
+ wff(µ
∗
n(Q
2))−min
un
Jn+1(Q
§, un), (59)
where k‡(Q2, µ∗n(Q2)) = max
{
k|Q2µ∗
n
(Q2),k > 0
}
and
Q2
′
= (Q2
′
m,k)m∈M,k∈K with Q2
′
m,k = min{1(µ
∗
n(Q
2) 6=
m)Q2m,k +Am,k, Nm,k}.
Next, we compare (58) and (59) term by term. Due
to Q2 D Q1, we have Q2′ D Q1′ . Thus, by the in-
duction hypothesis, we have E[Vn(Q2
′
)] ≥ E[Vn(Q1
′
)].
Due to Q2 D Q1, we have
∑
m,kQ
2
m,k ≥
∑
m,kQ
1
m,k
and k‡(Q2, µ∗n(Q2)) = k‡(Q1, µ∗n(Q2)), implying that
p(µ∗n(Q
2), k‡(Q2, µ∗n(Q
2))) = p(µ∗n(Q
2), k‡(Q1, µ∗n(Q
2))).
Thus, we have Vn+1(Q2) ≥ Vn+1(Q1), i.e., (57) holds for
n + 1. Therefore, by induction, we can show that (57) holds
for any n. By taking limits on both sides of (57) and by (40),
we complete the proof of Lemma 5.
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APPENDIX H: PROOF OF LEMMA 6
By (12), we have
J(Q, u)− J(Q, v)− J(Q+Eu,k, u) + J(Q+Eu,k, v)
=E[V (Q1
′
)] + g(Q, u)− E[V (Q2
′
)]− g(Q, v)− E[V (Q3
′
)]
− g(Q+Eu,k, u)) + E[V (Q
4′)] + g(Q+Eu,k, v)
=E[V (Q1
′
)]− E[V (Q3
′
)] + E[V (Q4
′
)]− E[V (Q2
′
)]
+ wp
(
p(u, k‡(Q, u))− p(u, k‡(Q+Eu,k, u))
)
− wp
(
p(v, k‡(Q, v))− p(v, k‡(Q+Eu,k, v))
)
, (60)
where Q = (Qm,i)m∈M,i∈K and Qj
′
= (Qj
′
m,i)m∈M,i∈K,
j = 1, 2, 3, 4 with
Q1
′
m,i = min{1(u 6= m)Qm,i +Am,i, Nm,i}, (61a)
Q2
′
m,i = min{1(v 6= m)Qm,i +Am,i, Nm,i}, (61b)
Q3
′
m,i =
{
min{Au,k, Nu,k} if m = u, k = i
min{Qm,i +Am,i, Nm,i} otherwise
,
(61c)
Q4
′
m,i =
{
min{Qu,k + 1 +Au,k, Nu,k} if m = u, k = i
min{1(v 6= m)Qm,i +Am,i, Nm,i} otherwise
(61d)
To prove Lemma 6, it remains to show that the R.H.S. of (60)
is nonnegative. By comparing (61a) with (61c), we can see
that Q1′m,i = Q3
′
m,i for all m, i, i.e., Q1
′
= Q3
′
. Thus, we have
E[V (Q1
′
)] = E[V (Q3
′
)]. By comparing (61b) with (61d), we
can see that Q4′u,k ≥ Q2
′
u,k ≥ Q
2
u,k > 0 and Q4
′
m,i = Q
2′
m,i
for all m 6= u, i 6= k, i.e., Q4′ D Q2′ . Thus, by Lemma 5,
we have E[V (Q4′)] ≥ E[V (Q2′)]. In addition, due to Q +
Eu,k D Q, we have k ≤ max{k|Qu,k > 0}. Then, we have
k‡(Q+Eu,k, u) = k
‡(Q, u) and k‡(Q+Eu,k, v) = k‡(Q, v),
implying that p(u, k‡(Q, u)) = p(u, k‡(Q + Eu,k, u)) and
p(u, k‡(Q, v)) = p(u, k‡(Q + Eu,k, v)). Therefore, by (60),
we have J(Q + Eu,k, u) − J(Q + Eu,k, v) ≤ J(Q, u) −
J(Q, v). We complete the proof of Lemma 6.
APPENDIX I: PROOF OF THEOREM 2
Consider content u ∈ M, user k ∈ K and state Q =
(Qm,i)m∈M,i∈K where Qu,k = su,k(Q−u,−k). Note that,
if su,k(Q−u,−k) = ∞, (18) always holds. Therefore, in
the following, we only consider that su,k(Q−u,−k) < ∞.
According to the definition of su,k(Q−u,−k) in Theorem 2, we
can see that J(Q, u) ≤ J(Q, v) for all v ∈ M, v 6= u. Thus, it
is optimal to multicast content u for state Q, µ∗(Q) = u. Con-
sider another state Q′ = (Q′m,i)m∈M,i∈K where Q′u,k ≥ Qu,k
and Q′m,i = Qm,i for all (m, i) 6= (u, k). To prove Theorem 2,
it is equivalent to show that it is also optimal to multicast
content u for state Q′, i.e.,
J(Q′, u) ≤ J(Q′, v), ∀v ∈ M, v 6= u. (62)
According to the relationship between k and k†(k,Qu) as
well as the value of su,k(Q−u,−k), we have the following
three cases.
(1) If k < k†(k,Qu), i.e., condition (a) holds, we have
k < max{k|Qu,k > 0}. By Lemma 6, for any v ∈ M and
v 6= u, we have
J(Q′, u)− J(Q′, v) ≤ J(Q, u)− J(Q, v) ≤ 0. (63)
Thus, it is optimal to multicast content u for state Q′.
(2) If k > k†(k,Qu) and su,k(Q−u,−k) > 0, i.e. condition
(b) holds, we have k = max{k|Qu,k > 0}. By Lemma 6, for
any v ∈M and v 6= u, (63) also holds. Thus, it is optimal to
multicast content u for state Q′.
(3) If k > k†(k,Qu) and su,k(Q−u,−k) = 0, implying that
k > max{k|Qu,k > 0}, then Lemma 6 does not apply and it is
unknown whether (63) holds. Therefore, it is unclear whether
it is optimal to multicast content u for state Q′.
We complete the proof of Theorem 2.
APPENDIX J: PROOF OF LEMMA 7
Following the proof in [27], we shall prove the ad-
ditive property w.r.t. the value function. First, we have
g(Q, u) =
∑
m∈M gm(Qm, u). Second, by the relationship
between the joint distribution and the marginal distribution,
we have
∑
Q∈Q Pr[Q
′|Q, u] =
∑
Q′
m
∈Qm
Pr[Q′m|Q, u] =∑
Q′
m
∈Qm
Pr[Q′m|Qm, u]. Therefore, by substituting θˆ =∑
m∈M θˆm and Vˆ (Q) =
∑
m∈M Vˆm(Qm) into (23), we can
see that the equality holds, which completes the proof.
APPENDIX K: PROOF OF THEOREM 4
We first prove the structural property of µˆ∗ for the uniform
case. First, we show that for all m ∈ M, the per-content value
function Vˆm(Qm) satisfies
Vˆm(Q
2
m) ≥ Vˆm(Q
1
m), (64)
for any Q1m, Q2m ∈ Qm such that Q2m ≥ Q1m. For each Qm ∈
Qm, in the n-th iteration, RVIA updates Vˆ n+1m (Qm) according
to
Vˆ n+1m (Qm) = E
µˆ [gm(Qm, u)]
+
∑
Q′
m
∈Qm
E
µˆ [Pr[Q′m|Qm, u]] Vˆm(Q
′
m)− Vˆ
n+1
m (Q
§
m), (65)
where Q§m ∈ Qm is some fixed state. Following the proof
of Lemma 2, we can show that for any Q1m, Q2m ∈ Qm
such that Q2m ≥ Q1m, we have Vˆ nm(Q2m) ≥ Vˆ nm(Q1m) for all
n = 0, 1, · · · . Therefore, we can show that (64) holds through
mathematical induction using RVIA. Then, following the proof
of Lemma 3, we can show that for any u, v ∈ M and u 6= v,
Jˆ(Q, u)− Jˆ(Q, v) is monotonically non-increasing with Qu,
i.e.,
Jˆ(Q+ eu, u)− Jˆ(Q+ eu, v) ≤ Jˆ(Q, u)− Jˆ(Q, v). (66)
Finally, following the proof of Theorem 1, we can show that
µˆ∗ has a switch structure in the uniform case. We complete
the proof of Part 1) in Theorem 4.
Next, we prove the structural property of µˆ∗ for the nonuni-
form case. The procedure is similar to that for the uniform
case. First, similar to the proofs for (64) and Lemma 5, we
can show that for all m ∈ M, the per-content value function
Vˆm(Qm) satisfies
Vˆm(Q
2
m) ≥ Vˆm(Q
1
m), (67)
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for any Q1m, Q2m ∈ Qm such that Q2m D Q1m. Then, following
the proof of Lemma 6, we can show that for any u, v ∈ M
and u 6= v, k ≤ max{k|Qu,k > 0},
Jˆ(Q+Eu,k, u)− Jˆ(Q+Eu,k, v) ≤ Jˆ(Q, u)− Jˆ(Q, v). (68)
Finally, following the proof of Theorem 2, we can show that
µˆ∗ has a partial switch structure in the nonuniform case. We
complete the proof of Part 2) in Theorem 4.
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