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Invariant chiral differential operators
and the W3 algebra
Andrew R. Linshaw
ABSTRACT. Attached to a vector space V is a vertex algebra S(V ) known as the βγ-
system or algebra of chiral differential operators on V . It is analogous to the Weyl algebra
D(V ), and is related to D(V ) via the Zhu functor. If G is a connected Lie group with Lie
algebra g, and V is a linear G-representation, there is an action of the corresponding affine
algebra on S(V ). The invariant space S(V )g[t] is a commutant subalgebra of S(V ), and
plays the role of the classical invariant ring D(V )G. When G is an abelian Lie group acting
diagonally on V , we find a finite set of generators for S(V )g[t], and show that S(V )g[t] is a
simple vertex algebra and a member of a Howe pair. The Zamolodchikov W3 algebra with
c = −2 plays a fundamental role in the structure of S(V )g[t].
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1. Introduction
Let G be a connected, reductive Lie group acting algebraically on a smooth variety
X . Throughout this paper, our base field will always be C. The ring D(X)G of invariant
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differential operators on X has been much studied in recent years. In the case where X is
the homogeneous space G/K, D(X)G was originally studied by Harish-Chandra in order
to understand the various function spaces attached to X [8][9]. In general, D(X)G is not a
homomorphic image of the universal enveloping algebra of a Lie algebra, but it is believed
that D(X)G shares many properties of enveloping algebras. For example, the center of
D(X)G is always a polynomial ring [12]. In the case where G is a torus, the structure and
representation theory of the rings D(X)G were studied extensively in [16], but much less is
known about D(X)G when G is nonabelian. The first step in this direction was taken by
Schwarz in [17], in which he considered the special but nontrivial case where G = SL(3)
and X is the adjoint representation. In this case, he found generators for D(X)G, showed
that D(X)G is an FCR algebra, and classified its finite-dimensional modules.
1.1. A vertex algebra analogue of D(X)G
In [15], Malikov-Schechtman-Vaintrob introduced a sheaf of vertex algebras on any
smooth variety X known as the chiral de Rham complex. For an affine open set V ⊂ X ,
the algebra of sections over V is just a copy of the bcβγ-system S(V ) ⊗ E(V ), localized
over the function ring O(V ). A natural question is whether there exists a subsheaf of
“chiral differential operators” on X , whose space of sections over V is just the (localized)
βγ-system S(V ). For general X , there is a cohomological obstruction to the existence of
such a sheaf, but it does exist in certain special cases such as affine spaces and certain
homogeneous spaces [15][7].
In this paper, we focus on the case where X is the affine space V = Cn, and we take
S(V ) to be our algebra of chiral differential operators on V . S(V ) is related to D(V ) via
the Zhu functor, which attaches to every vertex algebra V an associative algebra A(V)
known as the Zhu algebra of V, together with a surjective linear map πZh : V → A(V).
If V carries a linear action of a group G with Lie algebra g, the corresponding repre-
sentation ρ : g→ End(V ) induces a vertex algebra homomorphism
O(g, B)→ S(V ). (1.1)
Here O(g, B) is the current algebra of g associated to the bilinear form B(ξ, η) =
−Tr(ρ(ξ)ρ(η)) on g. Letting Θ denote the image of O(g, B) inside S(V ), the commu-
tant Com(Θ,S(V )), which we denote by S(V )Θ+ , is just the invariant space S(V )g[t].
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Accordingly, we call S(V )Θ+ the algebra of invariant chiral differential operators on V .
There is a commutative diagram
S(V )Θ+ ι→֒ S(V )
π ↓ πZh ↓
D(V )G ι→֒ D(V )
. (1.2)
Here the horizontal maps are inclusions, and the map π on the left is the restriction of the
Zhu map on S(V ) to the subalgebra S(V )Θ+ . In general, π is not surjective, and D(V )G
need not be the Zhu algebra of S(V )Θ+ .
For a general vertex algebra V and subalgebra A, the commutant Com(A,V) was
introduced by Frenkel-Zhu in [4], generalizing a previous construction in representation
theory [10] and conformal field theory [6] known as the coset construction. We regard V
as a module over A via the left regular action, and we regard Com(A,V), which we often
denote by VA+ , as the invariant subalgebra. Finding a set of generators for VA+ , or even
determining when it is finitely generated as a vertex algebra, is generally a non-trivial
problem. It is also natural to study the double commutant Com(VA+ ,V), which always
contains A. If A = Com(VA+ ,V), we say that A and VA+ form a Howe pair inside V.
Since
Com(Com(VA+ ,V),V) = VA+ ,
a subalgebra B is a member of a Howe pair if and only if B = VA+ for some A.
Here are some natural questions one can ask about S(V )Θ+ and its relationship to
D(V )G.
Question 1.1. When is S(V )Θ+ finitely generated as a vertex algebra? Can we find a set
of generators?
Question 1.2. When do S(V )Θ+ and Θ form a Howe pair inside S(V )? In the case
where G = SL(2) and V is the adjoint module, this question was answered affirmatively
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in [13].
Question 1.3. What are the vertex algebra ideals in S(V )Θ+ , and when is S(V )Θ+ a
simple vertex algebra?
Question 1.4. When is S(V )Θ+ a conformal vertex algebra?
Question 1.5. When is π : S(V )Θ+ → D(V )G surjective? More generally, describe
Im(π) and Coker(π).
These questions are somewhat outside the realm of classical invariant theory because
the Lie algebra g[t] is both infinite-dimensional and non-reductive. Moreover, when G is
nonabelian, S(V ) need not decompose into a sum of irreducible O(g, B)-modules. The
case where G is simple and V is the adjoint module is of particular interest to us, since in
this case S(V )Θ+ is a subalgebra of the complex (W(g)bas, d) which computes the chiral
equivariant cohomology of a point [14].
In this paper, we focus on the case where G is an abelian group acting faithfully and
diagonalizably on V . This is much easier than the general case because O(g, B) is then a
tensor product of Heisenberg vertex algebras, which act completely reducibly on S(V ). For
any such action, we find a finite set of generators for S(V )Θ+ , and show that S(V )Θ+ is a
simple vertex algebra. Moreover, S(V )Θ+ and Θ always form a Howe pair inside S(V ). For
generic actions, we show that S(V )Θ+ admits a k-parameter family of conformal structures
where k = dim V − dim g, and we find a finite set of generators for Im(π). Finally, we
show that Coker(π) is always a finitely generated module over Im(π) with generators
corresponding to central elements of D(V )G. The Zamolodchikov W3 algebra of central
charge c = −2 plays an important role in the structure of S(V )Θ+ . Our description relies
on the fundamental papers [18] [19] of W. Wang, in which he classified the irreducible
modules of W3,−2.
In the case where G is nonabelian, very little is known about the structure of S(V )Θ+ ,
and the representation-theoretic techniques used in the abelian case cannot be expected to
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work. In a separate paper, we will use tools from commutative algebra to describe S(V )Θ+
in the special cases where G is one of the classical Lie groups SL(n), SO(n), or Sp(2n),
and V is a direct sum of copies of the standard representation.
One hopes that the vertex algebra point of view can also shed some light on the
classical algebras D(V )G. For example, the vertex algebra products on S(V ) induce a
family of bilinear operations ∗k, k ≥ −1 on D(V )G, which coincide with classical operations
known as transvectants. D(V )G is generally not simple as an associative algebra, but in
the case where G is an abelian group acting diagonalizably on V , D(V )G is always simple
as a ∗-algebra in the obvious sense.
1.2. Acknowledgements
I thank B. Lian for helpful conversations and for suggesting the Friedan-Martinec-
Shenker bosonization as a tool in studying commutant subalgebras of S(V ). I also thank
A. Knutson, G. Schwarz, and N. Wallach for helpful discussions about classical invariant
theory, especially the theory of invariant differential operators.
2. Invariant differential operators
Fix a basis {x1, . . . , xn} for V and a corresponding dual basis {x′1, . . . , x′n} for V ∗. The
Weyl algebra D(V ) is generated by the linear functions x′i and the first-order differential
operators ∂
∂x′
i
, which satisfy [ ∂
∂x′
i
, x′j] = δi,j . Equip D(V ) with the Bernstein filtration
D(V )(0) ⊂ D(V )(1) ⊂ · · · , (2.1)
defined by (x′1)
k1 · · · (x′n)kn( ∂∂x′
1
)l1 · · · ( ∂
∂x′n
)ln ∈ D(V )(r) if k1 + · · ·+ kn+ l1+ · · ·+ ln ≤ r.
Given ω ∈ D(V )(r) and ν ∈ D(V )(s), [ω, ν] ∈ D(V )(r+s−2), so that
grD(V ) =
⊕
r>0
D(V )(r)/D(V )(r−1) ∼= Sym(V ⊕ V ∗). (2.2)
We say that deg(α) = d if α ∈ D(V )(d) and α /∈ D(V )(d−1).
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Let G be a connected Lie group with Lie algebra g, and let V be a linear representation
of G via ρ : G→ Aut(V ). Then G acts on D(V ) by algebra automorphisms, and induces
an action ρ∗ : g → Der(D(V )) by derivations of degree zero. Since G is connected, the
invariant ring D(V )G coincides with D(V )g, where
D(V )g = {ω ∈ D(V )| ρ∗(ξ)(ω) = 0, ∀ξ ∈ g}.
We will usually work with the action of g rather than G, and for greater flexibility, we do
not assume that the g-action comes from an action of a reductive group G.
The action of g on D(V ) can be realized by inner derivations: there is a Lie algebra
homomorphism
τ : g→ D(V ), ξ 7→ −
n∑
i=1
x′iρ
∗(ξ)
( ∂
∂x′i
)
. (2.3)
τ(ξ) is just the linear vector field on V generated by ξ, so ξ ∈ g acts on D(V ) by [τ(ξ),−].
Clearly τ extends to a map Ug→ D(V ), and
D(V )g = Com(τ(Ug),D(V )).
Since g acts on D(V ) by derivations of degree zero, (2.1) restricts to a filtration D(V )g(0) ⊂
D(V )g(1) ⊂ · · · on D(V )g, and gr(D(V )g) ∼= gr(D(V ))g ∼= Sym(V ⊕ V ∗)g.
2.1. The case where g is abelian
Our main focus is on the case where g is the abelian Lie algebraCm = gl(1)⊕· · ·⊕gl(1),
acting diagonally on V . Let R(V ) be the C-vector space of all diagonal representations of
g. Given ρ ∈ R(V ) and ξ ∈ g, ρ(ξ) is a diagonal matrix with entries aξ1, . . . , aξn, which we
regard as a vector aξ = (aξ1, . . . , a
ξ
n) ∈ Cn. Let A(ρ) ⊂ Cn be the subspace spanned by
{ρ(ξ)| ξ ∈ g}.
The action of GL(m) on g induces a natural action of GL(m) on R(V ), defined by
(g · ρ)(ξ) = ρ(g−1 · ξ) (2.4)
for all g ∈ GL(m). Clearly A(ρ) = A(g · ρ) for all g ∈ GL(m). Note that dim Ker(ρ) =
dim Ker(g · ρ) for all g ∈ GL(m), so in particular GL(m) acts on the dense open set
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R0(V ) = {ρ ∈ R(V )| ker(ρ) = 0}. The correspondence ρ 7→ A(ρ) identifies R0(V )/GL(m)
with the Grassmannian Gr(m,n) of m-dimensional subspaces of Cn.
Given ρ ∈ R(V ), D(V )g = D(V )g′ where g′ = g/Ker(ρ), so we may assume without
loss of generality that ρ ∈ R0(V ). We denote D(V )g by D(V )gρ when we need to emphasize
the dependence on ρ. Given ω ∈ D(V ), the condition ρ∗(ξ)(ω) = 0 for all ξ ∈ g is equivalent
to the condition that ρ∗(g · ξ)(ω) = 0 for all ξ ∈ g, so it follows that D(V )gρ = D(V )gg·ρ
for all g ∈ GL(m). Hence the family of algebras D(V )gρ is parametrized by the points
A(ρ) ∈ Gr(m,n).
Fix ρ ∈ R0(V ), and choose a basis {ξ1, . . . , ξm} for g. Let ai = (ai1, . . . , ain) ∈ Cn be
the vectors corresponding to the diagonal matrices ρ(ξi), and let A = A(ρ) be the subspace
spanned by these vectors. The map τ : g→ D(V ) is defined by
τ(ξi) = −
n∑
j=1
aijx
′
j
∂
∂x′j
. (2.5)
The Euler operators {ej = x′j ∂∂x′
j
| j = 1, . . . , n} lie in D(V )g, and we denote the polynomial
algebra C[e1, . . . , en] by E.
For each j = 1, . . . , n and d ∈ Z, define vdj ∈ D(V ) by
vdj =
{ ( ∂
∂x′
j
)−d d < 0
1 d = 0
(x′j)
d d > 0
. (2.6)
Let Zn ⊂ Cn denote the lattice generated by the standard basis, and for each lattice point
l = (l1, . . . , ln) ∈ Zn, define
ωl =
n∏
j=1
v
lj
j . (2.7)
As a module over E,
D(V ) =
⊕
l∈Zn
Ml, (2.8)
where Ml is the free E-module generated by ωl. Moreover, we have
[ej , ωl] = ljωl, (2.9)
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so the Zn-grading (2.8) is just the eigenspace decomposition of D(V ) under the family of
diagonalizable operators [ej ,−]. In particular, (2.9) shows that
ρ∗(ξi)(ωl) = [τ(ξ
i), ωl] = −〈l, ai〉ωl, (2.10)
where 〈, 〉 denotes the standard inner product on Cn. Hence ωl lies in D(V )g precisely
when l ∈ A⊥, so
D(V )g =
⊕
l∈A⊥∩Zn
Ml. (2.11)
For generic actions, the lattice A⊥ ∩ Zn has rank zero, so D(V )g =M0 = E.
Consider the double commutant Com(D(V )g,D(V )), which always contains T =
τ(Ug) = C[τ(ξ1) . . . , τ(ξm)]. Since Com(E,D(V )) = E, we have Com(D(V )g,D(V )) = E
for generic actions.
Suppose next that A⊥ ∩ Zn has rank r for some 0 < r ≤ n −m. For i = 1, . . . , r let
{li = (li1, . . . , lin)} be a basis for A⊥ ∩ Zn, and let L be the C-vector space spanned by
{l1, . . . , lr}. If r < n − m, we can choose vectors sk = (sk1 , . . . , skn) ∈ L⊥ ∩ A⊥, so that
{l1, . . . , lr, sr+1, . . . , sn−m} is a basis for A⊥. For i = 1, . . . , r and k = r + 1, . . . , n −m,
define differential operators
φi =
n∑
j=1
lijej , ψ
k =
n∑
j=1
skj ej .
Note that C[e1, . . . , en] = T ⊗Ψ⊗Φ, where Φ = C[φ1, . . . φr] and Ψ = C[ψr+1, . . . , ψn−m].
Theorem 2.1. Com(D(V )g,D(V )) = T ⊗Ψ. Hence D(V )g and T form a pair of mutual
commutants inside D(V ) precisely when Ψ = C, which occurs when A⊥ ∩ Zn has rank
n−m.
Proof: By (2.9), for any lattice point l ∈ A⊥ ∩ Zn, and for k = r + 1, . . . , n−m we have
[ψk, ωl] = 〈sk, l〉ωl = 0
since sk ∈ L⊥. It follows that Ψ ⊂ Com(D(V )g,D(V )). Hence T⊗Ψ ⊂ Com(D(V )g,D(V )).
Moreover, since [φi, ωl] = 〈li, l〉ωl and {l1, . . . , lr} form a basis for A⊥ ∩Zn, it follows that
the variables φi cannot appear in any element ω ∈ Com(D(V )g,D(V )).
In the case Ψ = C, we can recover the action ρ (up to GL(m)-equivalence) from
the algebra D(V )g by taking its commutant inside D(V ), but otherwise D(V )g does not
determine the action.
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3. Vertex algebras
We will assume that the reader is familiar with the basic notions in vertex algebra
theory. For a list of references, see page 117 of [13]. We briefly describe the examples and
constructions that we need, following the notation in [13].
Given a Lie algebra g equipped with a symmetric g-invariant bilinear form B, the
current algebra O(g, B) is the universal vertex algebra with generators Xξ(z), ξ ∈ g, which
satisfy the OPE relations
Xξ(z)Xη(w) ∼ B(ξ, η)(z − w)−2 +X [ξ,η](w)(z − w)−1.
Given a finite-dimensional vector space V , the βγ-system, or algebra of chiral differen-
tial operators S(V ), was introduced in [5]. It is the unique vertex algebra with generators
βx(z), γx
′
(z) for x ∈ V , x′ ∈ V ∗, which satisfy
βx(z)γx
′
(w) ∼ 〈x′, x〉(z − w)−1, γx′(z)βx(w) ∼ −〈x′, x〉(z − w)−1,
βx(z)βy(w) ∼ 0, γx′(z)γy′(w) ∼ 0. (3.1)
Given α = (α1, . . . , αn) ∈ Cn, S(V ) has a Virasoro element
Lα(z) =
n∑
i=1
(αi − 1) : ∂βxi(z)γx
′
i(z) : +αi : β
xi(z)∂γx
′
i(z) : (3.2)
of central charge
∑n
i=1
(
12α2i − 12αi + 2
)
. Here {x1, . . . , xn} is any basis for V and
{x′1, . . . , x′n} is the corresponding dual basis for V ∗. An OPE calculation shows that
βxi(z), γx
′
i(z) are primary of conformal weights αi, 1− αi, respectively.
S(V ) has an additional Z-grading which we call the βγ-charge. Define
v(z) =
n∑
i=1
: βxi(z)γx
′
i(z) : . (3.3)
The zeroth Fourier mode v(0) acts diagonalizably on S(V ); the βγ-charge grading is just
the eigenspace decomposition of S(V ) under v(0). For x ∈ V and x′ ∈ V ∗, βx(z) and
γx
′
(z) have βγ-charges −1 and 1, respectively.
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There is also an odd vertex algebra E(V ) known as a bc-system, or a semi-infinite
exterior algebra, which is generated by bx(z), cx
′
(z) for x ∈ V and x′ ∈ V ∗, which satisfy
bx(z)cx
′
(w) ∼ 〈x′, x〉(z − w)−1, cx′(z)bx(w) ∼ 〈x′, x〉(z − w)−1,
bx(z)by(w) ∼ 0, cx′(z)cy′(w) ∼ 0.
E(V ) has an analogous conformal structure Lα(z) for any α ∈ Cn, and an analogous
Z-grading which we call the bc-charge. Define
q(z) = −
n∑
i=1
: bxi(z)cx
′
i(z) : . (3.4)
The zeroth Fourier mode q(0) acts diagonalizably on S(V ), and the bc-charge grading
is just the eigenspace decomposition of E(V ) under q(0). Clearly bx(z) and cx′(z) have
bc-charges −1 and 1, respectively.
3.1. The commutant construction
Definition 3.1. Let V be a vertex algebra, and let A be a subalgebra. The commutant of
A in V, denoted by Com(A,V) or VA+ , is the subalgebra of vertex operators v ∈ V such
that [a(z), v(w)] = 0 for all a ∈ A. Equivalently, a(z) ◦n v(z) = 0 for all a ∈ A and n ≥ 0.
We regard V as a module over A, and we regard VA+ as the invariant subalgebra. If
A is a homomorphic image of a current algebra O(g, B), VA+ is just the invariant space
Vg[t]. We will always assume that V is equipped with a weight grading, and that A is a
graded subalgebra, so that VA+ is also a graded subalgebra of V.
Our main example of this construction comes from a representation ρ : g→ End(V ) of
a Lie algebra g. There is an induced vertex algebra homomorphism τˆ : O(g, B) → S(V ),
which is analogous to the map τ : Ug → D(V ) given by (2.3). Here B is the bilinear
form B(ξ, η) = −Tr(ρ(ξ)ρ(η)) on g. In terms of a basis {x1, . . . , xn} for V and dual basis
{x′1, . . . x′n} for V ∗, τˆ is defined by
τˆ(Xξ(z)) = θξ(z) = −
n∑
i=1
: γx
′
i(z)βρ(ξ)(xi)(z) : . (3.5)
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Definition 3.2. Let Θ denote the subalgebra τˆ(O(g, B)) ⊂ S(V ). The commutant algebra
S(V )Θ+ will be called the algebra of invariant chiral differential operators on V .
If S(V ) is equipped with the conformal structure Lα given by (3.2), Θ is not a graded
subalgebra of S(V ) in general. For example, if g = gl(n) and V = Cn, Θ is graded by
weight precisely when α1 = α2 = · · · = αn. However, when g is abelian and its action on
V is diagonal, θξ(z) will be homogeneous of weight one for any α. Hence S(V )Θ+ is also
graded by weight, but this grading will depend on the choice of α.
3.2. The Zhu functor
Let V be a vertex algebra with weight grading V =⊕n∈Z Vn. In [21], Zhu introduced
a functor that attaches to V an associative algebra A(V), together with a surjective linear
map πZh : V → A(V). For a ∈ Vm and b ∈ V, we define
a ∗ b = Resz
(
a(z)
(z + 1)m
z
b
)
, (3.6)
and extend ∗ by linearity to a bilinear operation V⊗V → V. Let O(V) denote the subspace
of V spanned by elements of the form
a ◦ b = Resz
(
a(z)
(z + 1)m
z2
b
)
(3.7)
where a ∈ Vm, and let A(V) be the quotient V/O(V), with projection πZh : V → A(V).
For a, b ∈ V, a ∼ b means a− b ∈ O(V), and [a] denotes the image of a in A(V). A useful
fact which is immediate from (3.6) and (3.7) is that for a ∈ Vm,
∂a ∼ ma. (3.8)
Theorem 3.3. (Zhu) O(V) is a two-sided ideal in V under the product ∗, and (A(V), ∗)
is an associative algebra with unit [1]. The assignment V 7→ A(V) is functorial. If I is a
vertex algebra ideal of V, we have
A(V/I) ∼= A(V)/I, I = πZh(I). (3.9)
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The main application of the Zhu functor is to study the representation theory of V,
or at least reduce it to a more classical problem. Let M =
⊕
n≥0Mn be a module over
V such that for a ∈ Vm, a(n)Mk ⊂ Mm+k−n−1 for all n ∈ Z. Given a ∈ Vm, the Fourier
mode a(m−1) acts on each Mk. The subspace M0 is then a module over A(V) with action
[a] 7→ a(m − 1) ∈ End(M0). In fact, M 7→ M0 provides a one-to-one correspondence
between irreducible Z≥0-graded V-modules and irreducible A(V)-modules.
A vertex algebra V is said to be strongly generated by a subset {vi(z)| i ∈ I} if V is
spanned by collection of iterated Wick products
{: ∂k1vi1(z) · · ·∂kmvim(z) : | k1, . . . , km ≥ 0}.
Lemma 3.4. Suppose that V is strongly generated by {vi(z)| i ∈ I}, which are homoge-
neous of weights di ≥ 0. Then A(V) is generated as an associative algebra by the collection
{πZh(vi)| i ∈ I}.
Proof: Let C be the algebra generated by {πZh(vi)|i ∈ I}. We need to show that for any
vertex operator ω ∈ V, we have πZh(ω) ∈ C. By strong generation, it suffices to prove this
when ω is a monomial of the form
: ∂k1vi1 · · ·∂krvir : .
We proceed by induction on weight. Suppose first that ω has weight zero, so that k1 =
· · · = kr = 0 and vi1 , . . . , vir all have weight zero. Note that vi1 ◦n (: vi2 · · · vir :) has weight
−n− 1, and hence vanishes for all n ≥ 0. It follows from (3.6) that
[vi1 ] ∗ [: vi2 · · · vir :] = [ω].
Continuing in this way, we see that [ω] = [vi1 ] ∗ [vi2 ] ∗ · · · ∗ [vir ] ∈ C. Next, assume that
πZh(ω) ∈ C whenever wt(ω) < n, and suppose that ω = : ∂k1vi · · ·∂krvr : has weight n.
We calculate
[∂k1vi1 ] ∗ [: ∂k2vi2 · · ·∂krvir :] = [ω] + · · · ,
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where · · · is a linear combination of terms of the form [∂k1vi1 ◦k (: ∂k2vi2 · · ·∂krvir :)] for
k ≥ 0. The vertex operators ∂k1vi1 ◦k (: ∂k2vi2 · · ·∂krvir :) all have weight n − k − 1,
so by our inductive assumption, [∂k1vi1 ◦k (: ∂k2vi2 · · ·∂krvir :)] ∈ C. Applying the same
argument to the vertex operator : ∂k2vi2 · · ·∂krvir : and proceeding by induction on r, we
see that [ω] ≡ [∂k1vi1 ] ∗ · · · ∗ [∂knvin ] modulo C. Finally, by applying (3.8) repeatedly, we
see that [ω] ∈ C, as claimed. .
Example 3.5. V = O(g, B) where each generator Xξ has weight 1. Then A(O(g, B)) is
generated by {[Xξ]| ξ ∈ g}, and is isomorphic to the universal enveloping algebra Ug via
[Xξ] 7→ ξ.
Example 3.6. Let V = S(V ) where V = Cn, and S(V ) is equipped with the conformal
structure Lα given by (3.2). Then A(S(V )) is generated by {[γx′i ], [βxi ]} and is isomorphic
to the Weyl algebra D(V ) with generators x′i, ∂∂x′
i
via
[γx
′
i ] 7→ x′i, [βxi ] 7→
∂
∂x′i
.
Even though the structure of A(S(V )) is independent of the choice of α, the Zhu map
πZh : S(V )→ A(S(V )) does depend on α. For example, (3.6) shows that
πZh(: γ
x′iβxi :) = x′i
∂
∂x′i
+ 1− αi. (3.10)
We will be particularly concerned with the interaction between the commutant con-
struction and the Zhu functor. If a, b ∈ V are (super)commuting vertex operators, [a] and
[b] are (super)commuting elements of A(V). Hence for any subalgebra B ⊂ V, we have a
commutative diagram
Com(B,V) ι→֒ V
π ↓ πZh ↓
Com(B,A(V)) ι→֒ A(V)
. (3.11)
Here B denotes the subalgebra πZh(B) ⊂ A(V), and Com(B,A(V)) denotes the (su-
per)commutant of B inside A(V). The horizontal maps are inclusions, and π is the restric-
tion of the Zhu map on V to Com(B,V). Clearly Im(π) is a subalgebra of Com(B,A(V)).
A natural problem is to describe Im(π) and Coker(π). In our main example V = S(V )
and A = Θ, we have πZh(Θ) = τ(Ug) ⊂ D(V ) and Com(τ(Ug),D(V )) = D(V )g, so
(3.11) specializes to (1.2).
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4. The Friedan-Martinec-Shenker bosonization
4.1. Bosonization of fermions
First we describe the bosonization of fermions and the well-known boson-fermion
correspondence due to [3]. Let A be the Heisenberg algebra with generators j(n), n ∈ Z,
and κ, satisfying [j(n), j(m)] = nδn+m,0κ. The field j(z) =
∑
n∈Z j(n)z
−n−1 satisfies the
OPE
j(z)j(w) ∼ (z − w)−2,
and generates a Heisenberg vertex algebra H of central charge 1. Define the free bosonic
scalar field
φ(z) = q + j(0) ln z −
∑
n6=0
j(n)
n
x−n,
where q satisfies [q, j(n)] = δn,0. Clearly ∂φ(z) = j(z), and we have the OPE
φ(z)φ(w) ∼ ln(z − w).
Given α ∈ C, let Hα denote the irreducible representation of A generated by the vacuum
vector vα satisfying
j(n)vα = αδn,0vα, n ≥ 0. (4.1)
Given η ∈ C, the operator eηq(vα) = vα+η, so eηq maps Hα → Hα+η. Define the vertex
operator
Xη(z) = e
ηφ(z) = eηqzηαexp(η
∑
n>0
j(−n)z
n
n
)exp(η
∑
n<0
j(−n)z
n
n
).
The Xη satisfy the OPEs
j(z)Xη(w) = ηXη(w)(z − w)−1 + 1
η
∂Xη(w),
Xη(z)Xν(w) = (z − w)ην : Xη(z)Xν(w) : .
If we take η = ±1, the pair of (fermionic) fields X1, X−1 generate the lattice vertex
algebra VL associated to the one-dimensional lattice L = Z. The state space of VL is just∑
n∈ZHn = H⊗C L. It follows that
X1(z)X−1(w) ∼ (z − w)−1, X−1(z)X1(w) ∼ (z − w)−1,
X1(z)X1(w) ∼ 0, X−1(z)X−1(w) ∼ 0,
so the map E → VL sending b 7→ X−1, c → X1 is a vertex algebra isomorphism. Here E
denotes the bc-system E(V ) in the case where V is one-dimensional.
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4.2. Bosonization of bosons
Next, we describe the bosonization of bosons, following [2]. Recall that E has the
grading E = ⊕l∈ZE l by bc-charge. As in [2], define N(s) =
∑
l∈Z E l ⊗Hi(s+l), which is a
module over the vertex algebra E ⊗VL′ . Here L′ is the one-dimensional lattice iZ, and VL′
is generated by X±i. We define a map ǫ : S → E ⊗ VL′ by
β 7→ ∂b⊗X−i, γ 7→ c⊗Xi. (4.2)
It is straightforward to check that (4.2) is a vertex algebra homomorphism, which is injec-
tive since S is simple. Moreover Proposition 3 of [2] shows that the image of (4.2) coincides
with the kernel of c(0) : N(s) → N(s − 1). Let E ′ be the subalgebra of E generated by c
and ∂b, which coincides with the kernel of c(0) : E → E . It follows that
ǫ(S) ⊂ E ′ ⊗ VL′ . (4.3)
5. W algebras
The W algebras are vertex algebras which arise as extended symmetry algebras of
two-dimensional conformal field theories. For each integer n ≥ 2 and c ∈ C, the algebra
Wn,c of central charge c is generated by fields of conformal weights 2, 3, . . . , n. In the
case n = 2, W2,c is just the Virasoro algebra of central charge c. In contrast to the
Virasoro algebra, the generating fields for Wn,c for n ≥ 3 have nonlinear terms in their
OPEs, which makes the representation theory of these algebras highly nontrivial. One
also considers various limits of W algebras denoted by W1+∞,c which may be defined as
modules over the universal central extension Dˆ of the Lie algebra D of differential operators
on the circle [11].
We will be particularly concerned with the W3 algebra, which was introduced by
Zamolodchikov in [20] and studied extensively in [1]. Our discussion is taken directly from
[18][19]. First, let F(W3) denote the free associative algebra with generators Lm,Wm,
m ∈ Z. Let Fˆ(W3) be the completion of F(W3) consisting of (possibly) infinite sums of
monomials in F(W3) such that for each N > 0, only finitely many terms depend only
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on the variables Ln,Wn for n ≤ N . For a fixed central charge c ∈ C, let UW3,c be the
quotient of Fˆ(W3) by the ideal generated by
[Lm, Ln] = (m− n)Lm+n + c
12
(m3 −m)δm,−n, (5.1)
[Lm,Wn] = (2m− n)Wm+n, (5.2)
[Wm,Wn] = (m− n)
(
1
15
(m+ n+ 3)(m+ n+ 2)− 1
6
(m+ 2)(n+ 2)
)
Lm+n (5.3)
+
16
22 + 5c
(m− n)Λm+n + c
360
m(m2 − 1)(m2 − 4)δm,−n.
Here
Λm =
∑
n≤−2
LnLm−n +
∑
n>−2
Lm−nLn − 3
10
(m+ 2)(m+ 3)Lm.
Let
W3,c,± = {Ln,Wn, ±n > 0}, W3,c,0 = {L0,W0}.
The Verma module Mc(t, w) of highest weight (t, w) is the induced module
UW3,c ⊗W3,c,+⊕W3,c,0 Ct,w,
where Ct,w is the one-dimensional W3,c,+ ⊕ W3,c,0-module generated by the vector vt,w
such that
W3,c,+(vt,w) = 0, L0(vt,w) = tvt,w, W0(vt,w) = wvt,w.
A vector v ∈ Mc(t, w) is called singular if W3,c,+(v) = 0. In the case t = w = 0, the
vectors
L−1(v0,0), W−1(v0,0), W−2(v0,0) (5.4)
are singular vectors inMc(0, 0). The vacuum module VW3,c is defined to be the quotient of
Mc(0, 0) by the UW3,c-submodule generated by the vectors (5.4). VW3,c has the structure
of a vertex algebra which is freely generated by the vertex operators
L(z) =
∑
n∈Z
Lnz
−n−2, W (z) =
∑
n∈Z
Wnz
−n−3.
In particular, the vertex operators
{∂i1L(z) · · ·∂imL(z)∂j1W (z) · · ·∂jnW (z)| 0 ≤ i1 ≤ · · · ≤ im, 0 ≤ j1 ≤ · · · ≤ jn}
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which correspond to i1! · · · im!j1! · · · jn!L−i1−2 · · ·L−im−2W−j1−3 · · ·W−jn−3v0,0 under the
state-operator correspondence, form a basis for VW3,c. By Lemma 4.1 of [19], the Zhu al-
gebra A(VW3,c) is just the polynomial algebra C[l, w] where l = πZh(L) and w = πZh(W ).
Let Ic denote the maximal proper UW3,c-submodule of VW3,c, which is a vertex
algebra ideal. The quotient VW3,c/Ic is a simple vertex algebra which we denote by W3,c.
Let Ic = πZh(Ic), which is an ideal of C[l, w]. By (3.9), we have A(W3,c) = C[l, w]/Ic.
Generically, Ic = 0, so that VW3,c = W3,c. We will be primarily concerned with the
non-generic case c = −2, in which I−2 6= 0. The generators L(z),W (z) ∈ VW3,−2 satisfy
the following OPEs:
L(z)L(w) ∼ −(z − w)−4 + 2L(w)(z − w)−2 + ∂L(w)(z − w)−1, (5.5)
L(z)W (w) ∼ 3W (w)(z − w)−2 + ∂W (w)(z − w)−1, (5.6)
W (z)W (w) ∼ −2
3
(z − w)−6 + 2L(w)(z − w)−4 + ∂L(w)(z − w)−3
+(
8
3
: L(w)L(w) : −1
2
∂2L(w))(z − w)−2
+(
4
3
∂(: L(w)L(w) :)− 1
3
∂3L(w))(z − w)−1. (5.7)
The simple vertex algebraW3,−2 also has generators L(z),W (z) satisfying (5.5)-(5.7), but
W3,−2 is no longer freely generated.
In order to avoid introducing extra notation, we will not use the change of variables
W˜ (z) = 12
√
6W (z) given by Equation 3.13 of [19]. By Lemma 4.3 of [19], the ideal
I−2 ⊂ C[l, w] is generated (in our variables) by the polynomial
w2 − 2
27
l2(8l + 1). (5.8)
5.1. The representation theory of W3,−2
In [19], W. Wang gave a complete classification of the irreducible modules over the
simple vertex algebra W3,−2. An important ingredient in his classification is the following
realization of W3,−2 as a subalgebra of the Heisenberg algebra H with generator j(z)
satisfying j(z)j(w) ∼ (z − w)−2. Define
LH =
1
2
(: j2 :) + ∂j, WH =
2
3
√
6
(: j3 :) +
1√
6
(: j∂j :) +
1
6
√
6
∂2j. (5.9)
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The map W3,−2 →֒ H sending L 7→ LH and W 7→WH is a vertex algebra homomorphism,
so we may regard any H-module as aW3,−2-module. Given α ∈ C, consider the irreducible
H-module Hα defined by (4.1), and let Vα denote the irreducible quotient of the W3,−2-
submodule of Hα generated by vα. It is easily checked that the generator vα is a highest
weight vector of W3,−2 with highest weight
(
1
2
α(α− 1), 1
3
√
6
α(α− 1)(2α− 1)
)
. (5.10)
The main result of [19] is that the modules {Vα| α ∈ C} account for all the irreducible
modules of W3,−2.
6. The commutant algebra S(V )Θ+ for g = gl(1) and V = C
In this section, we describe S(V )Θ+ in the case where g = gl(1) and V = C, where
the action ρ : g→ End V is by multiplication. Fix a basis ξ of g and a basis x of V , such
that ρ(ξ)(x) = x. Then S = S(V ) is generated by β(z) = βx(z) and γ(z) = γx′(z), and
the map (2.5) is given by
g→ D = D(V ), ξ 7→ −x′ d
dx′
.
In this case, O(g, B) is just the Heisenberg algebra H of central charge −1, and the action
of H on S given by (3.5) is
θ(z) = − : γ(z)β(z) : , (6.1)
which clearly satisfies
θ(z)θ(w) ∼ −(z − w)−2. (6.2)
As usual, Θ will denote the subalgebra of S generated by θ(z). Since −θ(0) is the βγ-charge
operator, SΘ+ must lie in the subalgebra S0 of βγ-charge zero.
Let : θn : denote the n-fold iterated Wick product of θ with itself. It is clear from
(6.2) that each : θn : lies in S0 but not in SΘ+ . A natural place to look for elements in
SΘ+ is to begin with the operators : θn : and try to “quantum correct” them so that they
lie in SΘ+ . As a polynomial in β, ∂β, . . . , γ, ∂γ, · · ·, note that
: θn : = (−1)nβnγn + νn,
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where νn has degree at most 2n−2. By a quantum correction, we mean an element ωn ∈ S
of polynomial degree at most 2n− 2, so that : θn : + ωn ∈ SΘ+ .
Clearly θ has no such correction ω1, because ω1 would have to be a scalar, in which
case θ ◦1 (θ + ω1) = θ ◦1 θ = −1. However, the next lemma shows that we can find such
ωn for all n ≥ 2.
Lemma 6.1. Let
ω2 = : β(∂γ) : − : (∂β)γ : ,
ω3 = −9
2
: β2γ(∂γ) : +
9
2
: β(∂β)γ2 : − 3
2
: β(∂2γ) : − 3
2
: (∂2β)γ : +6 : (∂β)(∂γ) : .
Then : θ2 : + ω2 ∈ SΘ+ and : θ3 : + ω3 ∈ SΘ+ . Since : (θn) : and : (: θi :)(: θj :) : have
the same leading term as polynomials in β, ∂β, . . . , γ, ∂γ, · · · for i + j = n, it follows that
for any n ≥ 2 we can find ωn such that : θn : + ωn ∈ SΘ+ .
Proof: This is a straightforward OPE calculation.
Next, define vertex operators LS ,WS ∈ SΘ+ as follows:
LS =
1
2
(: θ2 : + ω2) =
1
2
(: β2γ2 :) − : (∂β)γ : + : β(∂γ) : , (6.3)
WS = −
√
2
27
(: θ3 : + ω3)
=
√
2
27
(: β3γ3 :) −
√
3
2
(: β(∂β)γ2 :) +
√
3
2
(: β2γ(∂γ) :)
+
√
1
6
(: (∂2β)γ :) −
√
8
3
(: (∂β)(∂γ) :) +
√
1
6
(: β(∂2γ) :). (6.4)
LetW ⊂ SΘ+ be the vertex algebra generated by LS ,WS . An OPE calculation shows that
the map
VW3,−2 → SΘ+ , L 7→ LS , W 7→WS (6.5)
is a vertex algebra homomorphism. Moreover, the ideal I−2 is annihilated by (6.5), so this
map descends to a map
f :W3,−2 →֒ SΘ+ . (6.6)
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In fact, (6.6) is related to the realization of W3,−2 as a subalgebra of H defined earlier.
First, under the boson-fermion correspondence,
LH 7→ LE = : ∂bc : , (6.7)
WH 7→WE = 1√
6
(: (∂2b)c : − : (∂b)(∂c) :). (6.8)
Next, under the map ǫ : S → E ⊗H given by (4.2), we have
LS 7→ LE ⊗ 1, WS 7→WE ⊗ 1. (6.9)
The subalgebra S0 of βγ-charge zero has a natural set of generators
{J i = : β(∂iγ) : , i ≥ 0},
and it is well known that S0 is isomorphic to W1+∞,−1 [11]. One of the main results of
[18] is that ǫ : S → E ⊗H restricts to an isomorphism
S0 ∼= A⊗H, (6.10)
where A ∼= W3,−2 is the subalgebra of E generated by LE and WE . By (6.9), ǫ maps W
onto A⊗ 1. Similarly, ǫ(θ) = i(1⊗ j), so ǫ maps Θ onto 1⊗H, and S0 =W ⊗Θ.
For each d ∈ Z, the subspace Sd of βγ-charge d is a module over S0, which is in fact
irreducible [11][19]. Define vd(z) ∈ Sd by
vd(z) =
{β(z)−d d < 0
1 d = 0
γ(z)d d > 0
. (6.11)
Here β(z)−d and γ(z)d denote the d-fold iterated Wick products : β(z) · · ·β(z) : and
: γ(z) · · ·γ(z) :, respectively. Each vd(z) is a highest weight vector for the action of W3,−2,
and the highest weight of vd(z) is given by (5.10) with
{
α = d d ≤ 0
α = d+ 1 d > 0
. (6.12)
Moreover, vd(z) is also a highest weight vector for the action of H, so Sd is generated by
vd(z) as a module over W3,−2 ⊗H.
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Theorem 6.2. The map f : W3,−2 →֒ SΘ+ given by (6.6) is an isomorphism of vertex
algebras. Moreover, Com(SΘ+ ,S) = Θ. Hence Θ and SΘ+ form a Howe pair inside S.
Proof: Clearly SΘ+ ⊂ S0, and since S0 =W ⊗Θ, we have
SΘ+ = Com(Θ,W ⊗Θ) =W ⊗ Com(Θ,Θ) =W.
This proves the first statement. As for the second statement, it is clear from (5.10) and
(6.12) that Com(SΘ+ ,S) ⊂ S0. Hence
Com(SΘ+ ,S) = Com(W,W ⊗Θ) = Θ⊗ Com(W,W) = Θ.
6.1. The map π : SΘ+ → Dg
Equip S with the conformal structure Lα = (α − 1) : ∂β(z)γ(z) : +α : β(z)∂γ(z) :,
and consider the map π : SΘ+ → Dg given by (1.2). In this case, Dg is just the polynomial
algebra C[e], where e is the Euler operator x′ d
dx′
.
Lemma 6.3. We have
π(LS) =
1
2
(e2 + e), π(WS) =
2
3
√
6
e3 +
1√
6
e2 +
1
3
√
6
e. (6.13)
In particular, π(LS) and π(WS) are independent of the choice of α.
Proof: This is a straightforward computation using (3.6) and the fact that πZh(γ(z)) = x
′
and πZh(β(z)) =
d
dx′
. Note that l = π(LS) and w = π(WS) satisfy (5.8).
Corollary 6.4. For any conformal structure Lα on S as above, Im(π) is the subalgebra of
C[e] generated by π(LS) and π(WS). Moreover, Coker(π) = C[e]/Im(π) has dimension
one, and is spanned by the image of e in Coker(π).
Proof: The first statement is immediate from Lemma 3.4, since SΘ+ is strongly generated
by LS and WS which have weights 2 and 3 respectively. The second statement follows
from (3.10) and (6.13), because any polynomial in C[e] is equivalent to an element which
is homogeneous of degree 1 modulo Im(π).
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7. S(V )Θ+ for abelian Lie algebra actions
Fix a basis {x1, . . . , xn} for V and dual basis {x′1, . . . , x′n} for V ∗. We regard S(V ) as
S1⊗· · ·⊗Sn, where Sj is the copy of S generated by βxj (z), γx′j (z). Let fj : S → S(V ) be
the obvious map onto the jth factor. The subspace S0j of βγ-charge zero is isomorphic to
Wj⊗Hj , where Hj is generated by θj(z) = fj(θ(z)), andWj is generated by Lj = fj(LS),
W j = fj(WS). Moreover, as a module over Wj ⊗ Hj , the space Sdj of βγ-charge d is
generated by the highest weight vector vdj (z) = fj(v
d(z)), which is given by
vdj (z) =
{βxj (z)−d d < 0
1 d = 0
γx
′
j (z)d d > 0
. (7.1)
We denote by S′j the linear span of the vectors {vdj (z)| d ∈ Z}. Note that for any conformal
structure Lα on S(V ), the differential operators vdj ∈ D(V ) defined by (2.6) correspond to
vdj (z) under the Zhu map. Let B denote the vertex algebra
S01 ⊗ · · · ⊗ S0n ∼= (W1 ⊗H1)⊗ · · · ⊗ (Wn ⊗Hn).
Clearly the space S(V )′ consisting of highest-weight vectors for the action of B is just
S′1 ⊗ · · · ⊗ S′n. As usual, let Zn ⊂ Cn denote the standard lattice. For each lattice point
l = (l1, . . . , ln) ∈ Zn, define
ωl(z) = : v
l1
1 (z) · · · vlnn (z) : , (7.2)
where vdj (z) is given by (7.1). For example, in the case n = 2 and l = (2,−3) ∈ Z2, we
have
ωl(z) = : v
2
1(z)v
−3
2 (z) : = : γ
x1(z)γx1(z)βx2(z)βx2(z)βx2(z) : .
For any conformal structure Lα on S(V ), ωl(z) corresponds under the Zhu map to the
element ωl ∈ D(V ) given by (2.7).
Lemma 7.1. For each l ∈ Zn, the B-module Ml generated by ωl(z) is irreducible. More-
over, as a module over B,
S(V ) =
⊕
l∈Zn
Ml. (7.3)
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Proof: This is immediate from the description of Sd as the irreducible S0-module generated
by vd(z), and the fact that S(V )′ = S′1 ⊗ · · · ⊗ S′n.
Note that θj(z) ◦0 ωl(z) = −ljωl(z), so the Zn-grading on S(V ) above is just the
eigenspace decomposition of S(V ) under the family of diagonalizable operators −θj(z)◦0.
For the remainder of this section, g will denote the abelian Lie algebra
Cm = gl(1)⊕ · · · ⊕ gl(1),
and ρ : g → End(V ) will be a faithful, diagonal action. Let A(ρ) ⊂ Cn be the subspace
spanned by {ρ(ξ)| ξ ∈ g}. As in the classical setting, we denote S(V )Θ+ by S(V )Θ+ρ when
we need to emphasize the dependence on ρ. Clearly S(V )Θ+ρ = S(V )Θ+g·ρ for all g ∈ GL(m),
so the family of algebras S(V )Θ+ρ is parametrized by the points A(ρ) ∈ Gr(m,n).
Choose a basis {ξ1, . . . , ξm} for g such that the corresponding vectors
ρ(ξi) = ai = (ai1, . . . , a
i
n) ∈ Cn
form an orthonormal basis for A = A(ρ). Let θξi(z) be the vertex operator corresponding
to ρ(ξi), and let Θ be the subalgebra of B generated by {θξi(z)| i = 1, . . . , m}. By (3.5),
we have
θξi(z) =
n∑
j=1
ajθ
j(z) = −
n∑
j=1
aj : γ
x′j (z)βxj (z) : .
Clearly θξi(z)θξj (w) ∼ −〈ai, aj〉(z − w)−2 = δi,j(z − w)−2.
If m < n, extend the set {a1, . . . , am} to an orthonormal basis for Cn by adjoining
vectors bi = (bi1, . . . , b
i
n) ∈ Cn, for i = m+ 1, . . . , n. Let
φi(z) =
n∑
j=1
bijθ
j(z) = −
n∑
j=1
bij : γ
x′j (z)βxj (z) :
be the corresponding vertex operators, and let Φ be the subalgebra of B generated by
{φi(z)| i = m+ 1, . . . , n}. The OPEs
φi(z)φj(w) ∼ −〈bi, bj〉(z − w)−2, θξi(z)φj(w) ∼ −〈ai, bj〉(z − w)−2
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show that the φi(z) pairwise commute and each generates a Heisenberg algebra of central
charge −1, and that Φ ⊂ S(V )Θ+ . In particular, we have the decomposition
H1 ⊗ · · · ⊗ Hn = Θ⊗ Φ.
Next, let W denote the subalgebra of B generated by {Lj(z),W j(z)| j = 1, . . . , n}. Theo-
rem 6.2 shows that W commutes with both Θ and Φ, so we have the decomposition
B =W ⊗Θ⊗ Φ. (7.4)
In particular, the subalgebra B′ =W ⊗ Φ lies in the commutant S(V )Θ+ . Let M′l denote
the B′-submodule of Ml generated by ωl(z), which is clearly irreducible as a B′-module.
In order to describe S(V )Θ+ , we first describe the larger space S(V )Θ> which is
annihilated by θξi(k) for i = 1, . . . , m and k > 0. Then S(V )Θ+ is just the subspace of
S(V )Θ> which is annihilated by θξi(0), for i = 1, . . . , m. It is clear from (7.4) and the
irreducibility of Ml as a B-module that S(V )Θ> ∩Ml =M′l, so
S(V )Θ> =
⊕
l∈Zn
M′l. (7.5)
Theorem 7.2. As a module over B′,
S(V )Θ+ =
⊕
l∈A⊥∩Zn
M′l. (7.6)
Proof: Let ω(z) ∈ S(V )Θ+ . Since ω lies in the larger space S(V )Θ> which is a direct sum
of irreducible, cyclic B′-modules M′l with generators ωl(z), we may assume without loss
of generality that ω(z) = ωl(z) for some l. An OPE calculation shows that
θξi(z)ωl(w) ∼ −〈ai, l〉ωl(w)(z − w)−1. (7.7)
Hence ωl ∈ S(V )Θ+ if and only if l lies in the sublattice A⊥ ∩ Zn.
Our next step is to find a finite generating set for S(V )Θ+ . Generically, A⊥ ∩Zn has
rank zero, so S(V )Θ+ = B′, which is (strongly) generated by the set
{φi(z), Lj(z),W j(z)|i = m+ 1, . . . , n, j = 1, . . . , n}.
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If A⊥ ∩ Zn has rank r for some 0 < r ≤ n −m, choose a basis {l1, . . . , lr} for A⊥ ∩ Zn.
We claim that for any l ∈ A⊥ ∩ Zn, ωl(z) lies in the vertex subalgebra generated by
{ωl1(z), · · · , ωlr(z), ω−l1(z), . . . , ω−lr(z)}.
It suffices to prove that given lattice points l = (l1, . . . , ln) and l
′ = (l′1, . . . , l
′
n) in Z
n,
ωl+l′(z) = kωl(z) ◦d ωl′(z) for some k 6= 0 and d ∈ Z.
First, consider the special case where l = (l1, 0, . . . , 0) and l
′ = (l′1, 0, . . . , 0). If
l1l
′
1 ≥ 0, we have ωl(z) ◦−1 ωl′(z) = ωl+l′(z). Suppose next that l1 < 0 and l′1 > 0, so that
ωl(z) = β
x1(z)−l1 and ωl′(z) = γ
x′1(z)l
′
1 . Let
d1 = min{−l1, l′1}, e1 = max{−l1, l′1}, d = d1 − 1.
An OPE calculation shows that
ωl(z) ◦d ωl′(z) = e1!
(e1 − d1)!ωl+l
′(z), (7.8)
where as usual 0! = 1. Similarly, if l1 > 0 and l
′
1 < 0, we take d1 = min{l1,−l′1},
e1 = max{l1,−l′1}, and d = d1 − 1. We have
ωl(z) ◦d ωl′(z) = − e1!
(e1 − d1)!ωl+l
′(z). (7.9)
Now consider the general case l = (l1, . . . , ln) and l
′ = (l′1, . . . , l
′
n). For j = 1, . . . , n, define
dj =
{
0 lj l
′
j ≥ 0
min{|lj |, |l′j|}, lj l′j < 0 , ej =
{
0 lj l
′
j ≥ 0
max{|lj|, |l′j|}, lj l′j < 0 ,
kj =
{
0 lj ≤ 0
dj lj > 0
, d = −1 +
n∑
j=1
dj .
Using (7.8) and (7.9) repeatedly, we calculate
ωl(z) ◦d ωl′(z) =
( n∏
j=1
(−1)kj ej !
(ej − dj)!
)
ωl+l′(z),
which shows that ωl+l′ (z) lies in the vertex algebra generated by ωl(z) and ωl′(z). Thus
we have proved
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Theorem 7.3. Let {l1, . . . , lr} be a basis for the lattice A⊥∩Zn, as above. Then S(V )Θ+
is generated as a vertex algebra by B′ together with the additional vertex operators
ωl1(z), . . . , ωlr(z), ω−l1(z), . . . , ω−lr(z).
In particular, S(V )Θ+ is finitely generated as a vertex algebra.
In the generic case where A⊥ ∩ Zn = 0 and S(V )Θ+ = B′, we claim that S(V )Θ+
has a natural (n −m)-parameter family of conformal structures for which the generators
φi(z), Lj(z),W j(z) are primary of conformal weights 1, 2, 3, respectively. Note first that
W has the conformal structure LW(z) =
∑n
j=1 L
j(z) of central charge −2n.
It is well known that for k 6= 0 and c ∈ C, the Heisenberg algebraH of central charge k
admits a Virasoro element Lc(z) = 12k j(z)j(z) + c∂j(z) of central charge 1− 12c2k, under
which the generator j(z) is primary of weight one. Hence given λ = (λm+1, . . . , λn) ∈
Cn−m the Heisenberg algebra generated by φi(z) has a conformal structure
Lλi(z) = −1
2
: φi(z)φi(z) : + λi∂φ
i(z)
of central charge 1 + 12λ2i . Since φ
i(z) and φj(z) commute for i 6= j, it follows that
LλΦ(z) =
∑n
i=m+1 L
λi(z) is a conformal structure on Φ of central charge
∑n
i=m+1 1+12λ
2
i .
Finally,
LB′(z) = LW(z) ⊗ 1 + 1⊗ LλΦ(z) ∈ W ⊗ Φ = B′
is a conformal structure on B′ of central charge −2n+∑ni=m+1 1 + 12λ2i with the desired
properties.
When the lattice A⊥ ∩Zn has positive rank, the vertex algebras S(V )Θ+ have a very
rich structure which depends sensitively on A⊥ ∩ Zn. In general, the set of generators for
S(V )Θ+ given by Theorem 7.3 will not be a set of strong generators, and the conformal
structure LB′ on B′ will not extend to a conformal structure on all of S(V )Θ+ .
Theorem 7.4. For any action of g on V , Com(S(V )Θ+ ,S(V )) = Θ. Hence S(V )Θ+ and
Θ form a Howe pair inside S(V ).
Proof: Since B′ ⊂ S(V )Θ+ , we have Θ ⊂ Com(S(V )Θ+ ,S(V )) ⊂ Com(B′,S(V )), so it
suffices to show that Com(B′,S(V )) = Θ. Recall that B′ =W⊗Φ and Θ⊗Φ = H1⊗· · ·⊗
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Hn. Since Com(Wi,Si) = Hi by Theorem 6.2, it follows that Com(W,S(V )) = Θ ⊗ Φ.
Then
Com(B′,S(V )) = Com(Φ, Com(W,S(V ))) = Com(Φ,Θ⊗Φ) = Θ⊗Com(Φ,Φ) = Θ.
This result shows that we can always recover the action of g (up toGL(m)-equivalence)
from S(V )Θ+ , by taking its commutant inside S(V ). This stands in contrast to Theorem
2.1, which shows that we can reconstruct the action from D(V )g only when A⊥ ∩ Zn has
rank n−m.
Theorem 7.5. For any action of g on V , S(V )Θ+ is a simple vertex algebra.
Proof: Given a non-zero ideal I ⊂ S(V )Θ+ , we need to show that 1 ∈ I. Let ω(z) be a
non-zero element of I. Since each M′l is irreducible as a module over B′, we may assume
without loss of generality that
ω(z) =
∑
l∈Zn
clωl(z) (7.10)
for constants cl ∈ C, such that cl 6= 0 for only finitely many values of l.
For each lattice point l = (l1, . . . , ln) ∈ Zn, both ωl(z) and ω−l(z) have degree d =∑n
j=1 |lj| as polynomials in the variables βxj (z) and γx
′
j (z). Let d be the maximal degree
of terms ωl(z) appearing in (7.10) with non-zero coefficient cl, and let l be such a lattice
point for which ωl(z) has degree d. An OPE calculation shows that
ω−l(z) ◦d−1 ωl′(z) =
{ 0 l′ 6= l(∏n
j=1(−1)kj |lj|!
)
1 l′ = l
(7.11)
where kj = min{0, lj}, for all lattice points l′ appearing in (7.10) with non-zero coefficient.
It follows from (7.11) that
1
cl
(∏n
j=1(−1)kj |lj|!
)ω−l(z) ◦d−1 ω(z) = 1.
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7.1. The map π : S(V )Θ+ → D(V )g
Equip S(V ) with the conformal structure Lα given by (3.2), for some α =
(α1, . . . , αn) ∈ Cn. Suppose first that A⊥ ∩ Zn has rank zero, so that S(V )Θ+ = B′,
and D(V )g = C[e1, . . . , en] = E. Let π : S(V )Θ+ → D(V )g be the map given by (1.2). By
Lemma 6.3, for j = 1, . . . , n we have
π(Lj(z)) =
1
2
(e2j + ej), π(W
j(z)) =
2
3
√
6
e3j +
1√
6
e2j +
1
3
√
6
ej .
Moreover, (3.10) shows that π(φi(z)) = 〈bi, α〉 −∑nj=1 bij(ej + 1). Since B′ is strongly
generated by {φi(z), Lj(z),W j(z)| i = m+1, . . . , n, j = 1, . . . , n}, it follows from Lemma
3.4 that Im(π) is generated by the collection
{π(φi(z)), π(Lj(z)), π(W j(z))| i = m+ 1, . . . , n, j = 1, . . . , n}.
The map π is not surjective, but Coker(π) is generated as a module over Im(π) by the
collection {tξi | i = 1, . . . , m}, where tξi is the image of
πZh(θ
ξi(z)) = 〈ai, α〉 −
n∑
j=1
aij(ej + 1)
in Coker(π) = E/π(B′). Unlike the case where V is one-dimensional, π depends on the
choice of α.
Suppose next that the lattice A⊥ ∩Zn = 0 has positive rank. Clearly πZh(Ml) =Ml
for all l, so π(M′l) ⊂ Ml. This map need not be surjective, but since Ml is the free E-
module generated by ωl, and E/π(B′) is generated as a π(B′)-module by {tξi | i = 1, . . . , m},
it follows that eachMl/π(M′l) is generated as a π(B′)-module by {tξil | i = 1, . . . , m}, where
tξil is the image of πZh(θ
ξi(z))ωl in Ml/π(M′l).
Theorem 7.6. For any action of g on V , Coker(π) is generated as a module over Im(π)
by the collection {tξi | i = 1, . . . , m}. In particular, Coker(π) is a finitely generated module
over Im(π) with generators corresponding to central elements of D(V )g.
Proof: First, since π(ωl(z)) = ωl for all l, it is clear that the generators t
ξi
l of Ml/π(M′l)
lie in the Im(π)-module generated by {tξi | i = 1, . . . , m}, which proves the first statement.
Finally, the fact that the elements πZh(θ
ξi(z)) corresponding to tξi each lie in the center
of D(V )g is immediate from (2.10).
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7.2. A vertex algebra bundle over the Grassmannian Gr(m,n)
As ρ varies over the space R0(V ) of effective actions, recall that S(V )Θ+ρ is uniquely
determined by the point A(ρ) ∈ Gr(m,n). The algebras S(V )Θ+ρ do not form a fiber
bundle over Gr(m,n). However, the subspace of S(V )Θ+ρ of degree zero in the A(ρ)⊥∩Zn-
grading (7.6) is just B′ρ = B′, and the algebras B′ρ form a bundle of vertex algebras E over
Gr(m,n). The classical analogue of E is not interesting; it is just the trivial bundle whose
fiber over each point is the polynomial algebra E.
For each ρ, recall that B′ρ = Wρ ⊗ Φρ, where Wρ is generated by {Lj(z),W j(z)| j =
1, . . . , n}, and Φρ is generated by {φi(z)| i = m + 1, . . . , n}. Since Wρ is indepen-
dent of ρ, it gives rise to a trivial subbundle of E . As a vector space, note that
Φρ = Sym
(⊕
k≥1A(ρ)
⊥
k
)
, where A(ρ)⊥k is the copy of A(ρ)
⊥ spanned by the vectors
∂kφi(z) for i = m+ 1, . . . , n. It follows that the factor Φρ in the fiber over A(ρ) gives rise
to the following subbundle of E :
Sym
(⊕
k≥1
Fk
)
, (7.12)
where Fk is the quotient of the rank n trivial bundle over Gr(m,n) by the tautological
bundle. Since each Fk has weight k, the weighted components of the bundle (7.12) are all
finite-dimensional. The non-triviality of this bundle is closely related to Theorem 7.4.
8. Vertex algebra operations and transvectants on D(V )g
If we fix a basis {x1, . . . , xn} for V and a dual basis {x′1, . . . , x′n} for V ∗, S(V ) has a
basis consisting of iterated Wick products of the form
µ(z) = : ∂k1γx
′
i1 (z) · · ·∂krγx′ir (z)∂l1βxj1 (z) · · ·∂lsβxjs (z) : .
Define gradings degree and level on S(V ) as follows:
deg(µ) = r + s, lev(µ) =
r∑
i=1
ki +
s∑
j=1
lj ,
and let S(V )(n)[d] denote the subspace of level n and degree d. The gradings
S(V ) =
⊕
n≥0
S(V )(n) =
⊕
n,d≥0
S(V )(n)[d] =
⊕
d≥0
S(V )[d] (8.1)
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are clearly independent of our choice of basis on V , since an automorphism of V has the
effect of replacing βxi and γx
′
i with linear combinations of the βxi ’s and γx
′
i ’s, respectively.
Let σ : D(V )→ grD(V ) = Sym(V ⊕ V ∗) be the map
x′i1 · · ·x′ir
∂
∂x′j1
· · · ∂
∂x′js
7→ x′i1 · · ·x′irxj1 · · ·xjs , (8.2)
which is a linear isomorphism. Any bilinear product ∗ on Sym(V ⊕ V ∗) corresponds to a
bilinear product on D(V ), which we also denote by ∗, as follows:
ω ∗ ν = σ−1(σ(ω) ∗ σ(ω)),
for ω, ν ∈ D(V ), Moreover, ω1, . . . , ωk generateD(V ) as a ring if and only if σ(ω1), . . . , σ(ωk)
generate Sym(V ⊕ V ∗) as a ring. The map f : Sym(V ⊕ V ∗)→ S(V )(0) given by
x′i1 · · ·x′irxj1 · · ·xjs , 7→ : γx
′
i1 (z) · · ·γx′ir (z)βxj1 (z) · · ·βxjs (z) : , (8.3)
is a linear isomorphism, so that f ◦ σ : D(V )→ S(V )(0) is a linear isomorphism as well.
S(V )(0) has a family of bilinear products ∗k which are induced by the circle products
on S(V ). Given ω(z), ν(z) ∈ S(V )(0), define
ω(z) ∗k ν(z) = p(ω(z) ◦k ν(z)), (8.4)
where p : S(V ) → S(V )(0) is the projection onto the subspace of level zero. Clearly
ω(z) ∗k ν(z) = 0 whenever k < −1 because p ◦ ∂ acts by zero on S(V )(0). For k ≥ −1, ∗k
is homogeneous of degree −2k − 2.
Via (8.3), we may pull back the products ∗k, k ≥ −1 to obtain a family of bilinear
products on Sym(V ⊕ V ∗), which we also denote by ∗k. In fact, these products have a
classical description. Let
Γ =
n∑
i=1
∂
∂xi
⊗ ∂
∂x′i
− ∂
∂x′i
⊗ ∂
∂xi
, (8.5)
and define the kth transvectant1 on Sym(V ⊕ V ∗) by
[, ]k : Sym(V ⊕ V ∗)⊗ Sym(V ⊕ V ∗)→ Sym(V ⊕ V ∗), [ω, ν]k = m ◦ Γk(ω ⊗ ν).
I thank N. Wallach for explaining this construction to me.
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Here m is the multiplication map sending ω ⊗ ν 7→ ων.
Theorem 8.1. The product ∗k on Sym(V ⊕V ∗) given by (8.4) coincides with the transvec-
tant [, ]k+1 for k ≥ −1.
Proof: First consider the case k = −1. In this case [, ]0 is just ordinary multiplication.
Recall the formula
: (: ab :)c : − : abc :=
∑
k≥0
1
(k + 1)!
(
: (∂k+1a)(b ◦k c) : +(−1)|a||b| : (∂k+1b)(a ◦k c) :
)
,
which holds for any vertex operators a, b, c in a vertex algebra A. It follows that the asso-
ciator ideal in S(V ) under the Wick product is annihilated by the projection p. Similarly,
the commutator ideal in S(V ) under the Wick product is annihilated by p, so S(V )(0) is a
polynomial algebra with product ∗−1, and f : Sym(V ⊕V ∗)→ S(V )(0) is an isomorphism
of polynomial algebras. Hence given ω, ν ∈ Sym(V ⊕V ∗), we have [ω, ν]0 = ων = ω ∗−1 ν.
Next, if k ≥ 0, it is clear from the definition of the vertex algebra products ◦k that
given ω(z), ν(z) ∈ S(V )(0), ω(z) ∗k ν(z) is just the sum of all possible contractions of
k+ 1 factors of the form βxi(z) or γx
′
i(z) appearing in ω(z) with k+ 1 factors of the form
βxi(z) or γx
′
i(z) appearing in ν(z). Here the contraction of βxi(z) with γxj (z) is δi,j , and
the contraction of γxi(z) with βxj (z) is −δi,j . Similarly, it follows from (8.5) that given
ω, ν ∈ Sym(V ⊕ V ∗), [ω, ν]k+1 is the sum of all possible contractions of k + 1 factors
of the form xi or x
′
i appearing in ω with k + 1 factors of the form xi or x
′
i appearing
in ν. The contraction of xi with x
′
j is δi,j and the contraction of x
′
i with xj is −δi,j .
Since f : Sym(V ⊕ V ∗) → S(V )(0) is the algebra isomorphism sending xi 7→ βxi(z) and
x′i 7→ γx
′
i(z), the claim follows.
Via σ : D(V ) → Sym(V ⊕ V ∗) the products ∗k on Sym(V ⊕ V ∗) pull back
to bilinear products on D(V ), which we also denote by ∗k. These products satisfy
ω ∗k ν ∈ D(V )(r+s−2k−2) for ω ∈ D(V )(r) and s ∈ D(V )(s). It is immediate from Theorem
8.1 that ∗−1 and ∗0 correspond to the ordinary associative product and bracket on D(V ),
respectively. Since the circle product ◦0 is a derivation of every ◦k, it follows that ω∗0 is
a derivation of ∗k for all ω ∈ D(V ) and k ≥ −1.
We call D(V ) equipped with the products {∗k| k ≥ −1} a ∗-algebra. A similar
construction goes through in other settings as well. For example, given a Lie algebra g
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equipped with a symmetric, invariant bilinear form B, Ug has a ∗-algebra structure (which
depends on B). Given a ∗-algebra A, we can define ∗-subalgebras, ∗-ideals, quotients, and
homomorphisms in the obvious way. If V is a module over a Lie algebra g, D(V )g is a
∗-subalgebra of D(V ) because the action of ξ ∈ g is given by [τ(ξ),−] = τ(ξ)∗0 which is a
derivation of all the other products.
Given elements ω1, . . . , ωk ∈ D(V )g, examples are known where ω1, . . . , ωk do not
generate D(V )g as a ring, but do generate D(V )g as a ∗-algebra.2 This phenomenon occurs
in our main example, in which g is the abelian Lie algebra Cm acting diagonally on
V = Cn. Recall that D(V )g = ⊕l∈A⊥∩Zn Ml, where Ml is the free E-module generated
by ωl. Suppose that A
⊥ ∩Zn has rank r, and let {li = (li1, . . . , lin)| i = 1, . . . , r} be a basis
for A⊥ ∩ Zn. In general, the collection
e1, . . . , en, ωl1 , . . . , ωlr , ω−l1 , . . . , ω−lr (8.6)
is too small to generate D(V )g as a ring.
Theorem 8.2. D(V )g is generated as a ∗-algebra by the collection (8.6). Moreover, D(V )g
is simple as a ∗-algebra.
Proof: To prove the first statement, it suffices to show that given lattice points l =
(l1, . . . , ln) and l
′ = (l′1, . . . , l
′
n), ωl+l′ lies in the ∗-algebra generated by ωl and ωl′ . For
j = 1, . . . , n, define
dj =
{
0 lj l
′
j ≥ 0
min{|lj |, |l′j|}, lj l′j < 0
, ej =
{
0 lj l
′
j ≥ 0
max{|lj|, |l′j|}, lj l′j < 0
,
kj =
{
0 lj ≤ 0
dj lj > 0
, d = −1 +
n∑
j=1
dj .
The same calculation as in the proof of Theorem 7.3 shows that
ωl ∗d ωl′ =
( n∏
j=1
(−1)kj ej !
(ej − dj)!
)
ωl+l′ ,
which shows that ωl+l′ lies in the ∗-algebra generated by ωl and ωl′ .
I thank N. Wallach for pointing this out to me.
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As for the second statement, the argument is analogous to the proof of Theorem 7.5.
Given a non-zero ∗-ideal I ⊂ D(V )g, we need to show that 1 ∈ I. Let ω be a non-zero
element of I. It is easy to check that for i, j = 1, . . . , n, and l ∈ A⊥ ∩ Zn, we have
ei ∗1 ej = −δi,j , ei ∗1 ωl = 0
By applying the operators ei∗1 for i = 1, . . . , n, we can reduce ω to the form
∑
l∈Zn
clωl (8.7)
for constants cl ∈ C, such that cl 6= 0 for only finitely many values of l. We may assume
without loss of generality that ω is already of this form. Let d be the maximal degree (in
the Bernstein filtration) of terms ωl appearing in (8.7) with non-zero coefficient cl, and let
l be such a lattice point for which ωl has degree d. We have
ω−l ∗d−1 ωl′ =
{ 0 l′ 6= l(∏n
j=1(−1)kj |lj|!
)
1 l′ = l
where kj = min{0, lj}, for all l′ appearing in (8.7). Hence
1
cl
(∏n
j=1(−1)kj |lj|!
)ω−l ∗d−1 ω = 1.
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