In a world overflowing with creative works, it is useful to be able to filter out the unimportant works so that the significant ones can be identified and thereby absorbed. An automated method could provide an objective approach for evaluating the significance of works on a universal scale. However, there have been few attempts at creating such a measure, and there are few "ground truths" for validating the effectiveness of potential metrics for significance. For movies, the US Library of Congress's National Film Registry (NFR) contains American films that are "culturally, historically, or aesthetically significant" as chosen through a careful evaluation and deliberation process. By analyzing a network of citations between 15,425 United States-produced films procured from the Internet Movie Database (IMDb), we obtain several automated metrics for significance. The best of these metrics is able to indicate a film's presence in the NFR at least as well or better than metrics based on aggregated expert opinions or large population surveys. Importantly, automated metrics can easily be applied to older films for which no other rating may be available. Our results may have implications for the evaluation of other creative works such as scientific research.
data science | complex networks | citations | films | IMDb F or many types of creative works-including films, novels, plays, poems, paintings, and scientific research-there are important efforts for identifying which creations are of the highest quality and to honor their creators, including the Oscars, the Pulitzer Prize, and the Nobel. Unfortunately, these distinctions recognize only a small number of creators and sometimes generate more controversy than consensus. The reason is that one of the challenges associated with measuring the intrinsic quality of a creative work is how to formally define "quality."
In statistical modeling, this problem is typically addressed by positing the existence of latent (hidden) variables, which are unmeasurable but can be inferred from the values of other, measurable variables (1) . For creative works, we presume there exists a latent variable, which we call "significance." Significance can be thought of as the lasting importance of a creative work. Significant works stand the test of time through novel ideas or breakthrough discoveries that change the landscape of a field or culture. Under this perspective, what is usually called "quality" is not the actual value of the latent variable, but an individual's or group's estimation of that value. Not surprisingly, the subjective evaluation of the unmeasurable true significance of the work is controversial, dependent on the historical moment, and very much "in the eye of the beholder."
Alternative methods for estimating the significance of a creative work fall under the labels of "impact" and "influence." Impact may be defined as the overall effect of a creative work on an individual, industry, or society at large, and it can be measured as sales, downloads, media mentions, or other possible means. However, in many cases, impact may be a poor proxy for significance. For example, Duck Soup (2) is generally considered to be the Marx Brothers' greatest film, but it was a financial disappointment for Paramount Pictures in 1933 (3) . Influence may be defined as the extent to which a creative work is a source of inspiration for later works. Although this perspective provides a more nuanced estimation of significance, it is also more difficult to measure. For example, Ingmar Bergman's influence on later film directors is undebatable (4, 5) , but not easily quantified. Despite different strengths and limitations, any quantitative approaches that result in an adequate estimation of significance should be strongly correlated when evaluated over a large corpus of creative works.
By definition, the latent variable for a creative work is inaccessible. However, for the medium of films-which will be the focus of this work-there is in fact as close to a measurement of the latent variable as one could hope for. In 1988, the US Government established the US National Film Preservation Board (NFPB) as part of the Library of Congress (6) . The NFPB is tasked with selecting films deemed "culturally, historically, or aesthetically significant" for preservation in the National Film Registry (NFR). The NFR currently comprises 625 films "of enduring importance to American culture" (7) . The careful evaluation and deliberation involved in the selection process each year, and the requirement of films being at least 10 y old to be eligible for induction, demonstrates the NFPB's true commitment to identifying films of significance.
Presence in the NFR is a binary variable as no distinctions are made between inducted films. This means that, although it can function as a "ground truth" for significances above a threshold value, it cannot discern the comparative significance of films. One of the goals of this study is to determine whether there are metrics that can accurately estimate film significance over a range of numerical values and for a large number of films. To this end, we investigate proxies of film quality, impact, or influence as potential measures of significance.
One can identify three main classes of approaches for estimating the significance of films: expert opinions, wisdom of the crowd, and automated methods. Expert opinions tend to measure the subjective quality of a film, whereas wisdom-of-the-crowd
Significance
Whether it is Hollywood movies or research papers, identifying works of great significance is imperative in a modern society overflowing with information. Through analysis of a network constructed from citations between films as referenced in the Internet Movie Database, we obtain several automated metrics for significance. We find that the best automated method can identify significant films, represented by selection to the US National Film Registry, at least as well as the aggregate rating of many experts and far better than the rating of a single expert. We hypothesize that these results may hold for other creative works.
approaches tend to produce metrics that measure impact or popularity through broad-based surveys. Ideally, we can obtain an automated method that can measure influence. However, the best-known automated methods for films pertain to economic impact, such as the opening weekend or total box office gross. More recently, researchers and film industry professionals have evaluated films using electronic measures, such as Twitter mentions (8) and frequency of Wikipedia edits (9) , but these may also be better indicators of impact or popularity. For an automated, objective measure that pertains to a film's influence, we turn to scientific works for an appropriate analog.
The network formed by citations from scientific literature is at the center of much research (10) (11) (12) . Although some of the research on the scientific citation network aims to answer questions on citations between academic fields (13) or sex bias in academia (14) , much work seeks to determine who is "winning" at science (15) . Researchers have identified numerous metrics that are said to determine which paper (16) , researcher (17) , or journal (18) is the best, most significant, or most influential. These metrics range from the simple, such as total number of citations (19) , to the complex, such as PageRank (20) . The scientific citation network provides large quantities of data to analyze and dissect (12, 15, 21) . If it were not for the expectation that researchers cite relevant literature, these metrics and indeed this avenue of study would not exist.
Like scientists, artists are often influenced or inspired by prior works. However, unlike researchers, artists are typically not obligated to cite the influences on their work. If data identifying citations between creative works could be made or obtained, we then could apply citation-based analyses to develop an objective metric for estimating the significance of a given work. As it happens, such data now exists. The Internet Movie Database (IMDb) (www.imdb.com) holds the largest digital collection of metadata on films, television programs, and other visual media. For each film listed in IMDb, there are multiple sections, from information about the cast and crew to critic reviews and notable quotes. Nestled among the deluge of metadata for each film is a section titled "connections," which contains a list of references and links to and from other films (Fig. 1) . By analyzing this citation network obtained from useredited data, we can investigate the suitability of metrics to estimate film significance based on the spread of influence in the world of motion pictures.
Data
In the network of film connections, a link from one film to another signifies that the former cites the latter in some form (24) . For all citations in the network, the referencing film was released in a later calendar year than the film it references. Thus, the network contains no links that are "forward" or "sideways" in time. To account for sources of bias, we consider the giant component of the network of films produced in the United States (24) . This subnetwork consists of 15,425 films connected by 42,794 citations.
We first compare the ratings obtained using various metrics from the three classes of estimation approaches (Table 1) . For the expert opinions class, we have the choice of critic reviews and artistic awards. For films, one of the strengths of critic reviews is that there are numerous independent samples. However, it is difficult to obtain reviews for older films by the same critic for all movies released since the beginnings of the industry (Fig. S1 ). Lack of data for older films is less of a concern for artistic awards, such as the Oscars, which date back to 1929. However, despite the great distinction of the Academy Awards, nominations are only given to a small subset of films, and wins to an even smaller subset. In addition, the Oscars are often affected by film popularity and studio promotion, which raises concerns about their accuracy in rewarding truly deserving films. For these reasons, we opt not to include award statistics in our analysis. Instead, we choose to consider two types of critic reviews: the star ratings of noted late film critic Roger Ebert and the aggregate critic review score reported by Metacritic. We include the former because of his long history as a renowned film critic. We include the latter because it provides a simple and self-consistent way to incorporate the ratings of multiple critics. Population-wide surveys-a class that includes online pollsare well-suited for analysis as they are quantitative methods derived from large numbers of subjective opinions. This class of methods may be limited in identifying significance, however, due to biases and lack of expertise on the part of raters. The two population-wide survey metrics we analyze are the average IMDb user rating and the total number of user votes received on IMDb.
Finally, we consider two well-known statistics obtained from the connections network: total citations and PageRank score (25) . Comparison of the six aforementioned statistics reveals that some of them exhibit moderate correlation (Fig. 2) . 
Results
We conduct a probit regression analysis of the dependent binary variable indicating whether or not a film is in the NFR, using the Heckman correction method (26, 27) to account for missing data. We also perform Random Forest classification (28) using the six metrics as predictors and selection to the NFR as the response (Table 2) . To avoid overfitting, our Random Forest analysis is cross-validated by running 100 trials with 80% of the data points chosen at random without replacement. In addition, we use a multivariate probit regression model incorporating all of the metrics discussed so far (Table 3) .
We find that Metacritic score is a far more important variable than the Roger Ebert rating at indicating presence in the NFR based on Random Forest classification. The Metacritic score probit model also outperforms the Ebert rating model in terms of area under the curve. Thus, single-expert ratings do not appear to identify significant films as well as an aggregation of expert ratings. Also, the automated metrics-total citation count and PageRank-perform much better than single-expert evaluation and at least as well as IMDb average ratings. Between the two, PageRank is more important in Random Forest classification (Table 2) , whereas total citation count is a better fit in the multivariate probit model, where it accounts for more of the correlation than all other variables ( Table 3 ).
Note that these results must be interpreted with some caution. In particular, Metacritic score is predisposed to perform better in analyses in which we do not account for missing data, such as Random Forest classification. This is due to significantly fewer data points in the subset of films considered, as fewer than 15% of films released before 1995 have a Metacritic score (Fig. S1 ). The few films from that period with Metacritic scores are more likely to have been rereleased and to be classics, and thus have high ratings from reviewers. This fact is made quantitative by the low balanced accuracy for the Metacritic score model when applying the Heckman correction (Table 2) . Ignoring missing data in performing the probit regression yields a much higher (but misleading) balanced accuracy for both Metacritic score and Ebert rating (Table S1) .
Although the automated methods perform well, we hypothesize that their performance could be further improved. Indeed, it is plausible that not all citations are the same. Thus, we next investigate the distribution of the "time lag" of edges in the connections network. The time lag of an edge is the number of years between the release of the edge's citing film and the release of the edge's cited film (Fig. 1) . As an example, the edge linking When Harry Met Sally. . . (1989) (32) to Casablanca (1942) (33) has a time lag of 47. Note that given our rules for constructing the network, all time lag values are strictly positive.
Naïvely, one would expect that the frequency of connections as a function of time lag decreases monotonically, as new films would likely reference films released shortly before due to those films' shared cultural moment. Indeed, connections with a time lag of 1 y are the most numerous in the network, and for the most part, frequency of connections does decrease as time lag increases ( Fig. 3 A and B) . However, the distribution shows a surprising uptick for time lags around 25 y.
To explain this nonmonotonicity, we compare the data to two null models. The first null model is the "base" or "unbiased" null model wherein connections in the network are randomly redirected (34, 35) . The second is a "biased" null model wherein connections are randomly redirected, but with a preference toward creating connections with shorter time lags. For both null models, we assume that all films retain the same number of links in and out, and, as with the actual film connections network, there are no back-in-time citations (Fig. S2) .
We find that the unbiased null model mimics the time lag distribution for values greater than 22 y, but it fails to predict the distribution for values less than 22 y (Fig. 3A) . In contrast, the biased null model accurately predicts the time lag distribution for values between 2 and 18 y, but is not consistent with the data for time lags greater than 19 y (Fig. 3B) .
The citation trend of recent films, wherein they are cited more often than expected by an unbiased null model, is not a result of the sizable growth of films in IMDb in the past several years. We find that this result persists even if we omit all films made after 2000, after 1990, and after 1970 (Fig. S3) . The accuracy of the biased null model for shorter time lags indicates the likelihood of many films receiving shorter-gap citations (fewer than 20 y). However, the frequency of these citations quickly falls off with time for most films that receive them. The accuracy of the unbiased null model for longer time lags suggests that, for certain films, timeliness does not matter. We presume that films that receive these long time lag citations (25 y or more) may be considered more significant as they continue to be cited regardless of time.
Prompted by these modeling results, we investigate the possibility that one can use the total count of "long-gap citations," our term for citations received with a time lag of 25 y or more, as a proxy for significance. To determine whether long-gap citation count is an accurate estimator in this regard, we compare its performance to that of the other metrics we have previously considered. We find that long-gap citation count correlates reasonably well with PageRank and total citation count, but not with the nonautomated metrics (Fig. 3C) .
Our analysis shows that long-gap citation count is a strong predictor for presence in the NFR (Tables 2 and 3) . Random Forest analysis yields that long-gap citation count is the most important predictor of NFR presence when incorporated with all other metrics, ahead of Metacritic score. Importantly, the long-gap citations model consistently outperforms both PageRank and total citations. This indicates that long-gap citation count is a superior identifier of significant films compared with other metrics.
An aspect of all of the analyses performed so far is that one cannot differentiate between highly rated films that are significant in their entirety versus films that are significant because of an iconic moment. Fortunately, many of the connections listed on IMDb include a brief note describing the specific link between the films. For a limited set of films-the 15 films with long-gap citation counts between 51 and 60 (Table S3) -we manually classify their citations by description and determine to what extent the citation covers each film, either broadly or for just a single aspect (Table S4 ). We thereby see that 55% of annotated citations of The Seven Year Itch (36) reference the famous scene where Marilyn Monroe's white dress blows up from the passing subway and that 35% of annotated citations of North by Northwest (37) reference the crop duster scene. We also observe that 71% of annotated citations of Bride of Frankenstein (38) and 70% of annotated citations of Mary Poppins (39) reference the entire film or the title character. Our analysis of these 15 films suggests that some films are indeed significant because of iconic scenes or characters.
To extend this type of analysis to the entire set of films, we consider a number of metrics that reflect the similarity present in the citation descriptions for a film. Unfortunately, we find no correlation with the aforementioned percentage values (Fig. S4) and are thus unable to draw broad conclusions on this matter. It is certainly possible that many of the filmmakers citing The Seven Year Itch or Bride of Frankenstein have never actually seen the film they are referencing, but that underlines how much the famous dress and the memorable hair are firmly engrained in popular culture, that is, how significant at least these moments in these movies truly are.
Discussion
Our cross-evaluation of metrics to estimate the significance of movies uncovers two main findings. First, aggregation of numerous expert ratings performs better as an indicator of significant films than the ratings of an individual expert. Our second and more important result is that well-conceived automated methods can perform as well as or better than aggregation of expert opinions at identifying significant films, even when we do not account for missing rating data. Not only are automated methods superior identifiers of significance, they are the most scalable for application to large numbers of works. Although our work pertains to films, it is not unconceivable that these same insights may hold for other creative enterprises, including scientific research. It is well within the realm of possibility that a well-designed automated method, potentially rooted in network analysis, can outperform even the best experts at identifying the most significant scientific papers.
Our examination of the network of IMDb film connections reveals additional insights about how ideas and culture spread over time. There is a clear preference for current films to make references to films from the recent past. Although this seems intuitive, the fact that films released within the prior 3 y are referenced at a higher rate than expected from an unbiased null model is surprising. It suggests that the film industry relies heavily on recently popular ideas when making new films. It is also possible that this trend reflects the public's focus on what is "new and fresh."
Because the distribution of time lag begins aligning with the unbiased null model at 25 y, it implies that the significant films from any given year will be definitively known once 25 y have passed, as those films will be the ones that continue to receive citations. This is verified by the strong correlation between the long-gap citation count of a film and its presence in the NFR. However, long-gap citation counts not only identify instantly notable films such as Star Wars (40) and Casablanca, but also films that were not immediately appreciated. For example, Willy Wonka & the Chocolate Factory (41) was a box office disappointment when it was released in 1971 (42) . However, the film gained a significant following a decade later thanks to home video sales and repeated airings on cable television and is today considered a top cult classic (42) . The story behind Willy Wonka is reflected in the film connections network: it has no citations with a time lag of 4 y or less, but 52 long-gap citations, the 37th-most of all films in our analysis (Table 3) . Interestingly, Willy Wonka is not currently in the NFR, but that does not mean it will not be added at a later date. Mary Poppins, which has the 33rd-most long-gap citations, was only added in 2013, nearly 50 y after its release (7) . Likewise, Dirty Harry (43)-released the same year as Willy Wonka and having accrued 51 long-gap citationswas not inducted until 2012.
Twenty-five years may seem like a long time to wait before we can begin quantifying film significance. However, significance by definition may not be readily apparent. This is true of other forms of art, as well as any other field where influence spreads. There is a reason the Nobel Prize is no longer awarded for research done in the same year (44) . A film's significance should ultimately be judged on how its ideas influence filmmaking and culture in the long term.
Supporting Information
Wasserman et al. 10 .1073/pnas.1412198112
SI Text
Network. To control for biases in data reporting in IMDb (1), we choose to consider only the network of connections between films made in the United States. Furthermore, we only select connections designated on IMDb as references, spoofs, or features. We also limit our analysis to films released in 2011 or earlier. We obtain the IMDb film connections information-as well as information on country of production, primary language, and production companies-from plain text data files provided through ftp sites (2) . We use a Python (version 2.7.8) program developed in-house to parse the relevant information from this file.
After entering the valid connections, we construct a network where each connection is a directed edge and each film is a node (Fig. 1) . A link from movie A to movie B signifies that movie A cites movie B. To ensure proper maintenance of the timeline, we only include a connection from A to B if A was released in a later calendar year than B. As such, the network contains no links that are "forward" in time and no links between two films released in the same calendar year. Therefore, the resulting network is acyclic. We then take the largest weakly connected component of this network, known as the giant component, for our analysis.
Data. After the network is constructed, we count the number of times each film is cited (in-degree) and the number of citations each film makes (out-degree). We compute the PageRank value for each film in the network using the NetworkX Python package (version 1.8.1). The formula for the time lag of a citation is as follows:
[S1]
where yðkÞ is the year of release of film k, and k out and k in are the films on the outgoing and incoming sides of an edge, respectively. After calculating the time lag for every edge in the network, we count the number of citations with time lag of at least 25 y that each film receives. This is the long-gap citation count. We collect data on IMDb average user ratings and total numbers of votes for each film in the network through provided text files (2) . Data on box office information and genre are also obtained through these files. We use Python programs developed in-house for parsing these files. The IMDb ID numbers for each film, which are necessary for accessing a film's page on the IMDb website (www.imdb.com), are obtained through an in-house web scraping Python program using the BeautifulSoup package (version 4.3.2). We use this package in all our web-scraping processes.
We scrape Metacritic scores for films from web pages on the Metacritic website (www.metacritic.com). Each Metacritic web page is accessed via a film's "critic reviews" page on the IMDb website, which contains a direct link to Metacritic if an aggregate review score exists for that film. We scrape Roger Ebert ratings for films from pages on Ebert's official site (www.rogerebert. com). Each page on Ebert's site is accessed through a film's "external reviews" page on IMDb, which consists of user-added links to reviews of films on external websites. If Roger Ebert reviewed a film, a link to his review generally appears first on this page. We manually compile the list of films present in the National Film Registry (NFR) as the limited number makes this option possible (3).
Distribution Modeling. To generate null models for the distribution of time lags in the film connections network, we create Markov chain Monte Carlo simulations wherein the network undergoes random rewiring (4-7) (Fig. S2) . In each step of a simulation, two edges are selected at random from the network of films as candidates for rewiring. If the candidate connections "overlap"-that is, if at least one of the films of edge E was released in a calendar year in-between the years of release of the two films of edge F, noninclusive-then a swapping of connection nodes occurs. The "swapping" process consists of removing the chosen edges E and F from the network and replacing them with two new edges G and H, where edge G connects the outgoing film of edge E to the incoming film of edge F, and edge H connects the outgoing film of edge F to the incoming film of edge E. By allowing swapping between overlapping edges, we ensure that no back-in-time links are created. We forbid swapping if one of the edges created as a result of swapping already exists in the network. This process allows for random redistribution of edges while maintaining the in-and out-degrees of all of the nodes.
We use the simulation to generate the base null model-where the two randomly chosen edges are always swapped when it is legal to do so-as well as a null model with a bias toward shorterlength citations. In these latter simulations, a legal pair of randomly chosen edges undergoes swapping with probability q: q = e ½minðt1;t2Þ−minðs1;s2Þ=40 ;
[S2]
where t 1 and t 2 are the time lags of the two chosen edges and s 1 and s 2 are the time lags of the two edges if they were to be swapped. More specifically, if t 1 = y 1 − z 1 and t 2 = y 2 − z 2 , where y i and z i are the years of the films connected by edge i, then s 1 = y 1 − z 2 and s 2 = y 2 − z 1 .
In each run of a simulation, 20n e iterations are performedwhere n e is the number of edges in the network. In total, we run 400 simulations, 200 with the base simulation and 200 with the biased simulation. We use Python programs developed in-house to run all rewiring simulations.
In addition, we use a theoretical formula for the time lag distribution of the unbiased null model, given nodes with specific in-degrees, out-degrees, and years of release:
where L t is the number of links with time lag t in the null model, Y is the set of all years of release for films in the network, and c y;z is the number of links between films released in year y and films released in year z ðy > zÞ. The expected value of c y;z is determined by the following formula:
where i y and o y are the sum totals of in-citations and outcitations, respectively, for films released in year y. We adapt this equation from Karrer and Newman's formula for the expected number of edges between vertices in a directed acyclic graph with a fixed degree sequence (8) .
Linear Regression. We narrow our focus to seven metrics: Roger Ebert rating, Metacritic score, IMDb average user rating, number of IMDb votes, total citation count, PageRank score, and long-gap citation count. We calculate the adjusted R 2 values of linear regressions between each pair of considered measures using the statsmodels Python package (version 0.5.0). In our linear regression models, we use the base-10 logarithm of IMDb votes and PageRank score and the cube root of citations and long-gap citations. We opt to use cube root rather than log for citations and long-gap citations because many films have 0 values for these metrics, and positive values extend over several orders of magnitude. All regressions we perform in this paper apply these functions to these metrics.
Probit Regression. We perform probit regressions of the following form:
where inNFR is the categorical variable representing whether or not a film is in the NFR (1 if it is in the NFR and 0 if it is not) and SigMetric is one of the seven metrics. For metrics with missing data-which are the expert-based metrics and the IMDb voting statistics-we apply the Heckman correction method (9, 10) to the probit regression, using R (version 3.0.2) and the sampleSelection package (version 1.0-2) (11). For metrics without missing data, we perform the regression with the statsmodels package in Python. We use probit instead of logit for this analysis because the sampleSelection package can only apply the Heckman correction for binary outcomes using probit. When we apply the Heckman correction method, we use year of release and film genre as the dependent variables in the selection model equation. We note that genre is actually a set of 24 binary variables representing the 24 categorical film genres listed on IMDb. Films are not limited to being classified as one genre, and 11,661 of films in the network (or 75.6%) are categorized under two or more genres.
For all of these models apart from the long-gap citations model, we perform the regression on the subset of films released on or before 2003, as only films released on or before that year were eligible for nomination to the NFR in 2013 (3). For the long-gap citations model, we perform the regression on the subset of films made on or before 1986. The justification for the different subsets is that all films released after 1986 in our dataset have zero long-gap citations. (Our dataset only includes films released up to 2011, and the latest year that can possibly have a nonzero number of citations with a 25-or-more-year time lag is 1986.)
From the probit regression models, we obtain estimated probabilities for each film used to create the model. From these estimated probabilities, we assign a predicted value of 0 or 1 to each observation (0 if the probability is below 0.5, and 1 if the probability is greater than or equal to 0.5). We use the actual and predicted values to construct the classification table. We use the classification table to compute the balanced accuracy:
Balanced Accuracy = Sensitivity + Specificity 2
where TP, TN, FP, and FN are true positives, true negatives, false positives, and false negatives, respectively. We use the balanced accuracy instead of the true accuracy because the latter is strongly affected by the imbalance toward films not in the NFR versus those that are. We also use the estimated probabilities to determine the receiver operating characteristic (ROC) curve (12) . We calculate the area under the ROC curve (AUC) with the scikit-learn Python package (version 0.14.1). Finally, we use our probit regression results to calculate the pseudo-R 2 using Tjur's equation (13).
We obtain SD values for the balanced accuracy, AUC, and pseudo-R 2 of each metric using bootstrapping with 1,000 random samples. We use programs developed in-house in either Python or R to conduct all of the bootstrapping we do for this project.
Additionally, we repeat the same analysis detailed in this section, only instead of accounting for missing data, we ignore it and perform probit regression on the reported values (Table  S1 ). This allows us to clearly present the effect of missing data and the Heckman correction.
Random Forest Classification. We perform Random Forest (RF) classification (14) using R and the randomForest package (version 4.6-10) (15) . We conduct RF classification once with all seven aforementioned metrics as predictor variables, and another time with all metrics apart from long-gap citation count. In both cases, we use presence in the NFR as the binary response. We perform cross-validation by conducting 100 iterations of RF classification with each iteration using 80% of the data points, chosen randomly without replacement. We use the subset of films that were made in 1999 or earlier and have reported data for all seven metrics in our RF classification. This subset consists of 766 films. We conduct each classification iteration using 1,000 classification trees. From the cross-validated RF classification results, we obtain the mean and SD of variable importance-also known as the permutation importance-for each predictor.
Multivariate Regression. We perform two probit regressions using multiple independent variables. The first uses all metrics apart from long-gap citations as independent variables, whereas the second includes long-gap citations. In both regressions, the dependent variable is presence in the NFR. Also, both regressions are performed on the same subset of films used in RF classification. We evaluate the fit of the regression models by calculating the pseudo-R 2 with McFadden's equation (16) . We perform these regressions with the statsmodels Python package.
We also repeat this same analysis but with logit instead of probit to demonstrate the minimal differences between the regression models (Table S2) .
Citation Description Analysis. The brief notes that accompany some film connections on IMDb are not provided in the aforementioned plain text files, which we originally used to construct the connections network. Instead, we obtain these descriptions by scraping them from the actual IMDb movie connections pages. For each citation in the network, we check the cited film's connections page to see first whether the citing film is listed, and second whether a description is included with that citation. If a citing film is listed twice on the page and each listing has a description, then both descriptions are scraped. As with the initial construction of the network, we only scrape a description if the citation is classified as a reference, spoof, or feature.
After obtaining the citation descriptions, we proceed with two methods of analysis. In the first method, we take a small subset of highly cited films and, by hand, classify all of the annotations based on what they are citing. The subset of films we consider is the bottom 15 films from Table S3 (i.e., from Bride of Frankenstein to Dirty Harry). We classify annotated citations as "general" if the annotations merely refer to a film's title, title character, or plot, or if the citation is to numerous clips of the film. If an annotation is not general, then we classify the citation according to the part of the film to which it pertains, such as a specific scene, quotation, character, setting, or song. Two people independently classified the annotated citations for these films. The two people differed by no more than two citations in any classification for any film. The results of this manual classification are shown in Table S4 .
In the second method, we use the token_set_ratio function from the fuzzywuzzy Python package (version 0.3.2) to perform comparisons between citation descriptions. Initially, we clean all of the descriptions by removing all punctuation-apart from hyphens and apostrophes in-between letters-and converting all alphabet characters to lowercase. For each film with a minimum of 20 annotated citations, we compare every pair of descriptions using the token_set_ratio function, which returns an integer value indicating the similarity of two strings, with 0 being the least similar and 100 being the most similar. Thus, for a film with c annotated citations, we obtain À c 2 Á similarity values. Taking the average of all of the similarity values for a film gives us the "mean similarity" for that film's citation descriptions.
To compensate for differing numbers of descriptions and varying lengths of strings, we perform bootstrapping wherein all of the words in all of the descriptions for a specific film are randomly redistributed while keeping the number of words in each description constant. We then perform the aforementioned process for computing the mean similarity on the jumbled citation descriptions. We perform 500 randomization iterations for each film with a minimum of 20 annotated citations. We then obtain a mean and SD for all of the randomized mean similarities for a film, as well as a Z score for the mean similarity of the actual descriptions. We perform linear regressions comparing the Z scores to the results of manual classification. Table S4 ). The fractions considered are the proportion of general citations (Left), the proportion of most common specific citations (Center), and the best-fitting linear combination of the two proportions obtained through ordinary least-squares regression (Right). No adjusted R 2 value is positive. 
