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a b s t r a c t
We study Voigt regularizations for theNavier–Stokes equations (NSEs) andmagnetohydro-
dynamic (MHD) equations in the presence of physical boundary conditions. In particular,
we develop the first finite element numerical algorithms for these systems, prove stability
and convergence of the algorithms, and test them computationally on problems of practical
interest. It is found that unconditionally stable implementations of the Voigt regularization
can be made from a simple change to existing NSE and MHD codes, and moreover, optimal
convergence of the developed algorithms’ solutions to physical solutions can be obtained
if lower-order mixed finite elements are used. Finally, we show that for several benchmark
problems, the Voigt regularization on a coarsemesh produces good approximations to NSE
andMHD systems; that is, the Voigt regularization provides accurate reduced ordermodels
for NSE and MHD flows.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we investigate numerically and computationally the Voigt regularization of the incompressible
Navier–Stokes equations (NSEs) for fluid flow, and the magnetohydrodynamic (MHD) equations for the flow of fluids with
electromagnetic properties. The Voigt regularization is of particular interest in the context of numerical simulations of fluids,
as it is the only known regularization of Navier–Stokes equations which is known to be globally well-posed in the case
of Dirichlet (i.e., no-slip) boundary conditions. To the best of our knowledge, all other regularizations of the NSE require
additional, non-physical (and therefore, in some sense, ad hoc) boundary conditions to be applied in the presence of a
physical boundary. We also study two Voigt regularizations of the MHD equations, where a Voigt term is used in the
momentum equation, and where either a Voigt term is used in the magnetic equation, or no regularization is applied to
the magnetic equation (see (4.1)). We refer to both of these systems as the MHD-Voigt model, which should not be a source
of confusion.
The NS–Voigt (also called NS–Voight) model was first introduced and studied by Oskolkov in [1] as a model for certain
viscoelastic fluids known as Kelvin–Voigt fluids. It was later proposed to be used in a different context by Cao et al. in [2],
namely, as a smooth, inviscid regularization of the 2D and 3D Navier–Stokes equations for the purpose of direct numerical
simulations (DNSs). The Voigt regularization of the incompressible NSE is given in dimensionless form by the system
−α21∆ut + ut − Re−1∆u+ u · ∇u+∇p = f , (1.1a)
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∇ · u = 0, (1.1b)
u(0) = u0, (1.1c)
with appropriate boundary conditions, discussed below. Here, u represents the velocity of the fluid, p the pressure, f a given
body force. 0 < Re <∞ is the Reynolds number, and α1 > 0 is a dimensionless regularization parameter. (We note that, in
the usual dimensional version of these equations, the regularizing parameter α1 has units of length.) Notice that by formally
setting α1 = 0, one recovers the usual NSE.
Themajor contribution of thiswork is the computational testing of NSE-Voigt, and the algorithmdevelopment, numerical
analysis, and computational testing for MHD-Voigt. The present work represents the first numerical and computational
studies of the MHD-Voigt regularization. For NSE-Voigt, we will see that once it is discretized, it has the flavor of eddy-
viscosity-type models studied in [3,4]. Furthermore, for the proposed NSE-Voigt algorithm, an identification of the NSE-
Voigt regularization parameters with the eddy-viscosity stabilization parameters in [3] will directly prove the stability and
convergence of our algorithm.Hence, themain contributions of the presentwork, so far as theNSE-Voigtmodel is concerned,
are the connection to the known algorithms, and the testing of it on a benchmark problemmore complex than laminar flow
around a cylinder, as done in, e.g., [3,4].
System (1.1) was shown to be globally well-posed in [1,5] in the case Re <∞. Later, in [2] the case Re = ∞was studied
(under periodic boundary conditions), and it was shown that in this case (1.1) is globally well-posed, backward and forward
in time. Furthermore, the following modified energy equality was rigorously proven (with Re being either finite or infinite):
∥u(t)∥2L2(Ω) + α21∥∇u(t)∥2L2(Ω) + Re−1
 t
0
∥∇u(s)∥2L2(Ω) ds = ∥u0∥2L2(Ω) + α21∥∇u0∥2L2(Ω). (1.2)
Eqs. (1.1) in the case Re = ∞ are sometimes called the Euler–Voigt equations. It is worth noting that, to the best of
our knowledge, the Voigt-regularization is the only known inviscid regularization of the Euler equations for which global
existence is established. Higher-order regularity in Sobolev spaces, as well as a Gevrey class (spatial analytic) regularity was
proven in [6]. It was also shown in [6] that, given the same (sufficiently smooth) initial data, solutions to the NSE-Voigt
[resp. Euler–Voigt] equations converge to solutions of the NSE [resp. Euler] as α1 → 0 (on the time interval of existence and
uniqueness of the latter), and a new criterion for blow-up of solutions to the NSE [resp. Euler] equations, based on the Voigt
regularization, was established. For a numerical investigation of the Euler–Voigt equations, see [7].
The statistical properties of the NSE-Voigtmodel have also been investigated computationally, using a phenomenological
model of turbulence known as the Sabra shell model, in [8]. It was observed that, for values of α1 which were smaller than
(the Sabra-shell analogue of) the Kolmogorov dissipation length scale, the structure functions of second, third, and fourth
orders for the NSE and the NSE-Voigt model obey the same power law in the inertial range. For values of α1 larger than the
Kolmogorov scale, it was observed in [8] that two distinct regions related to the inertial range of the energy spectrum arise.
In particular, in the low wave-numbers a region obeying the Kolmogorov k2/3 power law was observed, while in the high
wave-numbers, there appears to be a regionwhere energy condensates. These results indicate that theNSE-Voigtmodelmay
capture important statistical features of the NSE, and therefore give motivation for it to be investigated for use in numerical
simulations.
As mentioned above, we also study Voigt regularizations of the MHD equations. The MHD-Voigt model was first
introduced and studied in [6], where global well-posedness was established in the 3D case, even with zero fluid viscosity
and zeromagnetic resistivity. A similarmodelwith Voigt regularization only on themomentum equation, butwith non-zero
magnetic resistivity, was studied in [9,10]. Similar to the case of the NSE-Voigt system, it has also been noted in [10] that the
3D MHD-Voigt system (with non-zero viscosity and magnetic resistivity) is globally well-posed under physical boundary
conditions. In the same light as the Euler–Voigt equations, convergence as the regularizing parameter α1 → 0, as well as a
blow-up criterion for the MHD system, based on the regularization, has been established in [10].
This paper is organized as follows. Section 2 presents notation and preliminaries for a smoother analysis to follow in
later sections. In Section 3, we introduce a finite element algorithm to solve the NSE-Voigt system, which we observe to
be closely related to eddy viscosity type models studied in [3,4]. Through this connection to the existing literature and an
identification of parameters, we can immediately conclude stability and convergence of our algorithm.We then successfully
test the algorithm on a test problem from [11]. In Section 4, we propose a numerical scheme for the MHD-Voigt equations.
A thorough stability and convergence analysis for this scheme is carried out in Section 4.1, and in Section 3.1, we consider
two test cases for the MHD-Voigt equations: channel flow over a step, and the Orszag–Tang vortex problem. In both cases,
the Voigt regularization is shown to give good coarse mesh approximations to the non-regularized solution.
2. Notation and preliminaries
We consider a domain Ω ⊂ Rd (d = 2 or 3), with Dirichlet boundary conditions for both the velocity and the
magnetic field. For simplicity of exposition, we consider the case of a convex polyhedral domain and homogeneous Dirichlet
conditions, but the extension to other cases can be done in the usual way [12].
We will denote the L2(Ω) norm and the inner product by ∥·∥ and (·, ·), respectively. The L∞(Ω) norm will be denoted
by ∥ · ∥∞ and Hk(Ω) norms by ∥ · ∥k. All other norms will be clearly labeled.
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The Poincaré–Friedrichs inequality will be used throughout our analysis: for a bounded domainΩ , and for φ ∈ H10 (Ω),
we have
∥φ∥ ≤ C(Ω) ∥∇φ∥ .
The following lemma for bounding the trilinear forms will be used often in our analysis.
Lemma 2.1. For u, v, w ∈ H10 (Ω), there exists C = C(Ω) such that
(u · ∇v,w) ≤ C ∥∇u∥ ∥∇v∥ ∥w∥1/2 ∥∇w∥1/2 (2.1)
(u · ∇v,w) ≤ C ∥∇u∥ ∥∇v∥ ∥∇w∥ . (2.2)
Proof. These estimates follow from Hölder’s inequality, the Sobolev embedding theorem, and the Poincaré–Friedrichs
inequality. 
We denote by τh a regular, conforming mesh of Ω with maximum element diameter h. The finite element spaces used
throughout will be the Scott–Vogelius (SV) pair, (Xh,Qh) = ((Pk)d, Pdisck−1), which will approximate velocity and pressure, as
well as the magnetic field and corresponding Lagrange multiplier in the MHD case. Here, Pk denotes the set of continuous
piecewise polynomials that are of degree k on each element, and Pdisck−1 denotes a discontinuous approximation space
consisting of piecewise polynomials of degree k − 1 on each element. SV elements provide point-wise enforcement of the
divergence free constraints, even though finite element schemes enforce it only weakly. This property makes SV elements
an attractive choice for NSE and MHDmodels when one wishes to simulate their solutions on coarse meshes, since here the
weak enforcement of mass conservation can be a major difficulty [13–15]. It is especially attractive for MHD, since there are
two solenoidal constraints, and their strong enforcement can dramatically improve solutions [14]. Specifying SV elements
does lead to some simplification of the analysis, since the nonlinear terms do not require skew symmetrization for stability;
however, extension of these results to other common element choices such as ((Pk)d, Pk−1) Taylor–Hood elements can be
done with minimal effort, and with nearly identical results.
The use of SV elements requires a mesh restriction for inf–sup stability and optimal approximation properties. If k ≥ d,
then it is sufficient that the mesh be created as a barycenter refinement of a regular mesh [16,17]. Our computations will
satisfy this requirement, although there are different types of meshes and polynomial degrees for which SV elements can
be stable (see, e.g., [18–20]).
As alluded to above, a fundamentally important property of SV elements is that the usual finite element weak
enforcement of incompressibility, via
(∇ · vh, qh) = 0 ∀qh ∈ Qh,
enforces incompressibility point-wise, since qh can be chosen as qh = ∇ · vh due to the fact that∇ · Xh ⊂ Qh, thus providing
∥∇ · vh∥2 = 0 H⇒ ∇ · vh = 0.
We define the space of the discretely divergence free function as
Vh := {vh ∈ Xh : (∇ · vh, qh) = 0∀qh ∈ Qh}.
In light of the above equations, when using SV elements, functions in Vh are point-wise divergence free.
The following well known lemma from [21] will be used in the MHD convergence analysis.
Lemma 2.2 (Discrete Grönwall Lemma). Let ∆t, H and an, bn, cn, dn be nonnegative numbers such that for M ≥ 0
aM +∆t
M
n=0
bn ≤ ∆t
M
n=0
dnan +∆t
M
n=0
cn + H.
Furthermore, suppose that the time step satisfies∆tdn < 1 for each n. Then,
aM +∆t
M
n=0
bn ≤ exp

∆t
M
n=0
dn

∆t
M
n=0
cn + H

.
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3. A finite element algorithm for NSE-Voigt
The numerical scheme we propose for approximating solutions to (1.1a)–(1.1b) is a Galerkin finite element spatial
discretization and linear extrapolated (via Baker’s method [22]) trapezoidal time discretization. Denote u
n+ 12
h := 12 (unh +
un+1h ). We require the discrete initial conditions to be point-wise divergence free, that is, u
0
h ∈ Vh, and define u−1h := u0h .
Then the scheme reads as follows: ∀(vh, qh) ∈ (Xh,Qh) find (un+1h , pn+
1
2
h ) ∈ (Xh,Qh) for n = 0, 1, 2, . . . ,M = T∆t
1
∆t

un+1h − unh, vh
+ α21
∆t
∇(un+1h − unh),∇vh+ 32unh − 12un−1h

· ∇un+ 12h , vh

+ Re−1

∇un+ 12h ,∇vh

−

p
n+ 12
h ,∇ · vh

=

f

tn+
1
2

, vh

(3.1)∇ · un+1h , qh = 0. (3.2)
The finite element scheme (3.1)–(3.2) for NSE-Voigt is identical to an NSE scheme with an eddy-viscosity-type
stabilization term, studied by Labovsky et al. in [3], so long as we make the identification of the coefficients of the Voigt
term with the stabilization term, i.e. α21/∆t = ch, where c is an order 1 constant and h is the max element diameter. The
work in [3] provided a numerical analysis of the scheme and a benchmark test of 2D flow around a cylinder, and showed
that the stabilization term can help provide better coarse mesh approximations than without the term.
The key numerical analysis results follow below, after changing the stabilization coefficient to be the Voigt coefficient.
We note that if one already has a Crank–NicolsonNSE code, the only changes necessary to convert to NSE-Voigt are to change
the viscous terms’ coefficients by a constant.
Lemma 3.1 (Unconditional Stability). Suppose f ∈ L2(0, T ;H−1(Ω)). Then the scheme (3.1)–(3.2) is unconditionally stable: for
any∆t > 0, solutions to the scheme satisfy
∥uMh ∥2 + α21∥∇uMh ∥2 + Re−1∆t
M−1
n=0
∥∇un+1/2h ∥2 ≤ C(u0, f , Re, T ).
Since the scheme is linear and finite dimensional at each time step, analysis similar to that used in the stability estimate
can be used to show that solutions at each time step are unique, and therefore exist uniquely.
A convergence result for the scheme is proven in [3], which gives an optimal result for a convergence estimate that uses
mixed finite elements with trapezoidal time stepping and a O(α21) stabilization term. The result is proven for Taylor–Hood
elements with an O(h) coefficient on the stabilization term, but it can be trivially extended for SV elements with coefficient
α21/∆t on the stabilization term. In this setting, the theorem will be as follows.
Theorem 3.1. Suppose (u, p) is a strong solution to the NSE on Ω × [0, T ] satisfying u ∈ L2(0, T ;Hk+1(Ω)), ut ∈
L2(0, T ;Hk+1(Ω)), utt ∈ L∞(0, T ;H2(Ω)), and uttt ∈ L∞(0, T ; L2(Ω)), and that the mesh width h and time step∆t are chosen
sufficiently small so that we have ∥u∥L∞(0,T ;Hk+1(Ω))∆thk−d/2 ≤ C(data) ≈ O(1). Then
∥u(T )− uMh ∥ +

∆tRe−1
M−1
n=0
∥∇u(tn+1/2)−∇un+1/2h ∥2
 1
2
≤ C hk + α21 +∆t2 .
Remark 3.1. The convergence estimate suggests that optimal accuracy of the scheme to an NSE solution can be achieved
(in the asymptotic sense in the energy norm) if α1 ≤ C max{∆t, hk/2}. Hence, in the most common case of k = 2, the choice
of O(h) for the regularization parameter will provide optimal accuracy.
We now present a numerical test for the proposed NSE-Voigt scheme.
3.1. A numerical test for NSE-Voigt
The numerical test we study is a channel flow problemwith a contraction and two outlets. To the best of our knowledge,
this problem was first tested by Heywood et al. in [11], and is very challenging since there are several possible sources of
numerical instability. The domain is a 1 inlet, 2 outlet channel, with a smooth contraction. A diagram of the domain is given
in Fig. 1.
The inflow boundary condition was enforced to have a parabolic profile with max velocity umaxinlet = 1. At the two outlets,
zeromean stress conditionswere enforced,whichwere implemented as ‘do-nothing’ conditions. On the rest of the boundary,
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Fig. 1. Shown above is a diagram of the NSE-Voigt test problem.
Fig. 2. Shown above are the meshes used in the numerical experiment for approximating NSE flows.
Fig. 3. Shown above is the fine mesh NSE solution at T = 1, 2, 3, 4, from top to bottom, displayed as speed contours.
homogeneous Dirichlet conditions were enforced for the velocity. We took the Reynolds number Re = 1000, started the
flow from rest at T = 0, and ran it out to T = 4.
For this experiment, we used (P2, Pdisc1 ) Scott–Vogelius elements, with a barycenter refined triangular mesh (a sufficient
stability condition for Scott–Vogelius elements to be inf–sup stable). These mixed finite elements have the attractive
property that discrete velocity solutions are point-wise divergence-free, which is an important property for certain types
of flows [13,15]. In particular, for this test example, we also tested with (P2, P1) Taylor–Hood elements and saw very poor
results without a very strong L2 penalization of the divergence with grad–div stabilization. Hence, it seems Scott–Vogelius
elements are a natural choice for this problem.
The meshes used in the computations are shown in Fig. 2. The coarse mesh provides 11,758 total degrees of freedom
(dof), and the fine mesh provides 99,992 total dof. We compute the NSE on the fine mesh (with α = 0) using (3.1)–(3.2)
and time step∆t = 0.01, and believe this solution as the truth solution (based on numerous other computations on several
other meshes and time steps). Plots of the fine mesh velocity solution at T = 1, 2, 3, and 4 are shown in Fig. 3, as speed
contours.
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Fig. 4. Shown above is the coarse mesh NSE (‘no model’) solution at T = 1,2,3,4, from top to bottom, displayed as speed contours. Oscillations are present,
and the flow pattern does not match that of the fine mesh solution, particularly at T = 4 on the right hand side of the contraction.
Fig. 5. Shown above is the coarse mesh NSE-Voigt solution at T = 1, 2, 3, 4, from top to bottom, displayed as speed contours. There appears to be only
minor oscillations, and the overall flow pattern matches that of the fine mesh NSE solution very well.
The goal of the model we study is to produce good approximations to the solution, but using significantly fewer degrees
of freedom than is required by a direct simulationwith theNSE. Hencewe run (3.1)–(3.2) on the coarsemeshwith parameter
α = 0.1 ≈ h, and for comparison, we also run the usual NSE (i.e. ‘no model’ or, equivalently, the model with α = 0) on the
same coarse mesh. Results for T = 1, 2, 3, and 4 are shown in Fig. 4 for the coarse mesh NSE and in Fig. 5 for NSE-Voigt.
We observe that on the coarse mesh, the usual NSE is under-resolved, and significant numerical oscillations are present.
Moreover, by T = 4, the overall flow pattern of the coarse mesh NSE solution does not match the fine mesh NSE solution on
the right hand side of the contraction; the fine mesh solution is turning ‘up’ at the outflow, while the coarse mesh solution
does not predict this behavior. On this same coarse mesh, the NSE-Voigt model’s solution has only very minor oscillations,
and predicts the overall flow pattern very well at T = 1, 2, 3, and 4. Hence this is a successful test for NSE-Voigt.
4. A finite element algorithm for MHD-Voigt
We now consider a finite element discretization of the Voigt regularization of evolution equations for incompressible
MHD flow. We will present a numerical scheme, analyze its stability and convergence, and then use it to approximate
solutions to two benchmark test problems. To the best of our knowledge, the proposed scheme is new, and the analysis
of it is the first numerical analysis performed for a discrete MHD-Voigt algorithm.
The following system of conservation laws governs the behavior of conducting, non-magnetic fluids, such as salt water,
liquid metals, plasmas and strong electrolytes [23]. It was first developed by Ladyzhenskaya, and has since been studied in,
e.g., [24–28].
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ut +∇ · (uuT )− Re−1∆u+ s2∇(B · B)− s∇ · BB
T +∇p = f , (4.1a)
∇ · u = 0, (4.1b)
Bt + Re−1m ∇ × (∇ × B)+∇ × (B× u) = ∇ × g, (4.1c)
∇ · B = 0. (4.1d)
Here, u is the velocity, p is the pressure, f is a given body force, ∇ × g is a given force on the magnetic field B, Re is the
Reynolds number for the fluid, Rem is the magnetic Reynolds number, and s is the coupling number.
The MHD-Voigt system was first proposed and studied in [6], and is derived from (4.1a)–(4.1d) by adding a Voigt
regularization term to each of the momentum and magnetic field equations, and takes the form
ut +∇ · (uuT )− Re−1∆u+ s2∇(B · B)− s∇ · BB
T +∇p− α21∆ut = f , (4.2a)
∇ · u = 0, (4.2b)
Bt + Re−1m ∇ × (∇ × B)+∇ × (B× u)− α22∆Bt = ∇ × g, (4.2c)
∇ · B = 0. (4.2d)
We now proceed to derive a numerical scheme to approximate solutions to (4.2a)–(4.2d), analyze its stability and
convergence properties to solutions of (4.1a)–(4.1d), and test it on benchmark problems.
We begin the derivation by expanding the curl operator in the (4.2c) equation, and using that ∇ · u = ∇ · B = 0 to get
ut − Re−1∆u+ u · ∇u+ s2∇(B · B)− sB · ∇B+∇p− α
2
1∆ut = f , (4.3a)
∇ · u = 0, (4.3b)
Bt + Re−1m ∇ × (∇ × B)+ u · ∇B− B · ∇u− α22∆Bt = ∇ × g, (4.3c)
∇ · B = 0. (4.3d)
Denote by P := p + s2 |B|2 a modified pressure, use a vector identity for the Laplacian, and define λ := Rem∇ · B(= 0),
which will act as a Lagrange multiplier corresponding to the solenoidal constraint of the magnetic field. When using mixed
finite element methods to discretize the system, using the discrete dummy variable λ in this way will allow for an explicit
enforcement of a divergence free magnetic field. We now have the system
ut − Re−1∆u+ u · ∇u− sB · ∇B+∇P − α21∆ut = f , (4.4a)
∇ · u = 0, (4.4b)
Bt − Re−1m ∆B+ u · ∇B− B · ∇u−∇λ− α22∆Bt = ∇ × g, (4.4c)
∇ · B = 0. (4.4d)
The numerical scheme is now derived with a Galerkin finite element spatial discretization and (four leg) trapezoidal time
discretization. For simplicity, we require the discrete initial conditions be point-wise divergence free, that is, u0h = u0
and B0h = B0 must be in Vh. The resulting discrete problem now reads: for all (vh, χh, qh, rh) ∈ (Xh, Xh,Qh,Qh), find
(un+1h , B
n+1
h , P
n+ 12
h , λ
n+ 12
h ) ∈ (Xh, Xh,Qh,Qh) for n = 0, 1, 2, . . . ,M = T∆t ,
1
∆t
(un+1h − unh, vh)+
α21
∆t
(∇(un+1h − unh),∇vh)+

u
n+ 12
h · ∇un+
1
2
h , vh

+ Re−1

∇un+ 12h ,∇vh

− s

B
n+ 12
h · ∇Bn+
1
2
h , vh

−

P
n+ 12
h ,∇ · vh

=

f

tn+
1
2

, vh

, (4.5a)
(∇ · un+1h , qh) = 0, (4.5b)
1
∆t
(Bn+1h − Bnh, χh)+
α22
∆t
(∇(Bn+1h − Bnh),∇χh)+ Re−1m

∇Bn+ 12h ,∇χh

−

B
n+ 12
h · ∇un+
1
2
h , χh

+

u
n+ 12
h · ∇Bn+
1
2
h , χh

+

λ
n+ 12
h ,∇ · χh

=

∇ × g(tn+ 12 ), χh

, (4.5c)
(∇ · Bn+1h , rh) = 0. (4.5d)
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Remark 4.1. A linearization of (4.5a)–(4.5d) can be derived by using linear extrapolation in the first component each of the
4 nonlinear terms via the substitution
(un+1/2h · ∇un+1/2h , vh)→

3
2
unh −
1
2
un−1h

· ∇un+1/2h , vh

,
and defining u−1h := u0h (and similarly for the other nonlinear terms). The unconditional stability and convergence results
that follow can be adapted to this linearized scheme with some minor, although technical, changes.
Remark 4.2. We analyze the scheme for the case of homogeneous Dirichlet boundary conditions for both the velocity and
the magnetic field. The exact analysis holds for the periodic case, and extension to inhomogeneous Dirichlet boundaries can
be done in the usual way. The numerical tests we present herein use these two types of boundary conditions.
However, we note that if restricted to a convex domain, it is sufficient to enforce only B · n = 0, where n is the outward
unit normal vector, along with the natural boundary condition (∇ × B)× n = 0. The scheme (4.5a)–(4.5d) and the analysis
that follows can be adjusted to handle these boundary conditions with relatively minor changes. In the case of a non-convex
domain with reentrant corners, such boundary conditions are not enough, but homogeneous Dirichlet boundary conditions
are sufficient (cf. [29, Remark I.3.4]).
4.1. Numerical analysis of the FE scheme for MHD-Voigt
We prove here that the scheme is both unconditionally stable with respect to time step, and optimally convergent. We
begin with stability.
Lemma 4.1. Solutions to the scheme (4.5a)–(4.5d) are stable for any ∆t > 0, provided u0 ∈ H1(Ω), B0 ∈ H1(Ω),
f ∈ L2(0, T ;H−1(Ω)) and g ∈ L2(0, T ; L2(Ω)), and satisfy
uMh 2 + s BMh 2 + α21 ∇uMh + sα22 ∇BMh +∆t M−1
n=0

Re−1
∇un+ 12h 2 + sRe−1m ∇Bn+ 12h 2

≤ u0h2 + s B0h2 + α21 ∇u0h2 + sα22 ∇B0h2 +∆t M−1
n=0

Re
f (tn+ 12 )2−1 + sRem g(tn+ 12 )2

= C(Re, Rem, f , g, u0, B0, s). (4.6)
Proof. We begin this proof by setting vh = un+1/2h and χh = Bn+1/2h in (4.5a) and (4.5c) (which are guaranteed to be in Vh
due to (4.5b) and (4.5d)), respectively, then adding the equations, multiplying through by ∆t and summing from n = 0 to
M − 1. This gives
1
2
uMh 2 + α21 ∇uMh + s2 BMh 2 + α22 ∇BMh 2

+∆t
M−1
n=0

Re−1
∇un+ 12h 2 + sRe−1m ∇Bn+ 12h 2

=

1
2
u0h2 + α21 ∇u0h+ s2 B0h2 + α22 ∇B0h2

+∆t
M−1
n=0

f

tn+
1
2

, u
n+ 12
h

+ s

∇ × g

tn+
1
2

, B
n+ 12
h

. (4.7)
The forcing terms can be majorized with the Cauchy–Schwarz and Young inequalities, yielding
f

tn+
1
2

, u
n+ 12
h

≤ Re
2
f tn+ 12 2−1 + Re−12 ∇un+1/2h 2 , (4.8)
s

∇ × g

tn+
1
2

, B
n+ 12
h

≤ sRem
2
g tn+ 12 2 + sRe−1m
2
∇Bn+ 12h 2 . (4.9)
Using (4.8) and (4.9) in (4.7) proves the lemma. 
We now prove convergence of the scheme.
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Theorem 4.1. Assume (u, p, B) solves (4.1a)–(4.1d) and satisfies the following regularity conditions: Bt , ut ∈ L∞(0, T ;H1(Ω)),
Btt , utt ,∇Btt ,∇utt ∈ L2(0, T , L2(Ω)), Bttt , uttt ∈ L2(0, T ; L2(Ω)), and B, u ∈ L∞(0, T ;Hm(Ω)), where m = max(3, k). Then
for ∆t small enough, the solution (uh, ph, Bh, λh) to (4.5a)–(4.5d) converges to the true solution with rate
∆t
M−1
n=0
∇u(tn+1/2)−∇un+1/2h 2 + ∇B(tn+1/2)−∇Bn+1/2h 2
1/2
= O(∆t2 + hk + α21 + α22).
Remark 4.3. The convergence theorem shows that α1, α2 should be chosen to satisfy
α1, α2 ≤ C max{∆t, hk/2}
in order for the scheme to achieve optimal convergence.
Proof. Throughout this proof, the constant C can depend on the given data and the true solution, and can change its value
at any step of the proof, but is independent of h,∆t, α1, α2.
Multiply the momentum and magnetic field equations (4.1a), (4.1c) at tn+1/2 by vh ∈ Vh and χh ∈ Vh, respectively,
and integrate over the domain. Next, add α
2
1
∆t (∇u(tn+1) − ∇u(tn),∇vh) to both sides of the momentum equation, and
α22
∆t (∇B(tn+1) − ∇B(tn),∇χh) to both sides of the magnetic field equation. Denoting eku = ukh − uk, ekB = Bkh − Bk, we
find 
ut

tn+
1
2

, vh

+

u

tn+
1
2

· ∇u

tn+
1
2

, vh

+ Re−1

∇u

tn+
1
2

,∇vh

− s

B

tn+
1
2

· ∇B

tn+
1
2

, vh

+α21

∇ut

tn+
1
2

,∇vh

+ α
2
1
∆t
(∇u(tn+1)−∇u(tn),∇vh)
=

f

tn+
1
2

, vh

+ α
2
1
∆t
(∇u(tn+1)−∇u(tn),∇vh), (4.10)
Bt(tn+
1
2 ), χh

+ Re−1m

∇B

tn+
1
2

,∇χh

−

B

tn+
1
2

· ∇u

tn+
1
2

, χh

+

u

tn+
1
2

· ∇B

tn+
1
2

, χh

+ α22∇

Bt

tn+
1
2

,∇χh

+ α
2
2
∆t
(∇B(tn+1)−∇B(tn),∇χh)
=

∇ × g

tn+
1
2

, χh

+ α
2
2
∆t
(∇B(tn+1)−∇B(tn),∇χh). (4.11)
As usual, we will look to subtract the continuous formulation of the variational problem from the discrete formulation.
We start this process by introducing the following terms (4.12)–(4.15), which replace the terms on the left-hand side of
(4.10). To simplify notation, we use± to denote adding and subtracting the same term.
ut

tn+
1
2

, vh

± 1
∆t
(u(tn+1)− u(tn), vh) = 1
∆t
(u(tn+1)− u(tn), vh)
+

ut

tn+
1
2

− {u(tn+1)− u(tn)}∆t−1, vh

. (4.12)
u

tn+
1
2

· ∇u(tn+ 12 ), vh

±

un+
1
2 · ∇un+ 12 , vh

=

u

tn+
1
2

· ∇

u

tn+
1
2

− un+ 12

, vh

+

u(tn+
1
2 )− un+ 12

· ∇un+ 12 , vh

+

un+
1
2 · ∇un+ 12 , vh

. (4.13)
Re−1

∇u(tn+ 12 ),∇vh

±

∇un+ 12 ,∇vh

= Re−1

∇

u(tn+
1
2 )− un+ 12

,∇vh

+ Re−1

∇un+ 12 ,∇vh

. (4.14)
−s

B

tn+
1
2

· ∇B

tn+
1
2

, vh

± s

Bn+
1
2 · ∇Bn+ 12 , vh

= s

Bn+
1
2 · ∇

Bn+
1
2 − B

tn+
1
2

, vh

+ s

Bn+
1
2 − B

tn+
1
2

· ∇B

tn+
1
2

, vh

− s

Bn+
1
2 · ∇Bn+ 12 , vh

. (4.15)
α21

∇ut

tn+
1
2

,∇vh

± α
2
1
∆t
(∇(u(tn+1)− u(tn)),∇vh) = α
2
1
∆t
(∇(u(tn+1)− u(tn)),∇vh)
+α21

∇

ut

tn+
1
2

− {u(tn+1)− u(tn)}∆t−1

,∇vh

. (4.16)
2656 P. Kuberry et al. / Computers and Mathematics with Applications 64 (2012) 2647–2662
Now we can directly subtract (4.10) from (4.5a),
1
∆t
(en+1u − enu, vh)+ Re−1

∇en+ 12u ,∇vh

+

u
n+ 12
h · ∇en+
1
2
u , vh

+

e
n+ 12
u · ∇un+ 12 , vh

− s

B
n+ 12
h · ∇en+
1
2
B , vh

− s

e
n+ 12
B · ∇Bn+
1
2 , vh

+ α
2
1
∆t
(∇(en+1u − enu),∇vh)
=

ut

tn+
1
2

− {u(tn+1)− u(tn)}∆t−1, vh

+ Re−1

∇

u

tn+
1
2

− un+ 12

,∇vh

+

u

tn+
1
2

· ∇

u

tn+
1
2

− un+ 12

, vh

+

u

tn+
1
2

− un+ 12

· ∇un+ 12 , vh

+ s

Bn+
1
2 − B

tn+
1
2

· ∇B

tn+
1
2

, vh

+ s

Bn+
1
2 · ∇

Bn+
1
2 − B

tn+
1
2

, vh

+α21

∇ut

tn+
1
2

,∇vh

− α21

∇

ut

tn+
1
2

− {u(tn+1)− u(tn)}∆t−1

,∇vh

. (4.17)
Note that G1 represents terms associated only with the true solution. Using the assumptions on the regularity of the
solution, standard analysis (Taylor series, the Cauchy–Schwarz and Young inequalities, see e.g. [30]) provides
|G1(t, B, u, vh)| ≤ C(∆t2∥vh∥ + α21(∆t2 + 1)∥∇vh∥)
≤ C∆t4 + C ∥vh∥2 + Re
−1
8
∥∇vh∥2 + Cα41∆t4 + Cα41 . (4.18)
Similarly for the magnetic field equation, we have
1
∆t
(en+1B − enB, χh)+ Re−1m

∇en+ 12B ,∇χh

−

B
n+ 12
h · ∇en+
1
2
u , χh

−

e
n+ 12
B · ∇un+
1
2 , χh

+

un+
1
2 · ∇en+ 12B , χh

+

e
n+ 12
u · ∇Bn+ 12 , χh

+ α
2
2
∆t
(∇(en+1B − enB),∇χh)
=

Bt

tn+
1
2

− {B(tn+1)− B(tn)}∆t−1, χh

+ Re−1m

∇

B

tn+
1
2

− Bn+ 12

,∇χh

+

B

tn+
1
2

· ∇

un+
1
2 − u

tn+
1
2

, χh

+

Bn+
1
2 − B

tn+
1
2

· ∇un+ 12 , χh

+

u

tn+
1
2

· ∇

B

tn+
1
2

− Bn+ 12

, χh

+

u

tn+
1
2

− un+ 12

· ∇Bn+ 12 , χh

+α22

∇Bt

tn+
1
2

,∇χh

− α22

∇

Bt

tn+
1
2

− {B(tn+1)− B(tn)}∆t−1

,∇χh

=: G2(t, B, u, χh). (4.19)
Similar to G1, we bound G2 by
|G2(t, B, u, vh)| ≤ C(∆t2∥χh∥ + α22(∆t2 + 1)∥∇χh∥)
≤ C∆t4 + C ∥χh∥2 + Re
−1
8
∥∇χh∥2 + Cα42∆t4 + Cα42 . (4.20)
Define φnh = (unh − Un) and ηn = (un − Un)⇒ enu = φnh − ηnu and analogously enB = (Bnh −Bn)+ (Bn − Bn) = ψnh − ηnB ,
where Uk ∈ Vh andBk ∈ Vh. Substituting into (4.17) and (4.19) results in
1
∆t
(φn+1h − φnh , vh)+ Re−1

∇φn+ 12h ,∇vh

+

u
n+ 12
h · ∇φn+
1
2
h , vh

+

φ
n+ 12
h · ∇un+
1
2 , vh

− s

B
n+ 12
h · ∇ψn+
1
2
h , vh

− s

ψ
n+ 12
h · ∇Bn+
1
2 , vh

+ α
2
1
∆t
(∇(φn+1h − φnh),∇vh)
= 1
∆t
(ηn+1u − ηnu, vh)+ Re−1

∇ηn+ 12u ,∇vh

+

u
n+ 12
h · ∇ηn+
1
2
u , vh

+

η
n+ 12
u · ∇un+ 12 , vh

− s

B
n+ 12
h · ∇ηn+
1
2
B , vh

− s

η
n+ 12
B · ∇Bn+
1
2 , vh

+ α
2
1
∆t
(∇(ηn+1u − ηnu),∇vh)+ G1(t, u, B, vh), (4.21)
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1
∆t
(ψn+1h − ψnh , χh)+ Re−1m (∇ψn+1h ,∇χh)−

B
n+ 12
h · ∇φn+
1
2
h , χh

−

ψ
n+ 12
h · ∇un+
1
2 , χh

+

un+
1
2 · ∇ψn+ 12h , χh

+

φ
n+ 12
h · ∇Bn+
1
2 , χh

+ α
2
2
∆t
(∇(ψn+1h − ψnh ),∇χh)
= 1
∆t
(ηn+1B − ηnB, χh)+ Re−1m

∇ηn+ 12B ,∇χh

−

B
n+ 12
h · ∇ηn+
1
2
u , χh

−

η
n+ 12
B · ∇un+
1
2 , χh

+

un+
1
2 · ∇ηn+ 12B , χh

+

η
n+ 12
u · ∇Bn+ 12 , χh

+ α
2
2
∆t
(∇(ηn+1b − ηnb),∇χh)+ G2(t, u, B, χh). (4.22)
Taking χh = ψn+
1
2
h and vh = φn+
1
2
h in (4.21) and (4.22), then simplifying yields the equations
1
2∆t
φn+1h 2 − φnh2+ Re−1 ∇φn+ 12h 2 + φn+ 12h · ∇un+ 12 , φn+ 12h − sBn+ 12h · ∇ψn+ 12h , φn+ 12h 
− s

ψ
n+ 12
h · ∇Bn+
1
2 , φ
n+ 12
h

+ α
2
1
2∆t
∇φn+1h 2 − ∇φnh2
= 1
∆t

ηn+1u − ηnu, φn+
1
2
h

+ Re−1

∇ηn+ 12u ,∇φn+
1
2
h

+

u
n+ 12
h · ∇ηn+
1
2
u , φ
n+ 12
h

+

η
n+ 12
u · ∇un+ 12 , φn+
1
2
h

− s

B
n+ 12
h · ∇ηn+
1
2
B , φ
n+ 12
h

− s

η
n+ 12
B · ∇Bn+
1
2 , φ
n+ 12
h

+ α
2
1
∆t

∇ηn+1u −∇ηnu,∇φn+
1
2
h

+ G1

t, u, B, φ
n+ 12
h

(4.23)
and
1
2∆t
ψn+ 12h 2 − ψn+ 12h 2

+ Re−1m
∇ψn+ 12h 2 − Bn+ 12h · ∇φn+ 12h , ψn+ 12h − ψn+ 12h · ∇un+ 12 , ψn+ 12h 
+

φ
n+ 12
h · ∇Bn+
1
2 , ψ
n+ 12
h

+ α
2
2
2∆t
∇ψn+ 12h 2 − ∇ψn+ 12h 2

= 1
∆t

ηn+1B − ηnB, ψn+
1
2
h

+ Re−1m

∇ηn+ 12B ,∇ψn+
1
2
h

−

B
n+ 12
h · ∇ηn+
1
2
u , ψ
n+ 12
h

−

η
n+ 12
B · ∇un+
1
2 , ψ
n+ 12
h

+

un+
1
2 · ∇ηn+ 12B , ψn+
1
2
h

+

η
n+ 12
u · ∇Bn+ 12 , ψn+
1
2
h

+ α
2
2
∆t

∇ηn+1B −∇ηnB,∇ψn+
1
2
h

+ G2

t, u, B, ψ
n+ 12
h

. (4.24)
Using the inequalities,
1
∆t

ηn+1u − ηnu, φn+
1
2
h

≤ 1
2∆t
 tn+1
tn
∥∂(ηu)∥2 dt + 12
φn+ 12h 2 , (4.25)
α21
∆t

∇ηn+1u −∇ηnu,∇φn+
1
2
h

≤ α
2
1
2∆t
 tn+1
tn
∥∂(∇ηu)∥2 dt + α
2
1
2
∇φn+ 12h 2 , (4.26)
along with Hölder’s Inequality and (4.18), we have
1
2∆t
φn+1h 2 − φnh2+ Re−12
∇φn+ 12h 2 + α212∆t ∇φn+1h 2 − ∇φnh2
≤ 1
2∆t
 tn+1
tn
∥∂t(ηu)∥2 + α21 ∥∇∂t(ηu)∥2 dt + 12
φn+ 12h 2 + α212
∇φn+ 12h 2 + Re−12
∇ηn+ 12u 2
+
∇un+ 12 ∞
φn+ 12h 2 + sBn+ 12h · ∇ψn+ 12h , φn+ 12h + s ∇Bn+ 12 ∞
ψn+ 12h  φn+ 12h 
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+ C
∇un+ 12h  ∇ηn+ 12u  ∇φn+ 12h + ∇un+ 12 ∞
ηn+ 12u  φn+ 12h + Cs ∇Bn+ 12h  ∇ηn+ 12B  ∇φn+ 12h 
+ s
∇Bn+ 12 ∞
ηn+ 12B  φn+ 12h + C ∆t4 + φn+ 12 + α41 + α41∆t4+ Re−18
∇φn+ 12h 2 . (4.27)
This reduces, with the Cauchy–Schwarz and Young inequalities and the assumption of the regularity of the solution, to
1
2∆t
φn+1h 2 − φnh2+ Re−18
∇φn+ 12h 2 + α212∆t ∇φn+1h 2 − ∇φnh2
≤ 1
2∆t
 tn+1
tn
∥∂t(ηu)∥2 + α21 ∥∇∂t(ηu)∥2 dt + α212
∇φn+ 12h 2 + Re−12
∇ηn+ 12u 2
+ C
φn+ 12h 2 + ψn+ 12h 2 +∆t4 + α41 + α41∆t4 + ηn+ 12u 2 + ∇un+ 12h 2 ∇ηn+ 12u 2
+ s2
∇Bn+ 12h 2 ∇ηn+ 12B 2 + s2 ηn+ 12B 2

+ s

B
n+ 12
h · ∇ψn+
1
2
h , φ
n+ 12
h

. (4.28)
We now step back from (4.28) and return to (4.24), which can be majorized in a similar way to the momentum system,
yielding
1
2∆t
ψn+1h 2 − ψnh2+ Re−1m2 ∇ψn+1/2h 2 + α222∆t ∇ψn+1h 2 − ∇ψnh2
≤ 1
2∆t
 tn+1
tn
∥∂t(ηB)∥2 + α22 ∥∇∂t(ηB)∥2 dt + 12
ψn+ 12h 2 + α222
∇ψn+ 12h 2 + Re−1m2
∇ηn+ 12B 2
+

B
n+ 12
h · ∇φn+
1
2
h , ψ
n+ 12
h

+
∇Bn+ 12 ∞
φn+ 12h  ψn+ 12h + ∇un+ 12 ∞
ψn+ 12h 2
+ C
∇Bn+ 12h  ∇ηn+ 12u  ∇ψn+ 12h + C ∇un+ 12 ∞
∇ηn+ 12B  ψn+ 12h 
+
∇Bn+ 12 ∞
ηn+ 12u  ψn+ 12h + C ∆t4 + ψn+ 12 2 + α42 + α42∆t4 . (4.29)
Under the regularity assumptions, the Cauchy–Schwarz and Young inequalities, this can be reduced to
1
2∆t
ψn+1h 2 − ψnh2+ Re−1m8 ∇ψn+1h 2 + α222∆t ∇ψn+1h 2 − ∇ψnh2
≤ 1
2∆t
 tn+1
tn
∥∂t(ηB)∥2 + α22 ∥∂t(∇ηB)∥2 dt + α222
∇ψn+ 12h 2
+ Re
−1
m
2
∇ηn+ 12B 2 + C
ψn+ 12h 2 +∆t4 +∆t4α22 + α42 + φn+ 12h 2 + ∇ηn+ 12B 2 + ηn+ 12u 2
+ Rem
∇Bn+ 12h 2 ∇ηn+ 12u 2

+

B
n+ 12
h · ∇φn+
1
2
h , ψ
n+ 12
h

. (4.30)
Multiplying (4.30) by s and adding it to (4.28), and using that
B
n+ 12
h · ∇φn+
1
2
h , ψ
n+ 12
h

= −

B
n+ 12
h · ∇ψn+
1
2
h , φ
n+ 12
h

,
along with Poincaré’s inequality and reducing, we find
1
2∆t
φn+1h 2 − φnh2+ s2∆t ψn+1h 2 − ψnh2+ Re−18
∇φn+ 12h 2 + sRe−1m8
∇ψn+ 12h 2
+ α
2
1
2∆t
∇φn+1h 2 − ∇φnh2+ sα222∆t ∇ψn+1h 2 − ∇ψnh2
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≤ 1
2∆t
 tn+1
tn
∥∂t(ηu)∥2 + α21 ∥∂t(∇ηu)∥2 dt + s2∆t
 tn+1
tn
∥∂t(ηB)∥2 + α22 ∥∂t(∇ηB)∥2 dt
+ α
2
1
2
∇φn+ 12h 2 + sα222
∇ψn+ 12h 2 + Re−12
∇ηn+ 12u 2 +  sRe−1m2
∇ηn+ 12B 2
+ C(s)
φn+ 12h 2 + ψn+ 12h 2 +∆t4 +∆t4α41 +∆t4α42 + α41 + α42 + ηn+ 12u 2 + ∇un+ 12h 2 ∇ηn+ 12u 2
+
∇Bn+ 12h 2 ∇ηn+ 12B 2 + ∇ηn+ 12B 2 + Rem ∇Bn+ 12h 2 ∇ηn+ 12u 2

. (4.31)
Multiplying by 2∆t and summing over time steps now giveφMh 2 + s ψMh 2 + M−1
n=0

Re−1
∇φn+ 12h 2 + sRe−1m ∇ψn+ 12h 2

+ α21
∇φMh 2 + sα22 ∇ψMh 2
≤ C
 T
0
∥∂t(ηu)∥2 + ∥∂t(∇ηu)∥2 + s ∥∂t(ηB)∥2 + s ∥∂t(∇ηB)∥2 dt
+ CT (∆t4(1+ α41 + α42)+ α41 + α42)+ C∆t
M−1
n=0
∇ηn+ 12u 2 + ∇ηn+ 12B 2 + ∇un+ 12h 2 ∇ηn+ 12u 2
+
∇Bn+ 12h 2 ∇ηn+ 12B 2 + ∇Bn+ 12h 2 ∇ηn+ 12u 2

+∆tC
M−1
n=0
φn+1h 2 + α21 ∇φn+1h 2 + s ψn+1h 2 + sα22 ∇ψn+1h 2 . (4.32)
Next we use approximation properties of the spaces and the stability estimate, which reduces (4.32) toφMh 2 + s ψMh 2 + α21 ∇φMh 2 + sα22 ∇ψMh 2
+∆t
M−1
n=0

Re−1
∇φn+ 12h 2 + sRe−1m ∇ψn+ 12h 2

≤ C(∆t4 +∆t4α41 +∆t4α42 + h2k)
+∆tC
M−1
n=0
φn+1h 2 + ψn+1h 2 + α21 ∇φn+1h 2 + sα22 ∇ψn+1h 2 . (4.33)
Applying Grönwall’s inequality followed by the triangle inequality completes the proof. 
4.2. Numerical tests for MHD-Voigt
We run two numerical experiments to demonstrate the effectiveness of the regularization for incompressibleMHD flows.
The first is for channel flow over a step, and the second is for predicting current sheets in ideal MHD. In all tests, (P2, Pdisc1 )
SV elements are used for the velocity–pressure and magnetic field-Lagrange multiplier systems.
4.2.1. MHD channel flow over a step
We first consider a variation of the NSE benchmark problem of two-dimensional channel flow over a forward and
backward facing step which was considered, e.g., in [31]. The domain is a 40× 10 channel with a 1× 1 step, five units into
the channel, at the bottom.We specify constant velocity inflow and outflow profiles of ⟨1, 0⟩T . The boundary conditions are
no-slip for the velocity on the top and bottom walls and on the step, 1 in the y-direction, and 0 in the x-direction for the
magnetic field on all of the boundary. We take the initial conditions to be zero for both the velocity and magnetic fields. We
present first a fine mesh reference solution of the MHD equations (i.e. the same scheme as studied herein but without the
modeling). The solutions are computed on a barycenter refined triangular mesh that provides 741,964 degrees of freedom,
using a timestep of∆t = 0.01. The Reynolds number and themagnetic Reynolds number are 1000 and 1 respectively, while
the coupling number is chosen to be 0.1. Fig. 6 shows velocity streamlines over speed contours for the computed solution
at T = 20, and eddies are observed to be forming and shedding behind the step just as in the NSE case. However, we note
that the velocity profile is nearly constant, which is different from the parabolic profile observed for the NSE.
The goal of modeling is to capture the correct qualitative behavior on a coarser temporal and spatial discretization than
needed for a full resolution direct numerical simulation. To that end, we compute the MHD-Voigt solution and ‘no model’
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Fig. 6. The reference velocity solution as streamlines over speed contours at T = 20.
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Fig. 7. The coarse mesh solutions at T = 20 for (top) no model and (bottom) MHD-Voigt.
on a much coarser mesh and discretization. We use a timestep of ∆t = 0.1 and a barycenter refined triangular mesh that
provides just 52,612 total degrees of freedom. ForMHD-Voigt, we choose α1 = α2 = 0.01, which is approximately themesh
width near the step.
The coarse mesh results are shown in Fig. 7. The ‘no model’ solution has oscillations in its speed contours above the
step, and its eddies appear distorted compared to the fine mesh solution. However, the MHD-Voigt solution does not have
oscillations, and its eddies match those of the fine mesh solution quite well.
4.2.2. Orszag–Tang vortex
For our final experiment, we repeat a calculation done by Liu and Wang in [28], Friedel et al. in [32], and the authors
in [14], known as the incompressible Orszag–Tang vortex problem for MHD, and use this to test the MHD-Voigt model
with various values of the regularization parameters (in particular, we examine the case α2 = 0). The Orszag–Tang vortex
problem is for ideal 2D MHD, with Re = Rem = ∞, f = ∇ × g = 0, s = 1, and on the 2π periodic box with initial condition
u0 = ⟨− sin(y+ 2), sin(x+ 1.4)⟩T B0 =

−1
3
sin(y+ 6.2), 2
3
sin(2x+ 2.3)
T
.
The solution is known to develop singularity-like structures known as current sheets, where the current density grows
exponentially in time, and the thickness of the sheet shrinks at an exponential rate. By T = 2.7, the formation of the sheets
is known to occur, and can be seen in the contour plot of ∇ × B (which is a scalar in 2D).
We compute with the scheme (4.5a)–(4.5d) using (P2, Pdisc1 ) SV elements on a barycenter refinement of a uniform
triangulation of (−π, π)2. We first compute a reference solution on a fine mesh that provides 345,092 total degrees of
freedom, with a time step of∆t = 0.01, up to T = 2.7. A plot of the current density at T = 2.7 for this solution is shown in
Fig. 8. This solution agrees well with the results in [28,32,14].
We next compute on a coarser mesh, again with (P2, Pdisc1 ) SV elements on a barycenter refinement of a uniform
triangulation of (−π, π)2, which provides 15,748 total degrees of freedom. Again we use a timestep of ∆t = 0.01 to
compute up to T = 2.7. Solutions are found on these coarse mesh computations in several minutes, while the fine mesh
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Fig. 8. The current density of the fine mesh solution ∇ × B at T = 2.7.
Fig. 9. The current density of the coarse mesh solutions ∇ × B at T = 2.7 for (top left) MHD without regularization, and for MHD-Voigt with varying
regularization parameter α2 .
computations take several hours. We test this problem on the coarse mesh with nomodel (α1 = α2 = 0), and α1 = 0.1 ≈ h
with α2 = 0.1, 0.05, 0.01, 0.001, and 0. Varying α2’s are used because the true solution exhibits singular behavior in its
magnetic field, and thus ‘too much’ regularization of the magnetic field can over-smooth and not allow a correct prediction
by themodel.Wenote that the idea of using the Voigt regularization only in themomentumequation inMHDwas previously
studied analytically in [9,10], and found to be well-posed.
The coarse mesh results are shown in Fig. 9 as current density contour plots at T = 2.7 and we observe that ‘no model’
gives an under resolved solution as it is unable to predict the current sheets in the bottom right corner. For the MHD-Voigt
solution, we observe that with α2 = 0.1, 0.05 and 0.01, current sheets are found in approximately the right places, but their
magnitude is too small. However, the MHD-Voigt solutions with α2 = 0.001 and 0 find good approximations of the true
solution, finding current sheets in the right places and with the right magnitude. Hence we conclude that by taking α2 too
large in this problem had a significant over-regularizing effect in this problem, but taking α2 = 0 provides a good coarse
mesh approximation.
5. Conclusion
We studied finite element algorithms for the NSE-Voigt and MHD-Voigt regularizations. Both algorithms are proven
to be unconditionally stable with respect to time step, and optimally convergent if the regularization parameters are
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chosen α1, α2 ≤ min{∆t, hk/2}, where k is the degree of the velocity approximating polynomial (so k = 2 is the most
common choice). Several numerical examples are provided that show for both NSE and MHD, the Voigt regularization can
provide better coarse mesh approximations to the physical solution than can direct computations of NSE and MHD, in that
correct qualitative behavior can be captured and spurious oscillations significantly damped. Finally, our MHD test for the
Orszag–Tang vortex problem showed that the MHD-Voigt model can be altered so that it can predict flows with singular
behavior in the magnetic field by using the Voigt regularization only in the momentum equation; this is an interesting
phenomena that the authors plan to consider further in future work. Furthermore, this result suggests there may also be
problems where regularization is only necessary in the induction equation and not in the momentum equation.
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