In this report, a stable alternative is described for the`standard' systolic MVDR beamforming algorithm of McWhirter and Shepherd, which is known to suer from numerical instability. The alternative algorithm is similar to covariance-type recursive least squares algorithms, and is therefore readily implemented on an RLS systolic array.
I. Introduction
The minimum variance distortionless response (MVDR) beamforming problem amounts to minimising, in a least squares sense, the combined output from an antenna array subject to K independent linear equality constraints, each of which corresponds to a given`look direction'. By`independent', we mean that the minimum array output is computed for each constraint in turn. In other words, K independent recursive least squares problems have to be solved at once. The aim is to derive parallel algorithms for this.
In [1] , a parallel solution is given for the linearly constrained recursive least squares problem, with a constraint pre-processor coupled to a Gentleman-Kung triangular array [2] . For MVDR beamforming, one would then need K such triangular arrays, which is highly inecient. In [3] , however, it has been shown how the beamforming problem can be solved with only one triangular array, coupled to a constraint post-processor. This is commonly accepted as the`standard' solution to the problem.
In this report, it is shown that this standard algorithm suers from numerical instability. A stable alternative is then described, which is similar to covariance-type recursive least squares algorithms [4] that employ so called inverse updating', and for which systolic implementations have been developed, too [5, 6] . The beamforming problem is then shown to t on a similar systolic array.
In section II, the MVDR beamforming algorithm of McWhirter and Shepherd is briey reviewed, and it is pointed out where the numerical instability originates. In section III, the alternative covariance-type algorithm is derived. Finally, in section IV, the corresponding parallel implementation is outlined.
Part of the exposition here is borrowed from [3] . Similar notation is adopted, as much as possible.
II. Preliminaries
The MVDR problem may be summarized as follows. At each sample time t n , evaluate the a posteriori residuals e (k) (n) = x T (n) 1 w (k) (n) k = 1; : : : ; K (1) where x(n) is the p-element vector of signal samples received by the array at time t n , and w (k) (n) is the vector of weights which minimises the quantity
subject to a linear equality constraint of the form
Here, X(n) is the weighted matrix of all data received up to time t n X(n) = 2 6 6 6 6 4 n01 x T (1) n02 x T (2) . . .
and is the exponential`forget' factor. Assuming that a QR decomposition has been carried out on the data matrix X(n) so that
where Q(n) is unitary and R(n) is upper triangular, then it is shown in [3] that
x(n) (6) where
The algorithm/array of [3] consists of a Genleman-Kung triangular array, which stores and updates R(n), with K additional columns to the right, where the vectors a (k) (n) are stored and updated. The a posteriori residuals then more or less run out at the bottom of the array. The key property which is employed here, consists of the following. From the denition of a (k) (n), it follows that
LetQ be the unitary matrix which is used for updating R(n 0 1) to R(n).
From this it follows that
Briey, this shows that the unitary matrixQ which is used for updating R(n 0 1) to R(n), can be used for updating a (k) (n 0 1) to a (k) (n), too :
This fact is then exploited in the parallel implementation. Unfortunately, exploiting the above property gives rise to numerical problems. Suppose that, due to previous round-o error accumulation is then some error which may be called the`mismatch'. If all subsequent operations were carried out with innite precision, the same derivation as above would reveal
This means that the error c (k) is not damped in subsequent computations. On the contrary, due to additional round-o error, c (k) is likely to grow linearly in the subsequent steps. In other words, the stored values a (k) (n) and R(n)`run away from each other', due to round-o, such that in the long run, the produced results are useless. For a numerical example, we refer to the next section, where an alternative algorithm is derived with better numerical properties.
III. Inverse Updating Algorithm
Instead of working with the data matrix X(n) directly, we will use a transformed data matrix X(n) = X(n) 1 C 0T (14) where the matrix C contains the constraint vectors, padded with dummy constraints c An important requirement here is that C is invertible and well conditioned. Linearly dependent constraints can thus not be handled in an easy way. For C to be well conditioned, the best choice for the dummy constraints c Note that such a`blocking matrix' also appears in the generalised sidelobe canceller [7] .
Let the QR decomposition of X be dened as
Then, instead of storing and updating R, we will work with its inverse, and employ the so called inverse updating algorithm of [4] . Only : (17) This shows that the unitary matrixQ which is used for updating R(n 0 1) to R(n), can be used for updating R 01 (n 0 1) to R 01 (n), by making use of an additional zero column. In addition, it shows thatQ may also be computed as the unitary transformation that reduces . An algorithmic description is given below. This algorithm is termed`covariance-type', because of the similarity with square root covariance Kalman ltering algorithms. In [8] , it is shown that these algorithms are stable.
Algorithm Inverse Updating [4] Given
R 01 (n 0 1) Input x T (n) = x T (n) 1 C 0T
Step 1. Form the matrix-vector product
Step 2. The above algorithm describes how R 01 (n 0 1) is updated to R 01 (n). Our aim is to compute the a posteriori residuals. In the sequel, it is shown how these can be identied from the stored matrix R 01 (n), together with the`by-product' 0 u , which is known as the Kalman gain vector. The a posteriori residuals are given as 18) for k = 1; : : : ; p, or alternatively and the well known expression for the Kalman gain [4] 
it is readily proved that
The right-hand side of this expression exactly corresponds to the second part in the formula for the residuals. The remaining terms (k) kR 0H (n)C 3 e k k 2 are computed similarly. One easily proves that
The denominators in the formula for the residuals, are thus computed as the norms of the rows of the stored matrix R 01 (n). Briey, we have 
where all the quantities in the right-hand side are known. Appending this formula to the inverse updating algorithm, results in an algorithm for updating the inverse triangular factor and at the same time computing the required residuals.
The resulting algorithm has a computational complexity which is O(n 2 ) per update, though slightly higher than the computational complexity of the information matrix approach of [3] , especially when the number of constraints is small (K p).
However, we do not pursue eciency here, but numerical stability. In [8] , it is shown that the inverse updating algorithm is stabilized by the exponential weighting with , unlike the information matrix approach. This is demonstrated in Figure 1 , showing the error build-up for the two approaches. A random 500025 data matrix is used, with 5 random constraints. The exact residuals at each time instant are computed with formulas (6) and (7). Figure 1 shows the error in e (1) (n) for the two methods. The machine precision is roughly 1e 0 16. The information matrix approach [3] has a steady error accumulation, whereas the covariance matrix approach is clearly stabilized by the exponential weighting ( = 0:9).
IV. Systolic Implementation
A systolic implementation of the inverse updating algorithm is described in [5, 6] . The MVDR beamforming algorithm/array is merely a replica of this, with only a few minor changes. Therefore, we only give an outline here, referring to [5, 6] for the details.
An outline of the array is given in Figure 2 . A square array produces the matrix-vector products x T (n) = x T (n) 1 C 0T (pre-processing). The triangular array stores and updates R 01 . The operation of the triangular block is described in detail in [5, 6] . New data vectors x are fed in to the left, one vector at a time. The Kalman gain is computed from left to right, and becomes available at the right-hand side of the array. In the case of RLS computations [5, 6] , this is then used to compute the updated least squares solution. In the present MVDR case, the Kalman gain is used to compute the a posteriori residuals, as was outlined in the previous section. The norms of the rows of the stored matrix R 01 , are then also accumulated from left to right in a straightforward manner, together with the Kalman gain vector. At the right-hand side of the array, the residuals are computed with the available Kalman gain, the vector norms, and the parameters (k) . The residual-vectors then run out of the array, to the right.
Successive updates are eciently pipelined, such that the throughput, i.e. the number of updates per time step, is independent of the problem size. The array thus operates at approximately the same speed as a GentlemanKung array. Again, the interested reader is referred to [5, 6] for the details.
Conclusions
A stable alternative is described for the MVDR beamforming algorithm of McWhirter and Shepherd. This algorithm employs transformed data in a covariance-type inverse updating scheme. The required a posteriori residuals are then computed by making use of the Kalman gain, together with certain vector norms. Finally, it is pointed out how this algorithm ts onto a systolic array for inverse updating. 
