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Abstract
In recent twenty years, loop quantum gravity, a background independent ap-
proach to unify general relativity and quantum mechanics, has been widely inves-
tigated. We consider the quantum dynamics of a real massless scalar field coupled
to gravity in this framework. A Hamiltonian operator for the scalar field can be
well defined in the coupled diffeomorphism invariant Hilbert space, which is both
self-adjoint and positive. On the other hand, the Hamiltonian constraint operator
for the scalar field coupled to gravity can be well defined in the coupled kinemat-
ical Hilbert space. There are 1-parameter ambiguities due to scalar field in the
construction of both operators. The results heighten our confidence that there is
no divergence within this background independent and diffeomorphism invariant
quantization approach of matter coupled to gravity. Moreover, to avoid possible
quantum anomaly, the master constraint programme can be carried out in this cou-
pled system by employing a self-adjoint master constraint operator on the diffeo-
morphism invariant Hilbert space.
Keywords: loop quantum gravity, quantum dynamics, scalar field, background in-
dependence.
PACS number(s): 04.60.Pp, 04.60.Ds
1 Introduction
The research on quantum gravity theory is rather active. Many quantization pro-
grammes for gravity are being carried out (for a summary see e.g. [1]). In these differ-
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ent kinds of approaches, the idea of loop quantum gravity is motivated by researchers
in the community of general relativity. It follows closely the thoughts of general rela-
tivity, and hence it is a quantum theory born with background independency [2]. For
recent review in this field, we refer to [3][4][5].
To apply the background independent quantization technique, one first casts gen-
eral relativity into the Hamiltonian formalism of a diffeomorphism invariant Yang-
Mills gauge field theory with a compact internal gauge group [6][7]. The kinematical
Hilbert space HGRkin of the quantum theory is then constructed rigorously. One can even
solve the Gaussian and diffeomorphism constraints to arrive at a diffeomorphism in-
variant Hilbert space [8]. Certain geometrical operators are shown to have discrete
spectra in the kinematical Hilbert space [9][10][11][12][13]. However, some impor-
tant elements in this approach are not yet understood. Despite the systematic efforts
in constructing the Hamiltonian constraint operator[14][15] and the master constraint
operator[16][17][18], the dynamics of the quantum theory has not been fully under-
stood, especially if one wants to include all known matter fields. The primary goal
of this paper is to apply the loop quantization technique to a scalar field and check
whether the quantum dynamics can be well defined. Since we will use the developed
polymer-like kinematical description of the scalar field[19][20], it can be considered as
a development of the construction for quantum Higgs fields in Refs. [21] and [22].
In section 2, the Hamiltonian formalism of a massless real scalar field coupled to
gravity is obtained in generalized Palatini formulation. For readers’ convenience, the
loop quantum kinematical setting of a real scalar field coupled to gravity is also intro-
duced. We then show in section 3 that an operator corresponding to the Hamiltonian
of the scalar field can be well defined on the coupled diffeomorphism invariant Hilbert
space. It is even positive and self-adjoint. Thus quantum gravity acts exactly as a nat-
ural regulator for the quantum scalar field in the polymer representation. In section 4,
to study the whole dynamical system of the scalar field coupled to gravity, a Hamilto-
nian constraint operator is defined in the coupled kinematical Hilbert space. Moreover,
the contribution of the scalar field to the Hamiltonian constraint can be promoted to a
positive self-adjoint operator. Similar to the gravitational Hamiltonian constraint, there
is an one-parameter ambiguity in defining both the Hamiltonian operator and the con-
straint operator due to the scalar field. To avoid possible quantum anomaly and find
physical Hilbert space, the programme of master constraint for the coupled system is
discussed in section 5. A self-adjoint master operator is obtained in the diffeomorphism
invariant Hilbert space, which assures the feasibility of the programme.
2 Polymer-like representation for scalar field coupled
to gravity
Consider first the classical dynamics of a real massless scale field φ coupled to gravity
on a 4-manifold M. The coupled generalized Palatini action reads
S [eβK , ω IJα , φ] = S p[e
β
K , ω
IJ
α ] + S KG[eβK , φ],
2
where
S p[eβK , ω IJα ] =
1
2κ
∫
M
d4x(e)eαI eβJ(Ω IJαβ +
1
2γ
ǫIJKLΩ
KL
αβ ),
S KG[eβK , φ] = −
αM
2
∫
M
d4x(e)ηIJeαI eβJ(∂αφ)∂βφ,
here eβK and ω
IJ
α are respectively the tetrad and Lorentz connection on M, the real
number γ, k and αM are respectively the Barbero-Immirzi parameter, the gravitational
constant and the coupling constant. From now on we use α, β, · · · for 4-dimensional
spacetime indices and I, J, · · · for internal Lorentz indices, a, b, · · · for 3-dimensional
spacial indices and i, j, · · · for internal S U(2) indices. After 3+1 decomposition and
Legendre transformation, similar to the case in Palatini formalism[23], we obtain the
total Hamiltonian of the coupling system on the 3-manifold Σ as:
Htot =
∫
Σ
(ΛiGi + NaVa + NC), (1)
where Λi, Na and N are Lagrange multipliers, and the Gaussian, diffeomorphism and
Hamiltonian constraints are expressed respectively as:
Gi = DaP˜ai := ∂aP˜
a
i + ǫ
k
i j A
j
aP˜ak , (2)
Va = P˜bi F iab − AiaGi + π˜∂aφ, (3)
C = κγ
2
2
√
| det q|
P˜ai P˜
b
j[ǫi jkFkab − 2(1 + γ2)Ki[aK jb]]
+
1√
| det q|
[κ
2γ2αM
2
δi jP˜ai P˜
b
j(∂aφ)∂bφ +
1
2αM
π˜2], (4)
here the conjugate pair for gravity consists of the S U(2) connection Aia and the densi-
tized triad P˜bj , F iab is the curvature of A
i
a, and π˜ denotes the momentum conjugate to φ.
Thus one has the elementary Poisson brackets
{Aia(x), P˜bj(y)} = δabδijδ(x − y),
{φ(x), π˜(y)} = δ(x − y).
Note that the second term of the Hamiltonian constraint (4) is just the Hamiltonian of
the real scalar field.
Now we introduce the background independent quantization of a real scalar field
coupled to gravity, following the polymer representation of the scalar field [19][20].
The classical configuration space, U, consists of all real-valued smooth functions φ on
Σ. Given a set of finite number of points X = {x1, ..., xN} in Σ, denote CylX the vector
space generated by finite linear combinations of the following functions of φ:
ΠX,λ(φ) :=
∏
x j∈X
exp[iλ jφ(x j)],
3
where λ ≡ (λ1, λ2, · · ·, λN) are arbitrary real numbers. It is obvious that CylX has the
structure of a ∗-algebra. The space Cyl of all cylindrical functions on U is defined by
Cyl := ∪XCylX . (5)
Completing Cyl with respect to the sup norm, one obtains a unital Abelian C*-algebra
Cyl. Thus one can use the GNS structure to construct its cyclic representations. A
preferred positive linear functional ω0 on Cyl is defined by
ω0(ΠX,λ) =
{
1 if λ j = 0 ∀ j
0 otherwise,
which defines a diffeomorphism-invariant faithful Borel measure µ on U as∫
U
dµ(ΠX,λ) =
{
1 if λ j = 0 ∀ j
0 otherwise. (6)
Thus one obtains the Hilbert space, HKGkin ≡ L2(U, dµ), of square integrable functions
on a compact topological space U with respect to µ, where Cyl acts by multiplication.
The quantum configuration space U is called the Gel’fand spectrum of Cyl. More
concretely, for a single point set X0 ≡ {x0}, CylX0 is the space of all almost periodic
functions on a real line R. The Gel’fand spectrum of the corresponding C*-algebra
CylX0 is the Bohr completion Rx0 of R [19], which is a compact topological space such
that CylX0 is the C*-algebra of all continuous functions on Rx0 . Since R is densely
embedded in Rx0 , Rx0 can be regarded as a completion of R.
Given a pair (x0, λ0), there is an elementary configuration for the scalar field, the
so-called point holonomy,
U(x0, λ0) := exp[iλ0φ(x0)].
It corresponds to a configuration operator ˆU(x0, λ0), which acts on any cylindrical func-
tion ψ(φ) ∈ HKGkin by
ˆU(x0, λ0)ψ(φ) = U(x0, λ0)ψ(φ). (7)
All these operators are unitary. But since the family of operators ˆU(x0, λ) fails to be
weakly continuous in λ, there is no operator ˆφ(x) on HKGkin . The momentum functional
smeared on a 3-dimensional region R ⊂ Σ is expressed by
π(R) :=
∫
R
d3 x˜π(x).
The Poisson bracket between the momentum functional and a point holonomy can be
easily calculated to be
{π(R),U(x, λ)} = −iλχR(x)U(x, λ),
where χR(x) is the characteristic function for the region R. So the momentum operator
is defined by the action on scalar network functions Πc=(X,λ) as
πˆ(R) Πc(φ) := i~{π(R),Πc(φ)} = ~[
∑
x j∈X
λ jχR(x j)]Πc(φ).
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It is clear from Eq.(6) that an orthonormal basis in HKGkin is given by the so-called scalar
network functions Πc(φ), where c denotes (X(c), λ) and λ ≡ (λ1, λ2, · · ·, λN) are non-
zero real numbers now. So the total kinematical Hilbert spaceHkin is the direct product
of the kinematical Hilbert space HGRkin for gravity and the kinematical Hilbert space
for real scalar field, i.e., Hkin := HGRkin ⊗ HKGkin . Let Πs(A) be the spin network basis
in HGRkin labeled by s [11][24]. Then the state Πs,c ≡ Πs(A) ⊗ Πc(φ) ∈ Cylγ(s)(A) ⊗
CylX(c) ≡ Cylγ(s,c)(A) ⊗ Cylγ(s,c)(U) is a gravity-scalar cylindrical function on graph
γ(s, c) ≡ γ(s)∪X(c). Note that generally X(c) may not coincide with the vertices of the
graph γ(s). It is straightforward to see that all of these functions constitutes a complete
set of orthonormal basis in Hkin as
< Πs′,c′(A, φ)|Πs,c(A, φ) >kin= δs′sδc′c .
Note that none of Hkin, HGRkin and HKGkin is a separable Hilbert space.
Now we can consider the quantum dynamics and impose the quantum constraints
on Hkin. Firstly, the Gaussian constraint can be solved independently of HKGkin , since
it only involves gravitational field. It is also expected that the diffeomorphism con-
straint can be implemented by the group averaging strategy in the similar way as that
in the case of pure gravity. Given a spatial diffeomorphism transformation ϕ, a unitary
transformation ˆUϕ is induced by ϕ in the Hilbert space Hkin, which is expressed as
ˆUϕΠs=(γ(s),j,N),c=(X(c),λ) = Πϕ◦s=(ϕ(γ(s)),j,N),ϕ◦c=(ϕ(X(c)),λ).
Then the differomorphism invariant spin-scalar-network functions are defined by group
averaging as
Π[s,c] :=
1
nγ(s,c)
∑
ϕ∈Di f f /Di f fγ(s,c)
∑
ϕ′∈GS γ(s,c)
ˆUϕ ˆUϕ′Πs,c, (8)
where Di f fγ is the set of diffeomorphisms leaving the colored graph γ invariant, GS γ
denotes the graph symmetry quotient group Di f fγ/T Di f fγ where T Di f fγ is the set of
the diffeomorphisms which is trivial on the graph γ, and nγ is the number of elements in
GS γ. Following the standard strategy in quantization of pure gravity, an inner product
can be defined on the vector space spanned by the diffeomorphism invariant spin-scalar-
network functions such that they form an orthonormal basis as:
< Π[s,c]|Π[s′,c′] >Di f f := Π[s,c][Πs′,c′∈[s′ ,c′]] = δ[s,c],[s′,c′]. (9)
After the completion procedure, we obtain the expected Hilbert space of diffeomor-
phism invariant states for the scalar field coupled to gravity, which is denoted byHDi f f .
In the following sections, we would like to discuss the quantum dynamical properties
of the polymer-like scalar field coupled to gravity.
3 Diffeormorphism invariant quantum Hamiltonian of
scalar field
In the present section, we first consider the quantum scalar field on a fluctuating back-
ground. A similar idea was considered in Ref.[25], where a Hamiltonian operator with
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respect to a U(1) group representation of scalar field is defined on a kinematical Hilbert
space Hkin′ of matter coupled to gravity. Then an effective Hamiltonian operator of the
scalar field can be constructed as a quadratic form via
< ψmatter, ˆHe f fmatter(m) ψ′matter >KGkin′
:= < ψgrav(m) ⊗ ψmatter, ˆHmatter ψgrav(m) ⊗ ψ′matter >kin′ , (10)
where ψgrav(m) ∈ HGRkin presents a semiclassical state of gravity approximating some
classical spacetime background m where the quantum scalar field lives. Thus the ef-
fective Hamiltonian operator ˆHe f fmatter(m) of scalar field contains also the information of
the fluctuating background metric. In the light of this idea, we will construct a Hamil-
tonian operator ˆHKG for scalar field in the polymer-like representation. It turns out
that the Hamiltonian operator can be defined in the Hilbert space HDi f f of diffeomor-
phism invariant states for scalar field coupled to gravity without UV-divergence. So the
quantum dynamics of the scalar field is obtained in a diffeomorphism invariant way,
which is expected in the programme of loop quantum gravity. Thus, here an effec-
tive Hamiltonian operator of the scalar field could be extracted in HDi f f by defining
< Ψ[m](A, φ), ˆHKG Ψ[m](A, φ) >Di f f to be its expectation value on diffeomorphism in-
variant states Ψ(φ) of scalar field, where the diffeomorphism invariant semiclassical
state Ψ[m](A) represents certain fluctuating geometry with spatial diffeomorphism in-
variance, and the label [m] denotes the classical geometry approximated by Ψ[m](A).
Moreover, the quadratic properties of the scalar field Hamiltonian will provide power-
ful functional analytic tools in the quantization procedure, such that the self-adjointness
of the Hamiltonian operator can be proved by the theorem in functional analysis.
3.1 Regularization of the Hamiltonian
In a suitable gauge, the classical Hamiltonian for the massless scalar field on the 3-
manifold Σ can be given by
HKG = HKG,φ +HKG,Kin
=
∫
Σ
d3x[κ
2γ2αM
2
1√| det q|δi jP˜ai P˜bj(∂aφ)∂bφ +
1
2αM
1√| det q| π˜2]. (11)
We will employ the following identities:
P˜ai =
1
2κγ
η˜abcǫi jke
j
be
k
c and eia(x) =
2
κγ
{Aia(x),VUx },
where η˜abc denotes the Levi-Civita tensor tensity and VUx is the volume of an arbitrary
neighborhood Ux containing the point x. By using the point-splitting strategy, the
regulated version of the Hamiltonian (11) is obtained as:
HKG,φ = κ
2γ2αM
2
∫
Σ
d3y
∫
Σ
d3xχǫ (x − y)δi j ×
1√
VUǫx
P˜ai (x)(∂aφ(x))
1√
VUǫy
P˜bj(y)∂bφ(y)
6
=
32αM
κ4γ4
∫
Σ
d3y
∫
Σ
d3xχǫ(x − y)δi j ×
η˜aec(∂aφ(x))Tr
(
τi{Ae(x),V3/4Uǫx }{Ac(x),V
3/4
Uǫx
}
)
×
η˜b f d(∂bφ(y))Tr
(
τ j{A f (y),V3/4Uǫy }{Ad(y),V
3/4
Uǫy
}
)
,
HKG,Kin = 12αM
∫
Σ
d3 x˜π(x)
∫
Σ
d3 x˜π(y) ×∫
Σ
d3u
det(eia(u))
(VUǫu )3/2
∫
Σ
d3w
det(eia(v))
(VUǫw )3/2
χǫ(x − y)χǫ(u − x)χǫ (w − y)
=
1
2αM
28
9(κγ)6
∫
Σ
d3 x˜π(x)
∫
Σ
d3 x˜π(y) ×∫
Σ
d3u η˜abcTr
(
{Aa(u),
√
VUǫu }{Ab(u),
√
VUǫu }{Ac(u),
√
VUǫu }
)
×∫
Σ
d3w η˜de f Tr
(
{Ad(w),
√
VUǫw }{Ae(w),
√
VUǫw }{A f (w),
√
VUǫw }
)
×
χǫ(x − y)χǫ(u − x)χǫ (w − y),
where we denote Aa ≡ Aiaτi, χǫ(x− y) is the characteristic function of a box containing
x with scale ǫ such that limǫ→0 χǫ(x − y)/ǫ3 = δ(x − y), and VUǫx is the volume of the
box. In order to quantize the Hamiltonian as a well-defined operator in polymer-like
representation, we have to express the classical formula of HKG in terms of elementary
variables with clear quantum analogs. This can be realized by introducing a triangu-
lation T (ǫ) of Σ, where the parameter ǫ describes how fine the triangulation is. The
quantity regulated on the triangulation is required to have correct limit when ǫ → 0.
Given a tetrahedron∆ ∈ T (ǫ), we use {si(∆)}i=1,2,3 to denote the three outgoing oriented
segments in ∆ with a common beginning point v(∆) = s(si(∆)) and use ai j(∆) to denote
the arcs connecting the end points of si(∆) and s j(∆). Then several loops αi j(∆) are
formed by αi j(∆) := si(∆) ◦ ai j(∆) ◦ s j(∆)−1. Thus we have the identities:
{
∫
s(∆)
dt Aa s˙a(t),V3/4Uǫ
s(s(∆))
} = −A(s(∆))−1{A(s(∆)),V3/4Uǫ
s(s(∆))
} + o(ǫ),
and ∫
s(∆)
dt ∂aφs˙a(t) = 1iλU(s(s(∆)), λ)
−1[U(t(s(∆)), λ) − U(s(s(∆)), λ)] + o(ǫ)
for nonzero λ, where s(s(∆)) and t(s(∆)) denote respectively the beginning and end
points of segment s(∆) with scale ǫ associated with a tetrahedron ∆. Regulated on the
triangulation, the classical Hamiltonian of scalar field reads
H ǫKG,φ = −
4αM
9κ4γ4
∑
∆′∈T (ǫ)
∑
∆∈T (ǫ)
χǫ (v(∆) − v(∆′))δi j ×
ǫlmn
1
λ
U(v(∆), λ)−1[U(t(sl(∆)), λ) − U(v(∆), λ)] ×
Tr
(
τiA(sm(∆))−1{A(sm(∆)),V3/4Uǫ
v(∆)
}A(sn(∆))−1{A(sn(∆)),V3/4Uǫ
v(∆)
}
)
×
7
ǫkpq
1
λ
U(v(∆′), λ)−1[U(t(sk(∆′)), λ) − U(v(∆′), λ)] ×
Tr
(
τ jA(sp(∆′))−1{A(sp(∆′)),V3/4Uǫ
v(∆′ )
}A(sq(∆′))−1{A(sq(∆′)),V3/4Uǫ
v(∆′)
}
)
,
H ǫKG,Kin =
16
81αM(κγ)6
∑
∆∈T (ǫ)
∑
∆′∈T (ǫ)
π(∆)π(∆′) ×
∑
∆′′∈T (ǫ)
ǫimnTr
(
A(si(∆′′))−1{A(si(∆′′)),
√
VUǫ
v(∆′′ )
} ×
A(sm(∆′′))−1{A(sm(∆′′)),
√
VUǫ
v(∆′′ )
} ×
A(sn(∆′′))−1{A(sn(∆′′)),
√
VUǫ
v(∆′′ )
}
)
×∑
∆′′′∈T (ǫ)
ǫ jklTr
(
A(s j(∆′′′))−1{A(s j(∆′′′)),
√
VUǫ
v(∆′′′ )
} ×
A(sk(∆′′′))−1{A(sk(∆′′′)),
√
VUǫ
v(∆′′′ )
} ×
A(sl(∆′′′))−1{A(sl(∆′′′)),
√
VUǫ
v(∆′′′ )
}
)
×
χǫ (v(∆) − v(∆′))χǫ(v(∆′′) − v(∆))χǫ(v(∆′′′) − v(∆′)), (12)
where the overall numerical factors are got from the scale of a tetrahedron to an oc-
tahedron. Note that the above regularization method is in complete analogy with that
used for Higgs field in Ref.[22]. However, our regularization formula of scalar field
Hamiltonian is explicitly dependent on the parameter λ, which will leads to a kind of
quantization ambiguity of the real scalar field dynamics in polymer-like representation.
3.2 Quantization of the Hamiltonian
Since all constituents in the expression (12) have clear quantum analogs, one can quan-
tize it as an operator by replacing the constituents by the corresponding operators and
Poisson brackets by canonical commutators. Then the regulator should be removed by
ǫ → 0 with respect to a suitable operator topology. Now we begin to construct the
Hamiltonian operator. Given a spin-scalar-network function Πs,c, in order to ensure
that the final operator is diffeomorphism covariant, and cylindrically consistent (up to
diffeomorphisms), one can make the triangulation T (ǫ) adapted to the graph γ(s, c) of
Πs,c according to the strategy developed in Ref.[14] with the following properties.
• The graph γ(s, c) is embedded in T (ǫ) for all ǫ, so that every vertex v of γ(s, c)
coincides with a vertex v(∆) in T (ǫ).
• For every triple of edges (e1, e2, e3) of γ(s, c) such that v = s(e1) = s(e2) = s(e3),
there is a tetrahedra ∆ ∈ T (ǫ) such that v = v(∆) and si(∆) ⊂ ei, ∀ i = 1, 2, 3. We
denote such a tetrahedra as ∆0s1,s2,s3 .
• For each tetrahedra∆0s1,s2,s3 one can construct seven additional tetrahedron∆
℘
s
℘
1 ,s
℘
2 ,s
℘
3
, ℘ =
1, ..., 7, by backward analytic extensions of si(∆) so that Us1,s2,s3 := ∪7℘=0∆℘s℘1 ,s℘2 ,s℘3
is a neighborhood of v.
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• The triangulation must be fine enough so that the neighborhoods U(v) := ∪s1,s2,s3Us1,s2,s3 (v)
are disjoint for different vertices v and v′ of γ(s, c). Thus for any open neigh-
borhood Uγ(s,c) of the graph γ(s, c), there exists a triangulation T (ǫ) such that
∪v∈V(γ(s,c))U(v) ⊆ Uγ(s,c).
• The distance between a vertex v(∆) and the corresponding arcs ai j(∆) is described
by the parameter ǫ. For any two different ǫ and ǫ′, the arcs ai j(∆ǫ) and ai j(∆ǫ′ )
with respect to one vertex v(∆) are analytically diffeomorphic with each other.
• With the triangulation T (ǫ), the integral over Σ is replaced by the Riemanian
sum: ∫
Σ
=
∫
Uγ(s,c)
+
∫
Σ−Uγ(s,c)
,∫
Uγ(s,c)
=
∑
v∈V(γ(s,c))
∫
U(v)
+
∫
Uγ(s,c)−∪vU(v)
,
∫
U(v)
=
1
C3
n(v)
∑
s1,s2,s3
[
∫
Us1 ,s2 ,s3 (v)
+
∫
U(v)−Us1 ,s2 ,s3 ,(v)
],
where n(v) is the valence of the vertex v = s(s1) = s(s2) = s(s3), and C3n ≡
(
n
3
)
denotes the binomial coefficient. One then observes that∫
Us1 ,s2 ,s3 (v)
= 8
∫
∆0s1 ,s2 ,s3 (v)
in the limit ǫ → 0.
• The triangulation for the regions
U(v) − Us1,s2,s3(v),
Uγ(s,c) − ∪v∈V(γ(s,c))U(v),
Σ − Uγ(s,c), (13)
are arbitrary. These regions do not contribute to the construction of the oper-
ator, since the commutator terms like [ ˆA(si(∆)), ˆVUv(∆) ]Πs,c would vanish for all
tetrahedron ∆ in the regions (13).
Note that there are many possible ways in choosing a triangulation. The motivation
for above choice has been fully discussed in Ref.[14]. Introducing a partition P of the
3-manifold Σ into cells C, we can smear the ”square roots” of H ǫKG,φ and H ǫKG,Kin in
one cell C respectively and promote them as regulated operators in Hkin with respect
to the state-dependent triangulation T (ǫ) as
ˆWǫ,C
γ(s,c),φ,i =
∑
v∈V(γ(s,c))
χC(v)
∑
v(∆)=v
pˆ∆√
ˆE(v)
ˆhǫ,∆φ,v,i
pˆ∆√
ˆE(v)
,
ˆWǫ,C
γ(s,c),Kin =
∑
v∈V(γ(s,c))
χC(v)
∑
v(∆)=v
pˆ∆√
ˆE(v)
ˆhǫ,∆Kin,v
pˆ∆√
ˆE(v)
, (14)
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where χC(v) is the characteristic function of the cell C, and
ˆhǫ,∆φ,v,i :=
i
~2
ǫlmn
1
λ(v)
ˆU(v, λ(v))−1[ ˆU(t(sl(∆)), λ(v)) − ˆU(v, λ(v))] ×
Tr
(
τi ˆA(sm(∆))−1[ ˆA(sm(∆)), ˆV3/4Uǫv ] ˆA(sn(∆))
−1[ ˆA(sn(∆)), ˆV3/4Uǫv ]
)
,
ˆhǫ,∆Kin,v :=
1
(i~)3 πˆ(v)ǫ
lmnTr
(
ˆA(sl(∆))−1[ ˆA(sl(∆)),
√
ˆVUǫv ] ×
ˆA(sm(∆))−1[ ˆA(sm(∆)),
√
ˆVUǫv ] ×
ˆA(sn(∆))−1[ ˆA(sn(∆)),
√
ˆVUǫv ]
)
. (15)
Note that the tetrahedron projector pˆ∆ associated with segments s1, s2 and s3 reads
pˆ∆ := pˆs1 pˆs2 pˆs3
= θ(
√
1
4 − ∆s1 −
1
2)θ(
√
1
4 − ∆s2 −
1
2 )θ(
√
1
4 − ∆s3 −
1
2) (16)
where∆si is the Casimir operator associated with the segment si and θ is the distribution
on R which vanishes on (−∞, 0] and equals 1 on (0,∞), and the tetrahedron projector
related to a same vertex constitute the vertex operator ˆE(v) := ∑v(∆)=v pˆ∆. Note also
that the partition P is not required to coincide with the triangulation T (ǫ). We have
arranged the operator pˆ∆/
√
ˆE(v) in such a way that both operators in (14) and their
adjoint operators are cylindrically consistent up to diffeomorphisms. Thus there are
two densely defined operators ˆWCφ,i and ˆW
C
Kin in Hkin associated with the two consistent
families of (14). We now give several remarks on their properties.
• Removal of regulator ǫ
It is not difficult to see that the action of the operator ˆWǫ,C
γ(s,c),φ,i on a spin-scalar-
network function Πs,c is graph-changing. It adds finite number of vertices with
representation λ(v) at t(si(∆)) with distance ǫ from the vertex v. Recall that
the action of the gravitational Hamiltonian constraint operator on a spin network
function is also graph-changing. As a result, the family of operators ˆWǫ,C
γ(s,c),φ,i also
fails to be weakly convergent when ǫ → 0. However, due to the diffeomorphism
covariant properties of the triangulation, the limit operator can be well defined
via the uniform Rovelli-Smolin topology, or equivalently, the operator can be
dually defined on diffeomorphism invariant states. But the dual operator cannot
leave HDi f f invariant.
• Quantization ambiguity
As a main difference of the dynamics in polymer-like representation from that
in U(1) group representation [22], a continuous label λ appears explicitly in the
expression of (14). Hence there is an one-parameter quantization ambiguity due
to the real scalar field. Recall that the construction of gravitational Hamiltonian
constraint operator also has a similar ambiguity due to the choice of the repre-
sentations j of the edges added by its action. A related quantization ambiguity
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also appears in the dynamics of loop quantum cosmology [26]. We will come
back to this point in a future publication [27]. Since the regulator is removed
in a diffeomorphism invariant way, the quadratic form, which we are going to
constructed, will be independent of the initial triangulation T in the sense that it
depends only on the diffeomorphism class of T , as is the case of the gravitational
Hamiltonian constraint operator [14].
Since our quantum field theory is expected to be diffeomorphism invariant, we would
like to define the Hamiltonian operator of polymer scalar field in the diffeomorphism
invariant Hilbert space HDi f f . For this purpose we fix the parameter λ to be a non-
zero constant at every point. Then what we will do is to employ the new quantization
strategy developed in Refs. [16] and [17]. We first construct a quadratic form in the
light of a new inner product defined in Ref.[17] on the algebraic dual D⋆ of the space
of cylindrical functions. Then we prove that the quadratic form is closed. Note that,
although the calculation by employing this inner product is formal, it can led to a well-
defined expression of the desired quadratic form Eq.(22). Since an arbitrary element of
D⋆ is of the form Ψ = ∑s,c cs,c < Πs,c| · >kin, one can formally define an inner product
< · |· >⋆ on D⋆ via
< Ψ,Ψ′ >⋆ := <
∑
s,c
cs,c < Πs,c| · >kin |
∑
s′,c′
c′s′,c′ < Πs′,c′ | · >kin>⋆
:=
∑
s,c;s′,c′
cs,cc
′
s′,c′ < Πs,c|Πs′,c′ >kin
1√
ℵ([s, c])ℵ([s′, c′])
=
∑
s,c
cs,cc′s,c
1
ℵ([s, c]) , (17)
where the Cantor aleph ℵ denotes the cardinal of the set [s, c]. Note that we exchange
the coefficients on which the complex conjugate was taken in Ref.[17], so that the inner
product < ΨDi f f |Ψ′Di f f >⋆ reduces to < ΨDi f f |Ψ′Di f f >Di f f for any ΨDi f f ,Ψ′Di f f ∈
HDi f f . Completing the quotient with respect to the null vectors by this inner product,
one gets a Hilbert spaceH⋆. Our purpose is to construct a quadratic form associated to
some positive and symmetric operator in analogy with the classical expression of (12).
So the quadratic form should first be given in a positive and symmetric version. It is
then natural to define two quadratic forms on a dense subset of HDi f f ⊂ H⋆ as:
QKG,φ(ΨDi f f ,Ψ′Di f f ) := limP→Σ
∑
C∈P
64 × 4αM
9κ4γ4
δi j < ˆW′Cφ,iΨDi f f | ˆW′Cφ, jΨ′Di f f >⋆,
QKG,Kin(ΨDi f f ,Ψ′Di f f ) := limP→Σ
∑
C∈P
84 × 16
81αM(κγ)6
< ˆW′CKinΨDi f f | ˆW′CKinΨ′Di f f >⋆,
(18)
where the dual limit operator ˆW′C of either family of ˆWǫ,Cφ,i or ˆW
ǫ,C
Kin in (14) is naturally
defined on diffeomorphism invariant states as
ˆW′CΨDi f f [Πs,c] = lim
ǫ→0
ΨDi f f [ ˆWǫ,CΠs,c]. (19)
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To show that the quadratic forms are well defined, we write
ˆW′Cφ,iΨDi f f =
∑
s,c
wΨφ,i,s,c(C) < Πs,c| · >⋆ ⇒ wΨφ,i,s,c(C) = ( ˆW′Cφ,iΨDi f f )[Πs,c],
ˆW′CKinΨDi f f =
∑
s,c
wΨKin,s,c(C) < Πs,c| · >⋆ ⇒ wΨKin,s,c(C) = ( ˆW′CKinΨDi f f )[Πs,c].
Then, by using the inner product (17) the quadratic forms in (18) become
QKG,φ(ΨDi f f ,Ψ′Di f f )
:= lim
P→Σ
∑
C∈P
64 × 4αM
9κ4γ4
δi j
∑
s,c
wΨφ,i,s,c(C)wΨ′φ, j,s,c(C)
1
ℵ([s, c])
= lim
P→Σ
∑
C∈P
64 × 4αM
9κ4γ4
δi j
∑
[s,c]
1
ℵ([s, c])
∑
s,c∈[s,c]
wΨφ,i,s,c(C)wΨ′φ, j,s,c(C),
QKG,Kin(ΨDi f f ,Ψ′Di f f )
:= lim
P→Σ
∑
C∈P
84 × 16
81αM(κγ)6
∑
s,c
wΨKin,s,c(C)wΨ′Kin,s,c(C)
1
ℵ([s, c])
= lim
P→Σ
∑
C∈P
84 × 16
81αM(κγ)6
∑
[s,c]
1
ℵ([s, c])
∑
s,c∈[s,c]
wΨKin,s,c(C)wΨ′Kin,s,c(C).
(20)
Note that, since ΨDi f f is a finite linear combination of the diffeomorphism invariant
spin-scalar-network basis, taking account of the operational property of ˆW′C there are
only finite number of terms in the summation ∑[s,c] contributing to (20). Hence we can
interchange
∑
[s,c] and limP→Σ
∑
C∈P in above calculation. Moreover, for a sufficiently
fine partition such that each cell contains at most one vertex, the sum over cells there-
fore reduces to finite terms with respect to the vertices of γ(s, c). So we can interchange∑
s,c∈[s,c] and limP→Σ
∑
C∈P to obtain:
QKG,φ(ΨDi f f ,Ψ′Di f f )
= 64 × 4αM
9κ4γ4
δi j
∑
[s,c]
1
ℵ([s, c])
∑
s,c∈[s,c]
lim
P→Σ
∑
C∈P
wΨφ,i,s,c(C)wΨ′φ, j,s,c(C)
= 64 × 4αM
9κ4γ4
δi j
∑
[s,c]
1
ℵ([s, c])
∑
s,c∈[s,c]
∑
v∈V(γ(s,c))
( ˆW′vφ,iΨDi f f )[Πs,c]( ˆW′vφ, jΨ′Di f f )[Πs,c],
QKG,Kin(ΨDi f f ,Ψ′Di f f )
= 84 × 16
81αM(κγ)6
∑
[s,c]
1
ℵ([s, c])
∑
s,c∈[s,c]
lim
P→Σ
∑
C∈P
wΨKin,s,c(C)wΨ′Kin,s,c(C)
= 84 × 16
81αM(κγ)6
∑
[s,c]
1
ℵ([s, c])
∑
s,c∈[s,c]
∑
v∈V(γ(s,c))
( ˆW′vKinΨDi f f )[Πs,c]( ˆW′vKinΨ′Di f f )[Πs,c],
(21)
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where the limit P → Σ has been taken so that C → v. Since given γ(s, c) and γ(s′, c′)
which are different up to a diffeomorphism transformation, there is always a diffeo-
morphism ϕ transforming the graph associated with ˆWǫ,v
γ(s,c)Πs,c (v ∈ γ(s, c)) to that of
ˆWǫ,v
′
γ(s′,c′)Πs′,c′ (v′ ∈ γ(s′, c′)) with ϕ(v) = v′, ( ˆW′vΨDi f f )[Πs,c∈[s,c]] is constant for differ-
ent (s, c) ∈ [s, c], i.e., all the ℵ([s, c]) terms in the sum over (s, c) ∈ [s, c] are identical.
Hence the final expressions of the two quadratic forms can be written as:
QKG,φ(ΨDi f f ,Ψ′Di f f )
= 64 × 4αM
9κ4γ4
δi j
∑
[s,c]
∑
v∈V(γ(s,c))
( ˆW′vφ,iΨDi f f )[Πs,c∈[s,c]]( ˆW′vφ, jΨ′Di f f )[Πs,c∈[s,c]],
QKG,Kin(ΨDi f f ,Ψ′Di f f )
= 84 × 16
81αM(κγ)6
∑
[s,c]
∑
v∈V(γ(s,c))
( ˆW′vKinΨDi f f )[Πs,c∈[s,c]]( ˆW′vKinΨ′Di f f )[Πs,c∈[s,c]].
(22)
Note that both quadratic forms in (22) have finite results and hence their form domains
are dense in HDi f f . Moreover, both of them are obviously positive, and the following
theorem will demonstrate their closedness.
Theorem: Both QKG,φ and QKG,Kin are densely defined, positive and closed quadratic
forms onHDi f f , which are associated uniquely with two positive self-adjoint operators
respectively on HDi f f such that
QKG,φ(ΨDi f f ,Ψ′Di f f ) = < ΨDi f f | ˆHKG,φ|Ψ′Di f f >Di f f
QKG,Kin(ΨDi f f ,Ψ′Di f f ) = < ΨDi f f | ˆHKG,Kin|Ψ′Di f f >Di f f .
Therefore the Hamiltonian operator
ˆHKG := ˆHKG,φ + ˆHKG,Kin (23)
is positive and also have a unique self-adjoint extension.
Proof: We follow the strategy developed in Refs.[17] and [18] to prove that both
QKG,φ and QKG,Kin are closeable and uniquely induce two positive self-adjoint oper-
ators ˆHKG,φ and ˆHKG,Kin. One can formally define ˆHKG,φ and ˆHKG,Kin acting on dif-
feomorphism invariant spin-scalar network functions via:
ˆHKG,φ Π[s1,c1] :=
∑
[s2,c2]
QKG,φ(Π[s2,c2],Π[s1,c1])Π[s2,c2], (24)
ˆHKG,Kin Π[s1,c1] :=
∑
[s2,c2]
QKG,Kin(Π[s2,c2],Π[s1,c1])Π[s2,c2]. (25)
Then we need to show that both of the above operators are densely defined on the
Hilbert space HDi f f , i.e.,
|| ˆHKG,φΠ[s1,c1]||Di f f =
∑
[s2,c2]
|QKG,φ(Π[s2,c2],Π[s1,c1])|2 < ∞, (26)
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|| ˆHKG,KinΠ[s1,c1]||Di f f =
∑
[s2,c2]
|QKG,Kin(Π[s2,c2],Π[s1,c1])|2 < ∞. (27)
Given a diffeomorphism invariant spin-scalar network function Π[s1,c1], there are only
finite number of termsΠ[s1,c1][ ˆWǫ,vγ(s,c)Πs,c∈[s,c]] which are nonzero in the sum over equiv-
alent classes [s, c] in (22). On the other hand, given one spin-scalar network func-
tion Πs,c∈[s,c], there are also only finite number of possible Π[s2,c2] such that the terms
Π[s2,c2][ ˆWǫ,vγ(s,c)Πs,c∈[s,c]] are nonzero. As a result, only finite number of terms survive in
both sums over [s2, c2] in Eqs. (26) and (27). Hence both ˆHKG,φ and ˆHKG,Kin are well
defined. Then it follows from Eqs. (22), (24) and (25) that they are positive and sym-
metric operators densely defined in HDi f f , whose quadratic forms coincide with QKG,φ
and QKG,Kin on their form domains. Hence both QKG,φ and QKG,Kin have positive clo-
sures and uniquely induce self-adjoint (Friedrichs) extensions of ˆHKG,φ and ˆHKG,Kin
respectively [28], which we denote by ˆHKG,φ and ˆHKG,Kin as well. As a result, the
Hamiltonian operator ˆHKG defined by Eq.(23) is also positive and symmetric. Hence
it has a unique self-adjoint (Friedrichs) extension.

We notice that, from a different perspective, one can construct the same Hamilto-
nian operator ˆHKG without introducing an inner product on D⋆. The construction is
sketched as follows. Using the two well-defined operators ˆWǫ,Cφ,i and ˆW
ǫ,C
Kin as in (14), as
well as their adjoint operators ( ˆWǫ,Cφ,i )† and ( ˆWǫ,CKin)†, one may define two operators on
HDi f f corresponding to the two terms in (12) by
( ˆHKG,φΨDi f f )[ fγ] = lim
ǫ,ǫ′→0,P→Σ
ΨDi f f [
∑
C∈P
64 × 4αM
9κ4γ4
δi j ˆWǫ,C
φ,i ( ˆWǫ
′,C
φ, j )† fγ]
( ˆHKG,KinΨDi f f )[ fγ] = lim
ǫ,ǫ′→0,P→Σ
ΨDi f f [
∑
C∈P
84 × 16
81αM(κγ)6
ˆWǫ,CKin( ˆWǫ
′ ,C
Kin )† fγ].
(28)
In analogy with the discussion in section 5 and Ref.[18], it can be shown that both
above operators leaveHDi f f invariant and are densely defined onHDi f f . Moreover, the
quadratic forms associated with them coincide with the quadratic forms in (22). Thus
the Hamiltonian operator ˆHKG := ˆHKG,φ + ˆHKG,Kin coincides with the one constructed
in the quadratic form approach.
In summary, we have constructed a positive self-adjoint Hamiltonian operator on
HDi f f for the polymer-like scalar field, depending on a chosen parameter λ. Thus there
is an 1-parameter ambiguity in the construction. However, there is no UV divergence in
this quantum Hamiltonian without renormalization, since quantum gravity is presented
as a natural regulator for the polymer-like scalar field.
4 Quantum Hamiltonian constraint equation
In this section we consider the whole dynamical system of scalar field coupled to grav-
ity. Recall that in perturbative quantum field theory in curved spacetime, the definition
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of some basic physical quantities, such as the expectation value of energy-momentum,
is ambiguous and it is extremely difficult to calculate the back-reaction of quantum
fields to the background spacetime [29]. This is reflected by the fact that the semi-
classical Einstein equation,
Rαβ[g] − 12 R[g]gαβ = κ <
ˆTαβ[g] >, (29)
is inconsistent and ambiguous [30][1]. One could speculate on that the difficulty is
related to the fact that the present formulation of quantum field theories are back-
ground dependent. According to this speculation, if the quantization programme is
by construction non-perturbative and background independent, it is possible to solve
the problems fundamentally. In loop quantum gravity, there is no assumption of a pri-
ori background metric at all. The quantum geometry and quantum matter fields are
coupled and fluctuating naturally with respect to each other on a common manifold.
On the other hand, there exists the ”time problem” in quantum theory of pure gravity,
since all the physical states have to satisfy certain version of quantum Wheeler-DeWitt
constraint equation. However, the situation would be improved when matter field is
coupled to gravity. In the following construction, we impose the quantum Hamiltonian
constraint on Hkin, and thus define a quantum Wheeler-DeWitt constraint equation for
the scalar field coupled to gravity. Then one can gain an insight into the problem of
time from the coupled equation, and the back-reaction of the quantum scalar field is
included in the framework of loop quantum gravity.
Recall that the gravitational Hamiltonian constraint operator ˆHGR(N) can be well
defined in HGRkin by the uniform Rovelli-Smolin topology [14][5]. Hence it is also well
defined in the coupled kinematical Hilbert space Hkin. Its regulated version via a state-
dependent triangulation T (ǫ) reads
ˆH ǫGR(N) = ˆH ǫE(N) − 2(1 + γ2) ˆT ǫ(N)
ˆH ǫE,α(N) =
16
3i~κ2γ
∑
v∈V(α)
N(v)
∑
v(∆)=v
ǫi jk ×
Tr
(
ˆA(αi j(∆))−1 ˆA(sk(∆))−1[ ˆA(sk(∆)), ˆVUǫv ]
) pˆ∆
ˆE(v) ,
ˆT ǫα (N) = −
4
√
2
3i~3κ4γ3
∑
v∈V(α)
N(v)
∑
v(∆)=v
ǫi jk ×
Tr
(
ˆA(si(∆))−1[ ˆA(si(∆)), ˆKǫ] ˆA(s j(∆))−1[ ˆA(s j(∆)), ˆKǫ] ×
ˆA(sk(∆))−1[ ˆA(sk(∆)), ˆVUǫv ]
) pˆ∆
ˆE(v) . (30)
We now define an operator in Hkin corresponding to the scalar field partHKG(N) of the
total Hamiltonian constraint functional, which can be read out from Eqs. (1) and (4) as
HKG(N) = HKG,φ(N) +HKG,Kin(N),
where
HKG,φ(N) = κ
2γ2αM
2
∫
Σ
d3xN 1√
| det q|
δi jP˜ai P˜
b
j(∂aφ)∂bφ,
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HKG,Kin(N) = 12αM
∫
Σ
d3xN 1√
| det q|
π˜2.
In analogy with the regularization and quantization in the previous section, the regu-
lated version of quantum Hamiltonian constraint ˆH ǫKG(N) of scalar field is expressed
via a state-dependent triangulation T (ǫ) as:
ˆH ǫKG,γ(N) :=
∑
v∈V(γ)
N(v)[δi j( ˆWǫ,vγ,φ,i)† ˆWǫ,vγ,φ, j + ( ˆWǫ,vγ,Kin)† ˆWǫ,vγ,Kin], (31)
where the operators
ˆWǫ,vγ,φ,i :=
∑
v(∆)=v
pˆ∆√
ˆE(v)
ˆhǫ,∆φ,v,i
pˆ∆√
ˆE(v)
, ˆWǫ,vγ,Kin :=
∑
v(∆)=v
pˆ∆√
ˆE(v)
ˆhǫ,∆Kin,v
pˆ∆√
ˆE(v)
,
( ˆWǫ,vγ,φ,i)† :=
∑
v(∆)=v
pˆ∆√
ˆE(v)
(ˆhǫ,∆φ,v,i)†
pˆ∆√
ˆE(v)
, ( ˆWǫ,vγ,Kin)† :=
∑
v(∆)=v
pˆ∆√
ˆE(v)
(ˆhǫ,∆Kin,v)†
pˆ∆√
ˆE(v)
are all cylindrically consistent up to diffeomorphisms. Hence the family of Hamiltonian
constraint operators (31) is also cylindrically consistent up to diffeomorphisms, and the
regulator ǫ can be removed via the uniform Rovelli-Smollin topology, or equivalently
the limit operator dually acts on diffeomorphism invariant states as
( ˆH ′KG(N)ΨDi f f )[ fγ] = lim
ǫ→0
ΨDi f f [ ˆH ǫKG,γ(N) fγ], (32)
for any fγ ∈ Cylγ(s,c)(A) ⊗ Cylγ(s,c)(U). Similar to the dual of ˆHGR(N), the operator
ˆH ′KG(N) fails to commute with the dual of finite diffeomorphism transformation oper-
ators, unless the smearing function N(x) is a constant function over Σ. Note that the
diffeomorphism invariant Hamiltonian operator ˆHKG defined in the previous section
is actually ˆH ′KG(1). From Eq.(31), it is not difficult to prove that for positive N(x)
the Hamiltonian constraint operator ˆHKG(N) of scalar field is positive and symmetric
in Hkin and hence has a unique self-adjoint extension. It is pointed out in Ref.[31]
that, there can be problems associated with symmetric constraint operators for systems
where the constraints close with structure functions as is the present case. However,
not all the assumptions underlying this conclusion are valid in the framework of loop
quantum gravity. For example, it is assumed in Ref.[31] that all the classical canonical
variables and constraints could be promoted as well-defined operators in the kinemat-
ical Hilbert space. However, it is well known that the classical connection and diffeo-
morphsim constraint cannot be represented as well-defined operators in loop quantum
gravity. This issue related to the symmetric Hamiltonian constraint operator was fully
discussed in Ref.[14].
Our construction of ˆHKG(N) is similar to that of the Higgs field Hamiltonian con-
straint in Ref.[22]. However, like the case of ˆHKG, there is an 1-parameter ambiguity
in our construction of ˆHKG(N) due to the real scalar field, which is manifested as the
continuous parameter λ in the expression of ˆhǫ,∆φ,v,i in (15). Note that now λ is not re-
quired to be a constant, i.e., its value can be changed from one point to another. This
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issue of ambiguity will be discussed again in a future publication [27]. Thus the total
Hamiltonian constraint operator of scalar field coupled to gravity has been obtained as
ˆH(N) = ˆHGR(N) + ˆHKG(N). (33)
Again, there is no UV divergence in this quantum Hamiltonian constraint. Recall that,
in standard quantum field theory the UV divergence can only be cured by renormal-
ization procedure, in which one has to multiply the Hamiltonian by a suitable power
of the regulating parameter ǫ artificially. While, now ǫ has naturally disappeared from
the expressions of (23) and (33). So renormalization is not needed for the polymer-like
scalar field coupled to gravity, since quantum gravity has been presented as a natural
regulator. Together with the result in the previous section, this heightens our confidence
that the issue of divergence in quantum fields theory can be cured in the framework of
loop quantum gravity. The desired matter-coupled Wheeler-DeWitt equation can be
well imposed as:
−
(
ˆH ′KG(N)ΨDi f f
)
[ fγ] =
(
ˆH ′GR(N)ΨDi f f
)
[ fγ]. (34)
Note that the scalar field part ˆHKG(N) acts nontrivially on gravitational quantum states.
This can be regarded as the ”back-reaction” of quantum matter field to the quan-
tum gravitational field. On the other hand, comparing Eq.(34) with the well-known
Scho¨rdinger equation for a particle,
i~
∂
∂t
ψ(x, t) = H(xˆ,
̂
−i~ ∂
∂x
)ψ(x, t),
where ψ(x, t) ∈ L2(R, dx) and t is a parameter labelling time evolution, one may take
the viewpoint that the matter field constraint operator ˆH ′KG(N) plays the role of i~ ∂∂t .
Then φ appears as the parameter labelling the evolution of the gravitational field state.
In the reverse viewpoint, gravitational field would become the parameter labelling the
evolution of the quantum matter field.
5 Master constraint programme
In order to avoid possible quantum anomaly and find the physical Hilbert space of
quantum gravity, master constraint programme was first introduced by Thiemann in
[16]. The central idea is to construct an alternative classical constraint algebra, giving
the same constraint phase space, which is a Lie algebra (no structure function) and
where the subalgebra of diffeomorphism constraints forms an ideal. Self-adjoint master
constraint operators for loop quantum gravity are then proposed in Refs. [17] and [18].
The master constraint programme can be generalized to matter fields coupled to gravity
in a straightforward way. We now take the massless real scalar field to demonstrate
the construction of a master constraint operator according to the strategy in Ref.[18].
By this approach one not only avoids possible quantum anomaly which might appear
in the conventional canonical quantization method, but also might give a qualitative
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description of the physical Hilbert space for the coupled system. We introduce the
master constraint for the scalar field coupled to gravity as
M := 1
2
∫
Σ
d3x |C(x)|
2√| det q(x)| , (35)
where C(x) is the Hamiltonian constraint in (4). After solving the Gaussian constraint,
one gets the master constraint algebra as a Lie algebra:
{V(~N), V(~N′)} = V([~N, ~N′]),
{V(~N), M} = 0,
{M, M} = 0, (36)
where the subalgebra of diffeomorphism constraints forms an ideal. So it is possible
to define a corresponding master constraint operator on HDi f f . In the following, the
positivity and the diffeomorphism invariance of M will be working together properly
and provide us with powerful functional analytic tools in the quantization procedure.
The regulated version of the master constraint can be expressed via a point-splitting
strategy as:
Mǫ := 1
2
∫
Σ
d3y
∫
Σ
d3xχǫ (x − y) C(y)√VUǫy
C(x)√
VUǫx
. (37)
Introducing a partition P of the 3-manifold Σ into cells C, we have an operator ˆHǫC,γ
acting on any cylindrical function fγ ∈ Cyl3γ(A)⊗Cylγ(U) via a state-dependent trian-
gulation T (ǫ),
ˆHǫC,γ =
∑
v∈V(γ)
χC(v)
∑
v(∆)=v
pˆ∆√
ˆE(v)
ˆhǫ,∆GR,v
pˆ∆√
ˆE(v)
+
∑
v∈V(γ)
χC(v)[δi j(wˆǫ,vγ,φ,i)†wˆǫ,vγ,φ, j + (wˆǫ,vγ,Kin)†wˆǫ,vγ,Kin], (38)
where
ˆhǫ,∆GR,v =
16
3i~κ2γ
ǫi jkTr
(
ˆA(αi j(∆))−1 ˆA(sk(∆))−1[ ˆA(sk(∆)),
√
ˆVUǫv ]
)
+ (1 + γ2) 8
√
2
3i~3κ4γ3
ǫi jkTr
(
ˆA(si(∆))−1[ ˆA(si(∆)), ˆKǫ]
× ˆA(s j(∆))−1[ ˆA(s j(∆)), ˆKǫ] ˆA(sk(∆))−1[ ˆA(sk(∆)),
√
ˆVUǫv ]
)
,
wˆǫ,v
γ,φ,i =
i
~2
∑
v(∆)=v
pˆ∆√
ˆE(v)
ǫlmn
1
λ
ˆU(v, λ)−1[ ˆU(t(sl(∆)), λ) − ˆU(v, λ)]
× Tr
(
τi ˆA(sm(∆))−1[ ˆA(sm(∆)), ˆV5/8Uǫv ] ˆA(sn(∆))
−1[ ˆA(sn(∆)), ˆV5/8Uǫv ]
) pˆ∆√
ˆE(v)
,
wˆǫ,v
γ,Kin =
1
(i~)3
∑
v(∆)=v
pˆ∆√
ˆE(v)
πˆ(v)ǫlmn
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× Tr
(
ˆA(sl(∆))−1[ ˆA(sl(∆)), ˆV5/12Uǫv ] ˆA(sm(∆))
−1[ ˆA(sm(∆)), ˆV5/12Uǫv ]
× ˆA(sn(∆))−1[ ˆA(sn(∆)), ˆV5/12Uǫv ]
) pˆ∆√
ˆE(v)
. (39)
The notations here are as same as those in section 3. Note that ˆHǫC,γ is similar to the
Hamiltonian constraint operator ˆH(1) defined in last section, but is now divided by
the square root of volume operator. Hence the action of ˆHǫC,γ on a cylindrical func-
tion fγ adds analytical arcs ai j(∆) with 12 -representation (or arbitrary chosen spin j-
representation of S U(2) if one uses non-fundamental representations to express the
holonomies in (30)) and points at t(si(∆)) with representation λ with respect to each
vertex v(∆) of γ. Thus, for each ǫ > 0, ˆHǫC,γ is a S U(2) gauge invariant and diffeomor-
phism covariant operator defined on Cyl3γ(A)⊗Cylγ(U). The family of such operators
with respect to different graphs are cylindrically consistent up to diffeomorphisms. So
the inductive limit operator ˆHC is densely defined on HKin by the uniform Rovelli-
Smolin topology. Moreover, the adjoint operators of ˆHǫC,γ, which are also cylindrically
consistent up to diffeomorphisms, read
( ˆHǫC,γ)† =
∑
v∈V(γ)
χC(v)
∑
v(∆)=v
pˆ∆√
ˆE(v)
(ˆhǫ,∆GR,v)†
pˆ∆√
ˆE(v)
+
∑
v∈V(γ)
χC(v)[δi j(wˆǫ,vγ,φ, j)†wˆǫ,vγ,φ,i + (wˆǫ,vγ,Kin)†wˆǫ,vγ,Kin]. (40)
The inductive limit operator of (40) is denoted by ( ˆHǫC)†, which is adjoint to ˆHC as
< gγ ′ , ˆHC fγ >kin = < gγ ′ , ˆHC,γ fγ >kin=< ( ˆHC,γ)†gγ ′ , fγ >kin
= < ( ˆHC)†gγ ′ , fγ >kin=< ( ˆHC)†γ ′gγ ′ , fγ >kin . (41)
Then a master constraint operator, ˆM, in HDi f f can be defined as:
( ˆMΨDi f f )[Πs,c] := limP→Σ;ǫ,ǫ′→0ΨDi f f [
∑
C∈P
1
2
ˆHǫC( ˆHǫ
′
C )†Πs,c]. (42)
Since ˆHǫC( ˆHǫ
′
C )†Πs,c is a finite linear combination of spin-scalar-network functions on
an extended graph with skeleton γ, the value of ( ˆMΨDi f f )[Πs,c] is finite for a given
ΨDi f f ∈ HDi f f . So ˆMΨDi f f is in the algebraic dual of the space of cylindrical functions.
Moreover, we can show that it is diffeomorphism invariant. For any diffeomorphism
transformation ϕ,
( ˆU ′ϕ ˆMΨDi f f )[ fγ] = limP→Σ;ǫ,ǫ′→0ΨDi f f [
∑
C∈P
1
2
ˆHǫC( ˆHǫ
′
C )† ˆUϕ fγ]
= lim
P→Σ;ǫ,ǫ′→0
ΨDi f f [ ˆUϕ
∑
C∈P
1
2
ˆHϕ
−1(ǫ)
ϕ−1(C)( ˆH
ϕ−1(ǫ′)
ϕ−1(C) )† fγ]
= lim
P→Σ;ǫ,ǫ′→0
ΨDi f f [
∑
C∈P
1
2
ˆHǫC( ˆHǫ
′
C )† fγ], (43)
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for any cylindrical function fγ, where in the last step, we used the fact that the diffeo-
morphism transformation ϕ leaves the partition invariant in the limitP → Σ and relabel
ϕ(C) to be C. So we have the result
( ˆU ′ϕ ˆMΨDi f f )[ fγ] = ( ˆMΨDi f f )[ fγ]. (44)
On the other hand, given any diffeomorphism invariant spin-scalar-network state Π[s,c],
the norm of the result state ˆMΠ[s,c] can be expressed as:
|| ˆMΠ[s,c]||Di f f
=
∑
[s′,c′]
| < ˆMΠ[s,c]|Π[s′,c′] >Di f f |2
=
∑
[s′,c′]
| lim
P→Σ;ǫ,ǫ′→0
Π[s,c][
∑
C∈P
1
2
ˆHǫC( ˆHǫ
′
C )†Πs′,c′∈[s′ ,c′]]|2
=
∑
[s′,c′]
| lim
P→Σ;ǫ,ǫ′→0
1
nγ(s,c)
∑
ϕ∈Di f f /Di f fγ(s,c)
∑
ϕ′∈GS γ(s,c)
× < ˆUϕ ˆUϕ′Πs,c∈[s,c]|
∑
C∈P
1
2
ˆHǫC( ˆHǫ
′
C )†Πs′,c′∈[s′ ,c′] >Kin |2
=
∑
[s′,c′]
| lim
P→Σ;ǫ,ǫ′→0
1
nγ(s,c)
∑
ϕ∈Di f f /Di f fγ(s,c)
∑
ϕ′∈GS γ(s,c)
× < ˆUϕ ˆUϕ′
∑
C∈P
1
2
ˆHǫ
′
C ( ˆHǫC)†Πs,c∈[s,c]|Πs′,c′∈[s′ ,c′] >Kin |2
=
∑
[s′,c′]
| lim
P→Σ;ǫ,ǫ′→0
Π[s′,c′][
∑
C∈P
1
2
ˆHǫ
′
C ( ˆHǫC)†Πs,c∈[s,c]]|2, (45)
where we make use of the fact that ˆM commutes with diffeomorphism transformations.
Note that, the cylindrical function ∑C∈P 12 ˆHǫ′C ( ˆHǫC)†Πs,c∈[s,c] is a finite linear combina-
tion of spin-scalar-network functions on some extended graph, so that there are only
finite number of terms contributing to the sum in Eq.(45). Hence it automatically con-
verges. So the master constraint operator ˆM defined by Eq.(42) is densely defined on
HDi f f .
We now compute the matrix elements of ˆM. Given two diffeomorphism invariant
spin-scalar-network functionsΠ[s1,c1] andΠ[s2,c2], the matrix element of ˆM is calculated
as
< Π[s1,c1]| ˆM|Π[s2,c2] >Di f f
= ( ˆMΠ[s2,c2])[Πs1,c1∈[s1,c1]]
= lim
P→Σ;ǫ,ǫ′→0
∑
C∈P
1
2
Π[s2,c2][ ˆHǫC( ˆHǫ
′
C )†Πs1,c1∈[s1,c1]]
= lim
P→Σ;ǫ,ǫ′→0
∑
C∈P
1
2
1
nγ(s2,c2)
∑
ϕ∈Di f f /Di f fγ(s2 ,c2 )
∑
ϕ′∈GS γ(s2 ,c2 )
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× < ˆUϕ ˆUϕ′Πs2,c2∈[s2,c2]| ˆHǫC( ˆHǫ
′
C )†Πs1,c2∈[s1,c1] >Kin
=
∑
s,c
lim
P→Σ;ǫ,ǫ′→0
∑
C∈P
1
2
1
nγ(s2,c2)
∑
ϕ∈Di f f /Di f fγ(s2 ,c2 )
∑
ϕ′∈GS γ(s2 ,c2 )
× < ˆUϕ ˆUϕ′Πs2,c2∈[s2,c2]| ˆHǫC,γ(s,c)Πs,c >Kin< Πs,c|( ˆHǫ
′
C )†Πs1,c1∈[s1,c1] >Kin
=
∑
[s,c]
∑
v∈V(γ(s,c∈[s,c]))
1
2
lim
ǫ,ǫ′→0
× Π[s2,c2][ ˆHǫv,γ(s,c)Πs,c∈[s,c]]
∑
s,c∈[s,c]
< Πs,c|( ˆHǫ′v )†Πs1,c1∈[s1,c1] >Kin, (46)
where Di f fγ is the set of diffeomorphisms leaving the colored graph γ invariant, GS γ
denotes the graph symmetry quotient group Di f fγ/T Di f fγ where T Di f fγ is the dif-
feomorphisms which is trivial on the graph γ, and nγ is the number of elements in
GS γ. Note that we have used the resolution of identity trick in the fourth step. Since
only finite number of terms in the sum over spin-scalar-networks (s, c), cells C ∈
P, and diffeomorphism transformations ϕ are non-zero respectively, we can inter-
change the sums and the limit. In the fifth step, we take the limit C → v and split
the sum
∑
s,c into
∑
[s,c]
∑
s,c∈[s,c], where [s, c] denotes the diffeomorphism equivalent
class associated with (s, c). Here we also use the fact that, given γ(s, c) and γ(s′, c′)
which are different up to a diffeomorphism transformation, there is always a diffeo-
morphism ϕ transforming the graph associated with ˆHǫ
v,γ(s,c)Πs,c (v ∈ γ(s, c)) to that of
ˆHǫ
v′γ(s′,c′)Πs′,c′ (v′ ∈ γ(s′, c′)) with ϕ(v) = v′, hence Π[s2,c2][ ˆHǫv,γ(s,c)Πs,c∈[s,c]] is constant
for different (s, c) ∈ [s, c].
Since the term ∑s,c∈[s,c] < Πs,c|( ˆHǫ′v )†Πs1,c1∈[s1,c1] >Kin is independent of the param-
eter ǫ′, one can see that by fixing an arbitrary state-dependent triangulation T (ǫ′),∑
s,c∈[s,c]
< Πs,c|( ˆHǫ′v )†Πs1,c1∈[s1,c1] >Kin
=
∑
ϕ
< UϕΠs,c|( ˆHǫ′v )†Πs1,c1∈[s1,c1] >Kin
=
∑
ϕ
< ˆHǫ
′
v,ϕ(γ(s,c))UϕΠs,c|Πs1,c1∈[s1,c1] >Kin
=
∑
ϕ
< Uϕ ˆHϕ
−1(ǫ′)
ϕ−1(v),γ(s,c)Πs,c|Πs1,c1∈[s1,c1] >Kin
= Π[s1,c1][ ˆHϕ
−1(ǫ′)
v∈V(γ(s,c)),γ(s,c)Πs,c], (47)
where ϕ are the diffeomorphism transformations spanning the diffeomorphism equiva-
lent class [s, c]. Note that the kinematical inner product in above sum is non-vanishing
if and only if ϕ(γ(s, c))) coincides with the extended graph obtained from certain skele-
ton γ(s1, c1) by the action of ( ˆHǫ′v )† and v ∈ V(ϕ(γ(s, c))), i.e., the scale ϕ−1(ǫ′) of the
diffeomorphism images of the tetrahedrons added by the action coincides with the scale
of certain tetrahedrons in γ(s, c) and ϕ−1(v) is a vertex in γ(s, c). Then we can express
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the matrix elements (46) as:
< Π[s1,c1]| ˆM|Π[s2,c2] >Di f f
=
∑
[s,c]
∑
v∈V(γ(s,c∈[s,c]))
1
2
lim
ǫ,ǫ′→0
Π[s2,c2][ ˆHǫv,γ(s,c)Πs,c∈[s,c]]Π[s1,c1][ ˆHǫ
′
v,γ(s,c)Πs,c∈[s,c]]
=
∑
[s,c]
∑
v∈V(γ(s,c∈[s,c]))
1
2
( ˆH′vΠ[s2,c2])[Πs,c∈[s,c]]( ˆH′vΠ[s1,c1])[Πs,c∈[s,c]]. (48)
From Eq.(48) and the result that the master constraint operator ˆM is densely defined
on HDi f f , it is obvious that ˆM is a positive and symmetric operator on HDi f f . Hence,
it is associated with a unique self-adjoint operator ˆM, called the Friedrichs extension
of ˆM. We relabel ˆM to be ˆM for simplicity. In conclusion, there exists a positive and
self-adjoint operator ˆM on HDi f f corresponding to the master constraint (35). It is
then possible to obtain the physical Hilbert space of the coupled system by the direct
integral decomposition of HDi f f with respect to ˆM.
Note that the quantum constraint algebra can be easily checked to be anomaly free.
Eq.(44) assures that the master constraint operator commutes with finite diffeomor-
phism transformations, i.e.,
[ ˆM, ˆU ′ϕ] = 0. (49)
Also it is obvious that the master constraint operator commutes with itself,
[ ˆM, ˆM] = 0. (50)
So the quantum constraint algebra is precisely consistent with the classical constraint
algebra (36) in this sense. As a result, the difficulty of the original Hamiltonian con-
straint algebra can be avoided by introducing the master constraint algebra, due to the
Lie algebra structure of the latter.
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