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ABSTRACT 
 
Digital Pulse Position Modulation (digital PPM) is a modulation format that codes 
n bits of PCM into a single pulse that occupies one of 2n time slots. Various studies over 
the last three decades have shown that such a scheme can offer an improvement in 
receiver sensitivity of 5-11 dB when compared to Pulse Code Modulation (PCM). Such 
an increase in sensitivity can be exploited beneficially in both long haul applications and 
the multi-user environment. However, this improvement results in a considerable increase 
in the final data rate of the original PCM, and this makes implementation difficult. 
 
Alternative methods have been proposed, such as multiple PPM, dicode PPM, 
differential PPM and overlapping PPM, that reduce transmission bandwidth while 
maintaining an increased sensitivity. Dicode and multiple PPM (MPPM) are the most 
bandwidth efficient of these formats and MPPM, the subject of this thesis, offers the best 
sensitivity without the large bandwidth increase. In this scheme, multiple pulses per 
frame are used, with the pulse positions being determined by the original PCM word.  
 
The main concern of this thesis is a full and detailed investigation of an Optical 
MPPM link operating over a dispersive optical channel. As the analysis of any ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
X
 
multiple PPM system, in which X denotes the number of data slots and Y the number of 
pulses, is extremely time-consuming, a novel automated solution was designed to predict 
the equivalent PCM error rates of specific sequences and simplify the task. An original 
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mathematical formulation is developed using the Maximum Likelihood Sequence 
Detection (MLSD) scheme. Using the equivalent PCM error rates of specific sequences 
generated from software, a full simulation of an MPPM optical link can be produced and 
the results show the effectiveness of the MPPM format over PPM. A measure of coding 
quality is proposed that accounts for efficiency of coding and bandwidth expansion. 
Original results are presented for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 MPPM system, considered as very efficient and 
examined by many authors, showing that the most efficient systems are in the middle of 
the family. A methodology to predict the Bit Error Rate (BER) of any MPPM system is 
also proposed. The results obtained confirmed the results obtained from the full 
mathematical analysis. 
 
The effects of linear increment, linear decrement, Gray code and random mapping 
of data on the performance of a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 multiple PPM system are also examined. 
Simulations show that the Gray code is the most effective as it minimizes the Hamming 
distance between adjacent multiple PPM words. 
 
Further experiments showed that system performance can be obtained exclusively 
with the use of software making the analysis simpler and minimizing the time 
consumption. A novel algorithm is presented and results obtained using this method, 
agree with those obtained using a full mathematical model.  
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Certain mappings can either enhance or degrade the final total error probability of 
the system and hence affect the sensitivity of the MLSD scheme. In this thesis the author 
also suggests a methodology of how to predict and generate an optimum or close to 
optimum mapping. The methodology is based on minimizing the occurrence of dominant 
error sequences. Detailed results show the effectiveness of this mapping routine. 
 
For the first time also, high order MPPM codes are considered for analysis. All 
the experiments completed for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 MPPM system are repeated for a range of 
MPPM systems (with 4, 7, 15, 17, 22, 28 and 33 slots operating over a plastic optical 
fibre (POF) channel showing again that the most efficient systems are in the middle of 
the family. Close to optimum mappings are also presented for these MPPM systems. The 
estimated mappings were found to be far superior to the efficient Gray codes, linear 
coding and a series of random mappings. To measure these optimum mappings a very 
efficient mapping is also considered. This mapping minimises the Hamming distance 
between all MPPM codewords. This mapping allows repetitions of MPPM codewords 
and cannot be used in a MLSD scheme. Therefore, it is only used for comparisons with 
the (close to) optimum mappings. It is shown that the optimum mappings are close to 
ideal. 
 
Other correlation techniques are also considered for optimised detection in the 
MLSD scheme. Results obtained showed that raised cosine filtering can enhance 
detection. 
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Report Organization 
 
In this thesis, a detailed analysis of the MPPM format is presented when operating 
in a highly dispersive optical channel. Chapter 1 presents the background and motivation 
of this work. Chapter 2 shows the necessary theory used for this project (error types, 
error probability and MLSD). Chapter 3 demonstrates the design of the software solution. 
A modified traditional methodology is applied. The requirement analysis is done through 
scenarios and diagrams to determine the needs or conditions to meet for the new software 
solution. The implementation phase of the software is also presented. The software is 
implemented through an Object Oriented Programming Language (C++). The main 
algorithms are described and test results are also demonstrated. The program is split into 
three main areas (interface, main body, functions). The main body consists of seven 
algorithms which are explained from data flow diagrams. Testing results obtained from 
the software alongside test patterns used to verify the software are also presented. 
Chapter 4 discusses the mathematical models used to simulate a MLSD scheme used in 
an optical MPPM link with the use of a matched filter. The mathematical models use 
error rates from specific sequences calculated from the software solution. An original 
method of predicting the sensitivity of any MPPM system, and results, are presented for a 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 MPPM scheme. A methodology to predict the Bit Error Rate of any MPPM system 
is also proposed and results obtained for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 MPPM system are compared with the 
results obtained from the mathematical models. Chapter 5 discusses the effects of data 
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mapping on the overall sensitivity of a MPPM system and results from mapping 
experiments are presented for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 MPPM scheme. Chapter 6 describes a simplified 
fully automated (software) solution to predict the sensitivity of any MPPM system 
without the use of complex mathematical models. Also, a new methodology is proposed 
of how to obtain an optimum or close to optimum mapping for any MPPM system. 
Results are presented for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 MPPM system. Chapter 7 presents a full analysis with 
experimental results of high order MPPM systems and discusses and demonstrates 
optimum (without redundancy) mappings for higher order MPPM systems. Chapter 8 
demonstrates other correlation techniques used in a MLSD scheme alongside results for a 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 MPPM scheme. Chapter 9 presents a discussion of the main points of the research 
and Chapter 10 presents the conclusions of this project and outlines possible further 
work.  
 
Several appendices are also included, after the references section, to present 
figures, tables, software printouts, mathematical models, publications and the project 
plan. 
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Chapter 1 
 
 
Introduction 
 
 
 
________________________________________________________________________ 
 
1.1 Background and Motivation 
 
Electronic information may be transmitted from one point to another using either 
analogue or digital communication techniques [1]. In analogue communications the three 
key parameters of a carrier signal are its amplitude, phase and its frequency, all of which 
can be modified (modulated) in accordance with a low frequency information signal to 
obtain the modulated signal. In analogue modulation, the modulation is applied 
continuously in response to the analogue information signal.  
 
In digital modulation, an analogue carrier signal is modulated by a digital bit 
stream. The modulation of pulses is called Pulse Modulation (PM) [2]. PM is the process 
of using some characteristics of a pulse (amplitude, width, position) to carry a 
narrowband analogue signal over an analogue lowpass channel as a two-level quantized 
signal, by modulating a pulse train. Common modulation formats are: 
 
i) Pulse Amplitude (PAM) 
ii) Pulse Density (PDM) or Width (PWM) 
iii) Pulse Frequency (PFM) 
iv) Pulse Code (PCM) 
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v) Sigma-delta modulation (ΣΔM) 
vi) Continuously variable slope delta modulation (CVSDM), also called 
Adaptive-Delta Modulation (ADM) 
vii) Pulse Time or Position (PTM) 
 
1.1.1 PAM 
 
In PAM (presented in figure 1.1 - A) the amplitude of the pulses carries the 
information. This basic scheme can be made more sophisticated by using several 
amplitude levels. For example, signal bits can be grouped into twos, i.e. 00, 01, 10 and 11 
and four different amplitude levels can be used for each of these groups. This scheme is 
known as Quadrature Pulse Amplitude Modulation (QPAM or QAM). Direct-sequence 
spread spectrum (DSSS) is based on pulse-amplitude modulation 
 
1.1.2 PDM 
 
PDM, is another form of modulation used to convert an analogue signal into a 
digital signal. In a PDM signal, the relative density of the pulses is proportional to the 
magnitude of the analogue (input) signal. Pulse-width modulation (PWM) is a special 
case of PDM. It is widely used in motor control. 
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1.1.4 PCM 
 
PCM (figure 1.2) is a general scheme for transmitting analogue data in a binary 
form independent of the complexity of the analogue waveform. With PCM all forms of 
analogue data such as video, voice, music and telemetry can be transferred. To obtain 
PCM from an analogue waveform at the source (transmitter), the amplitude of the 
analogue signal is sampled at regular time intervals. The sampling rate, is several times 
the maximum frequency of the analogue waveform (Nyquist rate). The amplitude of the 
analogue signal at each sample is rounded off to the nearest binary level (quantisation) 
and represented by a binary word of two, three or more binary bits. At the receiver, a 
pulse code demodulator converts the binary numbers back into pulses having the same 
quantum levels as those in the modulator. These pulses are further processed to restore 
the original analogue waveform. 
 
 
Figure 1.2: PC Modulation (www.iec.org). 
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Adaptive Differential Pulse Code Modulation (ADPCM) is a technique defined by 
the International Telecommunication Union (ITU) for converting sound or analogue 
information to binary information by taking frequent samples of the audio signal and 
expressing the value of the sampled audio modulation in binary terms. This produces a 
lower bit rate and is sometimes used to effectively compress a voice signal, allowing both 
voice and digital data to be sent where only one would normally be sent. ADPCM is a 
variation of pulse code modulation (PCM) that only sends the difference between two 
adjacent samples. ADPCM is used to send audio on fiber-optic long-distance lines as well 
as to store audio along with text, images, and code on a data storage medium. It is also 
used in digital cordless telephones and radio/wireless local loop. 
 
1.1.5 ΣΔM 
 
The Sigma-Delta (ΣΔ) modulation is a method for encoding high resolution 
signals into lower resolution signals using pulse-density modulation. This technique has 
found increasing use in a range of modern electronic components, such as analogue-to-
digital and digital-to-analogue converters, frequency synthesisers, switched mode power 
supplies and motor controls. One of the earliest and most widespread uses of delta-sigma 
modulation is in data conversion. An ADC or DAC circuit which implements this 
technique can easily achieve very high resolutions while using low-cost CMOS 
processes, such as the processes used to produce digital integrated circuits; for this 
reason, even though it was first presented in the early 1960s, it is only in recent years that 
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it has come into widespread use with improvements in silicon technology. Almost all 
analogue integrated circuit vendors offer delta sigma converters. 
 
1.1.6 CVSDM 
 
Continuously variable slope delta modulation (CVSD or CVSDM) is a voice 
coding method. It is a delta modulation with variable step size (i.e. special case of 
adaptive delta modulation), first proposed by Greefkes and Riemens in 1970 [3]. CVSD 
encodes at 1 bit per sample, so that audio sampled at 16 KHz is encoded at 16 Kbit/s. The 
encoder maintains a reference sample and a step size. Each input sample is compared to 
the reference sample. If the input sample is larger, the encoder emits a 1 bit and adds the 
step size to the reference sample. If the input sample is smaller, the encoder emits a 0 bit 
and subtracts the step size from the reference sample. The encoder also keeps the 
previous N bits of output (N = 3 or N = 4 are very common) to determine adjustments to 
the step size; if the previous N bits are all 1s or 0s, the step size is doubled. Otherwise, the 
step size is halved. The step size is adjusted for every input sample processed. The 
decoder reverses this process, starting with the reference sample, and adding or 
subtracting the step size according to the bit stream. The sequence of adjusted reference 
samples are the reconstructed waveform, and the step size is doubled or halved according 
to the same all-1s-or-0s logic as in the encoder. Adaptation of step size allows one to 
avoid slope overload (step of quantization increases when the signal rapidly changes) and 
decreases granular noise when the signal is constant (decrease of step of quantisation). 
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CVSD is sometimes called a compromise between simplicity, low bitrate, and quality. 
Bitrates are 9.6 to 128 Kbit/s. 
 
1.1.7 PTM 
 
The time characteristics of pulses may also be modulated. Two time 
characteristics may be affected, the time duration of the pulses and the occurrence 
(position) of the pulses. The main PTM techniques are:  
 
i) Pulse Position Modulation (PPM) 
 
In 1949, Golay [4] published a paper that considered the use of digital PPM 
(referred as QPPM) as the practical way of approaching the Shannon limit. Many other 
authors after him [5]-[66] continued his research on QPPM (referred to as PPM). Optical 
Digital PPM (referred in some papers as ODPPM) is an early form that codes n bits of 
PCM data into a single, narrow, high-energy pulse which occupies one of n=2Μ (where M 
is the number of encoded PCM bits) allowed pulse positions or slots in a frame of 
duration Tn (as presented in figure 1.3). A guard band is left at the end of each frame and 
this defines a modulation depth, m. The first level of PPM synchronisation consists of 
identifying the slot boundaries and frequency. The second level consists of identifying 
the frame frequency. The last and most important part in synchronizing PPM signals is 
the establishment of the proper frame phase from the incoming data stream. Thus 
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synchronizing a PPM system is quite complicated. Generally it can be stated that 
efficiency improves with increasing the number of slots because more bits are being 
conveyed. 
 
Figure 1.3: An Optical PPM frame encoding 2 PCM bits. Note the guard interval at the 
end of the frame. 
 
McAulay and Sakrison, [5] developed a hybrid PPM/PM modulation system. 
They showed that for a fixed signal having a specified bandwidth the PPM/PM 
modulation can perform significantly better than straight PPM at higher values of the 
input SNR. Karp and Gagliardi, [6] considered some design aspects of an optical M-ary 
PPM communication system using photon counters at the receiver. The system 
considered transmits monochromatic optical energy in one of M time intervals, and the 
receiver determines the photon count in each interval and performs a maximum-
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likelihood test to determine which signal has been received. Blachman, [8] studied the 
spectrum of a time-division-multiplexed (TDM) pulse-position-modulated (PPM) signal. 
The spectrum consists of three parts - the continuous part, which is simply the sum of the 
continuous parts of the spectra of the separate channels; the lines and harmonics of the 
maximum overall pulse-repetition frequency (PRF). Simple expressions were found for 
all three parts under the assumption that N-M channels are empty (input lines have no 
data to send). N are unmodulated and the remaining M contain independent, identically 
uniformly distributed pulse positions. A complicated expression was also found for the 
variances of the lines in the last part of the spectrum under a random choice of the 
modulated and unmodulated channels, and a simple approximation was presented for it. 
The author also obtained the signal’s continuous spectrum, which was simply the sum of 
the continuous parts of the spectra of the individual modulated channels and was 
independent of which channels they were. 
 
The same author also studied [9] the signal-to-noise-ratio (SNR) performance of a 
pulse-position-modulation (PPM) receiver when the input SNR exceeded the threshold, 
but below it the output SNR deteriorated on account of false pulses due to noise. A 
formula was obtained for the output SNR as a function of the input SNR that was valid 
below as well as near and above the threshold. From it the threshold was easily 
determined, and it was found to be higher than previously indicated. The paper concluded 
with a new, simpler derivation of Rice’s result as well as a resolution of the demodulator 
output into its various components. The relation between the time-bandwidth (TB) 
product and the threshold peak SNR was also obtained. The latter turned out to be about 
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17 dB for values of TB in the range of 10-15. Thus, the SNR threshold was found in PPM 
reception to be considerably higher.  
 
Muoi and Hullett, [10] developed an optimum receiver structure for an optical 
PPM system and from this a simple sub-optimum receiver was proposed which offered 
significant SNR improvement and yet required few circuit changes. For a FET 
preamplifier, the SNR improvement was 10.8 dB with a p-i-n photodiode and 4.7 dB with 
an avalanche photodiode. For a BJT preamplifier, the SNR improvement was 3.1 dB and 
2.3 dB with the p-i-n and avalanche diodes, respectively. Garrett, [14] analysed the 
receiver sensitivity of an optical PPM system over a slightly dispersive channel, where 
both “wrong slot” and “false alarm” errors are important. It was shown that receiver 
sensitivity of better than 100 photons per binary bit-time was theoretically possible using 
direct detection and un-coded PPM. Ideal heterodyne detection could reduce this to 
below 5 photons per binary bit-time. Timing extraction and a digital modulation method 
were discussed.  
 
Gagliardi and Prati, [15] investigated laser pulse stretching in optical PPM 
formats in terms of performance degradation and decoder design alternatives. Several 
methods were considered for combating the pulse stretching, including pulse 
equalization, extended pulse integration, and pulse shape matching. Performance of these 
methods was compared for the case of exponential stretching and Gaussian statistics. The 
methods included pulse equalization, and spread pulse energy integration and matching. 
Optimal performance, therefore minimum PSE (probability of symbol error), occurred 
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only if the pulse shape was exactly matched, but the performance can be approached by a 
piece-wise (logarithmic and exponential function) integrate-and-correlate decoding. 
 
Prati, [16] examined the maximum probability decoding for a stretched-pulse, 
PPM, direct-detection optical communication system when the spreading factor of the 
received laser pulse was unknown. Based on a discrete count model, joint pulse spreading 
estimators and decoders were derived for both Poisson and avalanche photodetection 
(APD) cases. Performance was evaluated in terms of probability of error for pulse 
decoding.  
 
Ling and Gagliardi, [18] examined the slot clocking design associated with a 
direct detection, photodetecting optical PPM system. Several types of practical slot 
synchronizers were also considered. A basic design involving analogue correlators and 
slot gating was presented, along with an indication of its performance. Several alternative 
designs were also presented, including digital synchronizers in which time samples were 
used for loop control. The advantage in digital systems is that more extensive processing 
could be handled in software, allowing the loop to perform closer to the ideal. Design 
procedures for digital clocking were presented, and optimal laser pulse shaping and 
filtering were discussed. Performance in terms of loop models and tracking error variance 
was included. It has been shown that accurate, reliable, and implementable slot clocking 
tracking loops can be designed for PPM decoder processors. These loops can be designed 
without the necessity of decoding decision feedback, thereby eliminating delay lines and 
complicated storage hardware. The primary disadvantage was to make binary slot 
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decisions fairly accurately, which produced slightly poorer performance then predicted 
by idealized tracking theory. Some alternative designs were possible, eliminating the 
binary decision making, but they became noisier and generally had limited linear tracking 
range. An alternative digital design was also considered, in which the early-late gate 
integrators were replaced by A/D conversion, and sample differencing was used to 
generate error voltages. The digital system can be optimised by properly designing the 
preloop filter and shaping the transmitted laser pulse so as to minimize tracking variance. 
The use of software processing made it easier for the digital clock loop to be decision-
directed by the PPM decoding, whereas an equivalent analogue loop would require 
accurate delay lines to achieve the same performance.  
 
Charbit and Bendjaballah, [20] calculated the capacity for a Poisson channel with 
a source noise as modeled by Pierce by bounding the error probability. Based on 
Chernoff’s bound properties, a more general method was developed, yielding a formula 
for the channel capacity. 
 
Cryan et. al, [28] investigated the PPM potential for coherent optical fibre 
communications channel. They presented a thorough performance and optimisation 
analysis. Comparisons, at a wavelength of 1.5 µm, were made with shot-noise limited 
coherent PCM (homodyne and heterodyne ASK, FSK, and PSK) over a range of fibre 
bandwidths and varying PPM word size. They concluded that, for moderate to high fibre 
bandwidths, homodyne digital PPM could achieve an improvement in sensitivity of 
typically 5 dB over homodyne PSK PCM. Cryan [29] also considered the simplification 
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of the receiver structure, and an algorithm was developed for calculating the receiver 
sensitivity when sub-optimum pre-detection filters were employed. Original results were 
presented for the sub-optimum detection of heterodyne n-ary PPM, and they illustrated 
that the receiver complexity can be significantly simplified at a cost of only 0.9 dB 
degradation in sensitivity. Finally, the algorithm was used to model an experimental 16-
ary heterodyne PPM system, predicting a sensitivity of -65.5 dBm when operating with a 
slot duration of 20 ns. This is within 2.8 dB of that measured practically, and 5.6 dB short 
of the shot noise limit due to a limited local oscillator power of 14 µW. This represents 
an improvement of 18.2 dB over an equivalent direct detection 16-ary PPM system. 
 
Advani and Georghiades, [30] demonstrated jointly optimal receivers that make 
decisions in the absence of symbol synchronisation and analysed a pulse-position 
modulation, optical direct-detection channel. It was seen that jointly optimal receivers 
were superior to conventional receivers that had separately designed synchronisation and 
decision subsystems. However, their performance advantage was significant only at very 
low signal levels. Simulation results indicated that the much less complicated receivers 
that observed histogram data performed as well as receivers that observed the complete 
sample-path at a rather small number of bits per slot.  
 
 Cryan et. al, [33] showed from experiments that the optimum sensitivity in a PPM 
system occurs when the contributions from the error sources are equal. Above this 
optimum, sensitivity is maximised by balancing False Alarm errors with Wrong Slot 
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errors. Below the optimum, it is maximised by balancing Erasure with False Alarm 
errors. 
 
The use of coding techniques (Reed-Solomon, [41] Viterbi, [42] Trellis, [43] and 
convolutional codes [44]) for an optical fibre PPM channel was considered by Garrett 
[45] in 1981. RS and convolution coding were discussed by McEliece [46]-[47] for free 
space optical communications. Divsalar and Gagliardi [48] considered an optical-RF 
relay deep space communication link that transmits optical PPM data from spacecraft to 
an optical relay that then retransmits the data via microwave to ground. It was generally 
advantageous to use Reed-Solomon encoding over the PPM optical link for improved 
error correction. Several demodulating schemes were also considered. Yichao et al [51] 
discussed repeatered optical fibre communication with line-coded digital PPM in 1985. 
Since then several papers [52]-[64] have been published in the area of line, RS and 
convolution coding for direct and coherent detection of digital PPM over optical fibre 
channels. The conclusions from these papers are that RS coding offers increased receiver 
sensitivity, and that there exists an optimum code rate for a particular system. Combining 
RS and convolution coding to form an inner and outer code system, also yields 
advantages in system performance.  
 
Cryan et. al [58] also presented a performance and optimisation analysis for both 
uncoded homodyne digital PPM and digital PPM employing Reed-Solomon error-
correction codes. The system performance for a range of fibre bandwidths and PPM 
symbol sizes was analysed, and it was shown how the predetection filter may be 
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configured in order to minise the three error sources and achieve maximum transmission 
efficiency (nats/photon). Results were presented at a bit rate of 565 Mbit/s and a 
wavelength of 1.5m, comparing both uncoded and coded homodyne digital PPM with 
shot-noise-limited coherent PCM. It was shown that there are optimum PPM symbol 
sizes, fibre bandwidths and Reed-Solomon code rates at which to operate. The conclusion 
was that uncoded digital PPM offers an improvement of 5 dB over homodyne PSK PCM, 
and that the Reed-Solomon error-correction coded system offered a 4 dB improvement 
over uncoded PPM, when operating at the optimum 4
3  code rate. 
 
Cannone et. al, [59] studied the performance of convolutionally coded pulse 
position modulation (PPM) systems in the presence of slot synchronisation errors, for the 
shot-noise-limited photon-counting receiver and the avalanche photodetection (APD) 
receiver. Both hard and soft (δ-max) demodulation results were given, and two soft-
decision metrics were investigated. The effect of slot synchronisation errors on the 
performance of an interleaved PPM system, where the pulses are arranged in a non-
contiguous way in order to increase performance, using convolution was evaluated for 
both photon counting and APD receivers with hard and soft demodulation and Viterbi 
decoding. The results indicated that the performance of coded PPM systems with hard 
demodulation is in general significantly affected by imperfect slot synchronisation unless 
the value of the normalized loop bandwidth is less than 10-3. 
 
In 1992 Massarella and Sibley completed experimental work [61] in the area of 
IFI and Reed-Solomon code error correction for an optical PPM channel. This work has 
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shown that the effects of IFI in the first time slot can be completely eradicated. The use of 
RS coding has also been experimentally investigated with conclusions drawn on the 
random and burst error correction ability of such codes with PPM channels. 
 
Lee and Kahn, [64] analyzed the performance of trellis-coded pulse-position 
modulation with block decision-feedback equalization (BDFE) and parallel decision-
feedback decoding (PDFD) on indoor, wireless infrared channels. They showed that the 
reduced complexities of BDFE and PDFD as compared to maximum-likelihood sequence 
detection allow for better codes whose increased coding gain more than compensates for 
the penalty due to suboptimal detection. They also quantified these net gains in 
performance over a range of dispersive channels, indicating where BDFE and PDFD 
provided the best performance. Thus, for TC 16-PPM, BDFE provided the best 
performance. For TC 8-PPM, BDFE provided the best performance for normalized delay 
spreads DT<0.2, but because of significant penalties due to decision errors in BDFE, 
PDFD provided the best performance for DT>0.2. 
 
ii) Differential PPM (dPPM) 
 
The synchronisation difficulties of PPM can be solved using differential PPM 
(dPPM) [67]-[70] whereby each pulse position is encoded relative to the previous pulse. 
Thus the receiver must only measure the difference in the arrival time of successive 
pulses. It is possible to limit the propagation of errors to adjacent symbols, so that an 
error in measuring the differential delay of one pulse will affect only two symbols, 
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instead of causing all successive measurements to be erroneous. dPPM was proposed by 
Zwillinger [68] as a way of increasing throughput for a band-limited and average-power-
limited optical channel. Shirokov and Bukhinnik [68] also considered dPPM when 
transmitted over optical fibre channels. In particular they evaluated the reliability of such 
systems. Peile [69] completed a theoretical analysis for dPPM with error correcting codes 
combined with interleaving techniques. 
 
Shiu and Kahn [70], presented expressions for the error probability and power 
spectral density of DPPM. They showed that for a given bandwidth, dPPM requires 
significantly less average power than pulse-position modulation (PPM). They also 
examined the performance of dPPM in the presence of multipath intersymbol interference 
(ISI). They found that the ISI penalties incurred by PPM and dPPM exhibited very 
similar dependencies upon the channel rms (root mean square) delay spread. They also 
discussed the use of chip-rate and multichip-rate equalization to combat ISI. Finally, they 
described potential problems caused by the nonuniform bit-rate characteristic of dPPM, 
and proposed several solutions. They considered several receiver structures, including a 
simple, unequalized hard-decision receiver, an MLSD, a chip-rate decision-feedback 
equalizer (DFE), and a multichip-rate DFE (the MLSD comprises an Analogue Front-End 
(AFE) IC and a Digital Equalizer (DE) IC which are packaged in a multichip module). 
They concluded that dPPM always achieved high power efficiency and lower hardware 
complexity than PPM. These made dPPM a favorable candidate to replace PPM in many 
applications. Using a simple model for the indoor wireless infrared channel, they found 
that the ISI penalties of dPPM were essentially determined by the ratio of the rms delay 
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spread to chip duration. DFE was discovered as an effective technique to combat ISI. The 
same authors derived the PSD of dPPM signals assuming that the transmit pulse shape 
was rectangular. The PSD did not approach zero at dc. Thus, if highpass filtering is 
employed to reduce the effect of fluorescent light noise, dPPM signals are subject to 
greater distortion than PPM signals. 
 
iii) Overlapping PPM (OPPM) 
 
In 1984 Bar-David and Kaplan [71] and in 1999 Shalaby, [72] published some 
work on Overlapping PPM (OPPM). This modulation scheme was found to allow 
multiple positions per pulse width as well as fractional modulation indices (number of 
pulse widths per frame). The associated theoretical analysis showed that, for low data 
rates, OPPM offers a 20 percent advantage over conventional PPM in nats/photon. 
 
iv) Colour Coded PPM (CCPPM) 
 
Colour coded PPM (CCPPM) was proposed by Davidson and Bayoumi in several 
papers [73]-[76]. This technique uses a different optical non-overlapping centre 
frequency for each individual PPM data slot. It was found that this system offered higher 
energy efficiency in nats per average number of received photons per pulse than an 
ordinary PPM system. Gagliardi and Kim [21] also considered CCPPM combining laser 
diodes, operated in different wavelengths, in conjunction with a pulse position modulated 
(PPM) format (several laser diode sources that were combined into a single beam for 
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digital PPM transmission). They considered three different system architectures. In the 
first design a single PPM data pulse was represented by several optical frequencies which 
were combined before the digital PPM modulator. The second design also used a single 
beam, but each optical wavelength was modulated by digital PPM before the optical 
combiner. They considered the data rate performance of the systems based on the PPM 
coding level, number of wavelengths used, optical SNR and losses associated with the 
beam optics. 
 
v) Multiple PPM (MPPM) 
 
The use of digital pulse position modulation using multiple pulses (figure 1.4) per 
time frame was considered by Lee and Schroeder [77] in 1977. This paper gave analytic 
and computer simulation results for a pulse-interval modulation (PIM) system that 
represented a discrete PPM system. They also determined the laser power required to 
achieve a given bit error rate. This modulation format was then theoretically investigated 
by Gol’dsteyn and Frezinski [78] in 1978 when it was transmitted over a channel 
containing regenerators. Marougi and Sayhood [79] published a paper in 1983 that had a 
complete noise performance analysis and Fyath et al [80] investigated the spectral 
properties for timing extraction purposes. Since then several papers have been published 
in the area of Pulse Interval and Double Header PI Modulation [81]-[83]. 
 
The noise immunity of Multiple PPM (MPPM) was investigated by Yemin and 
Petrich [84] when operating over a dispersive channel i.e. pulse broadening. They derived 
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error probabilities for incorrect reception of the signal assuming a Gaussian received 
pulse shape and threshold crossing detection. Sugiyama and Nosu [85] proposed a 
detailed noise performance of a 
12
2
⎛ ⎞⎜ ⎟⎝ ⎠  multiple PPM, optical fibre system in the presence 
of erasure errors. A Maximum Likelihood Sequence Detector (referred as MLSD) was 
used as the decoder-detector and this same scheme is also used in this thesis. They 
concluded that multiple PPM is more efficient than digital PPM in terms of power and 
bandwidth utilization (MPPM reduces the transmission bandwidth by half), resulting in a 
best predicted sensitivity of 0.58 bits/photon compared to the 0.5 bits/photon for digital 
PPM, both operating at an error rate of 1 in 10-9. They also proposed a practical method 
of finding the “optimum” (equivalent PCM) mapping. By constantly changing the 
mapping they recorded the final error probability. Depending on the rate of change of the 
error probability, they changed the mapping until the error probability was not reduced 
any more. This mapping was theoretically named as the optimum. 
 
Majumder et al [87] considered the performance degradation of coded MPPM 
systems due to slot synchronisation error for an APD type receiver, and obtained 
expressions for receiver degradation with the timing jitter variance.  
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Figure 1.4: Conversion of PCM data to multiple PPM. 
 
Park and Barry [92] examined the performance of multiple PPM and its variants 
PPM and OPPM on ISI channels with additive white Gaussian noise. The error 
probability and channel capacity results indicated that, although PPM modulation 
schemes were extremely power efficient across ISI-free channels, their power efficiency 
dropped dramatically when ISI was present. The same authors also investigated the effect 
of dispersion on multiple PPM [100] for indoor wireless infrared communication. They 
concluded that a partial-response pre-coding at the transmitter reduces the ISI span to two 
baud periods, which reduced the complexity of the receiver significantly, providing a 
good balance between performance and complexity. 
 
Velidi and Georghiades [93], investigated the synchronisation properties of slot-
synchronized multiple pulse position modulation (MPPM) sequences. They derived a 
bound on the probability of MPPM symbol synchronisation and identified synchronisable 
MPPM symbols, which, when periodically inserted in the data stream, can remove an 
observed performance floor. 
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Sibley [94] presented an original performance analysis of a 
12
2
⎞⎛ ⎟⎜⎝ ⎠
 multiple PPM 
system with a slope detection system coupled with a classical matched filter, MLSD 
scheme, to combat inter-symbol interference. The author concluded that this multiple 
PPM scheme (used in Plastic Optical Fibre - POF) had a 7.36 dB advantage over PCM 
when operating under wide bandwidth conditions. When all consecutive pulses were 
replaced by three-pulse sequences to reduce the effects of ISI and IFI at low bandwidths, 
it was shown that such a hybrid 2/3 pulse system gave a sensitivity of -22.74 dBm at a 
channel bandwidth of 0.7 times the PCM bit rate. This represented a 3.61 dB 
improvement over the original two-pulse MPPM system. 
 
Cryan and Sibley [95] simplified the receiver design by employing raised cosine 
filtering to eliminate ISI. They showed that very good performance can be achieved by 
using a simple first-order preamplifier in cascade with a 3rd order Butterworth pre-
detection filter, both with their bandwidths set at 0.6 times the MPPM slot rate. When 
operating with a POF bandwidth of 0.7 times the data rate, it was shown that both the 
ideal raised cosine scheme and the simple Butterworth pre-detection filter system offered 
improvements in sensitivity of 7.6 dB and 8 dB respectively over the more complex 
MPPM MLD system.  
 
The use of error reduction codes, such as Reed-Soloman (RS) to further increase 
receiver sensitivity, was proposed by Atkin and Fares [96] in 1989. They analyzed the 
performance of a RS coded multiple PPM system using an avalanche photodiode (APD) 
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and predicted 0.1 nats/photon, compared to the 0.03 nats/photon for an equivalent (RS) 
PPM system, both operating at an error rate of 1 in 10-9. Since then several papers [97]-
[103] have been published using coding techniques in MPPM. 
 
Herro et al [97] and Takahashi et al [98], in 1989, analysed the use of error 
correcting codes with MPPM modulation. The main conclusion drawn from these papers 
was that a Reed-Soloman (RS) coded MPPM system achieves an energy efficiency of 
more than twice that of an RS coded digital PPM system.  
 
Park and Barry [101] presented new trellis codes based on multiple-pulse-position 
modulation (MPPM) for wireless infrared communication. They assumed that the 
receiver uses maximum-likelihood sequence detection to mitigate the effects of channel 
dispersion, which were modeled using a first-order lowpass filter. Compared to trellis 
codes based on PPM, they concluded that the new codes were less sensitive to multipath 
dispersion and offered better power efficiency when the desired bit rate was large, 
compared with the channel bandwidth. Thus, for the trellis-coded ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
17
 MPPM (where 
the bit rate equals the bandwidth), required 1.4 dB less optical power than trellis-coded 
16-PPM having the same constraint length. They also concluded and showed that a 
12
2
⎞⎛ ⎟⎜⎝ ⎠
 
combination is particularly efficient. 
 
Garrido-Balsells, Garcıa-Zambrana and Puerta-Notario [102] presented a novel 
rate-adaptive transmission scheme using block coding of variable Hamming weight. This 
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coding scheme is based on the MPPM modulation technique, where codewords with 
different Hamming weight are allowed (vw-MPPM), including the all-zero one and 
providing better performance in terms of bit error rate (BER) if compared with other 
transmission methods, specially with Infrared Data Association (IrDA) standards. They 
also studied [103] the spectral characterisation of the vw-MPPM. The spectral evaluation 
was realised using codeword correlation matrices, obtaining an expression including the 
continuous and discrete parts of the spectrum. Additionally the existence of an oscillating 
behavior was showed, having a lower relevance as the output codeword length n was 
increased, and providing a smoother power spectral density. 
 
vi) Dicode PPM (DiPPM) 
 
In dicode signaling, proposed by Sibley [104]-[105], data transitions from logic 
zero to logic one are coded as +V and transitions from logic one to logic zero are coded 
as –V. As shown in figure 1.5, a zero signal is transmitted if there is no change in the 
PCM signal. The positive pulse can be regarded as setting the data to logic one (pulse 
SET), whereas the negative pulse resets the data to logic zero (pulse RESET). In dicode 
PPM, these SET and RESET signals are converted into two pulse positions in a data 
frame. Thus a PCM transition from zero to one produces a pulse in slot R. If the PCM 
data is constant, no signal is transmitted (although two guards slots have been used in this 
system, to reduce the effects of Inter-Symbol Interference – ISI - this depends on the 
channel characteristics. If there is minimal ISI, zero guard slots could be used). In this 
particular system, four slots are used to transmit one bit of PCM, and so the line rate is 
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four times that of the original PCM: a considerable reduction in speed compared to digital 
PPM. As the bandwidth requirement is much smaller then digital PPM, dicode PPM 
could be used in dense wavelength division multiplexing (DWDM) systems.  
 
 
Figure 1.5: Conversion of PCM data (top trace) into dicode (middle trace) and dicode 
PPM (bottom trace) [104]. 
 
1.1.8 Maximum Likelihood Detection, Error Probability and Avalanche 
Photodiodes 
 
Many authors, [6], [7], [64], [85] and [101], considered a Maximum Likelihood 
Detector as a decoder. Mohanty, [106] in 1974 derived the maximum likelihood detector 
for pulse-position-modulated (PPM) signals in Laguerre communications. A decision-
directed maximum likelihood estimator for the delay of PPM signals was discussed. An 
adaptive estimator based on decision criteria was also derived on the assumption of very 
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high SNR. A minimum mean-square estimator was also derived. A Maximum Likelihood 
Sequence Detector (MLSD) was also used in this work. 
 
The performance analysis of a digital optical encoding scheme is done by 
calculating or estimating the error probabilities in the digital optical receiver. Mansuripur 
and Goodman, [107] applied the Gram-Charlier series method to the calculation of error 
probabilities in digital optical receivers. This method allowed the calculation of “exact” 
error probabilities including the effects of avalanche noise, thermal noise, and arbitrary 
post-detection processing filter. 
 
Gagliardi and Prati, also investigated [108] the output voltage of an optical 
receiver which is statistically a mixture random variable, composed of the sum of a 
discrete count variable and a continuous Gaussian thermal noise variable. Based on some 
computers analyses, it was shown that threshold crossing probabilities using the mixture 
density can be reliably approximated by integrations of an equivalent continuous 
Gaussian density. The conclusions applied in optical communication receivers with APD 
where such mixture densities arose. The validity of being able to use tabulated Gaussian 
density integrals (erf functions) greatly aided communication analysis in on-off keyed 
and pulse position modulated encoding where error probabilities appeared as such 
integrals. 
 
Hayat et al [109] computed bit-error rates for an on-off keying optical 
communication system using avalanche photodiodes (APD). Using an exact analysis they 
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showed that the presence of dead space (minimum distance that a newly generated carrier 
must travel in order to acquire sufficient energy to become capable of causing an impact 
ionization in the multiplication region of the APD) enhances the performance at relatively 
low data rates. Using a Gaussian approximation technique with the exact mean and 
variance, they demonstrated that dead space degrades the performance at high rates, since 
it is responsible for longer tails in the impulse response function of the APD, which, in 
turn, increased the effect of intersymbol interference. 
 
1.2 Introduction to the Problem 
 
This thesis is looking at MPPM for two reasons. The first one is because the 
MPPM format remains the most efficient of all the modulation formats proposed [94]. 
MPPM combines the advantages of the PPM format as far as the receiver sensitivity is 
concerned, but without the big bandwidth expansion as shown in figure 1.6.  
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Figure 1.6: Two (2) frames of a 12-1 PPM ([1] and [2] frame) and 12-2 MPPM ([1,2] 
and [1,3] frame) systems. The MPPM system can encode 6 PCM bits (66 possible pulse 
combinations) instead of 3 (12 pulse combinations) being encoded by the PPM format 
(50% better encoding capability). Thus, to encode 6 PCM bits using a PPM format a 64-
1 PPM system should be used (5.33 times more bandwidth expansion/frame). 
 
The second reason is that although various authors [77]-[103] worked with the 
MPPM format, many issues have not yet been fully explored. One of these issues is the 
complexity for a performance analysis of MPPM systems (they suffer from the same 
error sources as PPM). This, alongside the geometrical increase in the MPPM data range 
(referred to here as codewords), makes the investigation of this format difficult, 
especially for large MPPM systems. For example, a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
1
16
 MPPM system can encode 4 
PCM bits, whilst the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
16
 MPPM system can encode up to 12 PCM bits (4096 different 
MPPM codewords need to be considered, and a much larger number of error sequences, 
for a full analysis). This problem can be overcome with the design and development of an 
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automated (software) solution where sensitivity can be predicted (simulated) in a time 
efficient way, even for high order MPPM systems. 
 
Another issue is the performance analysis considered so far. Some authors, [84]-
[93] and [96]-[103], considered only the receiver sensitivity (without considering the 
bandwidth expansion) as the efficiency factor, whereas others considered only some 
types of errors [85]. This work presents, for the first time, a full and detailed analysis. All 
types of errors are considered, ISI and IFI (inter-frame interference) are also considered 
and the manner in which the erasure, wrong-slot and false-alarm errors affect system 
performance. Also, in this performance analysis, the methodology proposed considers 
both sensitivity and bandwidth expansion. This helps to choose the most efficient system 
(from the same or different system families) according to link specifications. 
 
Several authors also considered the use of redundancy to enhance receiver 
sensitivity [96]-[103]. Nevertheless, redundancy comes with a cost in bandwidth 
expansion (especially when redundancy is used for Error Correction). Redundancy can be 
ignored if there is a mapping (referred here as optimum) where it is more immune (or less 
sensitive) to errors and thus decreases the final error probability. A main concern of this 
research was the development of a methodology to obtain an optimum mapping that 
decreases the error probability and hence increases receiver sensitivity. The results of this 
research aid in the prediction of an optimum mapping (automatically and time efficiently) 
for any MMPM system and consequently the use of redundancy may not be necessary 
limiting the bandwidth expansion. The finding of this optimum mapping is very 
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complicated, considering the vast amount of possible mappings a MPPM system can 
have. For example, a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 MPPM system can encode 6 PCM bits (26=64 MPPM 
codewords) meaning a total of 64 factorial, 64!, different mappings. 
 
1.3 Research Objectives 
 
Below is a list of objectives set prior and during the research period. 
 
1) Investigate an Optical MPPM link over a dispersive optical channel. The 
effects of receiver noise and channel dispersion should be accounted for and 
the manner in which the erasure, wrong-slot and false-alarm errors affect 
system performance should be studied. The receiver/decoder should use slope 
detection (i.e. a classical matched filter) and a Maximum Likelihood Sequence 
Detector (MLSD). 
2) Propose a performance analysis generated from this investigation. 
3) Develop a novel automated solution to predict (the equivalent PCM error rates 
of specific MPPM sequences and therefore) the performance of any MPPM 
system. This objective was set because the investigation of MPPM systems is 
extremely time-consuming. 
4) Simulate an MPPM decoder through the use of mathematical models. 
5) Investigate the effects of various mappings, without the use of redundancy, 
like linear, random and Gray Codes. 
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6) Propose a methodology to be able to measure the (Bit) Error Probability of 
any MPPM system. 
7) Investigate other correlation techniques (i.e. raised cosine filtering) in the 
decoder. 
8) Propose an optimum mapping that will minimize the total error probability. 
 
The work has led to the following publications (presented in appendix F): 
 
1) “Investigation of an Optical Multiple PPM Link over a Highly Dispersive 
Optical Channel”, K.Nikolaidis, M.J.N.Sibley, IET Optoelectronics, June 
2007, Volume 1, Issue 3, p. 113-119. 
2) “Theoretical Investigation into the Effects of Data Mapping in an Optical 
multiple PPM Link”, K.Nikolaidis, M.J.N.Sibley, Electronics Letters, 
September 2007, Volume 43, Issue 19, p. 1042-1044.  
3) “Optimum Mapping in an Optical Multiple PPM link using a Maximum 
Likelihood Sequence Detection Scheme”, K.Nikolaidis, M.J.N.Sibley, IET 
Optoelectronics, February 2009, Volume 3, Issue 1, p. 47-53. 
4) “Investigation of Higher Order Optical Multiple PPM Links over a Highly 
Dispersive Optical Channels”, K.Nikolaidis, M.J.N.Sibley, accepted IET 
Optoelectronics paper. 
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Chapter 2 
 
 
Theory 
 
 
 
________________________________________________________________________ 
 
As previously described Pulse Position Modulation is a form of signal modulation 
in which M message bits are encoded by transmitting a single pulse in one of 2M possible 
time-shifts. This is repeated every T seconds, such that the transmitted bit rate is M/T bits 
per second. 
 
As shown in figure 2.1 for MPPM, if k pulses are transmitted in a timeframe of n 
slots, the number of combinations are !
!( )!
n n
k k n k
⎞⎛ =⎟⎜ −⎝ ⎠
 compared to PPM (where there 
are no combinations of position). Ideally, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
k
n
 should be a power of two to ease 
implementation but for k > 1 this is rarely the case. For example, a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 multiple PPM 
system uses a 12-slot frame with 2 data pulses to code 6 bits of PCM data. This gives 64 
valid multiple PPM frames instead of the available 66. If linear mapping is used, the 
PCM word 000000 is translated to a codeword with pulses in slots 1 and 2 (referred as 
[1,2] MPPM codeword) and the PCM word 111111 is translated to the [10,11] codeword. 
Chapter 2 
 
56 
PhD Thesis 
If higher order codes are used, such as ⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
12
, further reductions in bandwidth can be 
achieved because it becomes possible to encode up to 9 bits ( ⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
12
= 924 ≈ 29 = 512). 
 
 
Figure 2.1: An Optical MPPM frame with pulses in slots 1 and 3 [1,3]. 
 
The general features of an optical fibre system employing MPPM are shown in 
figure 2.2. A PCM source of information provides the input to the system. The PCM 
input of M bits in a frame of duration Tf. A PCM to MPPM coder converts these M 
information bits into k pulses in a timeframe of n slots. A guard interval can be left at the 
end of each frame to allow for fibre dispersion and hence avoid inter frame interference.  
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Figure 2.2: The optical fibre digital MPPM system features. 
 
Error Probability (or Probability of Error) is a term used in mathematics and 
statistics. In electronics the error probability is the ratio of the number of bits, elements, 
characters, or blocks incorrectly received to the total number of bits, elements, characters, 
or blocks sent during a specified time interval. The most commonly encountered error 
ratio is the bit error rate (BER) which is the number of erroneous bits received divided by 
the total number of bits transmitted. 
 
Maximum likelihood estimation (MLE) is a popular statistical method used for 
fitting a mathematical model to data. Maximum Likelihood Detection (MLD) is a (hard) 
detection scheme used to minimise ISI. In this research a Maximum Likelihood Sequence 
Detection (with threshold crossing) scheme is used (as demonstrated below). In this hard 
decision decoding scheme, the decoder detects all the threshold crossings as the MPPM 
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word to be decoded. If the number of the detected pulses is less than the number of pulses 
of the MPPM system (erased pulse) then the word is decoded according to the MLSD 
output. The average binary error probability due to an erasure can be determined by 
mapping the impact of all possible erasures and averaging over all of the MPPM frames. 
The rest error types are treated accordingly. 
 
2.1 Pulse Detection Errors 
 
As with digital PPM, multiple PPM systems suffer from three types of error, 
erasure, false alarm and wrong-slot. The following three sections present expressions for 
their respective error probabilities [13]-[14]. 
 
2.1.1 Erasure 
 
Erasure errors (ER), presented in figure 2.3, are generated by noise present at the 
decision (sampling) time causing the amplitude of the pulse to fall below the threshold 
voltage. The probability of this occurring, Pe, is given by (1): 
 
Pe = 0.5erfc
2
eQ⎛ ⎞⎜ ⎟⎝ ⎠          (1) 
where Qe is given by (2):   
Qe = 
pk d
2
v -v
on〈 〉           (2) 
where the symbols have the following meanings: 
Vo =    the voltage level of the slot 
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Vpk = Vo(tpk)  the peak receiver output, 
Vd = Vo(td)  the receiver output at the threshold crossing time td, 
<no2>   the mean square receiver output noise. 
 
 
Figure 2.3: An Erasure error. 
 
When an Erasure error occurs, one pulse is removed from the multiple PPM 
frame. Thus, if the frame has only 2 pulses, as with 
12
2
⎞⎛ ⎟⎜⎝ ⎠
 multiple PPM, only one pulse is 
present (only one threshold crossing). In this case the number of resultant PCM errors is 
found (as described by Sibley [94] and shown in table 2.1) by summing the logic 1s for 
each individual bit and averaging over the number of code-words. A PCM bit is assigned 
to logic one if its weighting is greater than 0.5, a logic 0 if it is less than 0.5, or undefined 
‘U’ for worst case scenarios (WCS) when equal to 0.5. The bit-by-bit comparison 
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between the original code-word and the averaged MLSD codeword gives the average 
error per PCM bit for a specific multiple PPM sequence. For example, consider the 
codeword [1,3] which decodes to the 000001 equivalent PCM word (if a linear mapping 
is used). If an ER error occurs on the second pulse of the code-word caused by noise 
present at the decision (sampling) time the MLSD will detect the [1,?] codeword. 
Averaging all the codewords with a pulse in slot 1 (as shown in table 2.1) the MLSD will 
decode the [1,?] codeword to 000000. This generates 1 error between the original 
codeword [1,3] and the averaged [1,?] codeword. Considering that 6 PCM bits can be 
encoded the average error/PCM Bit for this MPPM sequence is 0.17. 
 
PCM bits [1,?] Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0 Errors/PCM 
Bit 
 [1,2] 0 0 0 0 0 0  
[1,3] 0 0 0 0 0 1  
[1,4] 0 0 0 0 1 0  
 [1,5] 0 0 0 0 1 1  
 [1,6] 0 0 0 1 0 0  
[1,7] 0 0 0 1 0 1  
 [1,8] 0 0 0 1 1 0  
 [1,9] 0 0 0 1 1 1  
 [1,10] 0 0 1 0 0 0  
 [1,11] 0 0 1 0 0 1  
 [1,12] 0 0 1 0 1 0  
         
AVERAGE  0/11 0/11 3/11 4/11 5/11 5/11  
  0 0 0.27 0.36 0.45 0.45  
         
Average PCM 
(MLSD O/P) 
[1,?] 0 0 0 0 0 0  
Original Word [1,3] 0 0 0 0 0 1  
Error Bits XOR 0 0 0 0 0 1 1/6 
        0.17 
 
Table 2.1: Decoding for Erasure error using MLSD. 
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2.1.2 False Alarm 
 
For the False-Alarm Error (FA), in figure 2.4, noise in an empty slot could cause a 
threshold violation and so a pulse could be detected in an empty slot. The probability of 
this occurring is given by (3): 
 
Pf = s
R
T
τ 0.5erf( 2
fQ )         (3) 
where, 
 
Qf = 
d o d
2
v -v (t )
on〈 〉          (4) 
and 
 
Vo =   the voltage level of the slot, 
R
ST
τ  =   the number of uncorrelated samples/time slot, 
τR =  the time at which the autocorrelation function of the filter has become 
small, 
Vo(td) =  the signal voltage in the slot considered, which can be non-zero due to the 
effects of ISI, 
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Figure 2.4: A False Alarm error. 
 
In the case of a FA error, an extra pulse is detected in a frame. The treatment is 
identical to that used by Sibley [94] (presented in table 2.2). For example, consider again 
the codeword [1,3]. If a FA error occurs (three threshold crossings are detected) in an 
empty slot between the pulses the MLSD will detect [1,2,3]. Averaging all the codewords 
with two pulses in any of the slots 1, 2 and 3 (as shown in table 2.2) the MLSD will 
decode the [1,2,3] codeword to 000001. This generates 0 errors between the original 
codeword [1,3] and the averaged [1,2,3] (and 0 errors/PCM Bit for this MPPM 
sequence). 
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PCM bits [1,2,3] Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0 Errors/PCM 
Bit 
 [1,2] 0 0 0 0 0 0  
[1,3] 0 0 0 0 0 1  
[2,3] 0 0 1 0 1 1  
         
AVERAGE  0/3 0/3 1/3 0/3 1/3 2/3  
  0 0 0.33 0 0.33 0.67  
         
Average PCM 
(MLSD O/P) 
[1,2,3] 0 0 0 0 0 1  
Original Word [1,3] 0 0 0 0 0 1  
Error Bits XOR 0 0 0 0 0 0 0/6 
         
 
Table 2.2: Decoding for False Alarm error using MLSD. 
 
2.1.3 Wrong-Slot 
 
Noise on the leading or falling edge of a pulse can cause it to appear either before 
or after the current slot (figure 2.5). To minimize this error, detection should occur at the 
centre of the current slot. Hence the probability of a Wrong-Slot error (WS), Ps, is given 
by (5): 
 
Ps = 0.5erfc(
2
sQ )         (5) 
with Qs defined by (6): 
Qs = 2
sT d
2
slope(t )
on〈 〉
         (6) 
where,  
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Ts =   the slot width, 
slope(td) =  the slope of the received pulse at the threshold crossing instant td, 
 
 
Figure 2.5: A Wrong Slot error cause by left dispersion of the pulse. 
 
When a WS error occurs, a pulse can be detected immediately before or after the 
correct slot depending on the size of the dispersion and receiver noise as described by 
Garrett [13]-[14]. For example, consider the codeword [3,5] which decodes to the 010110 
equivalent PCM word (if a linear mapping is used). If a WS error occurs on the first pulse 
of the code-word causing it to appear too early, the detected code-word will be [2,3,5]. If 
the noise and dispersion causes the pulse to appear one slot later, the code word [4,5] 
results. Similarly, if the WS error occurs on the 2nd pulse, the possible detected code-
words might be [3,4,5] or [3,6]. Thus four possible PCM words result as shown in table 
Chapter 2 
 
65 
PhD Thesis 
2.3. The output of the MLSD is treated as described by Sibley [94]. The bit-by-bit 
comparison between the original code-word and the averaged MLSD codeword gives the 
average error per PCM bit for a specific multiple PPM sequence and the total wrong slot 
error is found by averaging all possible WS code-words. A problem occurs in 
characterising an error as a WS error when IFI occurs on the first or last pulse in a 
multiple PPM frame. If a WS error occurs on a pulse in the first slot of the frame, a false 
pulse could occur in the last slot of the preceding frame. This would appear to give a 
False-Alarm error in the frame before the one under consideration. If a WS error occurs 
on a pulse in the last slot of the frame, the pulse could effectively move into the first slot 
of the following frame. Thus, the original pulse is lost and the treatment is similar to an 
Erasure error. 
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PCM bits  Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0 Errors/PCM 
Bit 
First Pulse Left 
Error (2,3,5) 
[2,3] 0 0 1 0 1 1  
[2,5] 0 0 1 1 0 1  
[3,5] 0 1 0 1 1 0  
         
AVERAGE  0/3 1/3 2/3 2/3 2/3 2/3  
 0 0.33 0.66 0.66 0.66 0.66  
         
Average PCM [2,3,5] 0 0 1 1 1 1  
Original Word [3,5] 0 1 0 1 1 0  
Error Bits XOR 0 1 1 0 0 1 3/6 
         
First Pulse Right 
Error (4,5) 
[4,5] 0 1 1 1 1 0  
Original Word [3,5] 0 1 0 1 1 0  
Error Bits XOR 0 0 1 0 0 0 1/6 
         
Second Pulse Left 
Error (3,4,5) 
[3,4] 0 1 0 1 0 1  
[3,5] 0 1 0 1 1 0  
[4,5] 0 1 1 1 1 0  
         
AVERAGE  0/3 3/3 1/3 3/3 2/3 1/3  
 0 1 0.33 1 0.66 0.33  
         
Average PCM [3,4,5] 0 1 0 1 1 0  
Original Word [3,5] 0 1 0 1 1 0  
Error Bits XOR 0 0 0 0 0 0 0/6 
         
Second Pulse 
Right Error (3,6) 
[3,6] 0 1 0 1 1 1  
Original Word [3,5] 0 1 0 1 1 0  
Error Bits XOR 0 0 0 0 0 1 1/6 
Av. Error/PCM 
Bit for [3,5] 
       5/24=0.20833
 
Table 2.3: Decoding for Wrong-Slot error using MLSD. 
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2.2 ISI and IFI effects 
 
In order to calculate the error probability and the effects of ISI and IFI, Sibley 
[94] considered specific pulse sequences such as 0 and 1 (called standard error) and 10, 
110, 11, 11, 101, 101 and 1011 caused by ISI or IFI of adjacent slots with the symbol in 
error being represented in italics. The error probability was determined by applying the 
MLSD decoding and then weighting by the probability that the particular sequence 
occurs. This process can be very tedious and time consuming. For example, in a 
12
2
⎛ ⎞⎜ ⎟⎝ ⎠  
multiple PPM system, 12 erasure, 220 false alarm and 232 wrong slot errors need to be 
considered. This becomes even worse if the system is large such as ⎟⎟⎠
⎞
⎜⎜⎝
⎛
5
22
.  
 
Therefore, an automated analysis is needed (referred to as complete analysis 
because it considers every possible error sequence). However, if this methodology is 
expanded to larger systems, a very large number of sequences need to be considered so 
making this analysis again very prolonged. The solution was the development of a new 
analysis (referred as simplified analysis) that only considers the most important and 
common sequences in any ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
X
 multiple PPM system. This simplification can be 
achieved because some particular sequences rarely occur and so have a negligible effect 
on the equivalent PCM error rate. Some sequences can be further grouped and so only 
few sequences (discussed in the next chapter) need to be considered to predict the 
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performance of any ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
X
 multiple PPM system, even when the effects of ISI and IFI are 
accounted for.  
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Chapter 3 
 
 
Design, Implementation and Testing 
 
 
 
________________________________________________________________________ 
 
One of the deliverables of this research was an automated solution that can 
calculate the PCM error probabilities of specific error sequences taking into account 
inter-symbol (ISI) and inter-frame interference (IFI) using a MLSD scheme. A hardware 
solution was investigated first using a Higher (Abstract) Description Language (like 
VHDL) because of the high speed performance of hardware. Unfortunately, a total 
generic hardware design [114]-[115] cannot be developed using a hardware approach 
(inputs and outputs need to be clearly stated beforehand). Attempts to implement smaller 
generic hardware designs for a range of values (i.e. for 100<X<2, where X is the number 
of slots) failed in the synthesis process (topology problems cause of space shortage in the 
FPGA solution, and vast synthesis and implementation time). Hence, the development of 
a generic and more versatile implementation was only through software.  
 
3.1 Software Design 
 
In order to design a complicated software solution, a design methodology [116]-
[124] should be chosen first. A modified waterfall design methodology, as shown in 
figure 3.1 (appendix A), was adopted. The simplicity of this methodology and the fact 
that the software is mainly algorithmic (no use of classes and objects), with low 
probability of concept or vast design changes, makes this choice the most appropriate. 
Chapter 3 
 
70 
PhD Thesis 
The main difference with the traditional waterfall design methodology is that testing is 
implemented for every part (algorithm) of the software, instead of just at the end of the 
implementation phase, to minimize the possibility of failure. 
 
The requirement analysis is implemented through possible scenarios and different 
software diagrams. Therefore, a possible scenario (showing the specifications of the 
solution) for the software is: “The user will be able to find the equivalent PCM error rates 
of specific or generic sequences of any MPPM system that affect the final error 
probability in a MLS Detection scheme. The user will enter the characteristics of the 
MPPM system: 1) the number of slots (X), 2) the number of pulse(s) (Y), 3) the error type 
(Erasure, False Alarm, Wrong Slot), 4) the choice of mapping between Linear 
Increment\Decrement, Gray Codes, Random mapping and other predefined mappings (in 
some cases the range or starting data are needed), 5) the choice of the MLS Detection 
algorithm (to consider specific or generic error sequences). The generated results (error 
rates or MPPM/PCM codewords/mappings referred as statistics) will be displayed or 
saved. The user can exit the program at any time by entering the “escape sequence” (-1) 
at any time. The program will check the validity of the user inputs and will display error 
messages and instructions. For some data (like Pascal’s Number, encoded PCM bits) the 
program will automatically generate results but the user will have to enter them manually 
for lower risk of failure.” 
 
A top-down analysis was followed for the design phase and a bottom up for the 
implementation phase. A Use Case (level-0 and 1 detail) and Sequence diagrams were 
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developed using MagicDraw©. The diagrams presented in figures 3.2, 3.3 and 3.4 
(presented in appendix A), are implemented using the Unified Modeling Language 
(UML©) [125]-[126] to identify the complete (and any hidden) functionality of the 
program. From the diagrams the user should be able to: 
 
1) Choose Error Type: 
i) Erasure. 
ii) False Alarm. 
iii) Wrong Slot. 
2) Choose Performance Algorithm: 
i) Complete (complete analysis). 
ii) 2-Pulse (simplified analysis). 
3) Choose Mapping: 
i) Linear Increment\Decrement. 
ii) Gray Codes. 
iii) Random. 
iv) Read (a predefined user) Mapping. 
4) Other: 
i) Enter MPPM System\Mapping\Performance Algorithm Details. 
ii) Enter Number of Slots\Pulse(s)\encoded PCM Bits. 
iii) Enter Number of Erasure\False Alarm\Wrong Slot Sequences. 
iv) Enter Range of Data or Start Number. 
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The program should be able to: 
 
1) Create Success/Failure Messages. 
2) Display or Save various Statistics (PCM equivalent error rates). 
3) Produce Instructions. 
4) Check Input Data. 
 
Where, level-0 detail is represented by decimal and level-1 by Latin numbering.  
 
From the sequence diagram the user: 
 
1) First enters the MPPM System Details: 
i) X (Number of Slots), Y (Number of Pulses), Error Type, number of 
encoded PCM bits, number of Erasure\False Alarm\Wrong Slot 
Sequences 
2) then chooses mapping and 
3) enters range or starting data 
4) and finally chooses action: 
i) display\save Sequences\Rates (Statistics). 
 
The main purpose of the software (s\w) is to simulate a MPPM optical link with 
the use of a MLSD. The software solution (presented in appendix C) is implemented 
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through algorithms as presented in figure 3.5 (appendix A). PCM data words generated 
from different mapping algorithms are encoded into MPPM code-words. If an error 
occurs in the MPPM code-words, the MLSD algorithm generates all possible error 
codewords alongside the averaged (MLSD) data. The straight comparison between 
(MLSD) averaged and original data generates the number of equivalent PCM errors for 
specific error sequences. These numbers, expressed as probabilities (equivalent PCM 
error rates), are used in mathematical models to find the (total) error probability of a 
system.  
 
The software was developed as a Windows32© application (to ease 
implementation of interface) using Visual C++© version 6. The software program is 
divided into 3 main parts: 
 
1) Interface (a console and a visual interface were implemented). 
2) Main Program (where the main algorithms and processing are implemented). 
3) Functions (Printing Functions). 
 
The program can theoretically calculate the equivalent PCM error rates of any 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
X
 MPPM system. But, for large X, Y numbers (or large X-Y difference), the limitation 
is the computer memory, the software data types (numbers up to 32 binary bits can only 
be used) and the processing time (all these are affected by the PC characteristics). 
Therefore, all algorithms are time and space (memory usage) analyzed [127]-[131] and 
then, (if possible) optimised [127]. The program is very versatile i.e. it can be easily 
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changed for calculating error rates for more than one error per frame (error/frame) or to 
detect new error sequences. The possibility of more than one error/frame is very small, 
and that is why it was neglected in this research. 
 
The implementation and testing of the program was carried out on a Personal 
Computer (PC) with the following characteristics: 
 
1) AMD© 32-bit 2GHz CPU. 
2) 1 GB of RAM. 
3) 1 TB of hard drive disc space. 
 
If a PC with better characteristics (especially in CPU and RAM memory) is used a 
better performance will be achieved. The Console32 Interface is presented in figure 3.6 
(appendix A) and the Visual Interface (implemented as a Microsoft© Foundation Class 
Library-MFC- application) is presented in figure 3.7 (appendix A). The two Interfaces are 
totally (function) equivalent, despite some small differences in the design.  
 
The software simulates a MLS Detection scheme. In this system, registers are 
created according to the multiple PPM system using Dynamic Memory Allocation [127] 
(generic registers and arrays without predefined size can be created) and every possible 
code-word of the system is generated. The size of the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
X
 MPPM system will be given 
by Pascal’s Number. This number gives the maximum number of combinations between 
two numbers. Thus, 
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MPPM systems with encoding capabilities above 32-bits (232 = 4,294,967,296 
data range) are ignored, as this is considered to be a hardware implementation limit. A 
function was constructed to generate Pascal’s Number. If Pascal’s Number is above 12! 
(factorial) because of the bit overflow there isn’t a software data type that can describe a 
number greater than 32-bits. Recursion was always a problem in the software because it 
can easily get out of hand in terms of memory-space. A more efficient way to achieve 
recursion is through iteration, but that can also fail if X and Y can be any integer. The 
(time and space) optimization of the algorithm was solved by canceling common 
factorials. More details are: 
 
i) If Y<X-Y. 
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ii) Else Y>X-Y. 
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The only possibilities now that the function will fail are: 
 
i) If Y!>12! or XYXYX ∗+−∗+− )...2()1( >12!. 
ii) If (X-Y)!>12! or XYY ∗+∗+ )...2()1( >12!. 
 
In a software program the compiler reads a program line by line (multithreading 
programming is still not popular because of the complexity involved). This is also the 
case why hardware solutions are faster. If for every line of code the compiler needs T 
seconds (where T is the CPU clock time) the previously described function (algorithm) 
has the following characteristics:  
 
Algorithm 1: Pascal’s Number Calculation 
Time Estimation: 
Best Case: (4+(2*Y))*T Worst Case: (4+(2*(X-Y)))*T 
where T is the CPU period, X the number of slots and Y the number of pulses 
Space Estimation: 240 bits used 
 
More details for the time and space analysis of the software are presented in the 
software printout (comments) in appendix C. 
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Ideally, the size of the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
k
n
 MPPM system should be a power of two to ease 
implementation but for k > 1 this is rarely the case. Therefore, the predefined (power) 
function can be used to generate the correct MPPM system size (where PCM_BITS is the 
encoding capability of the system). For example, a 
12
2
⎞⎛ ⎟⎜⎝ ⎠
 multiple PPM system uses a 12-
slot frame with 2 data pulses to code 6 bits of PCM data. This gives 64 valid multiple 
PPM frames (calculated with the predefined function) instead of the available 66 
(calculated with the user defined function previously described).  
 
Having the size of the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
X
 MPPM system (2PCM_BITS * X), registers are created 
according to the multiple PPM system and every possible code-word of the system is 
generated, where digital 1s and 0s represent occupied and empty multiple PPM slots as 
showed in figure 3.8 (appendix A). As an example, the [1,2] code-word in a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 
multiple PPM system is represented as 110000000000. The rest of the code-words are 
represented accordingly. The algorithm created to generate the MPPM mapping is 
showed in figure 3.9 (Data Flow diagram - appendix A). The algorithm inputs are: 
 
i) X, Y (number of slots and pulses). 
ii) Size (of the MPPM array-Pascal’s Number or 2PCM_BITS). 
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For the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
X
 MPPM system (with PCM_BITS encoding capability) the algorithm 
will have the following steps: 
 
1) An array of size X * 2PCM_BITS is created. 
2) The first Y slots are set to 1 (to represent the 1st row). 
3) The last two pulses (named Y2 and Y1) are pointed. 
4) If Y1 is not in the last slot (X): 
i) All the slots until pulse Y2 are copied in the next row and Y1 is Serial 
Right Shifted (SRS) by one slot. 
ii) Step 4-i) is repeated until Y1 is on slot X (last slot). 
5) If Y1 cannot be shifted further, all the slots before Y2 are copied, Y2 is SR Shifted 
and a pulse is added on the slot right of Y2. 
6) Steps 3 to 5 are repeated (increasing the number of pulses added when step 5 is 
repeated) and 
7) exit when there is no possible shifting operation (all pulses are shifted at the end 
of the row without any empty slots between the pulses). 
 
The algorithm has the following characteristics:  
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Algorithm 2: MPPM Mapping 
Time Estimation: 2PCM BITS*(X+2)*T 
where PCM BITS is the number of encoded PCM bits 
Space Estimation: 256 bits used 
 
A sample of testing is presented in table 3.1 for a variety of MPPM systems. 
 
System MPPM Register (maximum response<1sec) 
Codeword Software Representation 
12-1 [1] 100000000000 
[7] 000000100000 
12-2 [1,4] 100100000000 
[2,8] 010000010000 
[10,11] 000000000110 
12-5 [1,2,3,4,5] 111110000000 
[2,3,5,6,7] 011011100000 
[6,7,8,9,10] 000001111100 
[7,8,9,10,11] 000000111110 
4-2 [1,2] 1100 
[1,4] 1001 
[3,4] 0011 
7-5 [1,2,3,4,5] 1111100 
[2,3,4,5,7] 0111101 
22-11 [1,2,3,4,5,6,7,8,9,10,11] 1111111111100000000000 
[2,4,6,9,10,11,12,16,19,21,22] 0101010011110001001011 
[3,4,5,7,9,10,11,15,17,18,19] 0011101011100010111000 
 
Table 3.1: Testing results from the MPPM mapping algorithm. 
 
From table 3.1 it is clear that the algorithm generates accurate and time efficient 
results (below<1sec). The next step was to create the data mapping algorithm (with range 
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of numbers between 0 and 2PCM_BITS). All mappings are without redundancy and the final 
numbers are converted into binary form. More details are: 
 
i) Linear Increment/Decrement is implemented by a simple Up/Down software 
counter (user enters the starting value-default is zero). 
ii) The random mapping is generated using the predefined random function that 
generates totally random numbers (the Windows® clock is used as a “seed” 
value to the function for totally random values). Every random number is 
checked for repetition (if the number is repeated, it is then discarded and a 
new number is generated).  
iii) The program can read a predefined user mapping (using a pointer) in the 
(Windows®) notepad. 
iv) Gray Codes are created using the algorithm where bit I of a Gray Code is 0 if 
bits I and I+1 of the corresponding binary codeword are the same, or bit I is 1 
(when I is the Most Significant Bit (MSB), bit I+1 of the binary codeword is 
considered to be 0).  
 
The decimal to binary conversion algorithm is presented in figure 3.10 (appendix 
A). The algorithm uses successive divisions and modulus divisions of powers of 2. The 
algorithm has the following characteristics:  
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Algorithm 3: Decimal to Binary Conversion 
Time Estimation: 3*PCM BITS*2PCM BITS*T 
Space Estimation: 48 bits used 
 
A sample of test results obtained from the Data Mapping (register with size 
2PCM_BITS * PCM_BITS) algorithm is presented in table 3.2.  
 
Codeword Data Register (maximum response<1sec) 
Linear 
Increment 
Linear 
Decrement 
Random User 
Defined 
Mapping 
Gray 
Codes 
[1,2] 000000 111111 000001 010100 000000 
[1,3] 000001 111110 000010 100101 000001 
[1,4] 000010 111101 010001 101101 000011 
[1,5] 000011 111100 011000 110101 000010 
[1,6] 000100 111011 100001 011101 000110 
[1,7] 000101 111010 101000 011111 000111 
[1,8] 000110 111001 100000 010011 000101 
[1,9] 000111 111000 010000 010101 000100 
[1,10] 001000 110111 001000 010100 001100 
[1,11] 001001 110110 000100 100101 001101 
[1,12] 001010 110101 000000 101101 001111 
[2,12] 010100 101011 100100 100010 011110 
[3,5] 010110 101001 101100 110011 011101 
[3,8] 011001 100110 110100 101011 010101 
[4,7] 100000 011111 111100 111011 110000 
[8,11] 111010 000101 111101 100011 100111 
 
Table 3.2: Testing results from the Data Mapping algorithm. 
 
Therefore, a new register (referred as encoder) is created integrating the PCM 
data and MPPM mapping (with size equal to the sum of the two integrated registers). As, 
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an example consider the [1,2] codeword of a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 MPPM system if a linear increment 
(starting from zero) mapping was used. The encoder mapping will be 
110000000000|000000 where the first 12 digits represent the MPPM word [1,2], and the 
last 6 digits represent the encoded PCM data. Thus, the encoder register was created to 
simulate “a real” MPPM encoder where PCM data are encoded to the transmitted MPPM 
data.  
 
Table 3.3 demonstrates a sample of test results of the encoder register (with size 
2PCM_BITS * (X+ PCM_BITS)) using three different mappings.  
 
Codeword Decoder Register (maximum response<1sec) 
Linear 
Increment 
Linear 
Decrement 
Gray Codes 
[1,2] 110000000000|000000 110000000000|111111 110000000000|000000
[1,3] 101000000000|000001 101000000000|111110 101000000000|000001
[1,4] 100100000000|000010 100100000000|111101 100100000000|000011
[1,5] 100010000000|000011 100010000000|111100 100010000000|000010
[1,6] 100001000000|000100 100001000000|111011 100001000000|000110
[1,7] 100000100000|000101 100000100000|111010 100000100000|000111
[1,8] 100000010000|000110 100000010000|111001 100000010000|000101
[1,9] 100000001000|000111 100000001000|111000 100000001000|000100
[1,10] 100000000100|001000 100000000100|110111 100000000100|001100
[1,11] 100000000010|001001 100000000010|110110 100000000010|001101
[1,12] 100000000001|001010 100000000001|110101 100000000001|001111
[2,3] 011000000000|001011 011000000000|110100 011000000000|001110
[2,4] 010100000000|001100 010100000000|110011 010100000000|001010
[2,5] 010010000000|001101 010010000000|110010 010010000000|001011
[2,7] 010000100000|001111 010000100000|110000 010000100000|001000
[3,5] 001010000000|010110 001010000000|101001 001010000000|011101
 
Table 3.3: Testing results from the encoder algorithm. 
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The total error probability (PTOTAL) is given by the sum of the error probabilities 
(8) of the three error types. Thus, the three error types should be analyzed first. 
 
PTOTAL = Perasure + Pfalse_alarm + Pwrong_slot         (8) 
 
3.1.1 Erasure Errors 
 
The analysis of the ER error prerequisites the creation of the ER averaged 
(MLSD) mapping. This register (with size of ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−1Y
X
*(X+PCM_BITS)) contains all 
possible erasure code-words with the corresponding average data. As an example, 
consider again the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 MPPM system using a Linear (starting from 0) mapping for 
PCM data. This system has 12 ( ⎟⎟⎠
⎞
⎜⎜⎝
⎛
1
12
) possible erasure code-words (from [1,?] to [12,?]). 
For the [1,?] codeword all code-words with a pulse in slot 1 are averaged. The MLSD for 
the [1,?] codeword is 000000 (the treatment is similar to that presented in chapter 2.2.1). 
Thus, in the ER (averaged) mapping the first row of the register is 
100000000000|000000, where the first 12 bits represent the [1,?] erasure MPPM 
codeword (with only one pulse in slot 1) and the rest of them the averaged PCM data. As 
previously described a PCM bit is assigned to logic one if it’s weighting is greater than 
0.5, a logic 0 if it is less than 0.5, or undefined ‘U’ for worst case scenarios (WCS) when 
equal to 0.5. In this case the maximum number of errors is generated from the MLSD. 
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The algorithm that implements the ER MLSD register is presented in figure 3.11 
(appendix A). The algorithm can be described through the following steps: 
1) An array of size ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−1Y
X
*(X+PCM_BITS) is created. 
2) Every MPPM codeword (from the encoder register) is scanned from every ER 
MPPM codeword (from the ER averaged register). 
3) If the two codewords are similar to X-1 slots (1 error bit per frame) the PCM 
equivalent data of the MPPM codeword are stored. 
4) If X-Y+1 MPPM codewords are found (scanned) then every PCM bit of the 
ER averaged register (MLSD) is averaged (weighted) according to PCM data 
from the scanned MPPM codewords. 
5) Steps 2 and 3 are repeated for every ER averaged codeword and  
6) Exit if all the codewords are averaged. 
 
The algorithm has the following characteristics:  
 
Algorithm 4: ER MLSD 
Time Estimation: 
(PASC2*(2*X) + 2 + (2*PASC2) + (PCM BITS*PASC2))*T 
where PASC2 is the number of erasure combinations 
Space Estimation: 208 bits used 
 
A sample of tests is showed in table 3.4. 
Chapter 3 
 
85 
PhD Thesis 
 
ER 
C/W 
BIT POSITION Averaged 
PCM 
Data 
 11 10 9 8 7 6 5 4 3 2 1 0  
[1,?] 1 0 0 0 0 0 0 0 0 0 0 0 000000 
[2,?] 0 1 0 0 0 0 0 0 0 0 0 0 000000 
[3,?] 0 0 1 0 0 0 0 0 0 0 0 0 011001 
[4,?] 0 0 0 1 0 0 0 0 0 0 0 0 100100 
[5,?] 0 0 0 0 1 0 0 0 0 0 0 0 101110 
[6,?] 0 0 0 0 0 1 0 0 0 0 0 0 100110 
[7,?] 0 0 0 0 0 0 1 0 0 0 0 0 110101 
[8,?] 0 0 0 0 0 0 0 1 0 0 0 0 111000 
[9,?] 0 0 0 0 0 0 0 0 1 0 0 0 111100 
[10,?] 0 0 0 0 0 0 0 0 0 1 0 0 111022 
[11,?] 0 0 0 0 0 0 0 0 0 0 1 0 111221 
[12,?] 0 0 0 0 0 0 0 0 0 0 0 1 111110 
[1,2,?] 1 1 0 0 0 0 0 0 0 0 0 0 0000002 
[3,5,?] 0 0 1 0 1 0 0 0 0 0 0 0 1101200 
[7,8,?] 0 0 0 0 0 0 1 1 0 0 0 0 1111001 
[1,2,3,?] 1 1 1 0 0 0 0 0 0 0 0 0 00000000 
[7,9,10,11,?] 0 0 0 0 0 0 1 0 1 1 1 0 101000001 
 
Table 3.4: A sample of ER codewords alongside the averaged data from the MLSD in a 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
4
12
 and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
5
12
 systems. Number (2) in italics symbolizes Worst Case 
Scenario (WCS). 
 
Therefore, the software so far has created 2 registers: 1) a MPPM (encoder) 
register (that holds the MPPM code-words plus the equivalent PCM data) and 2) the 
averaged ER MLSD register (that holds all the ER MPPM code-words plus the averaged 
PCM data. The only thing missing is the number of generated (PCM) ER errors (between 
averaged and original PCM data). Thus, a new register was needed called ER PCM error 
(with size of ( (X+2PCM_BITS+Y) * 2PCM_ΒITS)). The last Y digits represent the ER equivalent 
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PCM errors (the algorithm that implements this register is presented in figure 3.12 - 
appendix A). For example, for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 system (using a Linear Increment mapping) the 
first row of the corresponding register is 110000000000000000  0  0. The first 12 digits 
represent the MPPM codeword [1,2] (2 pulses and 10 empty slots), the following 6 digits 
represent the encoded PCM data, and the last two digits represent the number of errors 
between original data and averaged data from the MLSD. Hence, for the [1,2] codeword 
the last two digits show that there are no errors generated if an erasure error is generated 
in the first, [1,?], or the second, [?,2], pulse. The algorithm (which is implemented in 
parallel with the previous algorithm for time optimization) can be illustrated through the 
following steps: 
 
1) Every MPPM codeword (from the encoder register) is scanned from every ER 
MPPM codeword (from the ER averaged register). 
2) If the two codewords are similar to X-1 slots (1 error bit per frame) the PCM 
equivalent data of the MPPM codeword are compared (X-OR) with the 
averaged data of the ER MPPM codeword. 
3) The number of the generated (error) bits is stored in the correct position in an 
array of size (X+2PCM_BITS+Y) * 2PCM_ΒITS. 
4) Exit if all the codewords are compared. 
 
The algorithm has the following characteristics:  
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Algorithm 5: ER PCM 
Time Estimation: 
Best Case: (6+(2*PASCAL2))*2PCM BITS*T 
Worst Case: (6+(2*PASCAL2)+(3*PASC2*PCM BITS)) *2PCM BITS*T 
Space Estimation: 368 bits used 
 
A sample of test results of the ER PCM error register, are presented in table 3.5.  
 
Codeword 
[x,y] 
ER PCM error Register 
(maximum response<1sec) 
Error in the 6-Bit PCM 
word if Pulse 1 or 2 is 
ERASED 
 
1 
[?,y] 
2 
[x,?] 
[1,2] 110000000000000000  0  0 0 0 
[1,3] 101000000000000001  2  1 2 1 
[1,4] 100100000000000010  3  1 3 1 
[1,5] 100010000000000011  4  2 4 2 
[1,6] 100001000000000100  2  1 2 1 
[1,7] 100000100000000101  2  2 2 2 
[1,8] 100000010000000110  5  2 5 2 
[1,9] 100000001000000111  5  3 5 3 
[1,10] 100000000100001000  4  1 4 1 
[1,11] 100000000010001001  4  2 4 2 
[1,12] 100000000001001010  3  2 3 2 
[2,3] 011000000000001011  2  3 0 0 
[2,4] 010100000000001100  2  2 2 1 
[2,5] 010010000000001101  3  3 3 1 
[2,7] 010000100000001111  4  4 4 2 
[3,5] 001010000000010110  3  4 2 1 
[10,11] 000000000110111111  2  3 2 2 
 
Table 3.5: A sample of results of the ER PCM register for a 12-2 MPPM system. 
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As a threshold crossing detector is assumed, erasure errors can only occur in the 
slot containing the pulse. Static noise (and left-dispersion) can make a single pulse to be 
erased (right dispersion is considered as a Wrong Slot error). This error, referred to as a 
standard error, occurs when the adjacent slots of an optica l pulse are empty (00100). The 
other error sequences are caused by ISI and IFI. Therefore, for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 MPPM system the 
possible erasure sequences are demonstrated in table 3.6. 
 
System ER Error Sequences 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 
1 
11 
111 
11 
111 
101 
1101 
10101 
1011 
1011 
1101 
10101 
 
Table 3.6: Erasure Error Sequences considered by a MLSD in a 12-2 MPPM system with 
the symbol in error being represented in italics. 
 
It is also evident that if a larger MPPM system is examined, a larger number of 
error sequences is needed. The algorithm (presented in figure 3.13 - appendix A) referred 
to as original, or complete (because most of the error sequences are considered), locates a 
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possible ER sequence and calculates the equivalent PCM error rate of the sequence, by 
dividing the total number of PCM error bits and then weighting by the probability that the 
particular sequence occurs. Therefore, for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 MPPM system, every ER error 
sequence should be divided by 64 (valid MPPM codewords) and then by 6 (number of 
encoded PCM bits) to obtain the equivalent error rate per PCM bit of the sequence. The 
complete algorithm is illustrated in the following steps: 
 
1) For every row of the ER PCM register, pulses are located (possible erasure 
errors). 
2) For every pulse, the distance of the pulse from the previous or the next frame 
is checked (for IFI). 
3) If the pulse is isolated, the error is a standard error, otherwise other pulses are 
located (for ISI) and the correct sequence is detected. 
4) The number of PCM errors for every sequence is stored. 
5) When all ER PCM rows are scanned the total error sum of every sequence is 
then weighted by the probability that the particular sequence occurs. 
6) These probabilities are stored and the algorithm exits. 
 
The algorithm has the following characteristics:  
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Algorithm 6: ER Sequence Complete 
Time Estimation: 
Best Case: 64*T Worst Case: ((64*T)+((4*(2*Y+3))T)+(2*Y*T))*N 
where N is the number of erasure sequences 
Space Estimation: (240+(32*Y+3))*N bits used 
 
The complete algorithm is followed by a full mathematical analysis. This process 
can be very tedious and time consuming (924 combinations need to be considered just for 
ER errors in a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
7
12
 multiple PPM system). The solution is that a number of sequences 
can be neglected, while others can be grouped with other sequences. For example, 1011 
is considered as 11, 111 as 11 or 11 (depending on ISI or IFI) and 1011 is considered as 
11 (1011 is considered as a Wrong Slot sequence only). These sequences are grouped 
because they have a very low probability to produce an Erasure error (right dispersion of 
a pulse) and grouped with more common sequences, or they have a small impact on the 
final error probability. Furthermore, sequences with trailing pulses are even more 
simplified. As a result, error sequences like 111111, 11111 and 1111 can be grouped and 
considered as 111. This is due to the fact that the impact of more than two pulses (in this 
case in an erased pulse) is equivalent to the impact generated by two adjacent pulses. 
Because of this characteristic, the simplified algorithm is called a 2-pulse algorithm. 
 
Considering grouping and the low error probability of some sequences, only 7 
sequences (for an ER error for MPPM systems that can encode 32 PCM bits) shown in 
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table 3.7 need to be considered to predict the ER performance of any ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
X
 multiple PPM 
system, even when the effects of ISI and IFI are accounted for.  
 
Erasure Error 
Sequences 
2-Pulse 
1 
11 
11 
111 
101 
1101 
10101 
 
Table 3.7: Erasure Sequences considered from the simplified algorithm for an X-Y 
MPPM system with symbol in error being represented in italics (1 alone is called a 
standard error). 
 
3.1.2 False Alarm Errors 
 
False alarm errors can only occur in the time (empty) slots preceding the pulse. 
The treatment for False Alarm Errors is identical to that used for an ER error (same 
algorithms are used). The only differences are: 
i) in the FA MLSD Register (table 3.8) where every possible FA code-word 
is generated, an extra pulse is added and not deleted, and,  
ii) in the FA PCM error register, errors are generated for every empty slot 
and not for every pulse of the frame (table 3.9).  
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Original 
Codeword 
FA Codewords FA MLSD Register (maximum response<1sec) 
[1,2] [1,2,3] 111000000000|000001 
[1,2,4] 110100000000|000000 
[1,2,5] 110010000000|000001 
[1,2,6] 110001000000|000100 
[1,2,7] 110000100000|000101 
[1,2,8] 110000010000|000000 
[1,2,9] 110000001000|000001 
[1,2,10] 110000000100|000000 
[1,2,11] 110000000010|000001 
[1,2,12] 110000000001|000000 
 
Table 3.8: A sample of results of the FA MLSD register in a 12-2 MPPM system. 
 
Therefore, as an example, consider the [1,2] codeword of a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 MPPM system 
where 10 possible FA codewords can be generated. For a FA error in slot 3, the [1,2,3] 
codeword is received. The MLSD register for this codeword is 1 1 1 0 0 0 0 0 0 0 0 0   0 
0 0 0 0 1, where the first 12 bits represent the [1,2,3] MPPM (FA) codeword, and the 6 
remaining bits the MLSD (averaged) data. In the FA PCM register, the same codeword 
[1,2] is represented as 1 1 0  0 0 0 0 0 0 0 0 0   0 0 0 0 0 0   1 0 1 1 2 0 1 0 1 0. The first 
12 bits represent the MPPM codeword, [1,2], the following 6 bits represent the encoded 
PCM data of the [1,2] MPPM codeword and the rest of the bits represent the PCM FA 
errors generated between original and (averaged) MLSD data. Hence, for a FA error in 
slot 3, the [1,2,3] codeword is received, generating 1 PCM error. The rest of the bits are 
represented accordingly. 
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Codeword 
[x,y] 
FA PCM error Register 
(maximum response<1sec) 
FA PCM errors for a FA error in 
the Empty Slot 
1 2 3 4 5 6 7 8 9 10 
[1,2] 110000000000000000|1011201010 1 0 1 1 2 0 1 0 1 0 
[1,3] 101000000000000000|0011001111 0 0 1 1 0 0 1 1 1 1 
[1,4] 100100000000000000|1201100010 1 2 0 1 1 0 0 0 1 0 
[1,5] 100010000000000000|1012110212 1 0 1 2 1 1 0 2 1 2 
[1,6] 100001000000000000|0111112122 0 1 1 1 1 1 2 1 2 2 
[1,7] 100000100000000000|0121010001 0 1 2 1 0 1 0 0 0 1 
[1,8] 100000010000000000|2311010322 2 3 1 1 0 1 0 3 2 2 
[1,9] 100000001000000000|2121011322 2 1 2 1 0 1 1 3 2 2 
[1,10] 100000000100000000|1121130111 1 1 2 1 1 3 0 1 1 1 
[1,11] 100000000010000000|1021122102 1 0 2 1 1 2 2 1 0 2 
[1,12] 100000000001000000|2210130112 2 2 1 0 1 3 0 1 1 2 
 
Table 3.9: A sample of results of the FA PCM register in a 12-2 MPPM system. 
 
For the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 MPPM system, every FA sequence should be divided by 10 
(number of possible FA codewords for every MPPM codeword), then by 64 (valid 
MPPM codewords) and finally by 6 (number of encoded PCM bits) to obtain the 
equivalent error rate per PCM bit of the sequence. The sequences considered for FA 
errors using the simplified algorithm are demonstrated in table 3.10. 
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False Alarm 
Error 
Sequences 
2-Pulse 
0 
10 
110 
101 
1101 
 
Table 3.10: False Alarm Sequences considered from the simplified algorithm for an X-Y 
MPPM system with symbol in error being represented in italics (0 alone is called 
standard error). 
 
3.1.3 Wrong Slot Errors 
 
When a WS error occurs, a pulse can be detected immediately before or after the 
correct slot depending on the size of the dispersion and receiver noise as described by 
Garrett [3, 4]. A problem occurs in characterising an error as a WS error when IFI occurs 
on the first or last pulse in a multiple PPM frame. If a WS error occurs on a pulse in the 
first slot of the frame, a false pulse could occur in the last slot of the preceding frame. 
This would appear to give a False-Alarm error in the frame before the one under 
consideration. If a WS error occurs on a pulse in the last slot of the frame, the pulse could 
effectively move into the first slot of the following frame. Thus the original pulse is lost 
and the treatment is similar to an Erasure error. 
 
Therefore, a WS error can be treated as Erasure (ER MLSD register is needed), 
False Alarm (FA MLSD register is also needed) or as a “normal” WS error (where the 
treatment is the straight comparison between original and received data). The WS PCM 
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register is presented in table 3.11. As an example consider the [1,2] codeword of a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 
MPPM system where 4 different WS errors can occur. The [1,2] codeword is represented 
in the WS MLSD register as 1 1 0 0 0 0 0 0 0 0 0 0    0 0 0 0 0 0    0 0 0 1. The first 12 
bits represent the [1,2] MPPM codeword, the following 6 bits represent the encoding 
PCM data and the rest of the bits represent the PCM errors generated from the 4 possible 
WS errors. Therefore, only the right dispersion of the second pulse generates 1 PCM 
error. 
 
Codeword 
[x,y] 
WS MLSD Register 
(maximum response<1sec) 
WS PCM Errors for a WS 
error in the Pulse 
1 2 
Dispersion Dispersion 
Left Right Left Right 
[1,2] 110000000000000000|0001 0 0 0 1 
[1,3] 101000000000000000|0202 0 2 0 2 
[1,4] 100100000000000000|0321 0 3 2 1 
[1,5] 100010000000000000|0313 0 3 1 3 
[1,6] 100001000000000000|0211 0 2 1 1 
[1,7] 100000100000000000|0202 0 2 0 2 
[1,8] 100000010000000000|0311 0 3 1 1 
[1,9] 100000001000000000|0314 0 3 1 4 
[1,10] 100000000100000000|0311 0 3 1 1 
[1,11] 100000000010000000|0302 0 3 0 2 
[1,12] 100000000001000000|0422 0 4 2 2 
 
Table 3.11: A sample of results of the WS PCM register for a 12-2 MPPM system. 
 
The sequences considered for WS errors using the simplified algorithm are 
demonstrated in table 3.12.  
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Wrong Slot 
Error 
Sequences 
2-Pulse 
1 
11 
11 
111 
101 
1101 
1011 
10111 
11011 
110111 
111 
1111 
1111 
11111 
 
Table 3.12: Wrong Slot Sequences considered from the simplified algorithm for an X-Y 
MPPM system with symbol in error being represented in italics (1 alone is called a 
standard error). 
 
For the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 MPPM system, every WS sequence should be divided by 64 (valid 
MPPM codewords) and then by 6 (number of encoded PCM bits) to obtain the equivalent 
error rate per PCM bit of the sequence.  
 
3.2 Testing 
 
The testing strategy as previously stated was to test the software during 
implementation (every algorithm, functionality, of the software was tested separately) 
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using test patterns (presented in table 3.13 - appendix B). The test patterns [127] 
considered were in the following sections: 
 
1) Interface / Control of Inputs 
2) Data Inputs / Outputs 
3) Result Handling 
 
However, the software was tested thoroughly at the end of the implementation 
phase and account taken of any different results (deviations) between the two algorithms 
used for the MLSD scheme. Table 3.14 presents results for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 MPPM system using 
both software algorithms alongside results taken without the use of software (complete 
analysis presented in tables 3.15, 3.16 and 3.17 - appendix B). From the results obtained 
it is clear that both algorithms give correct and similar results. In addition, the time taken 
for a complete non-automated analysis is now dramatically reduced using the 
computerized method. 
 
Although the processing time between the two algorithms (complete and 
simplified) is almost the same for the systems of the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Υ
12
 family, the difference becomes 
apparent when larger systems of the family are examined. For example, for the largest 
system ⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
12
, 188 different sequences are considered in the complete algorithm, in 
contrast to 26 needed from the simplified. 
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ERASURE 
Sequences SOFTWARE ALGORITHMS 
(maximum response<1sec) 
Non Automated Analysis 
(max response<15min) 
Complete Simplified (2-Pulse) 
Pe 0.634 0.634 0.639 
Pe11 0.0593 0.0582 0.0593 
Pe101 0.0716 0.0716 0.0709 
Pe1101 0.000366211 0.000366211 0.000366211 
Pe11 0.004923502604166 0.004923502604166 0.00501869 
Pe10101 0.0004069 0.0004069 0.0004069 
FALSE ALARM
Sequences SOFTWARE ALGORITHMS 
(maximum response<1sec) 
Non Automated Analysis 
(max response<30min) 
Complete Simplified (2-Pulse) 
Pf 0.205 0.205 0.2049 
Pf1110 0.0000366 0.0000366 0.00003672 
Pf110 0.00293 0.00293 0.00293 
Pf10 0.0311 0.0303 0.0311 
Pf101 0.00268 0.00268 0.00268 
WRONG SLOT
Sequences SOFTWARE ALGORITHMS 
(maximum response<1sec)
Non Automated Analysis 
(max response<45min) 
Complete Simplified (2-Pulse) 
Ps 0.844 0.844 0.844 
Ps11 0.0479 0.0479 0.0479 
Ps111 0.00146 0.00146 0.00146 
Ps11 0.0996 0.0996 0.0996 
Ps101 0.0801 0.0801 0.0801 
Ps1101 0.000732 0.000732 0.000732 
Ps1011 0.00146 0.00146 0.00146 
 
Table 3.14: Sequence Error Rates in a 12-2 MPPM system using both software and non 
software analysis. 
 
As there is little difference between the two analyses, the simplified version was 
used in the simulations. In table 3.18, time and space analysis is presented for the whole 
software solution (alongside some important characteristics) and the two main 
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algorithms. As it can be seen, the simplified algorithm is much faster and at the same 
time uses less memory. The data processing in the registers is done serially for memory 
usage reasons. If speed is the key issue, then the register processing can be turned to 
parallel easily. Therefore, adding a parallel process always results in halving the 
processing time. 
 
Software Characteristics Complete 
Algorithm 
2-Pulse 
Algorithm 
Lines of 
Code 
7325 2262 870 
No. of 
functionality 
points 
20 20 
No. of 
algorithms 
10 10 
No. of 
functions 
10 10 
Space 
Analysis 
Best Case Worst Case 92 Integers 
21 Floats 
4 Chars 
11 Reg 
5 Files 
92 Integers 
21 Floats 
4 Chars 
11 Reg 
5 Files 
92 Integers 
21 Floats 
4 Chars 
11 Registers 
5 Files 
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Time 
Analysis 
((4+(2*Y))*T)+ 
((6*T)*X*PASC+(2*T))+ 
((PASC*(X*T+T))+T)+ 
(((X*T+T)*PASC)+(2*T))+ 
((4*T+(2*(X-Y)*T))+(4*T+2*Y*T))+ 
((2PCM_BITS)*(X+2)*T)+ 
((3*PCM_BITS)*(2PCM_BITS)*T)+ 
((PASC2*(2*X) + 2 + (2*PASC2) + 
(PCM_BITS*PASC2))*T)+ 
((6+(2*PASCAL2))*(2PCM_BITS)*T)+  
64*T 
(240+(32*Y+3))*4N (23*T)+((3*Y+2)*4T) 
 
Table 3.18: Time and space analysis for the software solution and the two main 
algorithms (where N is the number of error sequences, and T is the clock period of the 
CPU). 
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Chapter 4 
 
 
Mathematical Analysis 
 
 
 
________________________________________________________________________ 
 
4.1 Receiver Configurations 
 
In order to evaluate the error probabilities, the output voltage, Vo(t), and the mean 
square receiver output noise <no(t)2> are required, and these, in turn, depend upon the 
received pulse shape, the type of preamplifier employed, the associated noise power 
spectral density, and the type of equalisation filter employed. 
 
Let the received pulse shape, hp(t), have the following property (rectangular pulse) [95]: 
 
( ) 1ph t dt
∞
−∞ =∫  (9) 
 
The transmission medium in an optical link is the optical fibre. Plastic optical 
fibre (POF) is an optical fibre which is made out of plastic (in contrast to glass the more 
difficult to use fibre). POF is usually used in small scale networks because the high loss 
property limits the transmission distance to short value. Two basic forms of plastic 
optical fibre are currently available – step-index POF and graded-index POF (GI-POF). 
Of these, GI-POF offers the highest bandwidth and is used in this scheme. The impulse 
response of a GI-POF can be approximated to a Gaussian [13]-[14] and so  
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2
22
( )
2
t
p
eh t
α
α π
−
=  (10) 
 
with a Fourier transform of [95] 
 
( ) ( )
2
2
pH e
αω
ω −=  (11) 
 
Note that the received pulse variance is linked to the fibre bandwidth by [132] 
 
2ln 2
2
b
n
T
f
α π=  (12) 
 
where Tb is the PCM bit-time, and fn is the fibre bandwidth normalised to the PCM data 
rate. In this research a dominant pole transimpedance preamplifier is assumed (stable 
operation), with transfer function, ZT(jω), given by [132] 
 
( )
1
T
T
p
RZ j
j
ω ω
ω
= ⎛ ⎞+ ⎜ ⎟⎜ ⎟⎝ ⎠
 (13) 
 
where RT is the mid-band transimpedance and ωp is the –3 dB bandwidth of the 
preamplifier.  
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 In order to make comparisons it is assumed that both the PCM and MPPM 
systems are operating at a data rate of 1 Gbit/s. For received pulse energy b the receiver 
output voltage is [132] 
 
 ( ) ( ) ( )( )
2
j t
o p T
bRv t H j Z j G j e dωω ω ω ωπ
∞
−∞= ∫  (14) 
 
where G(jω) is the transfer function of the equalising filter. 
 
4.2 Matched Filter 
 
In the case of the classical matched filter, the equaliser response has the form 
[132] 
 
( )*( ) pG j Hω ω=  (15) 
 
where Hp(ω)* is the complex conjugate of the received pulse and represents the matched 
filter.  By substituting (15) to (14) the output voltage is then given by [132] 
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( )
( )
2
2
2
2
( )
2
1
erfc
2 2
p p
j tT
o
p
tp
T p
e
b qRv t e d
j
tb qR e e
αω
ω
αω ω
η ωπ ω
ω
ωη αω α
−
∞
−∞
−
= ⎞⎛ + ⎟⎜⎜ ⎟⎝ ⎠
⎞⎛= −⎜ ⎟⎝ ⎠
∫
 (16) 
 
and the noise at the filter output is given by [132] 
 
( ) ( )22 2 0( ) erfc2 pco T pn t R S e αωω αω=  (17) 
 
4.3 Target System 
 
As a (general) target system the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 MPPM family is selected. It is selected 
because systems of the family are already used (and considered very efficient) from 
several authors ([85], [94] and [100]). As a family it can encode from 3 to 9 PCM bits 
and considers all the error sequences presented above (for other systems a larger or 
smaller number of error sequences can be considered). The specifications of the target 
system are: a 1.2 GHz bandwidth PINBJT receiver is assumed (Philips TZA 3043) with a 
low frequency input equivalent noise current spectral density of 24 216 10  A / Hz−×  
(double-sided). An operating wavelength of 650 nm  [94], and an ideal photodiode 
quantum efficiency of 100% were taken (a typical efficiency is around 70%). 
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In the mathematical analysis a classical matched filter was used in combination 
with slope detection and maximum likelihood detection (MF-MLD). The final error 
probability is equal to the sum of all error probabilities (erasure, false alarm and wrong 
slot). The bit rate is set to 109 in bits per second (bps) and the PCM bit time to 10-9 
seconds. The slot time is given by the multiplication of the PCM bit time and the number 
of PCM bits (PCM_BITS) divided by the number of slots (X). Therefore for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 
MPPM system the slot time is equal to 5*10-10 (seconds). The number of like symbols in 
PCM is set to 10. The quantum energy is given by 1.6 * 10-19 (atoms) and the wavelength 
of operation λ is equal to 1.55 *10-6 (meters).  
 
For a given set of parameters (figure 4.1), the pulse shapes, derivates (slopes) and 
the noise were found and the number of photons per bit, b, calculated. A threshold 
parameter, v, was defined as  
 
v = d
pk
v
v
     (18) 
 
where the symbols have the following meanings: 
 
Vpk  the peak receiver output, 
Vd  the receiver output at the threshold crossing time td. 
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Figure 4.1: A received pulse for a normalized bandwidth of 10, where Vpo is the peak 
receiver output, Vpk , Vo(td) is the receiver output, Vd , at the threshold crossing time td. 
The threshold parameter, v, is set to 0.5, and ai is the minimum amount of photons (in this 
case 3545) needed for a pulse detection for the specific MPPM system. 
 
The threshold parameter, v, is nominally set to 0.5 (threshold voltage of half the 
peak amplitude). The pulse should be located in the centre of the slot (to minimise WS 
and ER errors) and so the boundaries of the slot will be (
2
Ts− ,
2
Ts ). Note also that, for 
consecutive pulses, td is defined as 
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td+N = (N-1)*Ts   (19) 
 
where N is the number of pulses (N 1≥ ). For low normalised bandwidth values (fn) the 
threshold parameter (v) and the decision time (td) are changed. It is clear that by changing 
the threshold parameter some errors are minimized. Thus, Erasure errors can be 
minimized by lowering the threshold point of detection. Alternatively, False Alarm errors 
can be minimized by increasing the threshold point of detection. 
 
All the experiments (implemented using MATHCAD© Professional) considered 
transmission through plastic optical fibre with a Gaussian impulse response [13]-[14]. 
The channel bandwidth was normalised to the PCM bit-rate and varied between 100 and 
1.2. Operation below 1.2 was impossible (ai is huge) due to the high levels of ISI and IFI 
causing sequences such as 110, 1101 and 1110 to be received as 10, 101 and 10 
respectively as shown in figure 4.2. 
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Figure 4.2: 1110, 110 and 1101 multiple PPM sequences with fn=1. 
 
As can be seen, there is significant ISI between adjacent slots and so, in order to 
detect the slopes correctly (no clear peaks of adjacent pulses), the average power must be 
increased, especially at low bandwidth. The level of dispersion is dependent upon the 
type of equalisation filter employed, and, although matched filtering is optimal at high 
fibre bandwidths where ISI is not a problem, it gives poor performance at the low fibre 
bandwidths due to ISI. The simplified sensitivity analysis for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 multiple PPM 
system is presented in appendix D.  
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4.4 Sensitivity Results and Coding Quality 
 
Table 4.1 details the variation in the number of photons per multiple PPM pulse, 
for a PCM bit error rate of 1 in 109, as the channel normalised bandwidth, fn, varies from 
100 to 1.2. All the systems of the 12-Y MPPM family are presented at a particular 
bandwidth, and each set compares results from the complete and simplified analyses. As 
can be seen, there is little difference between the two analyses and so the simplified 
version was used in the simulations. It is apparent from the table that the optimum coding 
level ranges from 12-2 for high bandwidths, to 12-1 for low bandwidths. It is also 
apparent that, as the number of pulses increases sensitivity is degraded (more errors are 
generated). Another observation is that the difference between best and worst sensitivity 
is not very large until very low normalized bandwidth (fn) values. 
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fn 
Best sensitivity  
(photons per pulse) 
Optimum 
coding  
level 
Worst sensitivity 
(photons per pulse) 
Worst 
coding 
level Simplified Complete Simplified Complete 
100 2763 2763 12-2 2845 2853 12-10 
80 2782 2782 12-2 2868 2871 12-10 
60 2821 2821 12-2 2933 2935 12-10 
40 2903 2903 12-2 2989 2993 12-10 
20 3103 3103 12-2 3204 3205 12-10 
10 3501 3501 12-2 3621 3622 12-10 
5 4257 4257 12-2 4411 4413 12-10 
4 4642 4642 12-2 4810 4812 12-10 
3 5312 5312 12-2 5500 5504 12-10 
2 6994 6994 12-2 7232 7237 12-10 
1.8 7744 7744 12-2 8006 8010 12-10 
1.5 10030 10030 12-1 11910 11910 12-10 
1.2 42380 42380 12-1 101000 101000 12-10 
 
Table 4.1: Best and worst case sensitivity (using the simplified and complete models) and 
corresponding coding level for varying normalised channel bandwidth. 
 
Bit Error Rate (BER) is also a factor of efficiency in an MPPM system. Sugiyama 
and Nosu [85] developed a methodology to predict the BER of an MPPM link when 
erasure errors occurred. The author also suggests a methodology that can be expanded to 
False Alarm and Wrong Slot errors to predict the total BER of an MPPM link when all 
types of error are considered. The methodology is based on the number of known and 
unknown (MPPM) bits when an error occurs. Hence, if the number of bits restored from 
one signal is L, then Lk (fixed number) of these bits are always known, and the remainder 
Lu, remain unknown because of an optical pulse error. Considering that a pulse and an 
empty slot are equal probable, the error probability of an erasure error is given by (20) 
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Pa = 0.5 ( L
Lu )    (20) 
 
When an erasure error occurs in an ⎟⎟⎠
⎞
⎜⎜⎝
⎛
K
N
 MPPM link, the number of known bits is 
Lk = K-1. Hence, the number of unknown bits Lu can trigger Mp = N-K+1 MPPM 
sequences. The Lu bits can trigger Mb = 2Lu PCM sequences. Because, Mp = Mb,  
 
2Lu = N-K+1     (21) 
 
Thus,  
 
Lu = log2(N-K+1)    (22) 
 
By substituting (22) to (20)  
 
Per = 0.5 ( L
1)K-(Nlog2 + )   (23) 
 
L bits can trigger 2L sequences or else ⎟⎟⎠
⎞
⎜⎜⎝
⎛
K
N
. Therefore,  
 
2L = ⎟⎟⎠
⎞
⎜⎜⎝
⎛
K
N
     (24) 
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and accordingly  
 
L = log2 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
K
N
     (25) 
 
As a result, (23) can be written as  
 
Per = 0.5 (
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
K
N
2
2
log
1)K-(Nlog )  (26) 
 
For a False Alarm error in an ⎟⎟⎠
⎞
⎜⎜⎝
⎛
K
N
 MPPM link, K+1, pulses are detected. Consequently,  
 
Pfa = 0.5 (
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
K
N
2
2
log
1)(Klog )  (27) 
 
For a Wrong Slot (left dispersion) error of an MPPM link the treatment is the 
same as a false alarm error (an extra pulse is generated). Hence,  
 
Pws_l = 0.5 (
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
K
N
2
2
log
1)K-(Nlog ) (28) 
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For a Wrong Slot (right dispersion) error of an MPPM link L = K and Lu = log2K. Thus, 
 
Pws_r = 0.5 (
⎟⎟⎠
⎞
⎜⎜⎝
⎛
K
N
2
2
log
(K)log )  (29) 
 
The total BER is equal to the sum of all error probabilities (30) weighted to the 
occurrence of each error type. As an example, consider the erasure, Per, for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 
MPPM system. This error probability should be weighted with 128 (2 pulses/MPPM 
frame * 64 MPPM frames). For the False Alarm error the error probability should be 
weighted with 640 (10 slots/frame * 64 frames). Finally, for the wrong slot error (both 
left and right dispersion) the error probability should be weighted with 256 (2 
pulses/frame * 2 errors-left and right dispersion- * 64 frames). 
 
BER = Per_weighted + Pfa_weighted + Pws_l_weighted + Pws_r_weighted  (30) 
 
The BER results in a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
MPPM system are presented in table 4.2. From the 
results obtained it is clear that the most efficient systems are in the middle of the family. 
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Systems Per Pfa Pws l Pws r 
WEIGHTING 
Total BER ER FA WS 
12_1 0.5 0.139 0.139 0 8 88 2 0.134 
12_2 0.286 0.131 0.131 0.083 128 640 4 0.056 
12_3 0.213 0.129 0.129 0.102 384 1152 6 0.039 
12_4 0.177 0.13 0.13 0.112 1024 2048 8 0.03 
12_5 0.156 0.134 0.134 0.121 2560 3584 10 0.026 
12_6 0.142 0.142 0.142 0.131 3072 3072 12 0.023 
12_7 0.134 0.156 0.156 0.146 3584 2560 14 0.022 
12_8 0.13 0.177 0.177 0.168 2048 1024 16 0.022 
12_9 0.129 0.213 0.213 0.204 1152 384 18 0.024 
12_10 0.131 0.286 0.286 0.275 640 128 20 0.03 
12_11 0.139 0.5 0.5 0.482 88 8 22 0.109 
 
Table 4.2: BER calculation in a 12-Y MPPM system. 
 
These representations of the data do not take into account the coding efficiency of 
the systems – a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
1
12
 system can code up to 3 PCM bits while a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 system can code 
up to 6 PCM bits. Thus the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 system could be regarded as more bandwidth efficient. 
In order to explore this, a bandwidth expansion, BE, parameter is defined 
 
XBE=
n
     (31) 
 
where X is the number of multiple PPM slots in a frame and n is the number of PCM 
BITS encoded.  
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A process of normalisation is now applied to the sensitivities and bandwidth 
expansion so that all values are expressed between 0 and 1. To achieve this, the number 
of photons required for each coding level are divided by the largest number of photons 
per pulse for that particular bandwidth (worst case sensitivity of the 12-10 system - table 
4.1), and all bandwidth expansions are divided by the largest BE (12/3 = 4 for all fn). 
These normalized results are shown in table 4.3. 
 
fn 
Normalised 
sensitivity 
Normalised 
BE 
Coding 
level 
100 0.971 0.5 12-2 
80 0.970 0.5 12-2 
60 0.962 0.5 12-2 
40 0.971 0.5 12-2 
20 0.969 0.5 12-2 
10 0.967 0.5 12-2 
5 0.965 0.5 12-2 
4 0.965 0.5 12-2 
3 0.966 0.5 12-2 
2 0.967 0.5 12-2 
1.8 0.967 0.5 12-2 
1.5 0.842 1 12-1 
1.2 0.420 1 12-1 
 
Table 4.3: Normalized sensitivity, BE and optimum coding level of a 12-Y MPPM system. 
 
A weighted sum approach (used when performing a sum, integral, or average in 
order to give some elements more of a "weight" than others) can now be applied [110] to 
the multiple PPM systems (at every value of fn) in terms of sensitivity and bandwidth 
expansion, with a range of weights between 0 and 100% in steps of 10%. A weighting of 
0% means bandwidth expansion is the most important parameter (and hence power can 
be spared) while a weighting of 100% means sensitivity is more important (and hence 
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bandwidth can be spared). A 50% weighting is where the two parameters are equally 
important and is a key point of interest. Thus, using (32), an efficiency factor, η, can be 
defined as 
 
( )PCM norm sens norm BE = 1 - ph  x weight  + BE  x weightη     (32) 
 
where,  
 
PCM normph  is the normalized sensitivity in photons per PCM bit 
normBE  is the normalized bandwidth expansion 
sensweight  is the sensitivity weighting = 0 to 1 in steps of 0.1, and  
BEweight  is the bandwidth weighting = 1- sensweight  
 
A system is considered to be 100% efficient if it has the best sensitivity and the 
lowest BE (coding 9 PCM bits). On the other hand, a system is 0% efficient if it has the 
lowest sensitivity and the bandwidth expansion of the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
11
12
 system (only 3 PCM bits can 
be encoded). Table 4.4 shows the efficiency map for a 12-Y multiple PPM system across 
the range of fn.  
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fn 
BE is more important 
Equal 
Weight Sensitivity is more important 
0-100 10-90 20-80 30-70 40-60 50-50 60-40 70-30 80-20 90-10 100-0
100 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-2 
80 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-2 12-2 
60 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-2 12-2 
40 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-2 12-2 
20 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-2 12-2 
10 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-2 12-2 
5 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-2 12-2 
4 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-2 12-2 
3 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-2 12-2 
2 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-2 12-2 
1.8 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-6 12-2 12-2 
1.5 12-5 12-5 12-5 12-5 12-5 12-5 12-5 12-2 12-2 12-2 12-1 
1.2 12-5 12-5 12-5 12-5 12-5 12-5 12-1 12-1 12-1 12-1 12-1 
 
Table 4.4: Efficiency map (as defined by equation 11) for a 12-Y multiple PPM system. 
 
As can be seen, the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
12
 multiple PPM system is generally the most efficient 
system. It is only when the bandwidth is extremely low that the coding level changes to
⎟⎟⎠
⎞
⎜⎜⎝
⎛
5
12
. Both systems code 9 bits of PCM data but the normalised bandwidth expansion for 
the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
5
12
 code is slightly lower. When the sensitivity weighting is greater than 90%, the 
optimum coding level is generally ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
. In this situation, bandwidth expansion is not 
important and so the higher sensitivity, lower codes can be used. The simulation predicts 
that ⎟⎟⎠
⎞
⎜⎜⎝
⎛
1
12
 (i.e. digital PPM) should be used at very low bandwidths. This is because there 
is a very high level of pulse dispersion leading to an increased level of ISI and IFI and, as 
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digital PPM only has one pulse in a frame, it will not be affected in the same way as a 
two pulse frame. 
 
Figure 4.3 shows a surface plot for a 12-Y multiple PPM system operating with a 
normalized bandwidth of 30. In this figure, the efficiency factor, η, has been plotted on 
the vertical axis to demonstrate the optimum. This figure clearly shows that the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
12
 
coding system is the most efficient except at the extremes, when sensitivity is more 
important than operating speed (above 80-20 weighting). In this instance smaller systems 
are more efficient, such as ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
. 
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Chapter 5 
 
 
Theoretical Investigation into the Effects of Data 
Mapping 
 
 
 
________________________________________________________________________ 
 
Table 5.1 details the variation in the number of photons per PCM bit as the 
normalised channel bandwidth, fn, varies from 100 to 1.2 for ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 systems using Linear 
Increment (LI) coding.  
 
Linear Increment mapping 
Sensitivity (photons/PCM bit) 
Fn 12_1 12_2 12_3 12_4 12_5 12_6 12_7 12_8 12_9 12_10 12_11 
100 930  921  1199  1401  1567  1877  2190  2802  3610  4740  10234 
80 938  927  1207  1411  1579  1891  2207  2823  3637  4777  10314 
60 952  940  1224  1431  1601  1917  2238  2863  3689  4843  10457 
40 979  968  1260  1473  1648  1973  2303  2947  3797  4985  10762 
20 1047  1034  1348  1576  1764  2113  2466  3155  4065  5340  11528 
10 1180  1167  1522  1780  1993  2387  2786  3565  4594  6035  13020 
5 1435  1419  1854  2168  2429  2909  3395  4342  5595  7352  15833 
4 1565  1547  2023  2365  2650  3173  3703  4735  6101  8017  17237 
3 1790  1771  2315  2706  3032  3629  4237  5415  6975  9167  19657 
2 2356  2331  3047  3561  3993  4775  5575  7119  9162  12053  25663 
1.8 2608  2581  3373  3941  4421  5285  6173  7880  10140  13343  28347 
1.5 3347  3533  4766  5665  6433  7793  9170  11650  14953  19850  37547 
1.2 14127  27390  39450  47555  54461  66327  78167  99250  126900  168333  316653 
 
Table 5.1: Sensitivity in photons/PCM bit of a 12-Y MPPM system using a Linear 
Increment mapping for a target (PCM) error probability of Pe = 10-9. 
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Tests [111] were carried out to examine the effects of data mapping for four 
different mappings – Linear Increment, Linear Decrement, Gray Code and Random – that 
operate without redundancy for every version of the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
family. The results are shown 
in table 5.2, which details the improvement in sensitivity (photons/PCM bit) obtained 
over Linear Increment mapping (taken as the reference).  
 
Maximum improvement in sensitivity (photons/PCM bit) 
fn 12_1 12_2 12_3 12_4 12_5 12_6 12_7 12_8 12_9 12_10 12_11 
100 -2 0 -2 -2 -1 -4 0 0 -3 -18 -18 
80 -2 0 -2 -2 -1 -5 0 0 -3 -18 -22 
60 -2 0 -1 -2 -1 -5 0 0 -3 -18 -22 
40 -2 0 -2 -2 -1 -5 0 0 -3 -18 -22 
20 -3 0 -2 -2 -1 -5 0 0 -4 -20 -22 
10 -4 0 -2 -2 -1 -6 0 0 -4 -23 -26 
5 -7 0 -2 -2 0 -7 0 0 -4 -30 -48 
4 -9 0 -3 -3 -2 -8 0 0 -5 -33 -55 
3 -10 0 -3 -3 -2 -9 0 0 -5 -38 -88 
2 -12 0 -4 -3 -3 -12 0 0 -4 -55 -187 
1.8 -13 0 -5 -3 -3 -13 0 0 -5 -62 -220 
1.5 0 -30 -26 -95 0 -20 -8 -10 -26 -133 0 
1.2 0 -793 -321 -1630 -6 -173 -156 -80 -450 -1500 0 
 
Table 5.2: Maximum improvement of sensitivity in photons/PCM bit compared to Linear 
Increment mapping (improvement implies reduction in the number of photons/PCM bit). 
A zero number means that Linear Increment remains the most efficient mapping. 
 
Table 5.3 presents an efficiency map as the channel normalised bandwidth, fn, 
varies.  
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12-Y multiple PPM EFFICIENCY MAP 
fn 12_1 12_2 12_3 12_4 12_5 12_6 12_7 12_8 12_9 12_10 12_11 
100 GC LI GC GC GC GC LI LI GC RD GC 
80 GC LI GC GC GC GC LI LI GC RD GC 
60 GC LI GC GC GC GC LI LI GC RD GC 
40 GC LI GC GC GC GC LI LI GC RD GC 
20 GC LI GC GC GC GC LI LI GC RD GC 
10 GC LI GC GC GC GC LI LI GC RD GC 
5 GC LI GC GC LI GC LI LI GC RD GC 
4 GC LI GC GC GC GC LI LI GC RD GC 
3 GC LI GC GC GC GC LI LI GC RD GC 
2 GC LI GC GC GC GC LI LI GC RD GC 
1.8 GC LI GC GC GC GC LI LI GC RD GC 
1.5 LI GC GC RD LI GC GC RD RD RD LI 
1.2 LI GC GC RD RD GC GC RD RD RD LI 
 
Table 5.3: Variation in optimum mapping as the channel normalised bandwidth, fn, 
varies from 100 to 1.2 for a 12-Y MPPM system. The mappings considered are Linear 
Increment, LI, Linear Decrement, LD, Gray Code, GC, and Random, RD. 
 
From these results it is evident that eight systems (from ⎟⎟⎠
⎞
⎜⎜⎝
⎛
1
12
to ⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
12
and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
9
12
 and
⎟⎟⎠
⎞
⎜⎜⎝
⎛
11
12
) enhance their sensitivity if Gray Codes are used (although the percentage changes 
are small). Two systems ( ⎟⎟⎠
⎞
⎜⎜⎝
⎛
7
12
and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
8
12
) enhance their sensitivity if Linear 
Increment/Decrement is used (the LI and LD mappings gave almost the same sensitivity) 
and Random mapping was most efficient only for ⎟⎟⎠
⎞
⎜⎜⎝
⎛
10
12
. Thus it can be seen that Gray 
Codes are the most efficient mapping for most systems of the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 family. This can be 
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explained from the fact that Gray Codes minimize the Hamming distance between 
adjacent multiple PPM words, and MLSD is used. Hence, if the Hamming distance is 
kept to minimum, there are minimum errors between the decoded word and the original 
data (as shown in Chapter 3). As an example, consider the codeword [2,4] of the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 
MPPM system, which decodes to the 001100 equivalent PCM word (if LI mapping is 
used). If a WS error occurs on the first or second pulse of the codeword, 7 error bits are 
generated. This means an average error/PCM bit for [2,4] of 0.29. With Gray coding, 
[2,4] decodes as 001010 and the number of errors is reduced to 6. The average error/PCM 
bit is reduced to 0.25. Other results were generated for the rest of the sequences and the 
other error types in a similar fashion.  
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Chapter 6 
 
 
Optimum Mapping in an Optical Multiple PPM 
link using a Maximum Likelihood Sequence 
Detection Scheme 
 
 
 
________________________________________________________________________ 
 
The previous chapter has shown how coding can alter the performance of an 
MPPM link. It has also been shown that the performance of an MPPM link can be easily 
predicted by identifying certain sequences. In this chapter, this work [112] is extended so 
that the original methodology described here identifies dominant errors which are then 
used in another algorithm that determines the optimum coding technique for a particular 
multiple PPM system. The reduction in processing time that comes from this 
methodology is significant.  
 
6.1 Dominant error sequences in multiple PPM 
 
Figure 6.1 (appendix A) is a data flow diagram showing how the dominant error 
sequences are identified. Each error sequence is isolated in turn by setting its equivalent 
PCM error rate to one while the other sequences are set to zero (or very close to zero). 
Thus only one error source contributes to the system performance at any one time. The 
software previously described is then used to find the resulting photons/bit for the desired 
error rate. This is then multiplied by the probability of the particular error sequence 
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occurring to give the “sequence sensitivity”. By considering each error sequence in turn 
and summing the sequence sensitivities, the total number of photons per bit can be found 
and the sensitivity of the system can be easily calculated. Comparisons (table 6.1) with 
the full mathematical model show that this method is accurate.  
 
fn 
12-2 MPPM System Sensitivity (in photons/PCM bit) 
MATHEMATICAL ANALYSIS ONLY S/W 
100 921  870 
80 927  875 
60 940  887 
40 968  912 
20 1034  974 
10 1167  1098 
5 1419  1331 
4 1547  1448 
3 1771  1649 
2 2331  1767 
1.8 2581  2567 
1.5 3533  3529 
1.2 27390  27389 
 
Table 6.1: Sensitivity results (in photons/PCM bit) for a 12-2 MPPM system using the full 
mathematical model and the s/w model. 
 
Tests on other ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 systems (table 6.2) have shown that the dominant error 
sources and sequence sensitivities are the same in these other systems and so this 
methodology can be applied to multiple PPM systems in general. 
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SYSTEM 
SENSITIVITY ANALYSIS  
(in photons/PCM bit) 
MATHEMATICAL  
ANALYSIS 
ONLY S/W 
12-1 930 903 
12-2 921 870 
12-3 1199 1141 
12-4 1401 1342 
12-5 1567 1509 
12-6 1877 1828 
12-7 2190 2146 
12-8 2802 2743 
12-9 3610 3560 
12-10 4740 4678 
12-11 10234 10168 
 
Table 6.2: Sensitivity results (in photons/PCM bit) for a 12-Y MPPM system using the 
full mathematical model and the s/w model for a normalized bandwidth of 100. 
 
Even when other mappings are used (as in table 5.3) with the software model, the 
same efficiency map is generated as shown in table 6.3 (except from some exceptions 
represented in bold-italics).  
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12-Y multiple PPM EFFICIENCY MAP 
fn 12_1 12_2 12_3 12_4 12_5 12_6 12_7 12_8 12_9 12_10 12_11 
100 GC LI GC GC GC GC LI LI GC RD GC 
80 GC LI GC GC GC GC LI LI GC RD GC 
60 GC LI GC GC GC GC LI LI GC RD GC 
40 GC LI GC GC GC GC LI LI GC RD GC 
20 GC LI GC GC GC GC LI LI GC RD GC 
10 GC LI GC GC GC GC LI LI GC RD GC 
5 GC LI GC GC GC GC LI LI GC RD GC 
4 GC LI GC GC GC GC LI LI GC RD GC 
3 GC LI GC GC GC GC LI LI GC RD GC 
2 GC LI GC GC GC GC LI LI GC RD GC 
1.8 GC LI GC GC GC GC LI LI GC RD GC 
1.5 LI GC RD LI LI GC GC LI RD RD GC 
1.2 LI GC GC LI LI GC GC RD LI RD GC 
 
Table 6.3: Variation in optimum mapping (using the s/w model) as the channel 
normalised bandwidth, fn, varies from 100 to 1.2 for a 12-Y MPPM system. The mappings 
considered are Linear Increment, LI, Linear Decrement, LD, Gray Code, GC, and 
Random, RD. 
 
This method of identifying the dominant error sequences and determining the 
subsequent sequence sensitivity means that the simulation time is reduced considerably 
as shown in table 6.4. Thus the effects of different mappings can be determined very 
rapidly so making analysis much faster.   
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SYSTEM 
SENSITIVITY ANALYSIS SCHEMES 
NO S/W AND 
MATHEMATICAL ANALYSIS 
ONLY S/W 
12-1 <30 min <1 sec 
12-2 <110 min <1 sec 
12-3 <140 min <1 sec 
12-4 <200 min <1 sec 
12-5 <380 min <3 sec 
12-6 <380 min <3 sec 
12-7 <380 min <3 sec 
12-8 <200 min <1 sec 
12-9 <140 min <1 sec 
12-10 <110 min <1 sec 
12-11 <30 min <1 sec 
TOTAL <2100 min <18 sec 
 
Table 6.4: Time needed to predict the efficiency of the 12-Y system using non-automated 
methods and only software. 
 
The most significant error sequences were found to be those involving an erasure 
with the next being those with a false alarm. The wrong slot sequences are only 
significant when there is considerable pulse dispersion caused by a normalised fibre 
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bandwidth, fn, of less than 2. As erasure sequences are the most dominant sequences, the 
next section describes how to find an optimum, or close to optimum, mapping that 
minimises their effect. 
 
6.2 Optimum mapping in multiple PPM 
 
To find the optimum mapping until now two approaches were developed. The 
first approach was to automatically generate (through software) all available mappings of 
a MPPM system. An algorithm that calculates all the available permutations between a 
set of numbers (PCM codewords) was required. Various algorithms were developed to 
generate the maximum number of permutations as shown below: 
 
1) A recursive permutation algorithm by Alexander Bogomolny (www.cut-
 the-knot.org/do_you_know/AllPerm.shtml) 
2) A permutation algorithm based on a string permutation algorithm from the 
 University of Exeter (newton.ex.ac.uk/teaching/resources/jmr/recursion.html) 
 
A new algorithm was developed based on Martin Gardner's Scientific American 
article [133]. This algorithm gives the fastest known method of listing all permutations. 
The algorithm is presented in figure 6.2 (appendix A). The software solution is presented 
in appendix C. However, permutations are geometrically increased. Thus, for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
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multiple PPM system, 6 PCM bits can be encoded. That means 720 (6!) different 
mappings. This number becomes larger as the size (X, Y) of the MPPM system increases. 
 
Therefore a new approach had to be developed based on prediction. In a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 
multiple PPM system, 6 PCM bits can be encoded. In order to minimise the error 
probability, the Hamming Distance (HD) between all equivalent PCM code-words, 
referred to as the Total Hamming Distance (THD), should be minimised. Taking the all 
zero code-word as reference, the PCM codewords have the following properties: 
 
i)   6 codewords with HD of 1 
ii) 15 codewords with HD of 2 
iii) 20 codewords with HD of 3 
iv) 15 codewords with HD of 4 
v)   6 codewords with HD of 5 
vi)   1 codeword with HD of 6 
 
The mapping of PCM codewords onto the multiple PPM codewords must be 
chosen to minimise the THD. The three sources of error need to be considered in turn, 
and their effects on the THD minimised by reducing their individual HD.  
 
Consider the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
detected sequence [1,x] where 12 ≥ x ≥ 2. Erasure of any of the 
second pulses will cause the MLSD detector to receive only the pulse in slot 1 so giving 
the [1,?] condition. The received codeword could have been any of the 11 codewords in 
the [1,x] sequence and so the MLSD will average the equivalent PCM data of these 
codewords to give a PCM word of 000000. Taking this as the reference, table 6.5, shows 
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that the Erasure Sequence Hamming Distance, ESHD, is equal to 17 for both linear 
increment and Gray coded data.  
 
Erasure Error 
[1,?] 
Mapping 
Linear Increment Gray Codes Optimum 
[1,2] 000000 000000 000000 
[1,3] 000001 000001 000001 
[1,4] 000010 000011 000010 
[1,5] 000011 000010 000100 
[1,6] 000100 000110 001000 
[1,7] 000101 000111 010000 
[1,8] 000110 000101 100000 
[1,9] 000111 000100 000011 
[1,10] 001000 001100 000101 
[1,11] 001001 001101 001001 
[1,12] 001010 001111 010001 
Averaged [1,?] codeword 000000 000101 000000 
Total Hamming Distance 225 225 224 
Averaged Hamming Distance 17 17 14 
 
Table 6.5: Total (THD) and Averaged (AHD) Hamming Distance (Number of PCM 
Errors) of Linear Increment, Gray Codes and “Optimum” mapping of the [1,?] ER 
averaged codeword. 
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To obtain the optimum coding regime for this [1,?] condition, PCM codewords 
should be chosen and assigned to the multiple PPM codewords so that the ESHD, and 
hence the THD, are minimised. If [1,2] is assigned to 000000, there are 6 other 
codewords with HD of 1 and a possible 4 out of 15 other codewords with HD of 2. Table 
6.5 shows the resulting “optimum” mapping for this particular sequence. The ESHD is 
now reduced to 14 which is an 18% reduction compared to linear mapping. The erasure 
sequences [1,?] to [6,?] can also have an ESHD of 14; however the ESHD increases for 
codes above [6,?], as shown in table 6.6.  
 
Erasure 
sequence   
Averaged 
codeword
Number 
of 
codewords
ESHD 
[1,?] 000000 11 14 
[2,?] 001011 11 14 
[3,?] 010101 11 14 
[4,?] 01111 0 11 14 
[5,?] 100110 11 14 
[6,?] 10110 1 11 14 
[7,?] 110011 11 16 
[8,?] 11100 0 11 20 
[9,?] 110010 11 22 
[10,?] 000000 10 21 
[11,?] 101001 10 24 
[12,?] 011101 9 22 
 
Table 6.6: Erasure averaged codewords for a 12-Y multiple PPM system. 
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This is because the choice of remaining PCM code-words is limited due to the 
fact that the lowest HD ones have already been allocated. Thus the MLSD must average 
the remaining PCM code-words, which have a higher HD, and this results in a large HD 
for the erasure codewords [7,?] to [12,?]. A complication occurs with the erasure 
codewords [10,?] and [11,?]. Below [10,?] the number of code-words to be averaged is 11 
(table 6.6) and so the MLSD has an odd number of 1s or 0s to consider when making a 
decision and there is no ambiguity in the result. However, when [10,?] and [11,?] are 
received, the MLSD will randomly allocate a 1 or a 0 to a data bit because the number of 
1s and 0s is the same. This random allocation will generate a large number of errors, and 
so the optimum mapping should avoid this.  
 
Minimisation of the ESHD means that the errors from some false alarm and 
wrong-slot sequences will also be reduced. Consider the sequence [1,2]. A false alarm 
will generate a sequence [1,2,x], where 12 ≥ x > 2. The output of the MLSD will be the 
average of three PCM codewords corresponding to [1,2], [1,x] and [2,x]. If 8 ≥ x > 2, the 
code-words [1,2] and [1,x] will have a HD of 1 and so only the [2,x] code-word will have 
to be chosen (preferably with a HD of 2). If 12 ≥ x > 8, only the code-word [1,2] has a 
HD of 1 while the other two code-words [1,x] and [2,x] have a HD of 2. In general, for 
[1,x,y] code-words, where 11 ≥ x > 1, 12 ≥ y > 2 and x > y, two out of three codewords 
have a maximum HD of 2. The missing codewords are allocated to minimise the ESHD. 
As regards wrong-slot errors, some are already optimised because they appear to be pulse 
erasures (right shift wrong-slot to adjacent pulse for instance). For the others, Gray codes 
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are very efficient because a wrong-slot error causes the next codeword to be chosen and, 
in Gray coded data, the resulting error will be one bit. However, wrong-slot errors are 
only significant over a small range of low bandwidths and so minimising their effect is 
not as important as minimising the effect of erasures. 
 
A mapping such as this that targets erasure errors and affects a large number of 
false alarm and wrong-slot sequences is optimum, or very close to optimum, and table 6.7 
shows the mapping generated.  
 
Optimum mapping for the 12-2 MULTIPLE PPM System 
c/w PCM c/w PCM c/w PCM c/w PCM 
[1,2] 000001 [2,8] 011011 [4,7] 111110 [6,10] 101100 
[1,3] 000100 [2,9] 001010 [4,8] 011010 [6,11] 101101 
[1,4] 011000 [2,10] 000011 [4,9] 011110 [6,12] 001101 
[1,5] 000110 [2,11] 001001 [4,10] 010110 [7,8] 110001 
[1,6] 001100 [2,12] 001011 [4,11] 011111 [7,9] 110010 
[1,7] 110000 [3,4] 010100 [4,12] 011100 [7,10] 010011 
[1,8] 100000 [3,5] 000111 [5,6] 101111 [7,11] 110011 
[1,9] 010000 [3,6] 111101 [5,7] 100010 [7,12] 110111 
[1,10] 000000 [3,7] 110101 [5,8] 101110 [8,9] 111010 
[1,11] 001000 [3,8] 010001 [5,9] 110110 [8,10] 101000 
[1,12] 000010 [3,9] 010111 [5,10] 100100 [8,11] 111000 
[2,3] 011001 [3,10] 000101 [5,11] 100110 [8,12] 111001 
[2,4] 001111 [3,11] 010101 [5,12] 100111 [9,10] 010010 
[2,5] 100011 [3,12] 011101 [6,7] 111111 [9,11] 101010 
[2,6] 101011 [4,5] 001110 [6,8] 101001 [9,12] 110100 
[2,7] 111011 [4,6] 111100 [6,9] 100101 [10,11] 100001 
 
Table 6.7: The estimated “optimum” mapping for the 12-2 multiple PPM system. 
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This mapping can also be adapted for larger systems. For example the mapping 
generated for the erasure codeword [1,?], as shown in table 6.6, can be used in a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 
multiple PPM system to generate the mapping for the erasure codeword [1,2,?] as shown 
in table 6.8. Here the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 mapping forms the basis of the expanded mapping with the 
extra bit, the Most Significant Bit (MSB), set to 0. This same ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
mapping can be used 
to generate the mapping for the [2,3,?] erasure sequence, but this time the  MSB is set to 
1 for all codewords. By using this technique, 12 erasure codewords will be generated 
with a minimum ESHD, and a large number will be generated that are close to minimum. 
The remaining codewords are selected to minimise the HD as before. 
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Erasure Error 
[1,2,?] 
Mapping 
Linear Increment Gray Codes Optimum 
[1,2,3] 0000000 0000000 0000001 
[1,2,4] 0000001 0000001 0000100 
[1,2,5] 0000010 0000011 0011000 
[1,2,6] 0000011 0000010 0000110 
[1,2,7] 0000100 0000110 0001100 
[1,2,8] 0000101 0000111 0000010 
[1,2,9] 0000110 0000101 0100000 
[1,2,10] 0000111 0000100 0010000 
[1,2,11] 0001000 0001100 0000000 
[1,2,12] 0001001 0001101 0001000 
Averaged [1,2,?] codeword 0000000 0000101 0000000 
Averaged Hamming Distance 15 17 12 
 
Table 6.8: Total and averaged Hamming distance for Linear Increment, Gray Code and 
“Optimum” mapping of the [1,2,?] ER averaged codeword in a 12-3 multiple PPM 
system. 
 
To demonstrate the importance of mapping in the final error rate table 6.9 shows 
the percentage change in error rate for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 multiple PPM system, using 
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linear increment as a base with a PCM error rate of 1 bit in 109 bits, at normalised 
channel bandwidths of 100, 50, 10 and 1.2. It was not possible to obtain results for          
fn < 1.2, due to excessive ISI and IFI. For normalised bandwidths greater than 10, it can 
be seen that there is little to be gained by using linear decrement or Gray code. However, 
if the mapping is random, there is a large deterioration in error rate for both the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 and 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 systems. The effect of the optimum code can be clearly seen, with significant drops 
in error rate particularly for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 system. This is because the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 system has 220 
possible codewords to code only 128 PCM codewords. Thus, there is an element of 
redundancy in the code which means that the optimisation routine has a larger range of 
codewords available to it, and this increases performance. 
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fn 100 50 10 1.2 
     
LD 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 0.0 0.0 -0.2 -0.2 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 2.8 0.0 -1.3 0.0 
GC 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 -2.2 0.2 0.8 -50.1 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 -2.4 -5.1 -5.6 -21.8 
RD1 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 12.2 12.3 12.6 74.8 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 13.6 12.5 11.0 -1.3 
RD2 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 11.3 10.0 11.7 24.6 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 10.3 10.6 9.2 5.0 
RD3 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 4.4 7.0 6.5 -0.3 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 18.0 15.2 13.7 -6.4 
OPT 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 -20.3 -19.1 -17.0 -24.8 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 -23.32 -25.3 -26.0 -30.0 
 
Table 6.9: Percentage change in error rate for a 12-2 and a 12-3 multiple PPM system 
using linear increment mapping as the reference and a PCM error rate of 1 bit in 109 
pulses.  The mappings considered are Linear Decrement (LD), Gray Code (GC), Random 
(RD1, RD2, RD3) and Optimum (OPT). 
 
Chapter 6 
 
139 
PhD Thesis 
 
When operating with fn < 10, there is a large degree of pulse dispersion and this 
leads to ISI/IFI and an increase in erasure and wrong-slot errors. Indeed, when fn = 1.2, 
wrong-slot errors are dominant, and so the Gray code offers the best performance for the 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 system. As discussed in the previous paragraph, the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 system has some unused 
codewords which can be used to combat ISI/IFI, and this leads to better performance. 
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Chapter 7 
 
 
Higher Order multiple PPM Systems and their 
Optimum Mapping 
 
 
 
________________________________________________________________________ 
 
Thus far, only the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 MPPM family has been considered and the effectiveness 
of coding demonstrated. Here, original results obtained from mapping experiments [113] 
on the following multiple PPM families: ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
4
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
15
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
17
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
22
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
28
 and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
33
are presented. The PCM equivalent data mapping considered for all systems was the Gray 
code because  
 
Figure 7.1 shows a surface plot for ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
4
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
15
 multiple PPM 
systems operating with a normalized bandwidth of 30. This bandwidth was chosen 
because the dispersion associated with it lies midway between the dispersion, due to the 
100 and 1.2 normalized bandwidths.  In this figure, the efficiency factor, η, has been 
plotted on the vertical axis to demonstrate the optimum, and it is clear that the middle 
coding systems are the most efficient (especially for the 50-50 point of interest where 
sensitivity is equally weighted with bandwidth expansion). This optimum partly occurs 
because the middle systems in the families can code more bits and so are considered 
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more efficient.  The exception to this is the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
4
 family, where the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
1
4
 system is the 
most efficient system of the family. This is because all systems in this family can only 
code 2 bits of PCM and so the most efficient system is the one with the lowest number of 
pulses. When the sensitivity weighting is greater than 80%, the optimum coding level is 
generally found in smaller systems.   
 
 
 
Figure 7.1: Efficiency (surface weighted sum) plot of a 4-Y, 7-Y, 12-Y and 15-Y multiple 
PPM systems for a normalized bandwidth of 30 (in the yy’ axis from 0 to 49, bandwidth 
expansion is dominant, between 51 to 100, sensitivity is dominant with equality of 50). 
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Figure 7.2 shows the surface plot for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
17
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
22
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
28
 and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
33
 multiple 
PPM families. Again it is clear that the most efficient systems are those in the middle of 
the family. A comparison test was also performed for multiple PPM systems using linear 
mapping. The results showed that, as before, the middle systems were the most efficient. 
In general, Gray codes gave better sensitivities than Linear, except from some systems 
commonly the smaller or greater systems of the family such as ⎟⎟⎠
⎞
⎜⎜⎝
⎛
1
4
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
1
17
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
16
22
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
20
22
, 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
1
28
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
4
28
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
1
33
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
8
33
 and from ⎟⎟⎠
⎞
⎜⎜⎝
⎛
28
33
to ⎟⎟⎠
⎞
⎜⎜⎝
⎛
31
33
. 
 
 
 
Figure 7.2: Efficiency (surface weighted sum) plot of a 17-Y, 22-Y, 28-Y and 33-Y 
multiple PPM systems for a normalized bandwidth of 30. 
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Nikolaidis and Sibley [112] described a methodology of how to obtain an 
optimum or close to optimum mapping for any MPPM system. The methodology is based 
on minimising the effects of erasure errors, because these error rates have the greatest 
impact on the final error probability. Starting from the all zero codeword, the mapping 
should try to minimise the erasure errors between the weighted codewords and the 
erasure MLSD weighted codeword.  Therefore, the choice of suitable erasure MLSD 
codewords is vital and very time consuming.  
 
To simplify this process (and fully automate it through software), a practical 
methodology of finding suitable erasure MLSD codewords that will generate a minimum 
amount of erasure errors, and hence keep the THD close to minimum, has been suggested 
[113]. The data specimen of the MPPM system should be divided according to the 
codewords used from each erasure MLSD codeword. As an example, consider the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
33
 
MPPM system. This system can have 33 erasure MLSD codewords (from [1,?] to [33,?]). 
Therefore, [1,?] uses 32 codewords, [2,?] 31 codewords, [3,?] 30 codewords, etc. As a 
result, starting from the all zero codeword, the (number of) codewords used are chosen as 
the erasure MLSD codewords. So, the [1,?] will have as erasure weighted codeword the 
all zero codeword (000000000), the [2,?] will have the 32 (000100000), [3,?] the 31 
(000011111) and so on. 
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If the MPPM system has more than 2 pulses, a similar approach is followed. As 
an example, consider the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
4
7
 MPPM system. The system can encode 5 PCM bits and 
generates 35 erasure MLSD codewords ([1,2,3,?], [1,2,4,?], [2,3,4,?] etc). From these 35 
erasure MLSD sequences, six (6) codewords are generated from codewords used by other 
erasure MLSD codewords. Thus, dividing the data specimen of 32 by 26 (ignoring the 6 
erasure MLSD sequences), gives a result of 1.23. Rounding the numbers the erasure 
MLSD codewords are generated. This approach gave optimum results to the tested 
systems (as shown in tables 7.5 and 7.6), and was easy to follow. Figure 7.3 (appendix A) 
shows a part from the methodology used in a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
33
 MPPM system. Tables 7.1 to 7.4 
(appendix B) demonstrate estimated “optimum” mappings for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
4
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
15
 
and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
33
 MPPM systems (encoding 4, 5, 8 and 9 PCM bits). 
 
Tables 7.5 and 7.6 (appendix B) show the percentage change in error rate for a 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
4
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
12
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
15
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
15
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
7
15
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
17
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
17
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
8
17
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
22
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
22
, 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
8
22
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
11
22
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
28
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
9
28
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
14
28
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
33
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
33
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
9
33
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
12
33
 and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
16
33
 multiple PPM 
system, using linear increment as a base and a PCM error rate of 1 bit in 109 bits, at 
normalised channel bandwidths of 100, 50, 10 and 1.2. It was not possible to obtain 
results for fn < 1.2 due to excessive ISI and IFI. For normalised bandwidths greater than 
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10 it can be seen that there is little to be gained by using linear coding or Gray codes. The 
effect of the optimum code can be clearly seen with significant drops in error rate (in 
some cases above 30%) especially for large MPPM systems. This is because the large 
MPPM systems have a large number of possible codewords to code the PCM codewords. 
Thus there is an element of redundancy in the code which means that the optimisation 
routine has a larger range of codewords available to it and this increases performance. 
Even when a series of random mappings were tested there was a large deterioration in 
error rate for most MPPM systems. 
 
When operating with fn < 10 there is a large degree of pulse dispersion and this 
leads to ISI/IFI and an increase in erasure and wrong-slot errors. Indeed, when fn = 1.2, 
wrong-slot [10] errors are dominant and so the Gray code offers the best performance for 
the MPPM systems. 
 
To measure the efficiency of these mappings an “ideal” mapping is proposed. 
This mapping is referred as ideal because the THD is minimized. This mapping allows 
repetitions of MPPM codewords as it is presented in tables 7.7 and 7.8 (appendix B) and 
cannot be used in a MLSD scheme and therefore, it is only used for comparisons with the 
(close to) optimum mappings. Table 7.9 and figure 7.4 (appendix B and A respectively) 
shows the percentage change in error rate for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
4
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
12
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
15
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
15
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
17
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
28
 and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
33
 multiple PPM system, using linear increment as a base and 
a PCM error rate of 1 bit in 109 bits, at normalised channel bandwidths of 100, 50, 10 and 
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1.2 using optimum and ideal mappings. The optimum mappings were generally found to 
have 30% to 50% lower efficiency from the ideal mapping. 
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Chapter 8 
 
 
Decoder Optimization using other Correlation 
Techniques 
 
 
 
________________________________________________________________________ 
 
Rather than use the slope detection normally employed in pulse position 
modulation systems, Cryan and Sibley [95] proposed a central decision detection with 
raised cosine filtering in order to eliminate both intersymbol interference and interframe 
interference. Taking this approach means that the MPPM pulses can spread into adjacent 
time slots without degrading performance, since the decision point is at the centre of the 
slot rather than it being a threshold crossing anywhere within the slot. The use of raised 
cosine filtering ensures that the voltage level due to adjacent pulses is zero at the decision 
instant, so eliminating ISI. In this case, the output voltage of the ideal raised cosine filter 
is [95]: 
 
 ( ) 2
sin cos
1
21
s s
o T
s
s s
t t
t t
v t b qR
t t t
t t
π π
η
π
⎞ ⎞⎛ ⎛⎟ ⎟⎜ ⎜⎝ ⎝⎠ ⎠= ⎞ ⎞⎛ ⎛ ⎞⎛⎟ ⎟⎜ ⎜ − ⎟⎜⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
 (33) 
 
In figure 8.1, three MPPM patterns were plotted. The same patterns are plotted in 
figure 4.2 using a raised cosine filtering and, as can be seen, at the central decision points 
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the contribution from adjacent pulses is zero so eliminating ISI and offering improved 
performance. 
 
 
Figure 8.1: 1110, 110 and 1101 multiple PPM sequences with fn=1.2. 
 
The mean-squared noise voltage using raised cosine equalisation is given by [132] 
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where Bs = 
st
1  is the MPPM slot rate and 
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2
2
1 '0
2
1 1 cos
1 2 2
x
x
I dx
e
π
απ −
⎡ ⎤⎞⎛+ ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦= ∫  (35) 
 
Note that the Gaussian pulse variance is normalised to the slot rate such that  
 
 ' / stα α=  (36) 
 
The I1 (shape of output pulse) integral is thus independent of the slot time and 
depends only on the shape of the input pulse that in turn depends upon the normalised 
fibre bandwidth.  
 
From the results obtained by Cryan and Sibley [95] at the lower fibre bandwidths, 
where ISI is prevalent, show that the simplified central decision detection combined with 
raised cosine filtering, gave superior performance from the matched filter scheme. For 
example, at fn=0.7 the sensitivity was –26.8 dBm compared to the –19.2 dBm for the 
more complex Matched Filter-MLD system, representing an improvement of 7.6 dB. As 
fibre bandwidth increases, the received pulse became narrower and narrower and 
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eventually it behaved as an impulse. Increasing the bandwidth beyond this point, in this 
case, fn=2, led to little further benefit in receiver sensitivity. 
 
Similar results were obtained also from a raised cosine filter combined with a 
MLSD decoder, as can been seen in table 8.1. For high fn values, there is little benefit in 
receiver sensitivity. However, for low fn values, the improvement is significant. In 
addition to this, sensitivity results can now be obtained for very low fn values (below 1.2), 
in contrast to the Matched filter scheme. 
 
System Sensitivity (in photons/PCM bit) 
fn 
Matched Filter Raised Cosine Filter 
12_1 12_2 12_1 12_2 
100 930  921  918 899 
80 938  927  928 915 
60 952  940  939 930 
40 979  968  965 960 
20 1047  1034  1028 993 
10 1180  1167  1167 1155 
5 1435  1419  1399 1388 
4 1565  1547  1515 1508 
3 1790  1771  1720 1704 
2 2356  2331  2288 2271 
1.8 2608  2581  2578 2548 
1.5 3347  3533  3282 3418 
1.2 14127 27390  12155 15645 
1 X  X  13147 17188 
0.8 X  X  15111 22188 
0.7 X  X  22135 37897 
0.5 X  X  34567 49872 
 
Table 8.1: Sensitivity results for a 12-1 and a 12-2 MPPM system using a Matched and a 
Raised Cosine filter. 
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The simplified sensitivity analysis for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 multiple PPM system is presented 
in appendix E. 
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Discussion 
 
 
 
________________________________________________________________________ 
 
This thesis has presented the results of an investigation of a MPPM links over a 
highly dispersive optical channel. The primary objective was to investigate the effects of 
receiver noise and channel dispersion and the manner in which the erasure, wrong-slot 
and false alarm errors affect system performance. Three error types (erasure, false alarm 
and wrong-slot) were considered, caused by noise (ISI and IFI). It was shown from 
experiments that erasure errors have a greater impact on system sensitivity. Erasure errors 
can be minimized by lowering the threshold point of detection. Alternatively, False 
Alarm errors can be minimized by increasing the threshold point of detection. The Wrong 
Slot errors are only significant in small normalized bandwidth values (fn below 1.2) and 
can be neglected. This is logical for a threshold detection scheme because these errors 
start to occur when the risetime of the pulse is a significant proportion of the slot width.  
 
Another primary objective was to propose a performance analysis. The 
performance analysis proposed is a Maximum Likelihood Sequence (threshold) Detection 
scheme. This scheme is based on calculating the probability of specific error sequences. 
These error sequences are then weighted with the PCM equivalent error rates generated 
from a software solution that simulates the MLSD scheme. MLSD is generally the 
optimum detector to recover signals in the presence of ISI, but the complexity of the 
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MLSD grows exponentially with the channel memory. In this situation, the problem was 
the large number of sequences to be considered (although it has been shown that erasure 
errors are the dominant errors the MLSD analysis was implemented so that all error types 
are analysed and their impact to the final error rate measured. With the MLSD also the 
importance of the PCM mapping in the final error rate is verified). This made the analysis 
difficult and time consuming. To overcome this problem a simplified methodology was 
developed. The methodology is based on grouping similar error sequences and neglecting 
other error sequences that rarely occur (starting from a 2 pulse system which consist the 
simplest form of a MPPM system). More detailed the rules used for the grouping are: 
 
1) A pulse (1) can only affect adjacent slots. Therefore, the 1001 (with the 
symbol in error being represented in bold italics) can be considered as a 
standard error. 
2) If consecutive empty slots (more than one) exist, a possible error is only a 
standard error. 
3) An Erasure error can only occur in a pulse (1). In contrast, a False alarm error 
can only occur in an empty slot (0). A Wrong Slot error can occur either in an 
empty slot (0) or a pulse (1). 
4) The influence of multiple pulses can be approximated with the influence of 
two consecutive pulses. Therefore error sequences like 11111 can be 
considered (grouped) as 111. 
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5) Some error sequences can be neglected because they rarely occur. As an 
example, consider the 111 sequence in a 12-2 MPPM system (caused by IFI in 
the [1,2] codeword). 
 
The software was built with an Object Oriented Programming Language but the 
software was mainly algorithmic. Hence, no Object Oriented Design was needed. As a 
result, the traditional (modified) waterfall model was chosen as a software development 
methodology. UML was used for requirements analysis. The software uses Dynamic 
Memory Allocation to generate the MPPM/PCM/error codewords. Serial processing is 
used in the algorithms for memory usage reasons. For MPPM systems that encode more 
than 12 PCM bits, more parallel processes are needed (can be added). Every parallel 
process added (thread) halves the processing time. The software has a processing limit of 
MPPM system that can encode up to 32 PCM bits. 
 
 From the proposed performance analysis, it was shown that the most efficient 
systems, if the bandwidth expansion is not considered, are the smaller systems of the 
MPPM family. This is logical because as the number of pulses is increased, the number 
of errors generated is also increased. If the bandwidth expansion is considered more 
important or equally important then the most efficient systems are found in the middle 
(more bandwidth efficient) systems of the family. To prove this, a methodology referred 
to as quality factor was developed. This methodology was based on the construction of a 
(inverse) bath-tube curve combining two different quantities: i) efficiency (measured 
in photons/detected PCM bit) and ii) bandwidth expansion. From this curve a user can 
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see the total efficiency of a system referred to as quality. BER is a performance factor 
used in communication. A methodology to predict the BER of MPPM systems has been 
also proposed. The results from the BER confirmed, the quality factor, that the systems in 
the middle of the MPPM systems are more immune to errors. 
 
 From the same performance analysis it was also evident about the effectiveness of 
the MPPM format over the PPM format. In almost every MPPM system examined, the 
format was superior to the equivalent PPM system (for a 2 pulse MPPM system without 
even considering the bandwidth expansion). 
 
 The effect of data mapping is also considered to this investigation. Experiments 
showed that Gray codes were very efficient because they minimise the Hamming distance 
between adjacent codewords (and the probability of a generated error). To be able to 
minimise the error probability even more, a data mapping that minimises the Hamming 
distance between all weighted codewords in the MLS Decoder was needed. A 
methodology (generated from the MLSD algorithm) was described of how to achieve 
such a mapping. An algorithm identified the dominant error sequences (by isolating the 
impact of every error sequence), that if minimised, an optimum or close to optimum 
mapping is obtained. The same algorithm was used with a range of experiments that 
measured in detail the impact of every error sequence. Doing this, the mathematical 
models could be substituted by software generating similar results for a certain MPPM 
system. Therefore, the time consumption for analysis is radically decreased.  
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 Most sensitivity and mapping experiments were done in the efficient 12-2 MPPM 
system. To generalise the conclusions obtained from this investigation, smaller and 
higher MPPM codes were also considered. From the experiments, the results obtained 
showed almost the same pattern (results) as in the 12-Y MPPM family. Again, the middle 
systems are the most efficient if bandwidth expansion is considered. Some minor 
exceptions were found in systems were bandwidth expansion does not severely affect the 
final sensitivity results. 
 
 The methodology of how to obtain an optimum or close to optimum mapping has 
been described in detail. An issue that was not addressed was how to simplify this 
process (or even automate it) by selecting the correct erased (weighted) MPPM 
codewords. The solution was the design of a new algorithm that can generate the 
weighted erased codewords that produce minimum or close to minimum Hamming 
distances with all the MPPM codewords. The algorithm is simple, by generating the 
erased codewords according to the data specimen of a specific MPPM system. 
 
 To measure these optimum mappings, a bound limit should have been generated 
(the so called “optimum” mapping was found to be optimum in contrast to the other 
tested mappings). To verify that these mappings are very efficient a “pseudo”-mapping 
was generated referred as ideal. The mapping is only generated for comparison reasons 
with the optimum mappings and cannot be used in a MLSD scheme because they allow 
repetition of certain codewords. Basically, the idea behind the ideal mapping is that this 
mapping uses only the all zero codeword, the codeword with only one pulse and 
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codewords with the one pulse being shifted left or right. This sets the Hamming distance 
between all codewords (and for every type of error) to 1 (or sometimes to 2). Results 
obtained showed that the optimum mappings have a 30 to 50% less efficiency from the 
ideal. This is evidence that the optimum mappings are very efficient coding. 
 
 A matched filter has also been selected to be used in the MLSD scheme in the 
mathematical models. A raised cosine filter was tested for optimisation in a 12-Y MPPM 
family. In this instance, the system has been shown to offer a sensitivity improvement. 
 
The practical significance of this research is that a designer is able to: 
1) Predict the efficiency of any MPPM system. 
2) Predict the most efficient system of a MPPM family. 
3) Use the most efficient MPPM family or the most efficient system in a MPPM 
family according to specifications. As an example consider the following: A 
designer needs to encode 6 PCM bits. Several MPPM systems can encode 6 
PCM bits such as: ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 , ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
13
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
14
, and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
15
. Which system has the best 
sensitivity can be easily predicted now through the software solution. On the 
other hand if the designer wants to encode from 3 up to 9 PCM bits using a 
specific MPPM family like the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 the designer can easily predict which is 
the most efficient system if bandwidth can be spared (sensitivity is more 
important) or if sensitivity can be spared (bandwidth is more important) or if 
both sensitivity and bandwidth are equally important. 
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4) Measure the BER of any MPPM system. 
5) Improve the final error rate of any MPPM system by changing the PCM 
mapping (and generating the “optimum”) and measure this improvement by 
using the “ideal” mapping. 
6) Enhance the efficiency of the MLSD by using a raised cosine filter (especially 
in very low normalized bandwidths). 
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Chapter 10 
 
 
Conclusion and Further Work 
 
 
 
________________________________________________________________________ 
 
The main conclusions of this project are: 
 
¾ A detailed investigation of an Optical MPPM link operating in a highly disperse 
optical channel was implemented. 
 
¾ A novel automated solution designed to predict the equivalent PCM error rates of 
specific sequences simplified the task (using a full or a simplified analysis). An 
original mathematical formulation was developed using the Maximum Likelihood 
Sequence Detection (MLSD) scheme. Using the equivalent PCM error rates of 
specific sequences generated from software, a full simulation of an MPPM optical 
link was produced. 
 
¾ The results indicated the effectiveness of the MPPM format over PPM. 
 
¾ A measure of coding quality was proposed that accounts for efficiency of coding 
and bandwidth expansion. This quality factor is a performance factor that can be 
used in any MPPM system. 
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¾ Original results presented for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 MPPM system showed that the most 
efficient systems were in the middle of the family. Only for very low normalized 
bandwidths, lower coding was efficient. 
 
¾ A methodology to predict the Bit Error Rate of any MPPM system was also 
proposed. The results from the BER confirmed that the systems in the middle of 
the MPPM systems are the most efficient in terms of sensitivity and bandwidth 
expansion. 
 
¾ The effects of linear increment, linear decrement, Gray code and random mapping 
of data on the performance of a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 multiple PPM system were also considered. 
Simulations using showed that the Gray code was the most effective, although the 
improvement was not so significant, as it minimizes the Hamming distance 
between adjacent multiple PPM words. 
 
¾ Further experiments showed that sensitivity prediction can be obtained 
exclusively with the use of software, making the analysis simpler and minimizing 
the time consumption. This prediction was based on the measured impact of every 
error sequence to the total error probability, and hence to the system’s sensitivity. 
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¾ A methodology of how to predict the optimum or close to optimum mapping was 
proposed. The mapping can be reproduced easily for larger systems. The 
methodology was based on minimizing the (Total) Hamming Distance between 
the Erased words. Simulations demonstrated the suggested mapping as optimum 
or close to optimum. 
 
¾ High order MPPM codes were considered for analysis. The results obtained 
showed that in most families the most efficient systems were in the middle of the 
families. 
 
¾ Close to optimum mappings were presented for high order MPPM systems. The 
results showed that the estimated mappings were found to be far superior to the 
efficient Gray codes, linear coding and a series of random mappings. 
 
¾ An ideal mapping is also proposed. This mapping is referred as ideal because the 
Hamming Distance (HD) between all code-words is minimized. This mapping 
allows repetitions of MPPM codewords and cannot be used in a MLSD scheme 
and therefore, it is only used for comparisons with the (close to) optimum 
mappings. It was found that the percentage change in error rate of the optimum 
mappings in contrast to linear coding, are an average of 50% less to the 
percentage change in error rate of the ideal mappings in contrast to linear coding. 
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That means that the optimum mappings are (an average) close to the half of the 
efficiency of the “ideal”. 
 
¾ Other correlation techniques were considered for optimised detection. Results 
obtained for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 multiple PPM system showed that raised cosine filtering 
enhances detection. 
 
The author has achieved his objective to investigate MPPM systems on dispersive 
optical channels. A computerized solution was developed to measure the equivalent PCM 
error rates of specific MPPM sequences. Using the equivalent PCM error rates of these 
specific sequences generated from software, a full simulation of an MPPM optical link 
can be produced. In order to validate the computerized (theoretical) model, this needs to 
be demonstrated practically.  
 
A methodology, and an algorithm, was proposed of how to predict the optimum 
or close to optimum mapping. A computerized solution should be produced that could 
easily generate these mappings for a range of MPPM systems. Other coding techniques 
[134] should also be considered, and the results obtained should be compared with that 
obtained from the optimum mapping. 
 
An optimised receiver was tested using a Raised Cosine filter. The results 
obtained showed that this scheme can give a significant improvement in receiver 
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sensitivity for low fn values. The systems tested were from the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
12
 MPPM family. The 
scheme should be tested for various MPPM systems and different mappings in order to 
fully validate this new scheme. 
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Figure 3.1: The Waterfall and Modified Waterfall Design Methodologies. 
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Figure 3.2: A level-0 Use Case Diagram of the software. 
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Figure 3.3: A level-1 Use Case Diagram of the software. 
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Figure 3.4: A Sequence Diagram of the software. 
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Figure 3.5: The software processing for an Erasure error in a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
12
 MPPM system. 
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Figure 3.6: A Console-32 Interface. 
 
  
Figures 
 
195 
PhD Thesis 
 
 
Figure 3.7: A Visual MFC Interface. 
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Figure 3.8: An ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
X
 MPPM system. 
 
 
 
  
Figures 
 
197 
PhD Thesis 
 
 
Figure 3.9: The ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Y
X
 MPPM mapping algorithm. 
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Figure 3.10: The Decimal-to-Binary Conversion. 
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Figure 3.11: The ER MLSD algorithm. 
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Figure 3.12: The ER PCM error algorithm. 
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Figure 3.13: The Erasure error sequence detection algorithm.  
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Figure 6.1: Data flow diagram of the optimization routine. 
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Figure 6.2: Data flow diagram of the maximum permutation algorithm.  
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Figure 7.3: The methodology used to obtain optimum mapping in a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
33
 MPPM system 
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Figure 7.4: Percentage change in error rate for a ⎟⎟⎠
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 multiple PPM system using linear increment 
mapping as the reference and a PCM error rate of 1 bit in 109 pulses.  The mappings 
considered are Optimum (OPT) and Ideal (IDEAL). 
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Test 
No. 
Section Test Description Results 
Expected 
Results 
Obtained 
Any 
Remarks 
1 Interface Y > X X cannot be 
less than Y 
X cannot be 
less than Y 
Correct 
2 Interface X = 0 X cannot be 
zero 
X cannot be 
zero 
Correct 
3 Interface Y = 0 Y cannot be 
zero 
Y cannot be 
zero 
Correct 
4 Interface X < 0 X cannot be 
negative 
X cannot be 
negative 
Correct 
5 Interface Y < 0 Y cannot be 
negative 
Y cannot be 
negative 
Correct 
6 Data Data Mapping < 1 Linear, Gray, 
Random, 
Predefined 
Incorrect 
Selection 
Correct 
7 Data Data Mapping > 5 Linear, Gray, 
Random, 
Predefined 
Incorrect 
Selection 
Correct 
8 Data Range < 0 Range > 0 Incorrect 
Data 
Correct 
9 Data Range > 2 PCM BITS Range <  
2 PCM BITS 
Incorrect 
Data 
Correct 
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10 Processing Algorithm 
Selected < 1 
Complete or 2-
Pulse 
Incorrect 
Selection 
Correct 
11 Processing Algorithm 
Selected > 2 
Complete or 2-
Pulse 
Incorrect 
Selection 
Correct 
12 Sequences Display Sequences 
> 2 
Yes or No Incorrect 
Selection 
Correct 
13 Sequences Display Sequences 
< 1 
Yes or No Incorrect 
Selection 
Correct 
14 Results Result Handling < 
1 
Display, Write, 
Continue, Exit 
Incorrect 
Selection 
Correct 
15 Results Result Handling > 
9 
Display, Write, 
Continue, Exit 
Incorrect 
Selection 
Correct 
16 EXIT Press -1 at any 
time 
Exit Exit Correct 
17 Data Data Mapping = 1 Linear 
Mapping 
0 to 2 PCM BITS Correct 
18 Data Data Mapping = 2 Linear 
Mapping 
0 to 2 PCM BITS Correct 
19 Data Data Mapping = 3 Gray Codes 0 to 2 PCM BITS Correct 
20 Data Data Mapping = 4 Random 0 to 2 PCM BITS Correct 
21 Data Data Mapping = 5 Read 0 to 2 PCM BITS Correct 
22 Error 
Type 
Error Type < 1 Erasure, False 
Alarm, Wrong 
Incorrect 
Selection 
Correct 
Tables 
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Slot 
23 Error 
Type 
Error Type > 1 Erasure, False 
Alarm, Wrong 
Slot 
Incorrect 
Selection 
Correct 
24 Error 
Type 
Error Type = 1 Erasure Correct 
Selection 
Correct 
25 Error 
Type 
Error Type = 2 False Alarm Correct 
Selection 
Correct 
26 Error 
Type 
Error Type = 3 Wrong Slot Correct 
Selection 
Correct 
27 Processing Algorithm 
Selected = 1 
Complete Correct 
Selection 
Correct 
28 Processing Algorithm 
Selected = 2 
2-Pulse Correct 
Selection 
Correct 
29 Data Data Mapping = 1 Linear Correct 
Selection 
Correct 
30 Data Data Mapping = 2 Linear Correct 
Selection 
Correct 
31 Data Data Mapping = 3 Gray Correct 
Selection 
Correct 
32 Data Data Mapping = 4 Random Correct 
Selection 
Correct 
33 Data Data Mapping = 5 Read Correct Correct 
Tables 
 
210 
PhD Thesis 
Selection 
34 Sequences Display Sequences 
= 1 
Yes Correct 
Selection 
Correct 
35 Sequences Display Sequences 
= 2 
No Correct 
Selection 
Correct 
36 Results Result Handling = 
1 
Display Correct 
Selection 
Correct 
37 Results Result Handling = 
2 
Display Correct 
Selection 
Correct 
38 Results Result Handling = 
3 
Display Correct 
Selection 
Correct 
39 Results Result Handling = 
4 
Display Correct 
Selection 
Correct 
40 Results Result Handling = 
5 
Display Correct 
Selection 
Correct 
41 Results Result Handling = 
6 
Display Correct 
Selection 
Correct 
42 Results Result Handling = 
7 
Display Correct 
Selection 
Correct 
43 Results Result Handling = 
8 
Display Correct 
Selection 
Correct 
44 Results Result Handling = 
9 
Display Correct 
Selection 
Correct 
Tables 
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45 Results Result Handling = 
1 
Save Correct 
Selection 
Correct 
46 Results Result Handling = 
3 
Continue Correct 
Selection 
Correct 
 
Table 3.13: Test Patterns. 
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 Detect 1st pulse  
(erasure error in 2nd pulse) 
Detect 2nd pulse 
[1,2] 0 0 
[1,3] 1x[10/64xPe10101+9/64xPe1101+45/64xPe101] 2x[10/64xPe101+9/64xPe11+45/64xPe]
[1,4] 1xPe 3x[10/64xPe101+9/64xPe11+45/64xPe]
[1,5] 2xPe 4x[10/64xPe101+9/64xPe11+45/64xPe]
[1,6] 1xPe 2x[10/64xPe101+9/64xPe11+45/64xPe]
[1,7] 2xPe 2x[10/64xPe101+9/64xPe11+45/64xPe]
[1,8] 2xPe 5x[10/64xPe101+9/64xPe11+45/64xPe]
[1,9] 3xPe 5x[10/64xPe101+9/64xPe11+45/64xPe]
[1,10] 1xPe 4x[10/64xPe101+9/64xPe11+45/64xPe]
[1,11] 2xPe 4x[10/64xPe101+9/64xPe11+45/64xPe]
[1,12] 2x[11/64xPe11+53/64xPe] 3x[10/64xPe101+9/64xPe11+45/64xPe]
[2,3] 3x[9/64xPe1011+55/64xPe11] 2x[9/64xPe101+55/64xPe] 
[2,4] 2xPe101 2x[9/64xPe101+55/64xPe] 
[2,5] 3xPe 3x[9/64xPe101+55/64xPe] 
[2,6] 3xPe 2x[9/64xPe101+55/64xPe] 
[2,7] 4xPe 4x[9/64xPe101+55/64xPe] 
[2,8] 1xPe 2x[9/64xPe101+55/64xPe] 
[2,9] 2xPe 4x[9/64xPe101+55/64xPe] 
[2,10] 2xPe 4x[9/64xPe101+55/64xPe] 
[2,11] 3xPe 4x[9/64xPe101+55/64xPe] 
[2,12] 2x[9/64xPe101+55/64xPe] 3x[9/64xPe101+55/64xPe] 
[3,4] 2xPe11 3xPe 
[3,5] 4xPe101 3xPe 
[3,6] 3xPe 3xPe 
[3,7] 1xPe 4xPe 
[3,8] 0 2xPe 
[3,9] 2xPe 3xPe 
[3,10] 1xPe 3xPe 
[3,11] 2xPe 4xPe 
[3,12] 1x[11/64xPe11+53/64xPe] 3xPe 
[4,5] 4xPe11 2xPe 
[4,6] 5xPe101 4xPe 
[4,7] 1xPe 3xPe 
[4,8] 2xPe 3xPe 
[4,9] 2xPe 4xPe 
Tables 
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[4,10] 3xPe 2xPe 
[4,11] 0 5xPe 
[4,12] 1x[11/64xPe11+53/64xPe] 4xPe 
[5,6] 1xPe11 0 
[5,7] 2xPe101 2xPe 
[5,8] 2xPe 1xPe 
[5,9] 3xPe 3xPe 
[5,10] 1xPe 3xPe 
[5,11] 2xPe 3xPe 
[5,12] 1x[11/64xPe11+53/64xPe] 2xPe 
[6,7] 3xPe11 2xPe 
[6,8] 1xPe101 3xPe 
[6,9] 2xPe 3xPe 
[6,10] 3xPe 3xPe 
[6,11] 4xPe 3xPe 
[6,12] 2x[11/64xPe11+53/64xPe] 2xPe 
[7,8] 2xPe11 3xPe 
[7,9] 1xPe101 1xPe 
[7,10] 0 4xPe 
[7,11] 2xPe 4xPe 
[7,12] 1x[11/64xPe11+53/64xPe] 2xPe 
[8,9] 0 1xPe 
[8,10] 1xPe101 2xPe 
[8,11] 1xPe 3xPe 
[8,12] 2x[11/64xPe11+53/64xPe] 2xPe 
[9,10] 0 3xPe 
[9,11] 1xPe101 2xPe 
[9,12] 1x[11/64xPe11+53/64xPe] 0 
[10,11] 3xPe11 2xPe 
Total 243.456 Pe + 22.7712 Pe11 + 27.4944 Pe101 + 0.141 Pe1101 + 1.891 Pe11 + 
0.156 Pe10101 
 
Table 3.15: Full analysis of Erasure Sequences in a 12-2 MPPM system. 
 
  
Tables 
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[1,2] 0 0 0 0 0 0  
        
[1,2,3] 0 0 0 0 0 1 1 x [9/64 x Pf1110 + 55/64 x Pf110] 
[1,2,4] 0 0 0 0 0 0 0 
[1,2,5] 0 0 0 0 0 1 1 x Pf 
[1,2,6] 0 0 0 1 0 0 1 x Pf 
[1,2,7] 0 0 0 1 0 1 2 x Pf 
[1,2,8] 0 0 0 0 0 0 0 
[1,2,9] 0 0 0 0 0 1 1 x Pf 
[1,2,10] 0 0 0 0 0 0 0 
[1,2,11] 0 0 0 0 0 1 1 x Pf 
[1,2,12] 0 0 0 0 0 0 0 
        
[1,3] 0 0 0 0 0 1  
        
[1,2,3] 0 0 0 0 0 1 0 
[1,3,4] 0 0 0 0 0 1 0 
[1,3,5] 0 0 0 0 1 1 1 x Pf 
[1,3,6] 0 0 0 1 0 1 1 x Pf 
[1,3,7] 0 0 0 0 0 1 0 
[1,3,8] 0 0 0 0 0 1 0 
[1,3,9] 0 0 0 0 1 1 1 x Pf 
[1,3,10] 0 0 1 0 0 1 1 x Pf 
[1,3,11] 0 0 1 0 0 1 1 x Pf 
[1,3,12] 0 0 1 0 0 1 1 x Pf 
        
[1,4] 0 0 0 0 1 0  
        
[1,2,4] 0 0 0 0 0 0 1 x [9/64xPf110+55/64xPf10] 
[1,3,4] 0 0 0 0 0 1 2 x Pf 
[1,4,5] 0 0 0 0 1 0 0 
[1,4,6] 0 0 0 1 1 0 1 x Pf 
[1,4,7] 0 0 0 0 0 0 1 x Pf 
[1,4,8] 0 0 0 0 1 0 0 
[1,4,9] 0 0 0 0 1 0 0 
[1,4,10] 0 0 0 0 1 0 0 
[1,4,11] 0 0 0 0 0 0 1 x Pf 
[1,4,12] 0 0 0 0 1 0 0 
        
Tables 
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[1,5] 0 0 0 0 1 1  
        
[1,2,5] 0 0 0 0 0 1 1 x [9/64xPf110 + 55/64xPf10] 
[1,3,5] 0 0 0 0 1 1 0 
[1,4,5] 0 0 0 0 1 0 1 x Pf 
[1,5,6] 0 0 0 1 1 0 2 x Pf10 
[1,5,7] 0 0 0 1 1 1 1 x Pf 
[1,5,8] 0 0 0 0 1 0 1 x Pf 
[1,5,9] 0 0 0 0 1 1 0 
[1,5,10] 0 0 1 0 1 0 2 x Pf 
[1,5,11] 0 0 1 0 1 1 1 x Pf 
[1,5,12] 0 0 1 0 1 0 2 x Pf 
        
[1,6] 0 0 0 1 0 0  
        
[1,2,6] 0 0 0 1 0 0 0 
[1,3,6] 0 0 0 1 0 1 1 x Pf 
[1,4,6] 0 0 0 1 1 0 1 x Pf 
[1,5,6] 0 0 0 1 1 0 1 x Pf 
[1,6,7] 0 0 0 1 0 1 1 x Pf10 
[1,6,8] 0 0 0 1 1 0 1 x Pf 
[1,6,9] 0 0 0 1 1 1 2 x Pf 
[1,6,10] 0 0 0 0 0 0 1 x Pf 
[1,6,11] 0 0 0 0 0 1 2 x Pf 
[1,6,12] 0 0 0 0 1 0 2 x Pf 
        
[1,7] 0 0 0 1 0 1  
        
[1,2,7] 0 0 0 1 0 1 0 
[1,3,7] 0 0 0 0 0 1 1 x Pf 
[1,4,7] 0 0 0 0 0 0 2 x Pf 
[1,5,7] 0 0 0 1 1 1 1 x Pf 
[1,6,7] 0 0 0 1 0 1 0 
[1,7,8] 0 0 0 1 1 1 1 x Pf10 
[1,7,9] 0 0 0 1 0 1 0 
[1,7,10] 0 0 0 1 0 1 0 
[1,7,11] 0 0 0 1 0 1 0 
[1,7,12] 0 0 0 1 1 1 1 x Pf 
        
Tables 
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[1,8] 0 0 0 1 1 0  
        
[1,2,8] 0 0 0 0 0 0 2 x [9/64xPf110 + 55/64xPf10] 
[1,3,8] 0 0 0 0 0 1 3 x Pf 
[1,4,8] 0 0 0 0 1 0 1 x Pf 
[1,5,8] 0 0 0 0 1 0 1 x Pf 
[1,6,8] 0 0 0 1 1 0 0 
[1,7,8] 0 0 0 1 1 1 1 x Pf 
[1,8,9] 0 0 0 1 1 0 0 
[1,8,10] 0 0 1 0 0 0 3 x Pf 
[1,8,11] 0 0 1 0 1 0 2 x Pf 
[1,8,12] 0 0 1 0 1 0 2 x Pf 
        
[1,9] 0 0 0 1 1 1  
        
[1,2,9] 0 0 0 0 0 1 2 x [9/64xPf110 + 55/64xPf10] 
[1,3,9] 0 0 0 0 1 1 1 x Pf 
[1,4,9] 0 0 0 0 1 0 2 x Pf 
[1,5,9] 0 0 0 0 1 1 1 x Pf 
[1,6,9] 0 0 0 1 1 1 0 
[1,7,9] 0 0 0 1 0 1 1 x Pf 
[1,8,9] 0 0 0 1 1 0 1 x Pf 
[1,9,10] 0 0 1 1 0 0 3 x Pf10 
[1,9,11] 0 0 1 1 0 1 2 x Pf 
[1,9,12] 0 0 1 1 1 0 2 x Pf 
        
[1,10] 0 0 1 0 0 0  
        
[1,2,10] 0 0 0 0 0 0 1 x [9/64xPf110 + 55/64xPf10] 
[1,3,10] 0 0 1 0 0 1 1 x Pf 
[1,4,10] 0 0 0 0 1 0 2 x Pf 
[1,5,10] 0 0 1 0 1 0 1 x Pf 
[1,6,10] 0 0 0 0 0 0 1 x Pf 
[1,7,10] 0 0 0 1 0 1 3 x Pf 
[1,8,10] 0 0 1 0 0 0 0 
[1,9,10] 0 0 1 1 0 0 1 x Pf 
[1,10,11] 0 0 1 0 0 1 1 x Pf10 
[1,10,12] 0 0 1 0 1 0 1 x Pf 
        
Tables 
 
217 
PhD Thesis 
[1,11] 0 0 1 0 0 1  
        
[1,2,11] 0 0 0 0 0 1 1 x [9/64xPf110 + 55/64xPf10] 
[1,3,11] 0 0 1 0 0 1 0 
[1,4,11] 0 0 0 0 0 0 2 x Pf 
[1,5,11] 0 0 1 0 1 1 1 x Pf 
[1,6,11] 0 0 0 0 0 1 1 x Pf 
[1,7,11] 0 0 0 1 0 1 2 x Pf 
[1,8,11] 0 0 1 0 1 0 2 x Pf 
[1,9,11] 0 0 1 1 0 1 1 x Pf 
[1,10,11] 0 0 1 0 0 1 0 
[1,11,12] 0 0 1 0 1 1 2 x [11/64xPf101 + 53/64xPf10] 
        
[1,12] 0 0 1 0 1 0  
        
[1,2,12] 0 0 0 0 0 0 2 x [9/64xPf110 + 55/64xPf10] 
[1,3,12] 0 0 1 0 0 1 2 x Pf 
[1,4,12] 0 0 0 0 1 0 1 x Pf 
[1,5,12] 0 0 1 0 1 0 0 
[1,6,12] 0 0 0 0 1 0 1 x Pf 
[1,7,12] 0 0 0 1 1 1 3 x Pf 
[1,8,12] 0 0 1 0 1 0 0 
[1,9,12] 0 0 1 1 1 0 1 x Pf 
[1,10,12] 0 0 1 0 1 0 1 x Pf 
[1,11,12] 0 0 1 0 1 1 2 x Pf 
        
[2,3] 0 0 1 0 1 1  
        
[1,2,3] 0 0 0 0 0 1 2 x [9/64xPf101 + 55/64xPf] 
[2,3,4] 0 0 1 1 0 1 2 x Pf110 
[2,3,5] 0 0 1 1 1 1 1 x Pf 
[2,3,6] 0 0 1 1 1 1 1 x Pf 
[2,3,7] 0 0 0 1 0 1 0 
[2,3,8] 0 1 1 0 0 1 2 x Pf 
[2,3,9] 0 1 1 0 1 1 1 x Pf 
[2,3,10] 0 1 1 0 1 1 1 x Pf 
[2,3,11] 0 1 1 0 1 1 1 x Pf 
[2,3,12] 0 1 1 1 0 1 3 x Pf 
        
Tables 
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[2,4] 0 0 1 1 0 0  
        
[1,2,4] 0 0 0 0 0 0 2 x [9/64xPf101 + 55/64xPf] 
[2,3,4] 0 0 1 1 0 1 1 x Pf101 
[2,4,5] 0 0 1 1 0 0 0 
[2,4,6] 0 0 1 1 1 0 1 x Pf 
[2,4,7] 0 0 1 1 0 0 0 
[2,4,8] 0 0 0 0 0 0 2 x Pf 
[2,4,9] 0 0 0 0 0 0 2 x Pf 
[2,4,10] 0 0 0 0 1 0 3 x Pf 
[2,4,11] 0 0 0 1 0 0 1 x Pf 
[2,4,12] 0 0 0 1 0 0 1 x Pf 
        
[2,5] 0 0 1 1 0 1  
        
[1,2,5] 0 0 0 0 0 1 2 x [9/64xPf101 + 55/64xPf] 
[2,3,5] 0 0 1 1 1 1 1 x Pf10 
[2,4,5] 0 0 1 1 0 0 1 x Pf 
[2,5,6] 0 0 1 1 1 0 2 x Pf10 
[2,5,7] 0 0 1 1 1 1 1 x Pf 
[2,5,8] 0 0 1 0 0 0 2 x Pf 
[2,5,9] 0 0 1 0 0 1 1 x Pf 
[2,5,10] 0 0 1 0 1 0 3 x Pf 
[2,5,11] 0 0 1 0 1 1 2 x Pf 
[2,5,12] 0 0 1 1 0 0 1 x Pf 
        
[2,6] 0 0 1 1 1 0  
        
[1,2,6] 0 0 0 1 0 0 2 x [9/64xPf101 + 55/64xPf] 
[2,3,6] 0 0 1 1 1 1 1 x Pf10 
[2,4,6] 0 0 1 1 1 0 0 
[2,5,6] 0 0 1 1 1 0 0 
[2,6,7] 0 0 1 1 1 1 1 x Pf10 
[2,6,8] 0 0 1 1 1 0 0 
[2,6,9] 0 0 1 1 1 1 1 x Pf 
[2,6,10] 0 1 0 0 1 0 3 x Pf 
[2,6,11] 0 1 0 0 1 1 4 x Pf 
[2,6,12] 0 1 0 1 1 0 2 x Pf 
        
Tables 
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[2,7] 0 0 1 1 1 1  
        
[1,2,7] 0 0 0 1 0 1 2 x [9/64xPf101 + 55/64xPf] 
[2,3,7] 0 0 0 1 0 1 1 x Pf10 
[2,4,7] 0 0 1 1 0 0 2 x Pf 
[2,5,7] 0 0 1 1 1 1 0 
[2,6,7] 0 0 1 1 1 1 0 
[2,7,8] 0 1 0 0 1 1 3 x Pf10 
[2,7,9] 0 1 0 1 0 1 3 x Pf 
[2,7,10] 0 1 0 1 1 1 2 x Pf 
[2,7,11] 0 1 0 1 1 1 2 x Pf 
[2,7,12] 0 1 0 1 1 1 2 x [11/64xPf + 53/64xPf] 
        
[2,8] 0 1 0 0 0 0  
        
[1,2,8] 0 0 0 0 0 0 1 x [9/64xPf101 + 55/64xPf] 
[2,3,8] 0 1 1 0 0 1 2 x Pf10 
[2,4,8] 0 0 0 0 0 0 1 x Pf 
[2,5,8] 0 0 1 0 0 0 2 x Pf 
[2,6,8] 0 0 1 1 1 0 4 x Pf 
[2,7,8] 0 1 0 0 1 1 2 x Pf 
[2,8,9] 0 1 0 0 0 0 0 
[2,8,10] 0 1 0 0 0 0 0 
[2,8,11] 0 1 0 0 1 0 1 x Pf 
[2,8,12] 0 1 0 0 0 0 0 
        
[2,9] 0 1 0 0 0 1  
        
[1,2,9] 0 0 0 0 0 1 1 x [9/64xPf101 + 55/64xPf] 
[2,3,9] 0 1 1 0 1 1 2 x Pf10 
[2,4,9] 0 0 0 0 0 0 2 x Pf 
[2,5,9] 0 0 1 0 0 1 2 x Pf 
[2,6,9] 0 0 1 1 1 1 4 x Pf 
[2,7,9] 0 1 0 1 0 1 1 x Pf 
[2,8,9] 0 1 0 0 0 0 1 x Pf 
[2,9,10] 0 1 0 0 0 0 1 x Pf10 
[2,9,11] 0 1 0 0 0 1 0 
[2,9,12] 0 1 0 1 0 0 2 x Pf 
        
Tables 
 
220 
PhD Thesis 
[2,10] 0 1 0 0 1 0  
        
[1,2,10] 0 0 0 0 0 0 2 x [9/64xPf101 + 55/64xPf] 
[2,3,10] 0 1 1 0 1 1 2 x Pf10 
[2,4,10] 0 0 0 0 1 0 1 x Pf 
[2,5,10] 0 0 1 0 1 0 2 x Pf 
[2,6,10] 0 1 0 0 1 0 0 
[2,7,10] 0 1 0 1 1 1 2 x Pf 
[2,8,10] 0 1 0 0 0 0 1 x Pf 
[2,9,10] 0 1 0 0 0 0 1 x Pf 
[2,10,11] 0 1 0 0 1 1 1 x Pf10 
[2,10,12] 0 1 0 1 1 0 2 x Pf 
        
[2,11] 0 1 0 0 1 1  
        
[1,2,11] 0 0 0 0 0 1 2 x [9/64xPf101 + 55/64xPf] 
[2,3,11] 0 1 1 0 1 1 1 x Pf10 
[2,4,11] 0 0 0 1 0 0 4 x Pf 
[2,5,11] 0 0 1 0 1 1 2 x Pf 
[2,6,11] 0 1 0 0 1 1 0 
[2,7,11] 0 1 0 1 1 1 1 x Pf 
[2,8,11] 0 1 0 0 1 0 1 x Pf 
[2,9,11] 0 1 0 0 0 1 1 x Pf 
[2,10,11] 0 1 0 0 1 1 0 
[2,11,12] 0 1 0 1 1 1 3 x [11/64xPf101 + 53/64xPf10] 
        
[2,12] 0 1 0 1 0 0  
        
[1,2,12] 0 0 0 0 0 0 2 x [9/64xPf101 + 55/64xPf] 
[2,3,12] 0 1 1 1 0 1 2 x Pf10 
[2,4,12] 0 0 0 1 0 0 1 x Pf 
[2,5,12] 0 0 1 1 0 0 2 x Pf 
[2,6,12] 0 1 0 1 1 0 1 x Pf 
[2,7,12] 0 1 0 1 1 1 2 x Pf 
[2,8,12] 0 1 0 0 0 0 1 x Pf 
[2,9,12] 0 1 0 1 0 0 0 
[2,10,12] 0 1 0 1 1 0 2 x Pf 
[2,11,12] 0 1 0 1 1 1 3 x Pf 
        
Tables 
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[3,4] 0 1 0 1 0 1  
        
[1,3,4] 0 0 0 0 0 1 2 x [9/64xPf10 + 55/64xPf] 
[2,3,4] 0 0 1 1 0 1 2 x Pf 
[3,4,5] 0 1 0 1 1 0 2 x Pf110 
[3,4,6] 0 1 0 1 1 1 1 x Pf 
[3,4,7] 0 1 0 0 0 0 2 x Pf 
[3,4,8] 0 1 0 0 0 1 1 x Pf 
[3,4,9] 0 1 0 0 1 0 3 x Pf 
[3,4,10] 0 1 0 0 1 1 2 x Pf 
[3,4,11] 0 1 0 1 0 0 1 x Pf 
[3,4,12] 0 1 0 1 0 1 0 
        
[3,5] 0 1 0 1 1 0  
        
[1,3,5] 0 0 0 0 1 1 3 x [9/64xPf10 + 55/64xPf] 
[2,3,5] 0 0 1 1 1 1 3 x Pf 
[3,4,5] 0 1 0 1 1 0 0 
[3,5,6] 0 1 0 1 1 0 0 
[3,5,7] 0 1 0 1 1 0 0 
[3,5,8] 0 1 1 0 0 0 3 x Pf 
[3,5,9] 0 1 1 0 1 0 2 x Pf 
[3,5,10] 0 1 1 0 1 0 2 x Pf 
[3,5,11] 0 1 1 1 1 0 1 x Pf 
[3,5,12] 0 1 1 1 0 0 2 x [11/64xPf + 53/64xPf] 
        
[3,6] 0 1 0 1 1 1  
        
[1,3,6] 0 0 0 1 0 1 2 x [9/64xPf10 + 55/64xPf] 
[2,3,6] 0 0 1 1 1 1 2 x Pf 
[3,4,6] 0 1 0 1 1 1 0 
[3,5,6] 0 1 0 1 1 0 1 x Pf 
[3,6,7] 0 1 1 1 0 1 2 x Pf10 
[3,6,8] 0 1 1 1 1 1 1 x Pf 
[3,6,9] 0 1 1 1 1 1 1 x Pf 
[3,6,10] 0 1 0 0 1 1 1 x Pf 
[3,6,11] 0 1 0 1 0 1 1 x Pf 
[3,6,12] 0 1 0 1 1 1 0 
        
Tables 
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[3,7] 0 1 1 0 0 0  
        
[1,3,7] 0 0 0 0 0 1 3 x [9/64xPf10 + 55/64xPf] 
[2,3,7] 0 0 0 1 0 1 3 x Pf01 
[3,4,7] 0 1 0 0 0 0 1 x Pf10 
[3,5,7] 0 1 0 1 1 0 3 x Pf 
[3,6,7] 0 1 1 1 0 1 2 x Pf 
[3,7,8] 0 1 1 0 0 1 1 x Pf10 
[3,7,9] 0 1 1 0 0 0 0 
[3,7,10] 0 1 1 0 0 1 1 x Pf 
[3,7,11] 0 1 1 1 0 0 1 x Pf 
[3,7,12] 0 1 1 1 0 1 2 x [11/64xPf + 53/64xPf] 
        
[3,8] 0 1 1 0 0 1  
        
[1,3,8] 0 0 0 0 0 1 2 x [9/64xPf10 + 55/64xPf] 
[2,3,8] 0 1 1 0 0 1 0 
[3,4,8] 0 1 0 0 0 1 1 x Pf10 
[3,5,8] 0 1 1 0 0 0 1 x Pf 
[3,6,8] 0 1 1 1 1 1 2 x Pf 
[3,7,8] 0 1 1 0 0 1 0 
[3,8,9] 0 1 1 0 0 0 1 x Pf10 
[3,8,10] 0 1 1 0 0 1 0 
[3,8,11] 0 1 1 0 0 0 1 x Pf 
[3,8,12] 0 1 1 0 0 1 0 
        
[3,9] 0 1 1 0 1 0  
        
[1,3,9] 0 0 0 0 1 1 3 x [9/64xPf10 + 55/64xPf] 
[2,3,9] 0 1 1 0 1 1 1 x Pf 
[3,4,9] 0 1 0 0 1 0 1 x Pf10 
[3,5,9] 0 1 1 0 1 0 0 
[3,6,9] 0 1 1 1 1 1 2 x Pf 
[3,7,9] 0 1 1 0 0 0 1 x Pf 
[3,8,9] 0 1 1 0 0 0 1 x Pf 
[3,9,10] 0 1 1 0 1 0 0 
[3,9,11] 0 1 1 1 0 0 2 x Pf 
[3,9,12] 0 1 1 1 1 0 1 x [11/64xPf + 53/64xPf] 
        
Tables 
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[3,10] 0 1 1 0 1 1  
        
[1,3,10] 0 0 1 0 0 1 2 x [9/64xPf10 + 55/64xPf] 
[2,3,10] 0 1 1 0 1 1 0 
[3,4,10] 0 1 0 0 1 1 1 x Pf10 
[3,5,10] 0 1 1 0 1 0 1 x Pf 
[3,6,10] 0 1 0 0 1 1 1 x Pf 
[3,7,10] 0 1 1 0 0 1 1 x Pf 
[3,8,10] 0 1 1 0 0 1 1 x Pf 
[3,9,10] 0 1 1 0 1 0 1 x Pf 
[3,10,11] 0 1 1 1 1 1 1 x Pf10 
[3,10,12] 0 1 1 1 1 1 2 x Pf 
        
[3,11] 0 1 1 1 0 0  
        
[1,3,11] 0 0 1 0 0 1 3 x [9/64xPf10 + 55/64xPf] 
[2,3,11] 0 1 1 0 1 1 3 x Pf 
[3,4,11] 0 1 0 1 0 0 1 x Pf10 
[3,5,11] 0 1 1 1 1 0 1 x Pf 
[3,6,11] 0 1 0 1 0 1 2 x Pf 
[3,7,11] 0 1 1 1 0 0 0 
[3,8,11] 0 1 1 0 0 0 1 x Pf 
[3,9,11] 0 1 1 1 0 0 0 
[3,10,11] 0 1 1 1 1 1 2 x Pf 
[3,11,12] 0 1 1 1 0 1 1 x [11/64xPf101 + 53/64xPf10] 
        
[3,12] 0 1 1 1 0 1  
        
[1,3,12] 0 0 1 0 0 1 2 x [9/64xPf10 + 55/64xPf] 
[2,3,12] 0 1 1 1 0 1 0 
[3,4,12] 0 1 0 1 0 1 1 x Pf10 
[3,5,12] 0 1 1 1 0 0 1 x Pf 
[3,6,12] 0 1 0 1 1 1 2 x Pf 
[3,7,12] 0 1 1 1 0 1 0 
[3,8,12] 0 1 1 0 0 1 1 x Pf 
[3,9,12] 0 1 1 1 1 0 2 x Pf 
[3,10,12] 0 1 1 1 1 1 2 x Pf 
[3,11,12] 0 1 1 1 0 1 1 x Pf 
        
Tables 
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[4,5] 0 1 1 1 1 0  
        
[1,4,5] 0 0 0 0 1 0 3 x [9/64xPf10 + 55/64xPf] 
[2,4,5] 0 0 1 1 0 0 2 x Pf 
[3,4,5] 0 1 0 1 1 0 1 x Pf 
[4,5,6] 0 1 1 1 1 0 0 
[4,5,7] 1 0 0 1 1 0 3 x Pf 
[4,5,8] 1 0 1 0 0 0 4 x Pf 
[4,5,9] 1 0 1 0 1 0 3 x Pf 
[4,5,10] 1 0 1 0 1 0 3 x Pf 
[4,5,11] 1 0 1 1 1 0 2 x Pf 
[4,5,12] 1 0 1 1 0 0 3 x Pf 
        
[4,6] 0 1 1 1 1 1  
        
[1,4,6] 0 0 0 1 1 0 3 x [9/64xPf10 + 55/64xPf] 
[2,4,6] 0 0 1 1 1 0 2 x Pf 
[3,4,6] 0 1 0 1 1 1 1 x Pf 
[4,5,6] 0 1 1 1 1 0 1 x Pf101 
[4,6,7] 1 0 1 1 0 1 3 x Pf10 
[4,6,8] 1 0 1 1 1 1 2 x Pf 
[4,6,9] 1 0 1 1 1 1 2 x Pf 
[4,6,10] 1 1 0 0 1 1 3 x Pf 
[4,6,11] 1 1 0 1 0 1 3 x Pf 
[4,6,12] 1 1 0 1 1 1 2 x Pf 
        
[4,7] 1 0 0 0 0 0  
        
[1,4,7] 0 0 0 0 0 0 1 x [9/64xPf10 + 55/64xPf] 
[2,4,7] 0 0 1 1 0 0 3 x Pf 
[3,4,7] 0 1 0 0 0 0 2 x Pf 
[4,5,7] 1 0 0 1 1 0 2 x Pf10 
[4,6,7] 1 0 1 1 0 1 3 x Pf 
[4,7,8] 1 0 0 0 0 1 1 x Pf10 
[4,7,9] 1 0 0 0 0 0 0 
[4,7,10] 1 0 0 0 0 1 1 x Pf 
[4,7,11] 1 0 0 1 0 0 1 x Pf 
[4,7,12] 1 0 0 1 0 1 2 x Pf 
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[4,8] 1 0 0 0 0 1  
        
[1,4,8] 0 0 0 0 1 0 3 x [9/64xPf10 + 55/64xPf] 
[2,4,8] 0 0 0 0 0 0 2 x Pf 
[3,4,8] 0 1 0 0 0 1 2 x Pf 
[4,5,8] 1 0 1 0 0 0 2 x Pf10 
[4,6,8] 1 0 1 1 1 1 3 x Pf 
[4,7,8] 1 0 0 0 0 1 0 
[4,8,9] 1 0 0 0 0 0 1 x Pf10 
[4,8,10] 1 0 0 0 0 1 0 
[4,8,11] 1 0 0 0 0 0 1 x Pf 
[4,8,12] 1 0 0 0 0 1 0 
        
[4,9] 1 0 0 0 1 0  
        
[1,4,9] 0 0 0 0 1 0 1 x [9/64xPf10 + 55/64xPf] 
[2,4,9] 0 0 0 0 0 0 2 x Pf 
[3,4,9] 0 1 0 0 1 0 2 x Pf 
[4,5,9] 1 0 1 0 1 0 1 x Pf10 
[4,6,9] 1 0 1 1 1 1 3 x Pf 
[4,7,9] 1 0 0 0 0 0 1 x Pf 
[4,8,9] 1 0 0 0 0 0 1 x Pf 
[4,9,10] 1 0 0 0 1 0 0 
[4,9,11] 1 0 0 1 0 0 2 x Pf 
[4,9,12] 1 0 0 1 1 0 1 x Pf 
        
[4,10] 1 0 0 0 1 1  
        
[1,4,10] 0 0 0 0 1 0 2 x [9/64xPf10 + 55/64xPf] 
[2,4,10] 0 0 0 0 1 0 2 x Pf 
[3,4,10] 0 1 0 0 1 1 2 x Pf 
[4,5,10] 1 0 1 0 1 0 2 x Pf10 
[4,6,10] 1 1 0 0 1 1 1 x Pf 
[4,7,10] 1 0 0 0 0 1 1 x Pf 
[4,8,10] 1 0 0 0 0 1 1 x Pf 
[4,9,10] 1 0 0 0 1 0 1 x Pf 
[4,10,11] 1 0 0 1 1 1 1 x Pf10 
[4,10,12] 1 0 0 1 1 1 2 x Pf 
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[4,11] 1 0 0 1 0 0  
        
[1,4,11] 0 0 0 0 0 0 2 x [9/64xPf10 + 55/64xPf] 
[2,4,11] 0 0 0 1 0 0 1 x Pf 
[3,4,11] 0 1 0 1 0 0 2 x Pf 
[4,5,11] 1 0 1 1 1 0 2 x Pf10 
[4,6,11] 1 1 0 1 0 1 2 x Pf 
[4,7,11] 1 0 0 1 0 0 0 
[4,8,11] 1 0 0 0 0 0 1 x Pf 
[4,9,11] 1 0 0 1 0 0 0 
[4,10,11] 1 0 0 1 1 1 2 x Pf01 
[4,11,12] 1 0 0 1 0 1 1 x [11/64xPf101 + 53/64xPf10] 
        
[4,12] 1 0 0 1 0 1  
        
[1,4,12] 0 0 0 0 1 0 4 x [9/64xPf10 + 55/64xPf] 
[2,4,12] 0 0 0 1 0 0 2 x Pf 
[3,4,12] 0 1 0 1 0 1 2 x Pf 
[4,5,12] 1 0 1 1 0 0 2 x Pf10 
[4,6,12] 1 1 0 1 1 1 2 x Pf 
[4,7,12] 1 0 0 1 0 1 0 
[4,8,12] 1 0 0 0 0 1 1 x Pf 
[4,9,12] 1 0 0 1 1 0 2 x Pf 
[4,10,12] 1 0 0 1 1 1 2 x Pf 
[4,11,12] 1 0 0 1 0 1 1 x Pf 
        
[5,6] 1 0 0 1 1 0  
        
[1,5,6] 0 0 0 1 1 0 1 x [9/64xPf10 + 55/64xPf] 
[2,5,6] 0 0 1 1 1 0 2 x Pf 
[3,5,6] 0 1 0 1 1 0 2 x Pf 
[4,5,6] 0 1 1 1 1 0 3 x Pf 
[5,6,7] 1 0 0 1 1 1 1 x Pf110 
[5,6,8] 1 0 0 1 1 0 1 x Pf 
[5,6,9] 1 0 0 1 1 1 2 x Pf 
[5,6,10] 1 0 0 0 1 0 1 x Pf 
[5,6,11] 1 0 0 0 1 1 2 x Pf 
[5,6,12] 1 0 0 1 1 0 0 
        
Tables 
 
227 
PhD Thesis 
[5,7] 1 0 0 1 1 1  
        
[1,5,7] 0 0 0 1 1 1 1 x [9/64xPf10 + 55/64xPf] 
[2,5,7] 0 0 1 1 1 1 2 x Pf 
[3,5,7] 0 1 0 1 1 0 3 x Pf 
[4,5,7] 1 0 0 1 1 0 1 x Pf 
[5,6,7] 1 0 0 1 1 1 0 
[5,7,8] 1 0 0 0 1 1 1 x Pf10 
[5,7,9] 1 0 0 1 0 1 1 x Pf 
[5,7,10] 1 0 0 1 1 1 0 
[5,7,11] 1 0 0 1 1 1 0 
[5,7,12] 1 0 0 1 1 1 0 
        
[5,8] 1 0 1 0 0 0  
        
[1,5,8] 0 0 0 0 1 0 3 x [9/64xPf10 + 55/64xPf] 
[2,5,8] 0 0 1 0 0 0 1 x Pf 
[3,5,8] 0 1 1 0 0 0 2 x Pf 
[4,5,8] 1 0 1 0 0 0 0 
[5,6,8] 1 0 0 1 1 0 2 x Pf10 
[5,7,8] 1 0 0 0 1 1 3 x Pf 
[5,8,9] 1 0 1 0 0 0 0 
[5,8,10] 1 0 1 0 0 0 0 
[5,8,11] 1 0 1 0 1 0 1 x Pf 
[5,8,12] 1 0 1 0 0 0 0 
        
[5,9] 1 0 1 0 0 1  
        
[1,5,9] 0 0 0 0 1 1 3 x [9/64xPf10 + 55/64xPf] 
[2,5,9] 0 0 1 0 0 1 1 x Pf 
[3,5,9] 0 1 1 0 1 0 4 x Pf 
[4,5,9] 1 0 1 0 1 0 2 x Pf 
[5,6,9] 1 0 0 1 1 1 2 x Pf10 
[5,7,9] 1 0 0 1 0 1 2 x Pf 
[5,8,9] 1 0 1 0 0 0 1 x Pf 
[5,9,10] 1 0 1 0 0 0 1 x Pf10 
[5,9,11] 1 0 1 0 0 1 0 
[5,9,12] 1 0 1 1 0 0 2 x Pf 
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[5,10] 1 0 1 0 1 0  
        
[1,5,10] 0 0 1 0 1 0 1 x [9/64xPf10 + 55/64xPf] 
[2,5,10] 0 0 1 0 1 0 1 x Pf 
[3,5,10] 0 1 1 0 1 0 2 x Pf 
[4,5,10] 1 0 1 0 1 0 0 
[5,6,10] 1 0 0 0 1 0 1 x Pf10 
[5,7,10] 1 0 0 1 1 1 3 x Pf 
[5,8,10] 1 0 1 0 0 0 1 x Pf 
[5,9,10] 1 0 1 0 0 0 1 x Pf 
[5,10,11] 1 0 1 0 1 1 1 x Pf10 
[5,10,12] 1 0 1 1 1 0 2 x Pf 
        
[5,11] 1 0 1 0 1 1  
        
[1,5,11] 0 0 1 0 1 1 1 x [9/64xPf10 + 55/64xPf] 
[2,5,11] 0 0 1 0 1 1 1 x Pf 
[3,5,11] 0 1 1 1 1 0 4 x Pf 
[4,5,11] 1 0 1 1 1 0 2 x Pf 
[5,6,11] 1 0 0 0 1 1 1 x Pf10 
[5,7,11] 1 0 0 1 1 1 2 x Pf 
[5,8,11] 1 0 1 0 1 0 1 x Pf 
[5,9,11] 1 0 1 0 0 1 1 x Pf 
[5,10,11] 1 0 1 0 1 1 0 
[5,11,12] 1 0 1 1 1 1 3 x [11/64xPf101 + 53/64xPf10] 
        
[5,12] 1 0 1 1 0 0  
        
[1,5,12] 0 0 1 0 1 0 3 x [9/64xPf10 + 55/64xPf] 
[2,5,12] 0 0 1 1 0 0 1 x Pf 
[3,5,12] 0 1 1 1 0 0 2 x Pf 
[4,5,12] 1 0 1 1 0 0 0 
[5,6,12] 1 0 0 1 1 0 2 x Pf10 
[5,7,12] 1 0 0 1 1 1 3 x Pf 
[5,8,12] 1 0 1 0 0 0 1 x Pf 
[5,9,12] 1 0 1 1 0 0 0 
[5,10,12] 1 0 1 1 1 0 2 x Pf 
[5,11,12] 1 0 1 1 1 1 3 x Pf 
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[6,7] 1 0 1 1 0 1  
        
[1,6,7] 0 0 0 1 0 1 2 x [9/64xPf10 + 55/64xPf] 
[2,6,7] 0 0 1 1 1 1 2 x Pf 
[3,6,7] 0 1 1 1 0 1 2 x Pf 
[4,6,7] 1 0 1 1 0 1 0 
[5,6,7] 1 0 0 1 1 1 2 x Pf 
[6,7,8] 1 0 1 1 1 1 1 x Pf110 
[6,7,9] 1 0 1 1 0 1 0 
[6,7,10] 1 1 0 1 0 1 2 x Pf 
[6,7,11] 1 1 0 1 0 1 2 x Pf 
[6,7,12] 1 1 0 1 1 1 3 x [11/64xPf + 53/64xPf] 
        
[6,8] 1 0 1 1 1 0  
        
[1,6,8] 0 0 0 1 1 0 2 x [9/64xPf10 + 55/64xPf] 
[2,6,8] 0 0 1 1 1 0 1 x Pf 
[3,6,8] 0 1 1 1 1 1 3 x Pf 
[4,6,8] 1 0 1 1 1 1 1 x Pf 
[5,6,8] 1 0 0 1 1 0 0 
[6,7,8] 1 0 1 1 1 1 1 x Pf101 
[6,8,9] 1 0 1 1 1 0 0 
[6,8,10] 1 1 1 0 0 0 3 x Pf 
[6,8,11] 1 1 1 0 1 0 2 x Pf 
[6,8,12] 1 1 1 0 1 0 2 x [11/64xPf + 53/64xPf] 
        
[6,9] 1 0 1 1 1 1  
        
[1,6,9] 0 0 0 1 1 1 2 x [9/64xPf10 + 55/64xPf] 
[2,6,9] 0 0 1 1 1 1 1 x Pf 
[3,6,9] 0 1 1 1 1 1 2 x Pf 
[4,6,9] 1 0 1 1 1 1 0 
[5,6,9] 1 0 0 1 1 1 0 
[6,7,9] 1 0 1 1 0 1 1 x Pf10 
[6,8,9] 1 0 1 1 1 0 1 x Pf 
[6,9,10] 1 1 1 1 0 0 3 x Pf10 
[6,9,11] 1 1 1 1 0 1 2 x Pf 
[6,9,12] 1 1 1 1 1 0 2 x [11/64xPf + 53/64xPf] 
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[6,10] 1 1 0 0 0 0  
        
[1,6,10] 0 0 0 0 0 0 2 x [9/64xPf10 + 55/64xPf] 
[2,6,10] 0 1 0 0 1 0 2 x Pf 
[3,6,10] 0 1 0 0 1 1 3 x Pf 
[4,6,10] 1 1 0 0 1 1 2 x Pf 
[5,6,10] 1 0 0 0 1 0 2 x Pf 
[6,7,10] 1 1 0 1 0 1 2 x Pf10 
[6,8,10] 1 1 1 0 0 0 1 x Pf 
[6,9,10] 1 1 1 1 0 0 2 x Pf 
[6,10,11] 1 1 0 0 0 1 1 x Pf10 
[6,10,12] 1 1 0 0 1 0 1 x [11/64xPf + 53/64xPf] 
        
[6,11] 1 1 0 0 0 1  
        
[1,6,11] 0 0 0 0 0 1 2 x [9/64xPf10 + 55/64xPf] 
[2,6,11] 0 1 0 0 1 1 2 x Pf 
[3,6,11] 0 1 0 1 0 1 2 x Pf 
[4,6,11] 1 1 0 1 0 1 1 x Pf 
[5,6,11] 1 0 0 0 1 1 2 x Pf 
[6,7,11] 1 1 0 1 0 1 1 x Pf10 
[6,8,11] 1 1 1 0 1 0 3 x Pf 
[6,9,11] 1 1 1 1 0 1 2 x Pf 
[6,10,11] 1 1 0 0 0 1 0 
[6,11,12] 1 1 0 0 1 1 2 x [11/64xPf101 + 53/64xPf10] 
        
[6,12] 1 1 0 0 1 0  
        
[1,6,12] 0 0 0 0 1 0 2 x [9/64xPf10 + 55/64xPf] 
[2,6,12] 0 1 0 1 1 0 2 x Pf 
[3,6,12] 0 1 0 1 1 1 3 x Pf 
[4,6,12] 1 1 0 1 1 1 2 x Pf 
[5,6,12] 1 0 0 1 1 0 2 x Pf 
[6,7,12] 1 1 0 1 1 1 2 x Pf10 
[6,8,12] 1 1 1 0 1 0 1 x Pf 
[6,9,12] 1 1 1 1 1 0 2 x Pf 
[6,10,12] 1 1 0 0 1 0 1 x Pf 
[6,11,12] 1 1 0 0 1 1 2 x Pf 
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[7,8] 1 1 0 0 1 1  
        
[1,7,8] 0 0 0 1 1 1 3 x [9/64xPf10 + 55/64xPf] 
[2,7,8] 0 1 0 0 1 1 1 x Pf 
[3,7,8] 0 1 1 0 0 1 3 x Pf 
[4,7,8] 1 0 0 0 0 1 2 x Pf 
[5,7,8] 1 0 0 0 1 1 1 x Pf 
[6,7,8] 1 0 1 1 1 1 3 x Pf 
[7,8,9] 1 1 0 0 0 0 2 x Pf110 
[7,8,10] 1 1 0 0 0 1 1 x Pf 
[7,8,11] 1 1 0 0 1 0 1 x Pf 
[7,8,12] 1 1 0 0 1 1 0 
        
[7,9] 1 1 0 1 0 0  
        
[1,7,9] 0 0 0 1 0 1 3 x [9/64xPf10 + 55/64xPf] 
[2,7,9] 0 1 0 1 0 1 2 x Pf 
[3,7,9] 0 1 1 0 0 0 3 x Pf 
[4,7,9] 1 0 0 0 0 0 2 x Pf 
[5,7,9] 1 0 0 1 0 1 2 x Pf 
[6,7,9] 1 0 1 1 0 1 3 x Pf 
[7,8,9] 1 1 0 0 0 0 1 x Pf101 
[7,9,10] 1 1 0 1 0 0 0 
[7,9,11] 1 1 0 1 0 0 0 
[7,9,12] 1 1 0 1 1 0 1 x Pf 
        
[7,10] 1 1 0 1 0 1  
        
[1,7,10] 0 0 0 1 0 1 2 x [9/64xPf10 + 55/64xPf] 
[2,7,10] 0 1 0 1 1 1 2 x Pf 
[3,7,10] 0 1 1 0 0 1 3 x Pf 
[4,7,10] 1 0 0 0 0 1 2 x Pf 
[5,7,10] 1 0 0 1 1 1 2 x Pf 
[6,7,10] 1 1 0 1 0 1 0 
[7,8,10] 1 1 0 0 0 1 1 x Pf10 
[7,9,10] 1 1 0 1 0 0 1 x Pf 
[7,10,11] 1 1 0 1 1 1 1 x Pf10 
[7,10,12] 1 1 0 1 1 1 1 x Pf 
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[7,11] 1 1 0 1 1 0  
        
[1,7,11] 0 0 0 1 0 1 4 x [9/64xPf10 + 55/64xPf] 
[2,7,11] 0 1 0 1 1 1 2 x Pf 
[3,7,11] 0 1 1 1 0 0 3 x Pf 
[4,7,11] 1 0 0 1 0 0 2 x Pf 
[5,7,11] 1 0 0 1 1 1 2 x Pf 
[6,7,11] 1 1 0 1 0 1 2 x Pf 
[7,8,11] 1 1 0 0 1 0 1 x Pf10 
[7,9,11] 1 1 0 1 0 0 1 x Pf 
[7,10,11] 1 1 0 1 1 1 1 x Pf 
[7,11,12] 1 1 0 1 1 1 1 x [11/64xPf101 + 53/64xPf10] 
        
[7,12] 1 1 0 1 1 1  
        
[1,7,12] 0 0 0 1 1 1 2 x [9/64xPf10 + 55/64xPf] 
[2,7,12] 0 1 0 1 1 1 1 x Pf 
[3,7,12] 0 1 1 1 0 1 3 x Pf 
[4,7,12] 1 0 0 1 0 1 2 x Pf 
[5,7,12] 1 0 0 1 1 1 1 x Pf 
[6,7,12] 1 1 0 1 1 1 0 
[7,8,12] 1 1 0 0 1 1 1 x Pf10 
[7,9,12] 1 1 0 1 1 0 1 x Pf 
[7,10,12] 1 1 0 1 1 1 1 x Pf 
[7,11,12] 1 1 0 1 1 1 1 x Pf 
        
[8,9] 1 1 1 0 0 0  
        
[1,8,9] 0 0 0 1 1 0 5 x [9/64xPf10 + 55/64xPf] 
[2,8,9] 0 1 0 0 0 0 2 x Pf 
[3,8,9] 0 1 1 0 0 0 1 x Pf 
[4,8,9] 1 0 0 0 0 0 2 x Pf 
[5,8,9] 1 0 1 0 0 0 1 x Pf 
[6,8,9] 1 0 1 1 1 0 3 x Pf 
[7,8,9] 1 1 0 0 0 0 1 x Pf 
[8,9,10] 1 1 1 0 0 0 0 
[8,9,11] 1 1 1 0 0 0 0 
[8,9,12] 1 1 1 0 1 0 1 x Pf 
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[8,10] 1 1 1 0 0 1  
        
[1,8,10] 0 0 1 0 0 0 3 x [9/64xPf10 + 55/64xPf] 
[2,8,10] 0 1 0 0 0 0 3 x Pf 
[3,8,10] 0 1 1 0 0 1 1 x Pf 
[4,8,10] 1 0 0 0 0 1 2 x Pf 
[5,8,10] 1 0 1 0 0 0 2 x Pf 
[6,8,10] 1 1 1 0 0 0 1 x Pf 
[7,8,10] 1 1 0 0 0 1 1 x Pf 
[8,9,10] 1 1 1 0 0 0 1 x Pf101 
[8,10,11] 1 1 1 0 1 1 1 x Pf10 
[8,10,12] 1 1 1 0 1 1 1 x Pf 
        
[8,11] 1 1 1 0 1 0  
        
[1,8,11] 0 0 1 0 1 0 2 x [9/64xPf10 + 55/64xPf] 
[2,8,11] 0 1 0 0 1 0 2 x Pf 
[3,8,11] 0 1 1 0 0 0 2 x Pf 
[4,8,11] 1 0 0 0 0 0 3 x Pf 
[5,8,11] 1 0 1 0 1 0 1 x Pf 
[6,8,11] 1 1 1 0 1 0 0 
[7,8,11] 1 1 0 0 1 0 1 x Pf 
[8,9,11] 1 1 1 0 0 0 1 x Pf10 
[8,10,11] 1 1 1 0 1 1 1 x Pf 
[8,11,12] 1 1 1 0 1 1 1 x [11/64xPf101 + 53/64xPf10] 
        
[8,12] 1 1 1 0 1 1  
        
[1,8,12] 0 0 1 0 1 0 3 x [9/64xPf10 + 55/64xPf] 
[2,8,12] 0 1 0 0 0 0 4 x Pf 
[3,8,12] 0 1 1 0 0 1 2 x Pf 
[4,8,12] 1 0 0 0 0 1 3 x Pf 
[5,8,12] 1 0 1 0 0 0 3 x Pf 
[6,8,12] 1 1 1 0 1 0 1 x Pf 
[7,8,12] 1 1 0 0 1 1 1 x Pf 
[8,9,12] 1 1 1 0 1 0 1 x Pf10 
[8,10,12] 1 1 1 0 1 1 1 x Pf 
[8,11,12] 1 1 1 0 1 1 1 x Pf 
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[9,10] 1 1 1 1 0 0  
        
[1,9,10] 0 0 1 1 0 0 2 x [9/64xPf10 + 55/64xPf] 
[2,9,10] 0 1 0 0 0 0 3 x Pf 
[3,9,10] 0 1 1 0 1 0 3 x Pf 
[4,9,10] 1 0 0 0 1 0 4 x Pf 
[5,9,10] 1 0 1 0 0 0 2 x Pf 
[6,9,10] 1 1 1 1 0 0 0 
[7,9,10] 1 1 0 1 0 0 1 x Pf 
[8,9,10] 1 1 1 0 0 0 1 x Pf 
[9,10,11] 1 1 1 1 0 1 1 x Pf110 
[9,10,12] 1 1 1 1 1 0 1 x Pf 
        
[9,11] 1 1 1 1 0 1  
        
[1,9,11] 0 0 1 1 0 1 2 x [9/64xPf10 + 55/64xPf] 
[2,9,11] 0 1 0 0 0 1 3 x Pf 
[3,9,11] 0 1 1 1 0 0 2 x Pf 
[4,9,11] 1 0 0 1 0 0 3 x Pf 
[5,9,11] 1 0 1 0 0 1 2 x Pf 
[6,9,11] 1 1 1 1 0 1 0 
[7,9,11] 1 1 0 1 0 0 2 x Pf 
[8,9,11] 1 1 1 0 0 0 2 x Pf 
[9,10,11] 1 1 1 1 0 1 0 
[9,11,12] 1 1 1 1 1 1 2 x [11/64xPf101 + 53/64xPf10] 
        
[9,12] 1 1 1 1 1 0  
        
[1,9,12] 0 0 1 1 1 0 2 x [9/64xPf10 + 55/64xPf] 
[2,9,12] 0 1 0 1 0 0 3 x Pf 
[3,9,12] 0 1 1 1 1 0 1 x Pf 
[4,9,12] 1 0 0 1 1 0 2 x Pf 
[5,9,12] 1 0 1 1 0 0 2 x Pf 
[6,9,12] 1 1 1 1 1 0 0 
[7,9,12] 1 1 0 1 1 0 1 x Pf 
[8,9,12] 1 1 1 0 1 0 1 x Pf 
[9,10,12] 1 1 1 1 1 0 1 x Pf 
[9,11,12] 1 1 1 1 1 1 2 x Pf 
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[10,11] 1 1 1 1 1 1  
        
[1,10,11] 0 0 1 0 0 1 4 x [9/64xPf10 + 55/64xPf] 
[2,10,11] 0 1 0 0 1 1 3 x Pf 
[3,10,11] 0 1 1 1 1 1 1 x Pf 
[4,10,11] 1 0 0 1 1 1 2 x Pf 
[5,10,11] 1 0 1 0 1 1 2 x Pf 
[6,10,11] 1 1 0 0 0 1 3 x Pf 
[7,10,11] 1 1 0 1 1 1 1 x Pf 
[8,10,11] 1 1 1 0 1 1 1 x Pf 
[9,10,11] 1 1 1 1 0 1 1 x Pf 
[10,11,12] 1 1 1 1 1 1 0 
Total 787.992 Pf + 0.141 Pf1110 + 11.266 Pf110 + 119.5 Pf10 + 10.282 Pf101 
 
Table 3.16: Full analysis of False Alarm Sequences in a 12-2 MPPM system. 
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Coded 1st Pulse 2nd Pulse 
i,j i-1 i+1 j-1 j+1 
[1,2] 0 0 0 
1x[9/64xPs111+ 
55/64xPs11] 
[1,3] 0 2x[9/64xPs11+55/64Ps] 0 
2x[9/64xPs1101+ 
55/64Ps101] 
[1,4] 0 3x[9/64xPs11+55/64Ps] 2xPs 1xPs 
[1,5] 0 3x[9/64xPs11+55/64Ps] 1xPs 3xPs 
[1,6] 0 2x[9/64xPs11+55/64Ps] 1xPs 1xPs 
[1,7] 0 2x[9/64xPs11+55/64Ps] 0 2xPs 
[1,8] 0 3x[9/64xPs11+55/64Ps] 1xPs 1xPs 
[1,9] 0 3x[9/64xPs11+55/64Ps] 1xPs 4xPs 
[1,10] 0 3x[9/64xPs11+55/64Ps] 1xPs 1xPs 
[1,11] 0 3x[9/64xPs11+55/64Ps] 0 2xPs 
[1,12] 0 4x[9/64xPs11+55/64Ps] 
2x[11/64Ps11+ 
53/64Ps] 
2x[11/64Ps11+ 
53/64Ps] 
[2,3] 2x[9/64xPs1011+55/64Ps11] 2x[9/64xPs1011+55/64Ps11] 0 3xPs11 
[2,4] 2x[9/64xPs101+55/64Ps] 3x[9/64xPs101+55/64Ps] 1xPs101 1xPs101 
[2,5] 2x[9/64xPs101+55/64Ps] 4x[9/64xPs101+55/64Ps] 1xPs 2xPs 
[2,6] 2x[9/64xPs101+55/64Ps] 3x[9/64xPs101+55/64Ps] 0 1xPs 
[2,7] 2x[9/64xPs101+55/64Ps] 4x[9/64xPs101+55/64Ps] 0 5xPs 
[2,8] 1x[9/64xPs101+55/64Ps] 2x[9/64xPs101+55/64Ps] 2xPs 1xPs 
[2,9] 1x[9/64xPs101+55/64Ps] 3x[9/64xPs101+55/64Ps] 1xPs 2xPs 
[2,10] 2x[9/64xPs101+55/64Ps] 2x[9/64xPs101+55/64Ps] 1xPs 1xPs 
[2,11] 2x[9/64xPs101+55/64Ps] 4x[9/64xPs101+55/64Ps] 0 3xPs 
[2,12] 2x[9/64xPs101+55/64Ps] 2x[9/64xPs101+55/64Ps] 
3x[11/64Ps11+ 
53/64Ps] 
2x[11/64Ps11+ 
53/64Ps] 
[3,4] 2xPs11 3xPs11 0 2xPs11 
[3,5] 3xPs 1xPs 0 1xPs101 
[3,6] 2xPs 1xPs 1xPs 4xPs 
[3,7] 3xPs 3xPs 2xPs 1xPs 
[3,8] 0 3xPs 0 2xPs 
[3,9] 1xPs 3xPs 1xPs 1xPs 
[3,10] 0 3xPs 1xPs 3xPs 
[3,11] 3xPs 3xPs 2xPs 1xPs 
[3,12] 
0 3xPs 1xPs 
1x[11/64Ps11+ 
53/64Ps] 
[4,5] 1xPs11 2xPs11 0 1xPs11 
[4,6] 1xPs 4xPs 1xPs101 6xPs101 
[4,7] 2xPs 3xPs 3xPs 1xPs 
[4,8] 2xPs 2xPs 0 2xPs 
[4,9] 2xPs 3xPs 1xPs 1xPs 
[4,10] 2xPs 2xPs 1xPs 3xPs 
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[4,11] 2xPs 4xPs 2xPs 1xPs 
[4,12] 
2xPs 2xPs 
1x[11/64Ps11+ 
53/64Ps] 
1x[11/64Ps11+ 
53/64Ps] 
[5,6] 3xPs11 0 0 1xPs11 
[5,7] 1xPs 2xPs 0 4xPs101 
[5,8] 0 2xPs 3xPs 1xPs 
[5,9] 2xPs 2xPs 1xPs 2xPs 
[5,10] 0 3xPs 1xPs 1xPs 
[5,11] 2xPs 3xPs 0 3xPs 
[5,12] 
0 4xPs 3xPs 
1x[11/64Ps11+ 
53/64Ps] 
[6,7] 2xPs11 2xPs11 0 2xPs11 
[6,8] 0 4xPs 1xPs101 1xPs101 
[6,9] 0 4xPs 1xPs 5xPs 
[6,10] 2xPs 2xPs 2xPs 1xPs 
[6,11] 2xPs 3xPs 0 2xPs 
[6,12] 
2xPs 2xPs 
2x[11/64Ps11+ 
53/64Ps] 
2x[11/64Ps11+ 
53/64Ps] 
[7,8] 3xPs11 3xPs11 0 3xPs11 
[7,9] 3xPs 2xPs 1xPs101 1xPs101 
[7,10] 0 2xPs 1xPs 2xPs 
[7,11] 2xPs 2xPs 1xPs 1xPs 
[7,12] 
0 2xPs 
1x[11/64Ps11+ 
53/64Ps] 
1x[11/64Ps11+ 
53/64Ps] 
[8,9] 1xPs11 1xPs11 0 1xPs11 
[8,10] 1xPs 2xPs 1xPs101 2xPs101 
[8,11] 1xPs 3xPs 1xPs 1xPs 
[8,12] 
1xPs 2xPs 1xPs 
2x[11/64Ps11+ 
53/64Ps] 
[9,10] 1xPs11 3xPs11 0 1xPs11 
[9,11] 2xPs 1xPs 0 2xPs101 
[9,12] 
1xPs 0 
2x[11/64Ps11+ 
53/64Ps] 
1x[11/64Ps11+ 
53/64Ps] 
[10,11] 1xPs11 2 xPs11 0 0 
Total 
324.203 Ps+ 18.375 Ps11+ 0.562 Ps111+ 30.766 Ps101+ 0.281 Ps1101+ 38.25 Ps11+  
0.562 Ps1011 
 
Table 3.17: Full analysis of Wrong Slot Sequences in a 12-2 MPPM system. 
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Optimum mapping for the 7-2 
MULTIPLE PPM System 
c/w PCM c/w PCM 
[1,2] 0010 [3,4] 1100 
[1,3] 1001 [3,5] 0100 
[1,4] 0101 [3,6] 1011 
[1,5] 0000 [3,7] 1010 
[1,6] 0011 [4,5] 1101 
[1,7] 0001 [4,6] Not used 
[2,3] 0100 [4,7] Not used 
[2,4] 1111 [5,6] Not used 
[2,5] 1110 [5,7] Not used 
[2,6] 0111 [6,7] Not used 
[2,7] 0110 
 
Table 7.1: The estimated “optimum” mapping for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
7
multiple PPM system encoding 
4 PCM bits. 
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Optimum mapping for the 7-3  
MULTIPLE PPM System 
Optimum mapping for the 7-4  
MULTIPLE PPM System 
c/w PCM c/w PCM c/w PCM c/w PCM 
[1,2,3] 00001 [2,3,7] 10000 [1,2,3,4] 00001 [1,4,6,7] 11101 
[1,2,4] 00100 [2,4,5] 00110 [1,2,3,5] 00010 [1,5,6,7] 11110 
[1,2,5] 00010 [2,4,6] 01100 [1,2,3,6] 00100 [2,3,4,5] 00100 
[1,2,6] 01000 [2,4,7] 01110 [1,2,3,7] 00000 [2,3,4,6] 11001 
[1,2,7] 00000 [2,5,6] 11010 [1,2,4,5] 00011 [2,3,4,7] 01011 
[1,3,4] 00101 [2,5,7] 10110 [1,2,4,6] 00101 [2,3,5,6] 11010 
[1,3,5] 00011 [2,6,7] 11100 [1,2,4,7] 01001 [2,3,5,7] 11011 
[1,3,6] 01001 [3,4,5] 10111 [1,2,5,6] 00110 [2,3,6,7] 11000 
[1,3,7] 10001 [3,4,6] 11111 [1,2,5,7] 01010 [2,4,5,6] 10000 
[1,4,5] 00111 [3,4,7] 11101 [1,2,6,7] 01100 [2,4,5,7] 10100 
[1,4,6] 01101 [3,5,6] 11011 [1,3,4,5] 00111 [2,4,6,7] 11001 
[1,4,7] 10101 [3,5,7] 11110 [1,3,4,6] 01101 [2,5,6,7] 10010 
[1,5,6] 01011 [3,6,7] 01010 [1,3,4,7] 10101 [3,4,5,6] 10011 
[1,5,7] 10011 [4,5,6] 01111 [1,3,5,6] 01110 [3,4,5,7] 11111 
[1,6,7] 11001 [4,5,7] Not 
used 
[1,3,5,7] 10100 [3,4,6,7] Not 
used 
[2,3,4] 10100 [4,6,7] Not 
used 
[1,3,6,7] 11100 [3,5,6,7] Not 
used 
[2,3,5] 10010 [5,6,7] Not 
used 
[1,4,5,6] 01111 [4,5,6,7] Not 
used [2,3,6] 11000 [1,4,5,7] 10111
 
Table 7.2: The estimated “optimum” mappings for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
7
 and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
4
7
 multiple PPM 
systems encoding 5 PCM bits. 
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Optimum mapping for the 15-3 MULTIPLE PPM System 
c/w PCM c/w PCM c/w PCM c/w PCM 
[1,2,3] 00000001 [1,8,10] 00110010 [2,6,11] 10011110 [3,6,9] 11101100
[1,2,4] 00000100 [1,8,11] 00010011 [2,6,12] 10010110 [3,6,10] 11111000
[1,2,5] 00011000 [1,8,12] 00110011 [2,6,13] 10011111 [3,6,11] 10101000
[1,2,6] 00000110 [1,8,13] 00110111 [2,6,14] 10011100 [3,6,12] 11001000
[1,2,7] 00001100 [1,8,14] 01100011 [2,6,15] 10101010 [3,6,13] 11100000
[1,2,8] 00110000 [1,8,15] 01100010 [2,7,8] 10111111 [3,6,14] 01101000
[1,2,9] 00100000 [1,9,10] 00111010 [2,7,9] 10100010 [3,6,15] 01001100
[1,2,10] 00010000 [1,9,11] 00101000 [2,7,10] 10101110 [3,7,8] 01001101
[1,2,11] 00000000 [1,9,12] 00111000 [2,7,11] 10110110 [3,7,9] 01001110
[1,2,12] 00001000 [1,9,13] 00111001 [2,7,12] 10100100 [3,7,10] 01001111
[1,2,13] 00000010 [1,9,14] 01111000 [2,7,13] 10100110 [3,7,11] 01010000
[1,2,14] 01000000 [1,9,15] 01110000 [2,7,14] 10100111 [3,7,12] 01010001
[1,2,15] 01000010 [1,10,11] 00010010 [2,7,15] 11101101 [3,7,13] 01010011
[1,3,4] 00011001 [1,10,12] 00101010 [2,8,9] 10101111 [3,7,14] 01010100
[1,3,5] 00001111 [1,10,13] 00110100 [2,8,10] 10101001 [3,7,15] 01110100
[1,3,6] 00100011 [1,10,14] 01110110 [2,8,11] 10100101 [3,8,9] 01110111
[1,3,7] 00101011 [1,10,15] 01010110 [2,8,12] 10101100 [3,8,10] 01111001
[1,3,8] 00111011 [1,11,12] 00100001 [2,8,13] 10101101 [3,8,11] 01111011
[1,3,9] 00011011 [1,11,13] 01000001 [2,8,14] 10001101 [3,8,12] 01111100
[1,3,10] 00001010 [1,11,14] 01000100 [2,8,15] 11111011 [3,8,13] 01111101
[1,3,11] 00000011 [1,11,15] 01001000 [2,9,10] 10110001 [3,8,14] 01110001
[1,3,12] 00001001 [1,12,13] 01000101 [2,9,11] 10110010 [3,8,15] 11110100
[1,3,13] 00001011 [1,12,14] 01100001 [2,9,12] 10010011 [3,9,10] 11110101
[1,3,14] 01001011 [1,12,15] 01110001 [2,9,13] 10110011 [3,9,11] 11110110
[1,3,15] 01010111 [1,13,14] 01000111 [2,9,14] 10110111 [3,9,12] 11111001
[1,4,5] 00010100 [1,13,15] 01000011 [2,9,15] 11110010 [3,9,13] 11111010
[1,4,6] 00000111 [1,14,15] 01100000 [2,10,11] 11110011 [3,9,14] 11111100
[1,4,7] 00111101 [2,3,4] 10000001 [2,10,12] 11100010 [3,9,15] 01010111
[1,4,8] 00110101 [2,3,5] 10000100 [2,10,13] 10111010 [3,10,11] 01011001
[1,4,9] 00010001 [2,3,6] 10011000 [2,10,14] 10100001 [3,10,12] 01011100
[1,4,10] 00010111 [2,3,7] 10000110 [2,10,15] 11000011 [3,10,13] 01011101
[1,4,11] 00000101 [2,3,8] 10001100 [2,11,12] 11000010 [3,10,14] 01011111
[1,4,12] 00010101 [2,3,9] 10110000 [2,11,13] 11001010 [3,10,15] 11100000
[1,4,13] 00011101 [2,3,10] 10100000 [2,11,14] 11010010 [3,11,12] 11011101
[1,4,14] 01010101 [2,3,11] 10010000 [2,11,15] 11001100 [3,11,13] 11011110
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[1,4,15] 01110101 [2,3,12] 10000000 [2,12,13] 11100110 [3,11,14] 11100001
[1,5,6] 00001110 [2,3,13] 10001000 [2,12,14] 11010110 [3,11,15] 11100011
[1,5,7] 00111100 [2,3,14] 10000010 [2,12,15] 11000111 [3,12,13] 11100100
[1,5,8] 00111110 [2,3,15] 11000000 [2,13,14] 11001110 [3,12,14] 11100101
[1,5,9] 00011010 [2,4,5] 10011001 [2,13,15] 11010111 [3,12,15] 01100011
[1,5,10] 00011110 [2,4,6] 10001111 [2,14,15] 01111010 [3,13,14] 01100100
[1,5,11] 00010110 [2,4,7] 10100011 [3,4,5] 01001010 [3,13,15] 01100111
[1,5,12] 00011111 [2,4,8] 10101011 [3,4,6] 01010010 [3,14,15] 01101100
[1,5,13] 00011100 [2,4,9] 10111011 [3,4,7] 01011000 [4,5,6] 11000001
[1,5,14] 00011110 [2,4,10] 10011011 [3,4,8] 11011010 [4,5,7] 01101111
[1,5,15] 01111110 [2,4,11] 10001010 [3,4,9] 01011010 [4,5,8] 11110000
[1,6,7] 00101111 [2,4,12] 10000011 [3,4,10] 01011011 [4,5,9] 11110001
[1,6,8] 00100010 [2,4,13] 10001001 [3,4,11] 01101010 [4,5,10] 10110100
[1,6,9] 00101110 [2,4,14] 10001011 [3,4,12] 01101110 [4,5,11] 10111000
[1,6,10] 00110110 [2,4,15] 11011011 [3,4,13] 01001001 [4,5,12] 10111001
[1,6,11] 00100100 [2,5,6] 10010100 [3,4,14] 01100010 [4,5,13] 11001011
[1,6,12] 00100110 [2,5,7] 10111101 [3,4,15] 01111111 [4,5,14] 11001101
[1,6,13] 00100111 [2,5,8] 10000111 [3,5,6] 11011111 [4,5,15] 11001001
[1,6,14] 01100110 [2,5,9] 10110101 [3,5,7] 11101111 [4,6,7] 11011000
[1,6,15] 01000110 [2,5,10] 10010001 [3,5,8] 11110111 [4,6,8] 11011001
[1,7,8] 00111111 [2,5,11] 10010111 [3,5,9] 11111101 [4,6,9] 11001111
[1,7,9] 00101001 [2,5,12] 10000101 [3,5,10] 11111110 [4,6,10] 11010000
[1,7,10] 00100101 [2,5,13] 10010101 [3,5,11] 11111111 [4,6,11] 11010001
[1,7,11] 00101100 [2,5,14] 10011101 [3,5,12] 11101011 [4,6,12] 11010011
[1,7,12] 00101101 [2,5,15] 11010100 [3,5,13] 11101110 [4,6,13] 11010100
[1,7,13] 00001101 [2,6,7] 10010010 [3,5,14] 11100111 [4,6,14] 01100101
[1,7,14] 01101101 [2,6,8] 10111100 [3,5,15] 11101000 [4,6,15] 11000100
[1,7,15] 00100001 [2,6,9] 10111110 [3,6,7] 11101001 [4,7,8] 11000101
[1,8,9] 00110001 [2,6,10] 10011010 [3,6,8] 11101010 [4,7,9] 00000000
 
Table 7.3: The estimated “optimum” mapping for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
15
 multiple PPM system 
encoding 8 PCM bits (codewords below [4,7,9] are not used).  
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Optimum mapping for the 33-2 MULTIPLE PPM System 
c/w PCM c/w PCM c/w PCM c/w PCM 
[1,2] 000100000 [5,12] 101101010 [10,15] 001100111 [16,26] 001100011
[1,3] 000000011 [5,13] 100111010 [10,16] 001000111 [16,27] 100110111
[1,4] 000000101 [5,14] 001010010 [10,17] 101101100 [16,28] 111110011
[1,5] 001000010 [5,15] 001101011 [10,18] 011111100 [16,29] 101100011
[1,6] 000010100 [5,16] 101111110 [10,19] 000000111 [16,30] 101110110
[1,7] 010000001 [5,17] 101111000 [10,20] 010111100 [16,31] 101110111
[1,8] 011000000 [5,18] 111111010 [10,21] 001000110 [16,32] 111110110
[1,9] 000000100 [5,19] 001101010 [10,22] 111111100 [16,33] 101111111
[1,10] 000011000 [5,20] 001110110 [10,23] 111110100 [17,18] 110011000
[1,11] 100000001 [5,21] 001001010 [10,24] 001100110 [17,19] 110001110
[1,12] 000001001 [5,22] 011101010 [10,25] 011011100 [17,20] 110000100
[1,13] 000001010 [5,23] 001111011 [10,26] 001110100 [17,21] 110000010
[1,14] 000010010 [5,24] 001110011 [10,27] 010101110 [17,22] 110001100
[1,15] 101000000 [5,25] 101111010 [10,28] 011111111 [17,23] 110001001
[1,16] 000000110 [5,26] 001111110 [10,29] 000011010 [17,24] 110000001
[1,17] 100001000 [5,27] 011111010 [10,30] 001001110 [17,25] 110101000
[1,18] 010001000 [5,28] 001111010 [10,31] 001111100 [17,26] 111001000
[1,19] 100000010 [5,29] 000111010 [10,32] 011111101 [17,27] 110001011
[1,20] 000010001 [5,30] 001011010 [10,33] 010011101 [17,28] 110001101
[1,21] 000000010 [5,31] 001110010 [11,12] 100100011 [17,29] 110000000
[1,22] 000001100 [5,32] 001111000 [11,13] 100011111 [17,30] 110001000
[1,23] 001001000 [5,33] 011111110 [11,14] 100010010 [17,31] 110010100
[1,24] 001000001 [6,7] 010010000 [11,15] 101000011 [17,32] 110001010
[1,25] 000001000 [6,8] 010011010 [11,16] 101010111 [17,33] 101001000
[1,26] 001010000 [6,9] 011000110 [11,17] 100001011 [18,19] 110111010
[1,27] 010000000 [6,10] 010111110 [11,18] 100010000 [18,20] 110111100
[1,28] 100000100 [6,11] 100010110 [11,19] 100000111 [18,21] 111011010
[1,29] 000000000 [6,12] 110110110 [11,20] 110010001 [18,22] 111011000
[1,30] 000000001 [6,13] 110011110 [11,21] 111010011 [18,23] 110011001
[1,31] 100000000 [6,14] 111010110 [11,22] 100000011 [18,24] 110011011
[1,32] 001000000 [6,15] 010010101 [11,23] 110010011 [18,25] 110111000
[1,33] 000010000 [6,16] 011110110 [11,24] 101010011 [18,26] 110011100
[2,3] 000100011 [6,17] 010001110 [11,25] 100111011 [18,27] 110011010
[2,4] 000101100 [6,18] 010011100 [11,26] 100010111 [18,28] 110011101
[2,5] 000111000 [6,19] 110000110 [11,27] 000010011 [18,29] 110010000
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[2,6] 000100110 [6,20] 110010111 [11,28] 100011011 [18,30] 010011000
[2,7] 000110001 [6,21] 110010110 [11,29] 100010001 [18,31] 011011000
[2,8] 000101010 [6,22] 010000110 [1130] 001010011 [18,32] 100011000
[2,9] 000100100 [6,23] 011011110 [11,31] 101011011 [18,33] 100011010
[2,10] 000110100 [6,24] 011010111 [11,32] 100110011 [19,20] 110100101
[2,11] 000110010 [6,25] 010011110 [11,33] 100010011 [19,21] 110100110
[2,12] 000101001 [6,26] 011010110 [12,13] 100101010 [19,22] 110100100
[2,13] 100100100 [6,27] 010010111 [12,14] 101001001 [19,23] 110101101
[2,14] 101100000 [6,28] 010110110 [12,15] 100100101 [19,24] 110100011
[2,15] 000100101 [6,29] 010010010 [12,16] 101111001 [19,25] 110100010
[2,16] 001110000 [6,30] 000010110 [12,17] 110101001 [19,26] 111100111
[2,17] 110100000 [6,31] 010010100 [12,18] 100001001 [19,27] 010100111
[2,18] 000101000 [6,32] 010010110 [12,19] 110101011 [19,28] 010000101
[2,19] 100100000 [6,33] 010010011 [12,20] 100111101 [19,29] 110000111
[2,20] 100110000 [7,8] 011110011 [12,21] 101101011 [19,30] 110100111
[2,21] 100100010 [7,9] 010110100 [12,22] 100101100 [19,31] 110101110
[2,22] 100101000 [7,10] 011110000 [12,23] 100111001 [19,32] 110110111
[2,23] 010101000 [7,11] 110110011 [12,24] 101101001 [19,33] 110111111
[2,24] 001100000 [7,12] 100110001 [12,25] 111101001 [20,21] 111110000
[2,25] 001101000 [7,13] 110110000 [12,26] 100101101 [20,22] 111010101
[2,26] 010100000 [7,14] 010110010 [12,27] 100101111 [20,23] 110111101
[2,27] 010100010 [7,15] 110100001 [12,28] 100101011 [20,24] 111101101
[2,28] 001100001 [7,16] 111110001 [12,29] 100100001 [20,25] 111100001
[2,29] 000100001 [7,17] 010111000 [12,30] 100001101 [20,26] 110110100
[2,30] 000100010 [7,18] 110111001 [12,31] 100101001 [20,27] 100001111
[2,31] 010100101 [7,19] 010100011 [12,32] 100011001 [20,28] 110010101
[2,32] 001100010 [7,20] 010110101 [12,33] 110101111 [20,29] 100010100
[2,33] 000110000 [7,21] 110110001 [13,14] 111111110 [20,30] 100010101
[3,4] 001111111 [7,22] 011111001 [13,15] 101111100 [20,31] 110110101
[3,5] 000111011 [7,23] 010011001 [13,16] 101101110 [20,32] 101110100
[3,6] 010011111 [7,24] 010110011 [13,17] 110101010 [20,33] 110000101
[3,7] 010110111 [7,25] 010101001 [13,18] 100111000 [21,22] 111000000
[3,8] 000001111 [7,26] 011110101 [13,19] 100100110 [21,23] 111000011
[3,9] 010101111 [7,27] 010010001 [13,20] 100110100 [21,24] 111000010
[3,10] 000111100 [7,28] 010111001 [13,21] 111101110 [21,25] 111100010
[3,11] 000110011 [7,29] 010100001 [13,22] 110101100 [21,26] 111000110
[3,12] 000101101 [7,30] 010110000 [13,23] 110111011 [21,27] 010000010
[3,13] 000111110 [7,31] 010110001 [13,24] 110110010 [21,28] 111001010
[3,14] 000011011 [7,32] 001110001 [13,25] 100111100 [21,29] 101001010
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[3,15] 000100111 [7,33] 011110001 [13,26] 110111110 [21,30] 101000110
[3,16] 001110111 [8,9] 011101111 [13,27] 100001110 [21,31] 011010010
[3,17] 000111001 [8,10] 011101001 [13,28] 100111110 [21,32] 101100010
[3,18] 010111011 [8,11] 010011011 [13,29] 100011100 [21,33] 110000011
[3,19] 100111111 [8,12] 111101011 [13,30] 100011110 [22,23] 111011100
[3,20] 010111101 [8,13] 101001011 [13,31] 100101110 [22,24] 111101100
[3,21] 000110110 [8,14] 011010011 [13,32] 100110110 [22,25] 111001100
[3,22] 000111101 [8,15] 001000011 [13,33] 110011111 [22,26] 111000100
[3,23] 000011111 [8,16] 111001111 [14,15] 101110000 [22,27] 111001101
[3,24] 001101111 [8,17] 011001000 [14,16] 101010010 [22,28] 111001110
[3,25] 000101011 [8,18] 011011010 [14,17] 100001010 [22,29] 111010000
[3,26] 000110101 [8,19] 111001011 [14,18] 110010010 [22,30] 011001100
[3,27] 010111111 [8,20] 010101011 [14,19] 111110010 [22,31] 101001100
[3,28] 000111111 [8,21] 011000010 [14,20] 100110010 [22,32] 111011110
[3,29] 000011110 [8,22] 011001110 [14,21] 101000010 [22,33] 111010100
[3,30] 000010111 [8,23] 011001001 [14,22] 101001110 [23,24] 111001001
[3,31] 000101111 [8,24] 011001011 [14,23] 101010001 [23,25] 111111001
[3,32] 000101110 [8,25] 011001010 [14,24] 111010010 [23,26] 111111000
[3,33] 000110111 [8,26] 011000001 [14,25] 101011000 [23,27] 111011011
[4,5] 001011110 [8,27] 010001011 [14,26] 101010100 [23,28] 111011111
[4,6] 001010111 [8,28] 011011011 [14,27] 100000110 [23,29] 101011001
[4,7] 001110101 [8,29] 011000011 [14,28] 101011110 [23,30] 111011001
[4,8] 011001101 [8,30] 001001011 [14,29] 101010000 [23,31] 111010001
[4,9] 011010101 [8,31] 011000111 [14,30] 001010110 [23,32] 111011101
[4,10] 001011100 [8,32] 011001111 [14,31] 101011010 [23,33] 111111101
[4,11] 001011011 [8,33] 011101011 [14,32] 101110010 [24,25] 111101111
[4,12] 001101101 [9,10] 011110100 [14,33] 101010110 [24,26] 111000101
[4,13] 000011100 [9,11] 011000101 [15,16] 101100111 [24,27] 010000011
[4,14] 001011000 [9,12] 011101101 [15,17] 101001101 [24,28] 111111011
[4,15] 001111101 [9,13] 111100110 [15,18] 101000100 [24,29] 111000001
[4,16] 101011101 [9,14] 111100000 [15,19] 100100111 [24,30] 111000111
[4,17] 001001001 [9,15] 111100100 [15,20] 100110101 [24,31] 111100011
[4,18] 000011001 [9,16] 011100111 [15,21] 101000101 [24,32] 111101010
[4,19] 000001101 [9,17] 010101100 [15,22] 111100101 [24,33] 011100011
[4,20] 000010101 [9,18] 001101100 [15,23] 101010101 [25,26] 111101000
[4,21] 011011111 [9,19] 010100110 [15,24] 101100001 [25,27] 010101101
[4,22] 001001100 [9,20] 011100101 [15,25] 101101101 [25,28] 001001111
[4,23] 011011001 [9,21] 011100010 [15,26] 101110101 [25,29] 100001100
[4,24] 001000101 [9,22] 011000100 [15,27] 100000101 [25,30] 101001111
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[4,25] 001111001 [9,23] 011101000 [15,28] 101100101 [25,31] 101101000
[4,26] 001010001 [9,24] 011100001 [15,29] 101000001 [25,32] 101011100
[4,27] 011011101 [9,25] 011101100 [15,30] 001100101 [25,33] 010101010
[4,28] 001011101 [9,26] 011100100 [15,31] 101000111 [26,27] 110001111
[4,29] 001001101 [9,27] 010000100 [15,32] 101100100 [26,28] 011110111
[4,30] 000011101 [9,28] 011101110 [15,33] 101101111 [26,29] 011010000
[4,31] 001010101 [9,29] 001100100 [16,17] 101011111 [26,30] 011010001
[4,32] 001011111 [9,30] 010100100 [16,18] 101110001 [26,31] 011010100
[4,33] 001011001 [9,31] 011100000 [16,19] 111110111 [26,32] 100011101
[5,6] 010111010 [9,32] 011100110 [16,20] 111110101 [26,33] 010001100
[5,7] 011110010 [9,33] 001000100 [16,21] 111010111 [27,28] 010001111
[5,8] 011111011 [10,11] 000001011 [16,22] 101100110 [27,29] 010001010
[5,9] 001101110 [10,12] 001101001 [16,23] 101111101 [27,30] 010000111
[5,10] 011111000 [10,13] 000001110 [16,24] 101110011 [27,31] 010001001
[5,11] 101111011 [10,14] 001010100 [16,25] 111111111 [27,32] 010001101
 
Table 7.4: The estimated “optimum” mapping for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
33
 multiple PPM system 
encoding 9 PCM bits (codewords below [27,32] are not used). 
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Table 7.5: Percentage change in error rate for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
4
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
12
, 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
15
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
15
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
7
15
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
17
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
17
 and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
8
17
 multiple PPM system using linear increment 
mapping as the reference and a PCM error rate of 1 bit in 109 pulses.  The mappings 
considered are Gray Code (GC) and Optimum (OPT).  
fn 100 50 10 1.2 fn 100 50 10 1.2 
     
     
GC 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
7
 -13.0 -12.8 -13.2 -25.6 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
15
 -10.8 -10.9 -10.9 0.0 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
7
 14.2 10.5 13.9 24.8 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
15
 -1.8 -1.8 -1.0 -13.6 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
4
7
 
1.5 1.5 1.2 0.8 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
7
15
 -4.3 -5.3 -5.6 -16.7 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 -2.2 0.2 0.8 -50.1 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
17
 0.0 0.3 0.0 0.0 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 -2.4 -5.1 -5.6 -21.8 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
17
 -4.8 -4.9 -5.4 -16.9 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
12
 -10.2 -9.2 -9.2 -8.9 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
8
17
 -11.2 -10.2 -9.8 -19.3 
OPT 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
7
 -33.1 -33.1 -31.7 -65.8 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
15
 -22.5 -26.7 -27.3 0.0 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
7
 -35.2 -35 -34.7 -23.7 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
15
 -19.9 -21.3 -24.8 -4.7 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
4
7
 
-23.4 -22.9 -22.3 -24.3 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
7
15
 -16.6 -16.2 -17.1 -0.1 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
 -20.3 -19.1 -17.0 -24.8 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
17
 -18.3 -22.6 -25.7 0.0 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
 -23.3 -25.3 -26.0 -30.0 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
17
 -25.6 -27.6 -28.2 -7.2 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
12
 -25.6 -28.9 -29.2 -14.9 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
8
17
 -29.1 -29.9 -20.3 0.2 
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Table 7.6: Percentage change in error rate for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
22
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
22
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
8
22
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
11
22
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
28
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
9
28
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
14
28
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
33
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
33
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
9
33
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
12
33
 and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
16
33
 multiple PPM system using linear increment 
mapping as the reference and a PCM error rate of 1 bit in 109 pulses.  The mappings 
considered are Gray Code (GC) and Optimum (OPT).  
fn 100 50 10 1.2 fn 100 50 10 1.2 
          
GC 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
22
 -10.8 -10.6 -8.8 0.0 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
14
28  -7.0 -9.4 -10.1 -13.7 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
22
 -3.2 -5.1 -6.7 -7.7 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
33
 -10.3 -10.6 -9.8 0.0 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
8
22
 -8.7 -9.1 -10.3 -11.2 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
33
 -7.1 -6.7 -8.8 -12.3 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
11
22
 -5.8 -9.3 -12.0 -11.9 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
9
33
 -8.9 -9.4 -10.1 -11.4 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
28  -5.2 -5.2 -4.2 0.0 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
12
33
 -10.4 -13.7 -16.7 -17.1 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
9
28  -6.1 -7.9 -8.1 -10.4 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
16
33
 -11.1 -13.3 -15.7 -19.2 
OPT 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
22
 -21.7 -23.5 -26.6 0.0 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
14
28
 
-28.7 -25.7 -20.6 -4.7 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
22
 -26.7 -27.1 -28.3 0.4 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
33
 -21.4 -22 -22.3 0.0 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
8
22
 -27.8 -29.2 -20.1 -5.6 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
33
 -22.1 -24.8 -25.7 0.8 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
11
22
 -22.0 -21.8 -20.4 -8.9 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
9
33  -28.6 -29.9 -31.8 -0.5 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
28  -26.7 -27.8 -29.2 0.2 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
12
33
 -31.2 -33.7 -37.7 -5.1 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
9
28  -20.1 -22.2 -25.7 -0.8 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
16
33
 -33.3 -37.8 -39.2 -7.8 
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Erasure Error 
[1,2,?] 
Mapping 
Optimum Ideal 
[1,2] 000001 000000 
[1,3] 000100 000001 
[1,4] 011000 000010 
[1,5] 000110 000100 
[1,6] 001100 001000 
[1,7] 000010 010000 
[1,8] 100000 100000 
[1,9] 010000 000001 
[1,10] 000000 000010 
[1,11] 001000 000100 
[1,12] 010000 001000 
Averaged [1,?] codeword 000000 010000 
Averaged Hamming Distance 13 11 
 
Table 7.7: Total Hamming distance for “Optimum” and “Ideal” mapping of the [1,?] ER 
averaged codeword in a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
multiple PPM system. 
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Ideal mapping for the 7-4  
MULTIPLE PPM System 
c/w PCM c/w PCM 
[1,2,3,4] 00000 [1,4,6,7] 01000 
[1,2,3,5] 00001 [1,5,6,7] 00001 
[1,2,3,6] 00010 [2,3,4,5] 00010 
[1,2,3,7] 00100 [2,3,4,6] 00100 
[1,2,4,5] 01000 [2,3,4,7] 00100 
[1,2,4,6] 00001 [2,3,5,6] 00010 
[1,2,4,7] 00010 [2,3,5,7] 01000 
[1,2,5,6] 00100 [2,3,6,7] 00001 
[1,2,5,7] 01000 [2,4,5,6] 00010 
[1,2,6,7] 00001 [2,4,5,7] 00100 
[1,3,4,5] 00010 [2,4,6,7] 00010 
[1,3,4,6] 00100 [2,5,6,7] 00100 
[1,3,4,7] 00100 [3,4,5,6] 00100 
[1,3,5,6] 01000 [3,4,5,7] 10000 
[1,3,5,7] 00001 [3,4,6,7] Not 
used 
[1,3,6,7] 00001 [3,5,6,7] Not 
used 
[1,4,5,6] 00010 [4,5,6,7] Not 
used [1,4,5,7] 00100
 
Table 7.8: Ideal mapping for the ⎟⎟⎠
⎞
⎜⎜⎝
⎛
4
7
 multiple PPM system encoding 5 PCM bits. 
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fn 
12_2  12_3  12_6  15_2  15_3 
OPT  IDEAL  OPT  IDEAL  OPT  IDEAL  OPT  IDEAL  OPT  IDEAL 
100  20.3  57.4  23.3  68.6  25.6  80.1  22.5  58.6  19.9  73.9 
50  19.1  54.6  25.3  68.4  28.9  84.2  26.7  59.1  21.3  73.4 
10  17  56.8  26  68.3  29.2  84  27.3  58.8  24.8  73.7 
1.2  24.8  57.1  30  77.3  14.9  84.8  0  50.8  4.7  80.1 
fn 
7_2  7_3  7_4  17_2  28_2 
OPT  IDEAL  OPT  IDEAL  OPT  IDEAL  OPT  IDEAL  OPT  IDEAL 
100  33.1  46.4  35.2  54.4  23.4  84.4  18.3  65.4  26.7  64.3 
50  33.1  46.7  35  54.2  22.9  84.2  22.6  65.2  27.8  64 
10  31.7  47  34.7  54.1  22.3  84  25.7  64.8  29.2  64.4 
1.2  65.8  43  23.7  49.3  24.3  84.8  0  63.8  0.2  58.9 
fn 
33_2 
OPT  IDEAL 
100  21.4  68.6 
50  22  68.4 
10  22.3  69.2 
1.2  0  57.8 
 
Table 7.9: Percentage change in error rate for a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
4
7
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
12
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
12
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
6
12
, 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
15
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
3
15
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
17
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
28
 and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
33
 multiple PPM system using linear increment 
mapping as the reference and a PCM error rate of 1 bit in 109 pulses.  The mappings 
considered are Optimum (OPT) and Ideal (IDEAL). 
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