Abstract: This study investigates whether the environmental Kuznets curve (EKC) relationship is supported for a measure of biodiversity risk and economic development across the United States (US). Using state-level data for all 48 contiguous states, biodiversity risk is measured using a Modified Index (MODEX). This index is an adaptation of a comprehensive National Biodiversity Risk Assessment Index. The MODEX differs from other measures in that it is takes into account the impact of human activities and conservation measures. The econometric approach includes corrections for spatial autocorrelation effects, which are present in the data. Modeling estimation results do not support the EKC hypothesis for biodiversity risk in the US. This finding is robust over ordinary least squares, spatial error, and spatial lag models, where the latter is shown to be the preferred model. Results from the spatial lag regression show that a 1% increase in human population density is associated with about a 0.19% increase in biodiversity risk. Spatial dependence in this case study explains 30% of the variation, as risk in one state spills over into adjoining states. From a policy perspective, this latter result supports the need for coordinated efforts at state and federal levels to address the problem of biodiversity loss.
Introduction
As with numerous other countries and regions [1] , there is increasing concern over the rapid loss of biodiversity in the United States (US) [2] . The importance of this "biodiversity crisis" (Mooney [3] ) at both national and international levels is seen through connections to ecosystem services. Biodiversity crosses different organizational levels of genes, species, and ecosystems to support the functionality of ecosystems [4, 5] . There is an increasing body of research linking the functionality of ecosystems to human welfare and the maintenance of sustainable social and economic systems that depend upon those ecosystems [3] . Diverse species interactions within the structural characteristics of ecosystems support the flow of services that provide benefits to human societies. Broad categories of service flows include: provisioning (e.g., food, fiber, and pharmaceuticals); regulating (flood control, disease control and water purification); and cultural (aesthetic, spiritual, and recreational) [1] . Social and economic systems interact and affect biodiversity through landscapes (e.g., from degraded habitats to protected wilderness areas, and watersheds for urban water supplies), myriad production and consumption choices [6, 7] , the laws we enact (e.g., the US Endangered Species Act [8] , and the international Convention on Biodiversity [3] ), and the values we hold (e.g., amenity, option and existence values for species protection) [9, 10] .
Biologists and conservationists have expended significant effort to understand the factors that account for the decline in biodiversity, and communicate their importance in a policy context [3, 11] . Understanding the empirical relationship between biodiversity risk and economic growth measures can help ground these efforts. The environmental Kuznets curve (EKC) hypothesis postulates an inverted U-shaped relationship between some environmental degradation measure (graphed on the vertical axis) and some measure of economic growth or welfare, such as the level of per capita income (graphed on the horizontal axis). In other words, under the EKC hypothesis environmental degradation is initially expected to rise with increases in economic development and then fall after per capita income passes beyond a certain critical threshold (or income "turning point"). Mixed empirical evidence in support of the EKC hypothesis has sometimes been construed to imply that countries (or states and regions) can simply grow their economy out of environmental degradation [12, 13] . Yet, many authors are highly skeptical of this idea because of the mixed pattern of evidence supporting the EKC, that many estimated income turning points are at extremely high level, and broader notions of ecological thresholds and environmental carrying capacities [14] .
The accumulated evidence from a number of meta-analyses [15] [16] [17] shows that the absence or presence of an EKC relationship systematically varies across the type of environmental degradation measure investigated, as well as a number of data and study methodology characteristics. Whether an EKC relationship holds for biodiversity risk, especially across states within any single large country like the US, remains an open empirical question. The mixed results from the meta-analyses suggest that some measures of environmental degradation are complex in nature and hard to measure, such as transboundary pollution and biodiversity risk. In addition, the presence of measurement issues coupled with the fact that biodiversity risk may be a complex environmental bad, may be the basis for not expecting an EKC relationship for biodiversity risk [17] .
This study develops a state-level multivariate index for the US, titled here as the Modified Index (MODEX). The MODEX is modified from the national biodiversity risk assessment index (NABRAI), developed by Reyers et al. [18] and Reyers and James [19] , to handle geographic units (e.g., states or regions) within a single country. The objective is to investigate the EKC hypothesis for a broad measure of biodiversity risk in the US. Using state-level data for this constructed biodiversity risk index, the econometric modeling also corrects for spatial issues, and controls for a variety of economic and political factors. Estimation results provide no evidence to support the EKC hypothesis for biodiversity risk in the US. The results, however, demonstrate the significance of spatial spillover effects in explaining biodiversity risk among US states.
Background
The concept of an EKC, within the field of environmental and resource economics, was initiated with the work of Grossman and Krueger [20] and Shafik and Banyopadhyay [21] . They adapted the hypothesis from Kuznets [22] , who had postulated an inverted U-shape relationship between income inequality and economic development [23] . Grossman and Krueger [20] used panel data from 42 nations to find an EKC relationship for different measurements of air quality and economic development. In some of the earliest studies, Selden and Song [24] found evidence to support an EKC relationship for sulphur dioxide (SO 2 ), while Grossman and Krueger [25] found that water pollution declines monotonically with per capita income, while carbon emissions rise with per capita income.
Since these early studies, environmental and resource economists and others have conducted numerous empirical EKC studies across a wide range of environmental pollution or degradation measures. As select examples, Deacon and Norman [26] , and Merlevede et al. [27] , conducted EKC studies relating to air pollution. Paudel et al. [28] examined water pollution, Barbier [29] and Culas [30] examined deforestation, and Rupasingha et al. [31] examined hazardous waste and toxins. While less common than cross-national studies, a number of EKC studies have been conducted for spatial data (e.g., counties, states or regions) within a single country. For example, Wang et al. [32] examined hazardous waste sites in the US and found evidence to support an EKC relationship. With well over 100 empirical studies from 1992-2009 and with almost 900 estimated relationships, a series of meta-analyses have been published over the last decade [15] [16] [17] , each building on the previous data set. The meta-analyses show that the absence or presence of an EKC relationship, and any expected income turning point (decoupling), depends significantly on the type and measure of environmental degradation or risk measure, scale and location, data characteristics and chosen estimation methods.
A number of theoretical reasons have been hypothesized to cause the EKC observed for select environmental degradation and pollution measures. These include: income elasticity of environmental quality demand [33] ; scale, technological and composition effects in an economy [34] ; the pollution haven hypothesis [35] for polluting industries or firms; and a migration hypothesis [36] where relatively higher income and mobile households move away from accumulating environmental degradation. However, accompanying this growth in the EKC literature have been sharp criticisms related to inconsistencies or ambiguities in the theoretical modeling, as well as concerns over econometric and statistical analyses.
The empirical question of an EKC relationship for biodiversity measures has largely been studied using simple indices of population stock values. The results are mixed. Dietz and Adger [37] examined the determinants of the number of species across a number of tropical countries and find no evidence of an EKC relationship between per capita income and biodiversity loss. McPherson and Nieswiadomy [38] investigate the EKC hypothesis for the percent of threatened species using cross-sectional data from 113 countries and find an N-shaped relationship between threatened birds and the level of per capita income (while controlling for spatial autocorrelation). They found no evidence, however, to support the EKC relationship for threatened mammals. Lantz and Martinez-Espineira [39] use panel data on bird populations in five different habitats from nine provinces in Canada and find evidence to support the EKC hypothesis for three of the five bird population habitat types.
A broader biodiversity risk index, like the one applied in this study, can be constructed by considering three key variables, namely, stock, pressure and response variables [40] . A stock variable typically refers to a state's biological richness or endemism. Pressure variables indicate a threat or danger to biodiversity. A response variable indicates a state's efforts towards conservation. The National Biodiversity Risk Assessment Index (NABRAI) [18, 19] and its variants consider human pressure and response variables along with stock variables. Mozumder et al. [41] examined the EKC hypothesis for a cross-section of countries using three versions of the comprehensive NABRAI index. After controlling for variables such as trade, foreign direct investment, foreign aid and number of tourists in their econometric model, they found no evidence to support an EKC relationship for biodiversity risk. An unanswered empirical question is whether an EKC relationship for biodiversity risk exists within a single country, such as in the case of the US (where access to data for a more complex index is relatively good). If so, an EKC result could imply that at least some nations may be able to show internal evidence of reducing the problem of biodiversity loss within a given pattern of economic development.
The construction of a broad biodiversity risk for the US raises spatial data concerns. The data collected for the biodiversity risk measures are based on political boundaries, i.e., states, while the geographical distributions of species do not closely follow those political borders. Instead species' distributions are determined by ecological and geophysical factors that can transcend political boundaries. The presence of spatial dependency implies that biodiversity risk in one state can spill over into neighboring states. These arguments are seen in some related EKC studies, notably those by McPherson and Nieswiadomy [38] on threatened birds and mammal species in 113 countries, and species imperilment investigations by Pandit and Laband [42] . These econometric studies identify the need to address and test for potential spatial autocorrelation, as the factors that determine biodiversity risk are likely to extend beyond arbitrary political boundaries like state borders. In a similar context, Maddison [43] contends that pollution emissions behavior of countries could be related to behaviors that exist in neighboring countries. He investigated the EKC hypothesis for four pollutants (sulphur dioxide, nitrogen oxides, volatile organic compounds and carbon monoxide) in 135 countries using data for the years 1990 and 1995. Using four specifications of the spatial weights matrix, tests showed the presence of spatial autocorrelation. He specified a first-difference model to examine the EKC hypothesis for each pollutant, and did not find evidence to support the EKC relationship. However, the results showed that spatial spillover effects were present. Building from these previous studies, this study explicitly accounts for spillover effects using spatial econometric or statistical methods.
Data Sources
Data for the 48 contiguous US states analyzed in this study were obtained from several sources. Table 1 summarizes the descriptive statistics for the variables used in the econometric modeling. The analysis uses 2007 as the reference year; in some case, data is for a proximal Census year or a year in close range. Information on threatened and endangered species was collected from the US Department of Interior's, Fish and Wildlife Service [44] . Data on the major uses of land in the US were obtained from the US Department of Agriculture's, Economic Research Service [45] . Urban growth information was obtained from Nowak and Walton [46] . The human population and per capita income data were obtained from the US Department of Commerce's, Census Bureau [47] . The percentage of industrial activity accounted for by mining, forestry and construction were constructed with data from the US Department of Commerce's, Bureau of Economic Research [48] . The League of Conservation Voters [49] provided data on votes cast on major environmental issues by Senators and Representatives in the US Congress. Data on species density, endemic species, and the number of species were collated from Stein [50] . The amount allocated to each state under the Pittman-Robertson Wildlife Restoration Act by the US Department of Interior [51] , for 2007, was used as a proxy for the total conservation budget.
Data on genetic resources and reference collections were obtained from the Museum of Southwestern Biology (University of New Mexico) multi-collection database [52] . This includes the total number of plant, animal and microbial genetic resource collections and the total number of reference collections found in museums. State-level data used to construct the MODEX were collected from a variety of sources. A detailed description of each of the variables used in constructing the MODEX is provided in Table 2 . 
Methods
The construction of the MODEX, the biodiversity risk index used in this study, follows Reyers et al. [18] and Reyers and James [19] who formulated a broad multivariate biodiversity risk index, the NABRAI. They use the NABRAI to rank 28 countries in 1999 and 103 countries in 1998 in terms of their biodiversity risk on a scale from zero to one, where zero is the lowest risk and one is the highest risk. In the construction of the NABRAI, these studies first classify variables into three categories: stock (ST), pressure (PR) and response variables (RE). PR variables include percentage of land area exposed to high disturbance level, percentage threatened species and population density. RE variables include conservation budget, percentage land area protected, number of genetic resource allocations, reference collections and conventions. The ST variable includes the percentage of land area exposed to low density, endemic species and species density. By adding up the values of the various components of PR, ST and RE, Reyers et al. [18] construct the initial version of the NABRAI using the formula:
Reyers and James [19] later construct the upgraded and improved index, denoted by NABRAI* as follows:
where PR, RE and ST are the total pressure value, total response value and total stock value, respectively. The numerator in the upgraded formula is multiplied by two in order to afford it the same weight as the denominator. In constructing the NABRAI*, all component variables are ranked from one to the highest value and these ranks are then used to calculate the pressure, response and stock values as follows:
where: th = percentage threatened species rank, pd = human population index, hd = high disturbance intensity rank, cb = national conservation budget rank, pl = protected land rank, gr = genetic resource allocations rank, re = reference collections rank, co = biodiversity convention rank, sd = species density rank, en = percentage endemic species rank, and ld = low disturbance intensity rank. In order to afford comparisons on a unit interval, NABRAI* is normalized to lie between 0 and 1. The MODEX has a similar construction as NABRAI* except that it is modified to compare biodiversity risk of political units within a country. NABRAI*, the upgraded index, was chosen over NABRAI because the former is unitless [19] . Compared to the NABRAI* the biodiversity convention rank was omitted in the MODEX because the rank applies to sovereign countries and not to states within a country. Like the NABRAI*, the MODEX is normalized to lie between 0 (low biodiversity risk) and 1 (high biodiversity risk) allowing comparisons on the unit interval. A low value of biodiversity risk (MODEX), implies that a particular US state has a combination of low pressure values and high response and stock values. On the other hand, a high biodiversity risk (MODEX) implies that a particular state has a combination of high pressure values and low response and stock values by virtue of the way the index is constructed. Certainly, there may be other approaches to constructing a composite biodiversity index. Although not pursued here, alternatives to constructing other composite indices (although not specific to biodiversity), are seen in two recent EKC papers (Jha and Murthy [53] ; and Paudel and Schafer [54] ). Jha and Murthy [53] employed a principal components method to create an environmental degradation index (EDI) using six environmental degradation indicators: biodiversity destruction, deforestation, fresh water depletion, build up of toxic and non-toxic wastes, paper consumption, and natural resource erosion to study the EKC relationship for a cross-section of countries. Paudel and Schafer [54] developed a social capital index (SCI) using principal components analysis with variables such as number of business associations, professional organizations, public golf courses and bowling centers.
The SCI is then used as an explanatory variable to study the EKC relationship for Louisiana using parish-level data. The focus here is on using the MODEX in an EKC investigation of biodiversity in the US; this index is a modification of the NABRAI, which has been developed and discussed in the ecology and biodiversity conservation literature.
Using the MODEX constructed with US data for the year 2007 (or the nearest available year between 2002 and 2011), the following econometric analysis of an EKC relationship for biodiversity risk is limited to a cross-sectional snapshot. Still this measure of biodiversity risk, like the NABRAI index, is more dynamic (if tracked over significant periods) than alternative measures. Biodiversity risk can increase or decrease over time because pressure and response activities fluctuate over time thus making it vary over time. On the other hand, pure biodiversity measures involving the number of species or percentage change of any particular species category (plant, birds and mammals) are typically static or declining over time. These dynamic effects cannot be estimated because the different data sources required did not permit for a time varying MODEX.
Modeling Considerations
The specification of the econometric model is based on prior EKC studies that use some measure of environmental degradation as the dependent variable, and per capita income, its squared and cubic terms are included as independent variables. Additional covariates, Z, are also included (or controlled for) in many EKC studies. The following econometric model is specified to investigate the EKC hypothesis for biodiversity risk:
where i indexes states, LNMODEX i is the natural logarithm of MODEX i , PERCAP i is the per capita income (measured in thousands of dollars), and ε i is the stochastic error term assumed to be normally distributed. Equation (6) The choice of covariates, Z, in Equation (6) is driven by a mix of theory and empirical findings of numerous EKC studies. Land conversion and deforestation have negative effects on plant and animal species [55] . Road construction and other infrastructure development contribute to species imperilment [56] . The variables PCONST (percent of industrial activity accounted for by construction), PMINE (percent of industrial activity accounted for by mining activities), and PFOREST (percent of industrial activity accounted for by forestry) are included to control for human activities such as deforestation, mining, and construction activities that encroach on the habitats of many plant and animal species.
The variable LNPOPDENSE (the natural log of population density) is included to control for population density in each state. Kerr and Currie [57] show that population density (as measured by persons per square mile) in a geographical region is positively related to the percent of threatened and/or endangered plant and animal species. The variable LNSQMILES (the natural log of the square mile of each state) partially controls for how land mass is related to the number of plant and animal species. Pandit and Laband [58] asserted that in many cases it is reasonable to believe that land area and the number of plant and animal species are negatively related: larger land areas may span a greater number of different ecosystems.
The spatial weights matrix takes into account only the length of a border shared by neighboring states, but does not include the length or in anyway account for the coastal border (ocean/sea). Coastal regions are also more prone to additional pressure activities such as fishing and off-shore oil drilling. The dummy variable COASTAL, which equals one if the state has a coast zero otherwise, is included to capture these effects. This is viewed as a separate effect from the more general possibility of unobserved spatial spillovers between states. The socio-political regime may influence the income-environment relationship via the type of environment policies formulated and implemented by policymakers [59] . Two variables are included to control for socio-political regime. The variables SENATE and HOUSE represent votes in favor of key environmental protection issues of Senators and Representatives, by state, in the US Senate and the House of Representatives, respectively. Based on this discussion, the term Z′γ in Equation (6) is defined as:
In conformity with the above discussion, it can be hypothesized that  4 > 0,  5 > 0,  6 > 0,  7 < 0,  8 > 0,  9 < 0,  10 < 0, and  11 > 0.
Spatial Autocorrelation
In this study, spatial autocorrelation may be caused by the fact that political boundaries and the geographical distribution of species don't coincide. Spatial autocorrelation exists if the residuals from different geographical units are spatially correlated because they contain common omitted environmental or physical and economic factors [60] . The most common method used to correct for spatial autocorrelation is the spatial error model (spatial autoregressive process in the error term), which is formulated as ( [61] , pp. 34-35):
where W is a spatial weights matrix, λ is the autoregressive coefficient, X is an N × K matrix of exogenous variables associated with the K × 1 parameter vector, β, and u is an error term assumed to be homoscedastic and serially uncorrelated. Another common spatial regression model is the spatial lag model (spatial autoregressive dependent variable), which can account for the direct spatial effects of neighboring states. In this case, the classical linear model is specified as follows:
where ρ is the coefficient of the spatially lagged dependent variable. Both the spatial error model and the spatial lag model will be explored here. Spatial autocorrelation models require the specification of a spatial weights matrix among several options. The simplest spatial weights matrix is to assign values to each element in the matrix such that w ij = 1 if states i and j share a common border and w ij = 0 otherwise [62] . With N = 48 states in the data set the spatial weights matrix is 48 × 48 consisting of 2,304 elements of zeroes or ones. The spatial weights matrix used here has cells that contain the length of a given state's border that is shared by another state. This can be considered the Rook criterion (locations sharing a boundary) and is commonly used in the literature to capture spatial effects.
Endogeneity
Endogeneity is a serious concern, especially in the context of MODEX. Several variables including population density and per capita income appear on both sides of Equation (6), as both explanatory variables themselves and as components in the construction of the composite index (MODEX). In addition, it is conjectured that the variables representing the percentage of industrial output devoted to mining, forestry and construction could be endogenous as well. This is potentially a problem due to the possibility of a simultaneity bias caused by endogeneity between the constructed MODEX index and per capita income, construction, mining and forestry variables. Per capita income generally depends on gross domestic product (GDP), which in turn can be positively related to increased industrial production (including mining, forestry, construction and other activities). In other words, per capita income, construction, mining and forestry may be jointly determined. In the case of simultaneity bias, OLS estimates are biased and inconsistent. However, endogeneity is an empirical question. To answer that question, a simple regression test of endogeneity, which is asymptotically equivalent to the Hausman test, is employed ( [63] , p. 287). This test involves two steps: (1) compute the residuals from a regression of endogenous variables on instruments (i.e., other predictor variables except per capita income, construction, mining and forestry); and (2) use these residuals in an OLS regression and test the joint hypothesis that the coefficients on the residuals are zero.
Results
Statistical analyses were undertaken using the software package Stata. First, the test results for endogeneity (F = 2.68) showed that the null hypothesis cannot be rejected at the 5% level; this indicates that per capita income, forestry, mining and construction variables are exogenous. Second, Geary's c [64] and Moran's I [65] , two diagnostic tests, were undertaken to verify the presence or absence of spatial autocorrelation in the variable LNMODEX. The results of these tests are presented in Table 4 . As shown in Table 4 , the z-value for Moran's I test is positive and significant, which indicates the presence of positive spatial autocorrelation in LNMODEX. The z-value for Geary's c test is negative and also significant, which also indicates the presence of positive autocorrelation. So states with similar MODEX values are generally adjacent to each other. As a result, the basic OLS model was also re-estimated correcting for spatial autocorrelation. Table 5 presents the results of three models: Model 1-OLS regression; Model 2-spatial error regression; and Model 3-spatial lag regression. The spatial econometric models (2 and 3) are estimated because tests indicate that spatial autocorrelation is present. Results indicate that the spatial lag effect (Model 3) is significant at the 1% level, but the spatial error effect (Model 2) is not significant. Model 3 is also shown to have the highest adjusted R 2 . On the basis of these results, Model 3 is the preferred model. As shown in Table 5 , none of the covariates are statistically significant in Model 1. In Models 2 and 3, the estimated coefficients for the covariates PCONST and LNPOPDENSE are significant at the 10% and 5% levels, respectively. The variable LNPOPDENSE has the expected positive sign. The variable PCONST, surprisingly, has a negative sign. It is speculated that this may be due to the relative (construction measured as a percentage of total industrial activity) nature of this measure, rather than an absolute measure of construction activity. Notes: * Indicates significance at the 10% level; ** indicates significance at the 5% level; and *** indicates significance at the 1% level. Numbers in parenthesis are the corresponding z-statistics for the spatial lag and error models, and the t-statistic for the OLS model.
Focusing on the preferred model, Model 3, the estimated spatial lag coefficient (ρ) is statistically significant at the 1% level, which indicates that a 1% increase in biodiversity risk in a neighboring state leads to a 0.04% increase in risk in the home state. Furthermore, 30% of the variation in biodiversity risk is accounted for by spatial dependence [Adjusted R With respect to the EKC hypothesis, estimated coefficients on the linear, squared and cubic per capita income terms are not statistically significant from zero in Model 3 (or in any of the other models). Thus, the null hypotheses of β 1 = 0, β 2 = 0, and β 3 = 0 cannot be rejected which implies that there is no directional relationship, or turning points, between biodiversity risk and per capita income. Thus, using state-level US data, there is no empirical evidence that continued growth in the per capita income of US states ultimately will results in reduced biodiversity risk. Rather there is evidence of a decoupling of biodiversity risk and per capita income-a lack of an EKC relationship for biodiversity risk.
A number of other statistical issues that were addressed in this study are heteroscedasticity, multicollinearity and outliers. It is a challenge to correct for both heteroscedasticity and spatial autocorrelation concurrently. From an econometric standpoint, the presence of heteroscedasticity and/or spatial autocorrelation does not bias the OLS coefficient estimates, but the estimates will be inefficient. The troubling aspect, however, is that the standard errors will be biased leading to inaccurate statistical inference. The Breusch-Pagan [66] test was performed in order to test for the presence of heteroscedasticity.
The results of the Breusch-Pagan test revealed that the null hypothesis of homoscedasticity cannot be rejected at the 5% level (P-value = 0.60). Further diagnostic tests performed on the model results presented indicate that multicollinearity and outliers are absent.
Finally, though not presented here, as a robustness check a specification with only per capita income variables as explanatory variables was also estimated for all three models. Consistent with our primary conclusions on the EKC hypothesis, the estimated coefficients on the linear, squared and cubic per capita income terms were not statistically significant.
Discussion
This study investigated whether there is empirical evidence for the EKC hypothesis for biodiversity risk in the US. Using state-level data for the 48 contiguous states, OLS, spatial error and spatial lag models were estimated. Spatial econometric models were used because tests indicate that spatial dependence is present in the data on biodiversity risk. This is consistent with the notion that biodiversity risk is unlikely to adhere closely to simple political boundaries, such as state lines. The evidence showed that population density contributed significantly to biodiversity risk. This is consistent with expectations, and it is certainly not surprising that states with higher population densities are at more risk of biodiversity loss. Also the spatial lag effect is highly significant, but the spatial error effect is not significant. Furthermore, in the former model, most of the variation in biodiversity risk is accounted for by the spatial component. On the basis of these findings, the spatial lag model is the preferred model. Thus, the evidence is also consistent with the expectation from previous studies [38, 42] that biodiversity risk in one political unit spills over into adjacent units (states in this case study). From a policy standpoint, this result supports the arguments for coordinated efforts at the state and federal levels to arrest the decline in biodiversity.
The econometric evidence showed no support for the EKC hypothesis for biodiversity risk in the US, (i.e., per capita income variables are not statistically significant determinants of biodiversity risk). This result is robust across all three model specifications and is consistent with those of Mozumder et al. [41] . In their multi-country study, using several versions of the NABRAI [18, 19] , Mozumder et al. [41] also find that per capita income variables were not statistically significant, and there was no evidence for an EKC relationship for biodiversity risk across nations. The focus here has been on a national-level EKC investigation using a modification (MODEX) of the NABRAI, which was developed in the ecology and biodiversity conservation literature; valid future research investigations into the biodiversity-economic growth relationship might explore both alternative applications (e.g., other nations or regions), as well as alternative index construction [53, 54] for a composite biodiversity measure.
In closing, as studies accumulate, it is perhaps natural to question the relevance of each additional empirical EKC study. Yet, over the last several decades a number of sources have argued or implied [12, 13 ] that society will simply be able to grow itself out of significant environmental problems, and cite select EKC evidence to support the more general argument. Indeed, there is certainly some empirical evidence of EKC relationships, found in the literature and available meta-analyses [15] [16] [17] for some environmental degradation measures (e.g., local air and water pollutants). However, the results for more complex degradation measures such as biodiversity risk and transboundary pollutants (like CO 2 ) appear to show no systematic evidence to support the EKC hypothesis [16, 17] . That is, the EKC relationship should not serve as any kind of referent or assumed case. As such, the relevance of the current results are that attempts to reduce biodiversity risk in the US and elsewhere [41] would appear to require specific policy actions, rather than relying on any assumption or expectation of simply growing out of the problem. Further, due to anticipated spatial effects, it may be expected that successful policy actions will have to be coordinated across adjoining political units.
The more general policy lesson, which extends beyond this US case study (where available data is relatively rich), is that biodiversity risk is unlikely to adhere to simple political boundaries, and the consequent need to account for spatial effects in risk reduction efforts and analyses. This includes both national and international contexts. For example, as Mooney ([3] , p. 32) recently argued in an international context, the focus on national sovereignty and jurisdiction in the international Convention on Biodiversity (crafted at the United Nations Rio Convention in 1992), without full consideration of the spatial effects of activities across "other states or areas beyond the limits of national jurisdictions," has severely limited its effectiveness as an international convention.
