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Abstract. Propagation-based X-ray phase contrast enables nanoscale imaging of biological
tissue by probing not only the attenuation, but also the real part of the refractive index of the
sample. Since only intensities of diffracted waves can be measured, the main mathematical challenge
consists in a phase-retrieval problem in the near-field regime. We treat an often used linearized version
of this problem known as contract transfer function model. Surprisingly, this inverse problem turns
out to be well-posed assuming only a compact support of the imaged object. Moreover, we establish
bounds on the Lipschitz stability constant. In general this constant grows exponentially with the
Fresnel number of the imaging setup. However, both for homogeneous objects, characterized by a
fixed ratio of the induced refractive phase shifts and attenuation, and in the case of measurements
at two distances, a much more favorable algebraic dependence on the Fresnel number can be shown.
In some cases we establish order optimality of our estimates.
Key words. stability, inverse problem, phase retrieval, X-ray phase contrast, contrast transfer
function, support constraint
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1. Introduction. Over the past two decades, the dramatic increase in coherence
and brightness of large-scale X-ray sources, such as third generation synchrotrons
and free-electron-lasers, has paved the way for X-ray phase contrast imaging [31].
Classical X-ray radiography is limited to measuring the attenuation experienced by
radiation traversing the probed object. Writing the refractive index in the X-ray
physics notation n = 1 − δ + iβ with 0 ≤ β, δ  1, this amounts to imaging β.
Phase contrast techniques additionally probe the real-valued decrement δ of n, which
induces phase shifts in the transmitted X-ray wave field. This enables imaging of
biological cells and other micro-scale light-element specimen, for which β  δ holds
in the hard X-ray regime [7, 27, 34, 44]. Owing to the small wavelength of X-rays,
nano-scale spatial resolutions can be achieved as has been demonstrated down to 20
nanometers [2]. Moreover, phase contrast imaging can be combined with tomography,
capable of resolving the refractive index of an unknown object in 3D [3,17,19,20,26,38].
Unfortunately, the refractive phase shifts of the X-ray field cannot be observed
directly by common CCD detectors due to their physical limitation to measuring
wave intensities, i.e. the squared modulus of the wave field. In propagation-based
phase contrast imaging, also known as inline holography, the required phase-sensitivity
is achieved simply by free-space propagation without any optical elements: if the
detector is placed in some finite distance down-stream of the sample, the imprinted
phase shifts in the object’s exit plane (z = 0 in Figure 1(b)) are partially encoded
into measurable intensities by diffraction, i.e. self-interference of the wave field. We
assume that the diffraction pattern or hologram is recorded in the optical near-field
of the sample so that propagation is described by the Fresnel propagator [32]. In
particular, we do not consider the corresponding far-field setup (coherent diffactive
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2 S. MARETZKE, T. HOHAGE
imaging, see e.g. [28, 36]), where the data is given by Fourier magnitudes.
In this work, we are thus concerned with the reconstruction of the (generally
complex-valued) wave-field perturbation h induced by the object from measured near-
field intensities I. As this implicitly amounts to recovering the lost phase information
in the data, i.e. to solving a phase retrieval problem, the question immediately arises
whether the image recovery is actually unique and stable. Indeed, it is commonly
argued [5,17,30] that diffraction patterns from at least two different sample-detector
distances are required for a unique reconstruction of the imprinted phase shifts and
attenuation. Assuming a support constraint, however, i.e. under the often physically
reasonable assumption that the image h is non-zero only in compact subdomain of the
field of view, we could show uniqueness of the reconstruction from a single hologram
in [25] - even if h is complex-valued (see also [18] for a uniqueness result for the
Helmholtz equation with real-valued n from phaseless near-field data in an interval of
frequencies). In [26], such a reconstruction of a compactly supported complex image
is demonstrated for simulated and experimental data, which turns out to be feasible,
yet susceptible to low-frequency artifacts. Support constraints have also been found
to stabilize image reconstruction in simpler settings where the probed object can be
assumed to be completely non-absorbing [3, 11].
These observations call for a better understanding of the stability of the considered
near-field phase retrieval problem, which is the goal of this paper. We do so within
a linearization of the relation between image h and the resulting intensity data I,
valid for sufficiently “small” h, i.e. for weakly interacting objects similarly as in a
recent stability analysis of domain reconstructions in phaseless inverse scattering [1].
The linearization is known as contrast transfer function model [12,42] and frequently
applied in X-ray phase contrast imaging [7,13,15,20,21]. In this work, we analyze the
arising linear forward operator T under the assumption that h has compact support.
We prove that the associated inverse problem is not only unique but even well-posed in
the sense that the recovered image h depends continuously on the measured data Th,
i.e. finite data errors lead to bounded deviations in the recovered h. This result, which
is quite surprising for an inverse problem with remote measurements, is achieved by
relating the setting to a reconstruction from incomplete Fourier data. By the same
technique we also derive explicit stability estimates, bounding the reconstruction error
that results from a given data noise level in terms of the dimensionless Fresnel number.
In general, we find that the stability constant decays exponentially with the Fres-
nel number f and thus hardly gives any useful stability bounds for many experimental
X-ray phase contrast setups. However, we establish much more favorable O(f−1)-
and even O(f−1/2)-decay rates in two relevant situations: The first assumes propor-
tionality of the real and the imaginary part of the image h, which occurs e.g. for
single-material and non-absorbing samples. The second situation concerns general
objects, but two measurements at different distances. It is well-known that the for-
ward operators in these cases are Fourier multipliers with so-called contrast transfer
functions (CTF), and the zeros of the CTFs are responsible for general ill-posedness
of the inverse problem. Our analysis exploits the regularizing effect on these zeros of
the smoothness in Fourier space that results from the assumed support constraints.
The remainder of this paper is organized as follows: in §2, the mathematical model
of X-ray phase contrast imaging is introduced and the considered inverse reconstruc-
tion problems, corresponding to different constraints and measurement setups, are
motivated. Our principal stability results are stated in §2.4. §3, §4 and §5 contain the
analysis for each of the inverse problems, including the proofs of the main results. In
§6, we discuss implications of our findings and possible extensions.
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2. Imaging problems and main results.
2.1. Physical model. An exemplary experimental setup for X-ray phase con-
trast imaging on a third generation synchrotron source (GINIX setup [39] at P10-
beamline, DESY) is shown in Figure 1(a). We describe this imaging system by a stan-
dard wave-optical model as schematically visualized in Figure 1(b) [6,35]: an unknown
sample is illuminated by an incident plane electromagnetic wave Ψi(x, z) = exp(ikz),
where x ∈ R2 and z ∈ R denote the lateral- and axial coordinates, respectively. By
scattering interaction, object information is encoded as a perturbation of the wave
field Ψ = Ψi + Ψs within the exit plane z = 0 of the probed sample. A detector mea-
sures the resulting near-field diffraction pattern (or hologram), given by the intensity
I(x) = |Ψ(x, d)|2 of the propagated wave fronts in some plane at finite distance d > 0
behind the object. The phase of the complex-valued field Ψ cannot be observed di-
rectly, yet diffraction partially encodes phase variations in the exit plane z = 0 into
measurable intensities I at the detector.
Fig. 1: Setup of propagation-based X-ray phase contrast imaging (inline holography).
(a) Sketch of an experimental realization [26] (GINIX [39] at P10-beamline, DESY)
(b) Physical model [25]: incident plane waves are scattered by an unknown sample,
imprinting a phase- and absorption image h = −iφ − µ upon the transmitted wave
fronts Ψ(·, 0). The resulting near-field diffraction pattern (hologram) I = |Ψ(·, d)|2
is recorded at some distance z = d behind the object. (plotted experimental data:
hologram I and reconstructed image h of d. radiodurans bacteria).
In general, the above physical model is governed by the Helmholtz equation ∆Ψ+
n2k2Ψ = 0 in R3, where the object gives rise to a spatially varying refractive index
n = 1 − δ + iβ. In the hard X-ray regime of very large wavenumbers k, typical
samples such as biological cells are often sufficiently thin and weakly interacting for
the scattering to be well-approximated by geometrical optics [17, 32]. Within this
approximation, the wave fronts Ψz := Ψ(·, z) in the exit plane are given by
(1) Ψ0 = exp(h) with h = −iφ− µ = −ik
∫
R
(
δ − iβ)dz
Accordingly, the perturbed wave yields line integrals over δ and β along the incident
z-direction, corresponding to a projection image of the sample in the form of phase
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shifts φ and attenuation µ. In particular, (1) implies that the imprinted image h
satisfies a support constraint supp(h) ⊂ Ω whenever the object is laterally finite, i.e.
if δ(x, z) = β(x, z) = 0 for all z ∈ R,x ∈ Ω outside some bounded domain Ω ⊂ R2.
If |ξ|  k for all relevant spatial frequencies ξ of h, the total wave field will
be of the form Ψ(x, z) = eikzΨ˜(x, z) with a slowly varying envelope Ψ˜ such that
e−ikz(∂2z + k
2)Ψ ≈ 2ik∂zΨ˜ by neglecting ∂2z Ψ˜. This yields the one-way-, Schro¨dinger-
or paraxial approximation
2ki∂zΨ˜ + ∆xΨ˜ ≈ 0
to the Helmholtz equation. Within this commonly used model, the free-space propa-
gation of the wave fronts to the detector is described by the Fresnel propagator [32]:
D(Ψ0) := exp(−ikd)Ψd = F−1 (mf · F(Ψ0)) mf(ξ) := exp
(−i|ξ|2
2f
)
(2)
Here, F is the Fourier transform and
(3) f :=
kb2
d
or f¯ :=
f
2pi
denote the dimensionless Fresnel number of the setup. b is a physical length that
corresponds to length 1 in dimensionless coordinates and will be chosen as the support
diameter of the image h, see Figure 1(b). Usually f¯ is referred to as Fresnel number,
but this convention would lead to an abundance of 2pi factors in our computations.
Therefore, we will mostly use f with the notation (3) chosen in analogy to Planck’s
constant. f governs the impact of diffraction in the imaging setup, where smaller values
correspond to stronger diffractive distortion of the propagating wave field. Typical
values in experimental X-ray phase contrast setups are in the range 10 ≤ f¯ ≤ 1000.
By combination of (1) and (2), we find that the unknown object image h is related
to the observable intensity data I = |Ψd|2 by the nonlinear forward operator
(4) I = F (h) :=
∣∣D( exp(h))∣∣2 with h = −iφ− µ
We note that similar models apply to imaging with electrons [8, 22, 43] owing to
the mathematical equivalence of the time-independent Schro¨dinger equation and the
Helmholtz equation.
2.2. Weak object limit and principal inverse problem. By (4), the image h
is in general complex-valued, whereas the intensity data I is real-valued. This suggests
that the data is insufficient for unique and stable recovery of h [5, 30]. We analyze
this question of ill-posedness within the commonly used weak-object-approximation
[7,13,33,35]: in the case of weak absorption µ 1 and slowly varying phase shifts φ,
nonlinear terms in h can be neglected in (4) [42], giving
F (h) = 1 + Th+O(h2) with Th := 2<(D(h)).(5)
Here, < denotes the pointwise real-part and we have used that D(1) = 1. Note that D
is unitary on L2(Rm), so T defines a bounded R-linear operator on L2(Rm). Rather
than by (5), T is more commonly written in terms of the phase shifts φ and absorption
µ via sinusoidal contrast transfer functions (CTF) [12]:
(6) T (−iφ− µ) = 2F−1
(
sin
( |ξ|2
2f
)
F(φ)− cos
( |ξ|2
2f
)
F(µ)
)
.
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Although the physical model of §2.1 leads to two-dimensional images h and holo-
grams I, we will study the operator T in a more general Rm-setting. This might allow
application of our results to situations described by (quasi-) 1D-models and to phase
contrast tomography, which can be interpreted as a 3D-imaging modality [19,38]. As
physically motivated in §2.1, we impose support constraints by assuming
(7) h ∈ L2Ω := {h ∈ L2(Rm) : h|Rm\Ω = 0} for some Ω ⊂ Rm.
Moreover, we denote by ‖h‖ := (∫Rm |h|2 dx)1/2 the standard L2-norm in Rm. The
principal image reconstruction problem of this work then reads as follows:
Inverse Problem 1 (Phase contrast imaging of weak objects). For a given
support Ω ⊂ Rm, recover a complex-valued image h ∈ L2Ω from noisy intensity data
I = 1 + Th+  with ‖‖ ≤ .
2.3. Homogeneous and non-absorbing objects. It is often legitimate to
assume that the object is homogeneous in the sense that phase shifts φ and attenuation
µ are proportional, i.e.
(8) h = −µ− iφ = −ie−iαϕ
for some α ∈ [0;pi) and a real-valued function ϕ ∈ L2(Rm). Note that this includes the
special case α = 0 which corresponds to µ = 0 and thus to a purely phase shifting, i.e.
non-absorbing object, providing an excellent model for hard X-ray imaging of light-
element samples. By plugging (8) into (6) and rearranging by trigonometric identities,
we obtain a forward operator incorporating the homogeneity constraint :
(9)
Sα : L
2(Rm) → L2(Rm),
ϕ 7→ T (−ie−iαϕ) = 2F−1 (sα · F(ϕ)) sα(ξ) := sin
( |ξ|2
2f
+ α
)
Accordingly, the forward model reduces to a multiplication with the contrast transfer
function sα (CTF) in Fourier space [12, 42]. This makes the inversion of Sα signifi-
cantly easier than that of T , which is why we state it as a second inverse problem:
Inverse Problem 2 (Phase contrast imaging of weak homogeneous objects).
For given Ω ⊂ Rm, recover a real-valued image ϕ ∈ L2Ω from noisy intensity data
I = 1 + Sαϕ+  with ‖‖ ≤ .
2.4. Stability estimates. The statement of Inverse Problems 1 and 2 immedi-
ately raises the question whether these are uniquely solvable and whether the solution
is stable with respect to noise . In order to illustrate the significance of this prob-
lem, we first recall some well-known facts on the derived inverse problems without
assuming a support constraint, i.e. for Ω = Rm: as the null-space N (T ) = {iD−1(f) :
f ∈ L2(Rm) real-valued} of the forward map T : L2(Rm)→ L2(Rm) is huge, Inverse
Problem 1 is heavily non-unique in this setting. The operator Sα, on the other hand,
is indeed injective so that Inverse Problem 2 is uniquely solvable. However, the inver-
sion of Sα is ill-posed since noise in Fourier-frequencies near the zeros of the CTF sα
is amplified by arbitrary factors in the reconstruction.
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To our great surprise, imposing a support constraint with bounded Ω does not
only rule out non-uniqueness (as proven in [25]), but even turns Inverse Problem 1
into a well-posed problem: every admissible image h ∈ L2Ω gives rise to finite contrast
‖Th‖ ≥ CIP1 ‖h‖ in the observable data with some lower bound CIP1 > 0:
Theorem 1 (Well-posedness and stability estimate for Inverse Problem 1). Let
the support-domain Ω be given by a stripe of width 1, without loss of generality Ω :=
[−1/2; 1/2]× Rm−1. Then there exists a constant CIP1(Ω, f) > 0 such that
(10) ‖Th‖ ≥ CIP1(Ω, f) ‖h‖ for all h ∈ L2Ω,
i.e. Inverse Problem 1 is well-posed. The stability constant satisfies the estimate
(11) CIP1(Ω, f) ≥ (2pif) 14
(
1− 3
8f
+O
(
f−2
))
exp (−f/8) .
Theorem 1 is proven in §3 along with a characterization of the least stable modes,
i.e. of the images h that induce least contrast under T . Notably, (10) implies ‖h‖ ≤
CIP1(Ω, f)
−1 ‖Th‖, ensuring finite amplification of data errors ≤ CIP1(Ω, f)−1 ‖‖ upon
inversion of T and thus stability of the reconstruction of h from I. By (11), however,
the constant CIP1(Ω, f) decays (nearly) exponentially with increasing f so that Theo-
rem 1 hardly guarantees stability in any practical sense for Fresnel numbers f¯ ≥ 100.
Fortunately, the stability estimate can be improved to algebraic decay with f in the
case of Inverse Problem 2, as shown in §4:
Theorem 2 (Well-posedness and stability estimate for Inverse Problem 2). Let
the support-domain Ω := {x ∈ Rm : |x| ≤ 12} be a ball of diameter 1. Then the stability
constant CIP2(Ω, f, α) := infϕ∈L2Ω,‖ϕ‖=1 ‖Sαϕ‖ of Inverse Problem 2 is bounded by
(12) CIP2(Ω, f, α) ≥ max
{
min
{
c1, c2f
−1} ,min{c3α, c4f− 12}}
for some constants cj > 0 that depend only on the dimension m. In particular,
CIP2(Ω, f, α) = O(f−1) for α = 0 and CIP2(Ω, f, α) = O(f−1/2) for α > 0 as f→∞.
We recall that the physical lengthscale b underlying to the Fresnel number f in
Theorems 1 and 2 is the diameter of the support-domain Ω as the latter is taken
to be unit length. Accordingly, the resulting stability constants CIP1, CIP2 are much
smaller than 1 for typical values 10 ≤ f¯ ≤ 1000. Moreover, we emphasize that the
stated results for Inverse Problems 1 and 2 are both for reconstructions from a single
diffraction pattern. Image recovery from two holograms recorded at different distances
is treated in §5 as a corollary of the stability analysis of Inverse Problem 2.
3. Stability analysis of Inverse Problem 1.
3.1. Principal approach. We start our analysis with Inverse Problem 1, cor-
responding to the recovery of general complex-valued images from a single hologram
without homogeneity constraint. In order to understand its mathematical structure,
it is instructive to rewrite the forward operator T in the form
(13)
Th = 2<(D(h)) = D(h) +D(h) = D(h) + F−1(m−1f · F(h))
= D(h) +D−1(h) for h ∈ L2(Rm).
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Fig. 2: Illustration of the principal idea for the stability analysis of Inverse Problem 1.
By applying the Fresnel propagator D to data Th, the twin-image h becomes sharp
(Gabor holography, see logo in central panel). By restricting to the complement Ωc
of the support-domain Ω ⊃ supp(h), h is eliminated and incomplete Fresnel data
D2(h)|Ωc is obtained (right panel). Images show real parts of numerically computed
fields from a hologram (left panel) recorded at GINIX [39], P10-beamline, DESY.
Here, the overbar denotes complex conjugation and we have used that the Fresnel
propagation factor mf is unitary. According to (13), the linearized contrast Th in
the intensity data is given by a superposition of the propagated image D(h) and the
back-propagated twin-image D−1(h). Since D is unitary, reconstructing h from one of
these components alone would be straightforward. Solving Inverse Problem 1 thus
amounts to disentangling image and twin-image.
In order to separate these components, we propagate the near-field hologram Th
by application of D. By (13), this yields
(14) DTh = D2(h) + h.
Accordingly, we recover the sharp twin-image h up to perturbations originating from
the doubly propagated image D2(h). This is the principle of Gabor holography [10],
which can be used as a qualitative image reconstruction technique [32] as illustrated in
Figure 2. Here, we follow this approach in a converse manner: rather than contenting
ourselves with the perturbed twin-image h, we exploit a support constraint
(15) supp(h) = {x ∈ Rm : h(x) 6= 0} ⊂ Ω
by restricting (14) to the complement of Ω. This yields
(16) DTh|Ωc = D2(h)|Ωc + h|Ωc = D2(h)|Ωc for any h ∈ L2Ω.
By the proposed propagation-and-restriction procedure, the twin-image is thus
completely eliminated from the data as sketched in Figure 2. Note that the map
Th 7→ D(Th)|Ωc = D2(h)|Ωc is norm-decreasing in L2(Rm). Hence, (16) implies that
the solution of Inverse Problem 1 is at most as ill-posed as the reconstruction from
incomplete Fresnel data D2(h)|Ωc . This reduction to a data completion problem is
the principal idea of our stability analysis for Inverse Problem 1.
3.2. Reduction to Fourier completion problem. In order to gain a simpler
expression for the reduced data D2(h)|Ωc obtained in §3.1, we use an alternate form
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of the Fresnel propagator D. By application of the convolution theorem to (2), the
following representation can be obtained (see e.g. [32]):
(17) D(h)(x) = e−impi/4fm2 nf(x) · F(nf · h)(fx), nf(x) := exp
(
i
2
f|x|2
)
for all x ∈ Rm. (17) reveals that - up to pointwise multiplications with the unitary
factor nf and rescaling - D may be written as a Fourier transform. Combined with
the approach outlined in §3.1, this allows to identify stability of Inverse Problem 1
with the reconstruction of a function from incomplete Fourier data:
Theorem 3 (Reduction to Fourier data completion problem). Within the setting
of Inverse Problem 1, let Ωf := {(f/2)x : x ∈ Ω} for arbitrary Ω ⊂ Rm. Then
(18) ‖Th‖ ≥ ∥∥F(n1/2f · h)|Ωcf∥∥ for all h ∈ L2Ω
where n
1/2
f (x) = exp
(
if|x|2/4). In particular, we have the relative stability estimate
(19) CIP1(Ω, f) = inf
h∈L2Ω,‖h‖=1
‖Th‖ ≥ inf
h∈L2Ω,‖h‖=1
∥∥∥F(h)|Ωcf∥∥∥
Proof. D is unitary and the restriction to Ωc ⊂ Rm defines an orthogonal projec-
tion in L2(Rm). Hence, (16) implies the estimate
(20) ‖Th‖ = ‖DTh‖ ≥ ‖DTh|Ωc‖ =
∥∥D2(h)|Ωc∥∥ for any h ∈ L2Ω.
By (2), D2 is again a Fresnel propagator, yet to the Fresnel number f/2. Accordingly,
employing the alternative form (17) and exploiting that |e−impi/4n1/2f | ≡ 1 gives
(21)
∥∥D2(h)|Ωc∥∥ = ( 12 f)m2 ∥∥∥F(n1/2f · h)( 12 f · )|Ωc∥∥∥ .
Introducing new coordinates ξ := (f/2)x and using that Ωcf = (f/2) · Ωc holds by
definition, this expression can be simplified to
(22)
∥∥D2(h)|Ωc∥∥2 = ( 12 f)m ∫
Ωc
∣∣F(n1/2f · h)( 12 fx)|2 dx
=
∫
Ωcf
∣∣F(n1/2f · h)(ξ)|2 dξ = ∥∥∥F(n1/2f · h)|Ωcf∥∥∥2 .
Combining (20) and (22) yields the first assertion (18). The second estimate (19) then
follows from the fact that the map h 7→ n1/2f · h is isometric and bijective on L2Ω.
Theorem 3 states that the solution of Inverse Problem 1 is at least as stable as the
reconstruction of an L2-function f with support in Ω ⊂ Rm from incomplete Fourier
measurements F(f)|Ωcf . For compact Ω, the latter Fourier completion problem can be
shown to be unique and even well-posed by employing an uncertainty principle for the
1D-Fourier transform derived by Nazarov [29] (see [14] for an English proof and [16] for
its multidimensional generalization). Rather than following this approach for general
support shapes, however, we will restrict to the special case of rectangular support-
domains Ω. This will enable a more explicit characterization of the dependence of
CIP1 on the Fresnel number f via Theorem 3 as well as additional insights concerning
the nature of the least stable modes of the forward operator T .
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3.3. Stability result for stripe-shaped supports. In the following, we re-
strict to the simple case of a stripe-shaped support-domain Ω ⊂ Rm as considered
in Theorem 1. Note that the forward operator T is rotationally- and translationally
invariant as is the Fresnel propagator D. Hence, it is sufficient to consider domains
of the form Ω := [−b/2; b/2] × Rm−1. Moreover, b can be set to 1 which means that
we define the Fresnel number f with respect to the support diameter. Accordingly, we
may indeed restrict to the special case Ω := [−1/2; 1/2]×Rm−1 as done in Theorem 1
without loss of generality.
Now we can employ the characterization of the stability constant in Theorem 3
for this special domain. We define I := [−1/2; 1/2] and If := [−f/4; f/4] for notational
convenience. Recall that the m-dimensional Fourier transform F (m) is a tensor prod-
uct of one-dimensional Fourier transforms F (1) applied along the different coordinate
dimensions, i.e. F (m) = F (1) ⊗ · · · ⊗ F (1). Owing to the cartesian product structure
of Ω = I × Rm−1 and Ωcf = Icf × Rm−1, the restricted Fourier transforms
(23) F (m)Ω,Ωcf : L
2
Ω → L2Ωcf ; h 7→ (F
(m)h)|Ωcf , F
(1)
I,Icf
: L2I → L2Icf ; h 7→ (F
(1)h)|Icf ,
are likewise related by F (m)Ω,Ωcf = F
(1)
I,Icf
⊗ F (1) ⊗ · · · ⊗ F (1). Applying this relation to
the stability estimate in (19) and exploiting unitarity of the Fourier transform yields
CIP1(Ω, f) = inf
h∈L2Ω,‖h‖=1
∥∥F (m)Ω,Ωcfh∥∥ = infh∈L2I ,‖h‖=1∥∥F (1)I,Icfh∥∥
=
(
1− sup
h∈L2I ,‖h‖=1
∥∥F (1)(h)|If∥∥2)1/2.(24)
We thus need to estimate the norm of the 1D-operator Ff : L2I → L2If ; h 7→ F (1)(h)|If .
This is achieved by explicit computation of the operator F∗f Ff (F∗f : adjoint of Ff),
which turns out to be part of a well-studied family of compact and self-adjoint integral
operators. Their eigenfunctions are known as prolate spheroidal wave functions, and
the eigenpairs have been studied for example in [40, 41]. By applying these known
results we obtain the following theorem:
Theorem 4 (Spectral characterization of F∗f Ff). Let Ff defined by (23). Then
F∗f Ff(f)
(x
2
)
=
∫ 1
1
sin (c(x− y))
pi(x− y) f
(y
2
)
dy with c := f/8.(25)
for all h ∈ L2I and x ∈ [−1; 1], and F∗f Ff is compact. The eigenvalues {λc,j}j∈N0 ⊂ R+
and associated eigenfunctions {ψc,j}j∈N0 ⊂ L2I of F∗f Ff thus coincide with those in
[40, 41]. In particular, all eigenvalues λc,0 > λc,1 > . . . have multiplicity one, and the
ψc,j may be chosen to form an orthonormal basis of L
2
I . Moreover, λc,0 < 1 holds
true and, for fixed j ∈ N0 and f→∞, λc,j has the asymptotic expansion
(26) 1− λc,j = (2pi)
1
2 fj+
1
2
j!
(
1− 6j
2 − 2j + 3
4f
+O
(
1
f2
))
exp(−f/4).
Proof. The restriction to the interval If = [−f/4; f/4] can be written in the form
of a multiplication with its indicator function 1If . By the convolution theorem, we
thus obtain for all h ∈ L2I , x ∈ [−1; 1]
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F∗f Ff(h)
(x
2
)
= F−1 (1If · F(h)) (x2) = (2pi)− 12F−1(1If) ∗ h(x2)
=
1
2pi
∫ 1/2
−1/2
2 sin
(
f
4 (
x
2 − y)
)
1
2x− y
f(y) dy =
∫ 1
1
sin (c(x− y))
pi(x− y) f
(y
2
)
dy.
The spectral characterization of the resulting integral operators in [40, 41] directly
yields the claimed properties of the eigensystem {(λc,j , ψc,j)}j∈N0 of F∗f Ff. In partic-
ular, the asymptotic expansion (26) is an analogue of the formula [40, eq. (2)].
Since Ff is a restriction of the Fourier transform, we have ‖Ff‖ ≤ ‖F‖ = 1.
Hence, the principal eigenvalue of F∗f Ff must satisfy λc,0 ≤ 1. If λc,0 = 1 then∥∥∥F(ψc,0)|Icf ∥∥∥2 = ‖F(ψc,0)‖2 − ∥∥F(ψc,0)|If∥∥2 = ‖ψc,0‖2 − λc,0 ‖ψc,0‖2 = 0,
i.e. F(ψc,0) would have to vanish outside the interval If. However, as ψc,0 is compactly
supported, F(ψc,0) is an entire function and thus vanishes identically if F(ψc,0)|Icf = 0.
This is impossible since ψc,0 is an eigenfunction. Hence, λc,0 < 1 must hold true.
We emphasize the nontrivial dependence of both the eigenvalues λc,j and the
eigenfunctions ψc,j on the parameter c = f/8. For convenience, however, we will
suppress the subscript c in the following. Theorem 4 constitutes the final ingredient
which is needed to prove the sought stability result for Inverse Problem 1:
Proof of Theorem 1. According to the characterization of the stability constant
in (24), CIP1(Ω, f) can be expressed in terms of the operator norm of Ff. Since F∗f Ff
is compact with principal eigenvalue λ0 < 1 and orthonormal eigenfunctions {ψj}j∈N0
as characterized in Theorem 4, we have
‖Ff‖2 =
∥∥F∗f Ff∥∥ = sup
j∈N0
∥∥F∗f Ffψj∥∥ = sup
j∈N0
λj = λ0
By (24), this implies CIP1(Ω, f)
2 = 1−λ0 > 0 , i.e. well-posedness of Inverse Problem 1.
Setting j = 0 in (26) yields the asymptotic characterization (11).
3.4. Characterization of the least stable modes. So far, we have not ex-
ploited the full potential of the reduction to a Fourier data completion problem in
Theorem 3 yet: only the characterization of the stability constant (19), i.e. of the
worst-case-stability, has been used in the proof of Theorem 1. Notably however, the
more general estimate (18) even bounds the contrast ‖Th‖ attained by individual im-
ages h with respect to the corresponding incomplete Fourier data F(n1/2f ·h)|Ωcf . This
enables a precise prediction of the reconstruction stability for different image modes
in Inverse Problem 1 beyond the universal lower bound proven in Theorem 1.
In order to avoid notational difficulties in the argument, we do the analysis for
a box-shaped support-domain Ω := [−1/2; 1/2]m = Im. Owing to the simple Carte-
sian geometry, the results obtained for a stripe support are easily generalized to this
case, including a characterization of the stability of individual modes. We define
m-dimensional prolate spheroidal wave functions as the tensor product
(27) ψj(x) := (ψj1 ⊗ . . .⊗ ψjm)(x) :=
m∏
j=1
ψj(xj) for j = (j1, . . . , jm) ∈ Nm0 .
Moreover, let 〈f, g〉 := ∫
Ω
f(x)g(x) dx for h1, h2 ∈ L2Ω denote usual L2-inner product.
With this notation, we obtain the following modal stability estimates:
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Theorem 5 (Stability of individual modes in Inverse Problem 1). Let Ω = Im
and let {(λj , ψj)}j∈N0 denote the eigenvalue decomposition of F∗f Ff in Theorem 4.
Moreover, define φj := n
−1/2
f ·ψj for all multi-indices j ∈ Nm0 . Then {φj}j∈Nm0 is an
orthonormal basis of L2Ω, and with cIP1,j := (1−
∏m
l=1 λjl)
1/2 we have
(28) ‖Th‖2 ≥
∑
j∈Nm0
c2IP1,j | 〈h, φj〉 |2 for any h =
∑
j∈Nm0
〈h, φj〉φj ∈ L2Ω.
Proof. As {ψj}j∈N0 is an orthonormal basis of L2I , the tensor products ψj =
ψj1⊗ . . .⊗ψjm form an orthonormal basis of L2Ω with Ω = Im. Since n−1/2f is unitary,
the same is true for {φj}j∈Nm0 so that any h ∈ L2Ω can be written as h =
∑
j∈Nm0 ajφj
with aj := 〈h, φj〉. By the tensor product structure of ψj and F (m), we further have
F (m)(n1/2f · φj)|Ωf = F (m)(ψj)|Imf = (F (1)ψj1)|If ⊗ . . .⊗ (F (1)ψjm)|If
= Ffψj1 ⊗ . . .⊗Ffψjm
for all j = (j1, . . . , jm) ∈ N0. As the ψl are eigenfunctions of the 1D-map F∗f Ff to
the eigenvalues λl (see Theorem 4), the above relation implies〈
F(n1/2f · φj)|Ωf ,F(n1/2f · φk)|Ωf
〉
(29)
=
m∏
l=1
〈F∗f Ff(ψjl), ψkl〉 = m∏
l=1
λjl 〈ψjl , ψkl〉 = δjk
m∏
l=1
λjl = δjk(1− c2IP1,j)
for all j,k ∈ Nm0 where δjk ∈ {0, 1} is the multidimensional Kronecker-symbol. Using
the principal bound (18) from Theorem 3, unitarity of F and (29) finally gives
‖Th‖2 ≥
∥∥∥F(n1/2f · h)|Ωcf∥∥∥2 = ‖h‖2 − ∥∥∥F(n1/2f · h)|Ωf∥∥∥2
=
∑
j∈Nm0
|aj |2−
∑
j,k∈Nm0
ajak
〈
F(n1/2f ·φj)|Ωf ,F(n1/2f ·φk)|Ωf
〉
=
∑
j∈Nm0
c2IP1,j |aj |2.
In Theorem 5 we obtain individual stability constants cIP1,j such that each of the
constructed orthonormal basis modes φj attains data contrast ‖Tφj‖ ≥ cIP1,j . As
the sequence of eigenvalues {λj}k∈N0 in Theorem 4 is strictly decreasing, it is readily
seen that stability increases with the multi-index j, i.e.
(30) cIP1,k > cIP1,j if k 6= j, kl ≥ jl for all l = 1, . . . ,m.
According to Theorem 5, the least stable modes are thus exactly the basis functions φj
of (componentwise) small multi-index j, which are given by prolate spheroidal wave
functions ψj = ψj1 ⊗ . . . ⊗ ψjm , modulated by the Fresnel factor n−1/2f . Details on
the shape of the ψj in turn are readily available, see e.g. [40]. In particular, the index
j can be interpreted as a frequency since ψj is smooth and real-valued with exactly j
zeros and j+1 extrema within the interval (−1/2; 1/2). By extending this observation
to the φj we deduce the nature of the least stable modes in Inverse Problem 1:
Corollary 6 (Least stable modes in Inverse Problem 1). The least stable modes
in Inverse Problem 1 for Ω = [−1/2; 1/2]m are low-frequency prolate spheroidal wave
functions modulated by the Fresnel-factor n
−1/2
f (x) = exp(−if|x|2/4).
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Fig. 3: Numerical validation of the stability analysis for Inverse Problem 1.
(a) Comparison of the analytical bound (11) for the stability constant CIP1 (red-
dashed line) to numerical computations of the smallest singular value of T (blue-solid).
(b) Numerically computed least stable singular mode φ0 for f¯ = f/(2pi) = 10. The
plotted modulation with n
1/2
f reveals a unimodal structure as predicted by Theorem 5.
3.5. Numerical Validation. We return to the starting point of our stability
analysis, namely the reduction to a Fourier data completion problem via the principal
estimate (18). The question whether or not the derived stability bounds in Theorem 1
and Theorem 5 are optimal (or at least close to) crucially depends on the sharpness
of this inequality. In the following we investigate this remaining issue numerically.
To this end, we approximate the stability bound CIP1(Ω, f) by computing the
smallest singular value of a discretized forward operator T in m = 1 dimensions.
The Fresnel propagator is approximated by fast Fourier transforms on a 1D-grid
of 5122 equidistant points, where the central 512 grid points form the supporting
interval Ω = [−1/2; 1/2]. We compute the smallest singular value of T via a power
method for Fresnel numbers f¯ ∈ [1; 10]. These numerical results for the complete, yet
discretized forward operator, are compared to the asymptotic stability bound (11)
in Theorem 1, neglecting the O(f−2)-contributions. The different predictions for the
stability constant CIP1(Ω, f) are plotted in Figure 3(a).
The semilogarithmic plot shows excellent agreement between the analytical bound
(11) and the numerical approximation in the asymptotic limit f→∞. This indicates
that our stability analysis, based on the potentially lossy estimate (18), is surprisingly
sharp. Accordingly, one might expect that also the corresponding least stable modes
φj are well-characterized by Theorem 5. This is supported by the simulation results:
Figure 3(b) exemplarily plots the numerically computed mode φ0 to the minimum
singular value of T for f¯ = f/(2pi) = 10. According to Theorem 1, the plotted product
with the factor n
1/2
f should yield the zeroth order prolate spheroidal wave function
ψ0. This is confirmed by the smooth unimodal profiles obtained in Figure 3(b).
4. Stability analysis of Inverse Problem 2. The aim of this section is to
prove Theorem 2, establishing algebraic rates of the stability constant CIP2(Ω, f) & f−1
under a homogeneity constraint for the imaged object.
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Fig. 4: Illustration of the principal argument for stability of Inverse Problem 2: the
black-dashed line plots the radially symmetric contrast transfer function sα for α = 0.
Blue and red solid lines show examples of Fourier space signals of objects ϕ and their
images under the forward operator Sα, respectively.
(a) General images ϕ ∈ L2(Rm): F(ϕ) may be arbitrarily peaked at the zeros of sα
(b) Support constraint ϕ ∈ L2Ω: F(ϕ) is smooth and has finitely sharp peaks, which
ensures minimum data contrast ‖F(Sαϕ)‖ ≥ CIP2 ‖F(ϕ)‖
4.1. Preparations and Fourier domain splitting. Throughout this section,
let ϕ ∈ L2(Rm) and let ϕˆ := F(ϕ) denote its Fourier transform. Recall from definition
(9) that the operator Sα denotes multiplication with 2sα(ξ) = 2 sin
(|ξ|2/(2f) + α) in
the Fourier domain, and hence
(31) ‖Sαϕ‖ = ‖FSαϕ‖ = 2 ‖sα · ϕˆ‖ .
According to (31), the images ϕ attaining low contrast, i.e. small ‖Sαϕ‖, are exactly
those for which ϕˆ is concentrated about the zero-manifolds of the CTF sα. As signals
ϕˆ ∈ L2(Rm) may be arbitrarily sharply peaked about these manifolds of zero contrast,
Inverse Problem 2 is ill-posed for general images ϕ ∈ L2(Rm).
Now, we additionally assume a support constraint ϕ ∈ L2Ω for Ω := B(0, R).
Why does this constraint ensure well-posedness in the light of the problematic CTF-
zeros? The explanation lies in the well-known fact that a compact support in real-
space implies C∞-smoothness (indeed analyticity) of the Fourier transform with norm-
bounds on the derivatives in terms of the support size R. Owing to this regularity,
ϕˆ may not be arbitrarily concentrated about the zero-manifolds of sα, which enables
stability as illustrated in Figure 4. The following lemma quantifies the smoothness of
ϕˆ in a suitable form for the subsequent analysis:
Lemma 7. Let g ∈ L2Ω with support in Ω = B(0, R) and Fourier transform gˆ :=
F(g). Let ∆ be the Laplacian on Rm. Then we have for any measurable set B ⊂ Rm
(32)
∫
B
−∆|gˆ|2 dξ ≤ 2R2 ‖g‖2 .
Proof. The compact support of g implies infinite smoothness of gˆ = F(g). Using
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the identity −∆F(g) = F(|x|2g) and Cauchy-Schwarz’s inequality we obtain∫
B
−∆|gˆ|2 dξ = −2
∫
B
(
|∇gˆ|2 + <(gˆ ·∆gˆ)) dξ ≤ 2 ∣∣∣∣∫
B
gˆ · F(|x|2g) dξ
∣∣∣∣
≤ 2 ‖gˆ|B‖
∥∥F(|x|2g)|B∥∥ ≤ 2 ‖gˆ‖∥∥F(|x|2g)∥∥ ≤ 2 ‖g‖∥∥|x|2g∥∥ .
As g vanishes outside B(0, R), we further have
∥∥|x|2g∥∥ ≤ R2 ‖g‖.
Note that Lemma 7 can be interpreted as an uncertainty principle: a bound for the
derivative −∆|F(g)|2, limiting the sharpness of features in Fourier space, arises from
the confinement supp(g) ⊂ B(0, R) of the corresponding real-space signal g.
For a quantitative analyis, we decompose the norm on the right-hand side of
(31) into stable bulk integrals and potentially unstable parts about the CTF-zeros by
cutting out the subdomain Dε := {ξ ∈ Rm : |sα(ξ)| ≥ sin(ε)} for some 0 < ε ≤ pi/6:
(33) ‖sα · ϕˆ‖2 =
∫
Dε
sα(ξ)
2|ϕˆ(ξ)|2 dξ︸ ︷︷ ︸
=:Jε
+
∞∑
j=0
∫
Bj
sα(ξ)
2|ϕˆ(ξ)|2 dξ︸ ︷︷ ︸
=:Jj
Here, the Bj denote the annular connected components of Rm \ Dε about the j-th
zero-manifold of sα at radius ξj := (2f)
1
2 (jpi − α) 12 , i.e.
(34)
Bj = {ξ ∈ Rm : |ξ| ∈ (bj−; bj+)}, bj± := (ξ2j ± 2fε)
1
2 for j ∈ N
B0 = {ξ ∈ Rm : |ξ| < b0}, b0 := (2f) 12 max(ε− α, 0) 12 .
Note that the constructed Fourier domain splitting is disjoint, i.e. Rm = (
⊔∞
j=0Bj)unionsq
Dε. From the definition of the domain Dε, it immediately follows that
(35) Jε ≥ sin(ε) ‖ϕˆ|Dε‖ .
Hence, what remains to be done is to derive bounds for the sub-integrals Jj around
the zero-manifolds of sα and to choose ε to balance the contributions in (33) .
4.2. Estimate for the central CTF-minimum. We first consider the ball-
shaped domain B0, i.e. the low frequency part of the Fourier domain splitting. Note
that B0 does not contain a zero of sα if α > 0 but still a (possibly small) local
minimum of s2α at ξ = 0. Since B0 = ∅ for α ≥ ε, we may restrict to the case α < ε.
By (34) and the assumption ε ≤ pi/6, we have |ξ|2/(2f) + α ∈ [0;pi/6) and hence
sα(ξ)
2 ≥ C0(|ξ|2/(2f) + α)2 for all ξ ∈ B0 with C0 := sin(pi/6)2/(pi/6)2. This implies
(36) J0 =
∫
B0
sα(ξ)
2|ϕˆ(ξ)|2 dξ ≥ C0
∫
B0
( |ξ|4
4f2
+
α|ξ|2
f
+ α2
)
|ϕˆ(ξ)|2 dξ
From (36), it can be seen that J0 is bounded from below by α
2 ‖ϕˆ|B0‖2 and thus
indeed stable if α 6= 0. However, since α is typically (almost) zero in hard X-ray
imaging, we have to resort to the integral summands that involve powers of |ξ|2 in
order to achieve robust estimates. These integrands have a zero at ξ = 0 ∈ B0, which
is why smoothness of |ϕˆ|2 has to be exploited to obtain reasonable estimates. This is
achieved by the following lemma:
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Lemma 8. Let D := {x ∈ Rm : |x| ≤ a} be a closed concentric ball of radius a
in Rm. Let g, w ∈ C 2(D) where w is radially symmetric, i.e. w(x) = w0(|x|) for all
x ∈ D and some function w0 : [0; a]→ R. Then∫
D
∆w · g dx = mw
′
0(a)
a
∫
D
g dx+
∫
D
(
w′0(a)
2a
(a2 − |x|2)− (w0(a)− w)
)
∆g dx.
Proof. By Green’s second identity we have
(37)
∫
D
∆w · g dx =
∫
D
w ·∆g dx+
∫
∂D
(
g
∂w
∂n
− w ∂g
∂n
)
dS(x)
=
∫
D
w ·∆g dx+ w′0(a)
∫
∂D
g dS(x)− w0(a)
∫
∂D
∂g
∂n
dS(x).
Here, ∂/(∂n) denotes the derivative along the unit normal vector pointing to the
outside of ∂D. The boundary terms can be eliminated via the relations∫
∂D
∂g
∂n
dS(x) =
∫
D
∆g dx∫
∂D
g dS(x) =
1
2a
∫
∂D
g
∂(|x|2)
∂n
dS(x)
=
1
2a
(∫
∂D
|x|2 ∂g
∂n
dS(x) + 2m
∫
D
g dx−
∫
D
|x|2∆g dx
)
=
1
2a
(
2m
∫
D
g dx+
∫
D
(a2 − |x|2)∆g dx
)
,
which again follow from Green’s second identity. Plugging this into (37) yields the
claimed identity.
As the functions ξ 7→ |ξ|2 and ξ 7→ |ξ|4 are radially symmetric and since B0 is a
concentric ball of radius b0, we find that Lemma 8 can be applied to the integrals in
(36). This yields the following estimate for the considered low-frequency subdomain:
Lemma 9. Let α < ε ≤ pi/6 and B−0 := {ξ ∈ B0 : ∆|ϕˆ|2(ξ) ≤ 0}. Then
(38)
J0 ≥ C0
((
m
m+4 (ε− α)2 + 2mm+2α(ε− α) + α2
)
‖ϕˆ|B0‖2
+ f
(
2
3(m+4) (ε− α)3 + 1m+2α (ε− α)2
)∫
B−0
∆|ϕˆ|2 dξ
)
.
Proof. For the functions w1(ξ) := |ξ|6/(6(m+ 4)) and w2(ξ) := |ξ|4/(4(m+ 2)),
we have that ∆w1(ξ) = |ξ|4 and ∆w2(ξ) = |ξ|2 for all ξ ∈ Rm. Accordingly, the
integral in (36) matches the setting of Lemma 8. An application gives∫
B0
|ξ|4|ϕˆ(ξ)|2 dξ =
∫
B0
∆w1(ξ)|ϕˆ(ξ)|2 dξ
=
mb40
m+ 4
∫
B0
|ϕˆ(ξ)|2 dξ + 1
m+ 4
∫
B0
(
b40
2
(b20 − |ξ|2)−
1
6
(b60 − |ξ|6)
)
∆|ϕˆ(ξ)|2 dξ
≥ mb
4
0
m+ 4
∫
B0
|ϕˆ(ξ)|2 dξ + b
6
0
3(m+ 4)
∫
B−0
∆|ϕˆ(ξ)|2. dξ
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Here, the integral over ∆|ϕˆ|2 has been bounded from below by the integral within
the sub-domain B−0 = {x ∈ B0 : ∆|ϕˆ|2(x) ≤ 0} multiplied by the maximum of the
non-negative factor (b40/2)(b
2
0 − |ξ|2)− 16 (b60 − |ξ|6). Analogously we obtain∫
B0
|ξ|2|ϕˆ(ξ)|2 dξ =
∫
B0
∆w2(ξ)|ϕˆ(ξ)|2 dξ
=
mb20
m+ 2
∫
B0
|ϕˆ(ξ)|2 dξ + 1
m+ 2
∫
B0
(
b20
2
(b20 − |ξ|2)−
1
4
(b20 − |ξ|2)
)
∆|ϕˆ(ξ)|2 dξ
≥ mb
2
0
m+ 2
∫
B0
|ϕˆ(ξ)|2 dξ + b
4
0
4(m+ 2)
∫
B−0
∆|ϕˆ(ξ)|2 dξ
Inserting these relations into (36) yields
J0 ≥ C0
∫
B0
( |ξ|4
4f2
+
α|ξ|2
f
+ α2
)
|ϕˆ(ξ)|2 dξ
≥ C0
(
mb40
4f2(m+ 4)
+
mαb20
f(m+ 2)
+ α2
)∫
B0
|ϕˆ(ξ)|2 dξ
+ C0
(
b60
12f2(m+ 4)
+
b40α
4f(m+ 2)
)∫
B−0
∆|ϕˆ(ξ)|2 dξ.
Re-substituting b0 = (2f)
1
2 (− α) 12 into this estimate gives the assertion.
4.3. Estimate for the first order CTF-zeros. Before we can derive a global
stability estimate from (38), we have to consider the remaining integrals Jj , j ≥ 1
in the Fourier domain splitting (33). The integration domains Bj are annular shells
around the first order zero-manifolds Zj = {ξ ∈ Rm : |ξ| = ξj}, j ∈ N of the CTF sα.
According to (34), we have |ξ|2/(2f) + α− jpi ∈ (−ε; ε) for all ξ ∈ Bj and thus
(39) sα(ξ)
2 = sin
( |ξ|2
2f
+α+jpi
)2
≥ sin(ε)
2
ε2
( |ξ|2
2f
+α+jpi
)2 ε≤pi6≥ C0
4f2
(|ξ|2 − ξ2j )2 .
Using that (|ξ|2 − ξ2j )2 = (|ξ|+ ξj)2(|ξ| − ξj)2 ≥ (bj− + ξj)2(|ξ| − ξj)2, this yields
(40) Jj =
∫
Bj
sα(ξ)
2|ϕˆ(ξ)|2dξ ≥ C0(bj−+ξj)
2
4f2
J˜j , J˜j :=
∫
Bj
(|ξ| − ξj)2 |ϕˆ(ξ)|2 dξ.
for j ∈ N. Accordingly, we have to estimate polynomially weighted integrals, similar to
the preceding section, yet within the shell-shaped domains Bj instead of a concentric
ball. We achieve this by introducing polar coordinates and applying Lemma 8 to the
resulting one-dimensional radial integrals:
Lemma 10 (Stability estimate for the first order CTF-zeros). Let 0 < ε ≤ pi/6
and j ∈ N . Then there exists a measurable subset B−j ⊂ Bj and a constant 0 < C1 ≤
1/4, which depends only on m, such that
(41) Jj ≥ C0
(
C1ε
2
∥∥ϕˆ|Bj∥∥2 + ε4f32(jpi − α)
∫
B−j
∆|ϕˆ|2(ξ) dξ
)
.
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Proof. Let j ∈ N arbitrary. In order to make Lemma 8 applicable to the present
setting, we rewrite the integral J˜j in (40) by introducing polar coordinates ξ = ξθ,
ξ ≥ 0, θ ∈ Sm−1 (Sm−1: unit sphere in Rm). With the notation in (34), this yields
(42) J˜j =
∫ bj+
bj−
(ξ − ξj)2ξm−1ϕrad(ξ) dξ, ϕrad(ξ) :=
∫
Sm−1
|ϕˆ(ξθ)|2 dθ.
Setting aj := bj+−ξj , η := ξ−ξj , ϕj(ξ−ξj) := ξ(m−1)/2ϕrad(ξ), we obtain the bound
(43)
J˜j =
∫ ξj+aj
ξj−aj
(ξ − ξj)2ξ
m−1
2 ϕj(ξ − ξj) dξ +
∫ ξj−aj
bj−
(ξ − ξj)2ξm−1ϕrad(ξ) dξ
≥ (ξj − aj)
m−1
2
∫ aj
−aj
η2ϕj(η) dη + a
2
j
∫ ξj−aj
bj−
ξm−1ϕrad(ξ) dξ.
The first integral on the right hand side of (43) matches the setting of Lemma 8 in
m = 1 dimensions with weight function w(η) := η4/12. This yields
(44)
∫ aj
−aj
η2ϕj(η) dη =
a2j
3
∫ aj
−aj
ϕj(η) dη +
∫ aj
−aj
(
a2j (a
2
j−η2)
6 −
a4j−η4
12
)
ϕ′′j (η) dη
≥ a
2
j
3
∫ aj
−aj
ϕj(η) dη +
a4j
12
∫
I−j
ϕ′′j (η) dη,
where we have set I−j := {η ∈ [−aj ; aj ] : ϕ′′j (η) ≤ 0} and used that 0 ≤ (a2j/6)(a2j −
η2)−(a4j−η4)/12 ≤ a4j/12. Setting B−j := {ξ ∈ Bj : |ξ| ∈ I−j +ξj} and re-substituting
ϕrad and |ϕˆ|2 for ϕj , we estimate the second integral in (44) by
(ξj − aj)
m−1
2︸ ︷︷ ︸
≤ξ(m−1)/2 for ξ∈I−j +ξj
∫
I−j
ϕ′′j (η)︸ ︷︷ ︸
≤0
dη ≥
∫
I−j +ξj
ξ
m−1
2 ∂2ξ
(
ξ
m−1
2 ϕrad(ξ)
)
dξ(45)
=
∫
I−j +ξj
ξm−1
∫
Sm−1
(
∂2ξ +
m− 1
ξ
∂ξ +
(m− 1)(m− 3)
4ξ2
)
|ϕˆ(ξθ)|2 dθ dξ
=
∫
B−j
(
∆ +
(m− 1)(m− 3)
4|ξ|2
)
|ϕˆ|2(ξθ) dξ
≥
∫
B−j
∆|ϕˆ|2(ξ) dξ − δm2
4b2j−
∫
B−j
|ϕˆ|2(ξ) dξ.
Here we have identified the radial part of the Laplacian in polar coordinates and
implicitly added the angular part, which does not contribute to the Sm−1-integrals.
The inequality in the last line follows from the fact that (m − 1)(m − 3)/(4|ξ|2) is
negative only for m = 2, in which case it is bounded by the given term (δij : Kronecker-
Delta). Re-substituting |ϕˆ|2 in the remaining integrals in (43) and (44) gives
(ξj − aj)
m−1
2
a2j
3
∫ aj
−aj
ϕj(η) dη + a
2
j
∫ ξj−aj
bj−
ξm−1ϕrad(ξ) dξ(46)
≥
(
ξj−aj
ξj+aj
)m−1
2 a2j
3
∫ ξj+aj
ξj−aj
ξm−1ϕrad(ξ) dξ + a2j
∫ ξj−aj
bj−
ξm−1ϕrad(ξ) dξ
≥
(
ξj−aj
ξj+aj
)m−1
2 a2j
3
∫ bj+
bj−
ξm−1
∫
Sm−1
|ϕˆ|2(ξθ) dθ dξ =
(
ξj−aj
ξj+aj
)m−1
2 a2j
3
∥∥ϕˆ|Bj∥∥2 .
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Combining the estimates (43), (44), (45) and (46), we thus obtain for all j ∈ N
J˜j ≥
a2j
3
((
ξj − aj
ξj + aj
)m−1
2
− a
2
j
16b2j−
)
︸ ︷︷ ︸
=:λ
∥∥ϕˆ|Bj∥∥2 + a4j12︸︷︷︸
=:µ
∫
B−j
∆|ϕˆ|2(ξ) dξ(47)
What remains to be done is to derive uniform bounds for the constants in (47)
within the assumed parameter range j ∈ N, α ≤ pi/2 and 0 < ε ≤ pi/6. First, we have
ξ2j = 2f(pij − α) ≥ pif and hence by Taylor-expansion of the square-root
(48) aj = (ξ
2
j + 2fε)
1
2 − ξj ∈ εf
ξj
·
[
1− εf
2ξ2j
; 1
]
⊂ εf
ξj
·
[
1− ε
2pi
; 1
]
⊂ εf
ξj
·
[
11
12
; 1
]
.
Using (48) along with b2j− = ξ
2
j − 2fε
ε≤pi/6
≥ ξ2j − pif/3
ξ2j≥pif≥ 2pif/3 furthermore gives
a2j
16b2j−
(48)
≤ ε
2f2
16ξ2j (ξ
2
j − 2fε)
≤ 3ε
2
32pi2
≤ 1
384
(49a)
(
ξj − aj
ξj + aj
) 1
2
≥ 1− aj
ξj
(48)
≥ 1− εf
ξ2j
≥ 1− ε
pi
≥ 5
6
(49b)
Combining (48) and (49) gives λ ≥ (4/3)C1ε2f2/ξ2j with C1 := (121/576)((5/6)m−1−
δm2/384) and µ ≤ ε4f4/(12ξ4j ). Substituting these bounds into (47), we obtain
(50) J˜j ≥ 4f
2
3ξ2j
(
C1
∥∥ϕˆ|Bj∥∥2 + ε4f216ξ2j
∫
B−j
∆|ϕˆ|2(ξ) dξ
)
.
Now the assertion follows by inserting (47) into (40), using that f/ξ2j = 1/(2(jpi−α))
and (ξj + bj−)2 > 3ξ2j according to the estimate b
2
j− ≥ 2ξ2j /3.
4.4. Global stability results. With the bounds for different subdomains of the
Fourier space obtained in Lemmas 9 and 10, we are now in a position to prove a global
stability result for Inverse Problem 2. For ε > α, an application of the estimates (35),
(38) and (41) to the sub-integrals in (33) and Lemma 7 with Ω = B(0, 1/2) yields
(51)
‖sα · ϕˆ‖2 ≥ C0
(
ζ(ε, α) ‖ϕ‖2 + fη(ε, α)
∫
B−
∆|ϕˆ|2 dξ
)
≥ C0
(
ζ(ε, α)− f2η(ε, α)
)
‖ϕ‖2
Here, we have used that ‖ϕˆ|Dε‖2 +
∑∞
j=0
∥∥ϕˆ|Bj∥∥2 = ‖ϕˆ‖2 = ‖ϕ‖ by the disjoint
Fourier domain splitting in §4.1 and defined B− := ⋃∞j=0B−j as well as
(52a)
ζ(ε, α) := min
{
m
m+4 (ε− α)2 + 2mm+2α(ε− α) + α2, C1ε2
}
,
η(ε, α) := max
{
2
3(m+4) (ε− α)3 + 1m+2α (ε− α)2 , 132(pi−α)ε4
} for ε > α.
Note that the bounding constant sin(ε) for the integral Jε does not appear in ζ(ε, α)
as sin(ε) ≥ C1ε2 holds true within the entire parameter range 0 ≤ ε ≤ pi/6.
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In the case ε ≤ α, the subdomains B−0 ⊂ B0 = ∅ are empty so that contributions
from the sub-integral J0 can be suppressed in the estimate (51). Hence, we may set
(52b) ζ(ε, α) := C1ε
2, η(ε, α) :=
ε4
32(pi − α) for ε ≤ α.
Since η(ε, α) is of higher-order in ε than ζ(ε, α) according to (52a) and (52b),
it is possible to find an optimal value ε = εopt(α, f) such that the constant on the
right-hand side of (51) is maximal and in particular positive. This idea leads to the
sought estimates for the stability constant CIP2(Ω, f, α) in Theorem 2:
Proof of Theorem 2.. We first study the regime ε ≥ α, as is necessary in partic-
ular if α = 0. Since
m
m+4 (ε− α)2 + 2mm+2α(ε− α) + α2
= mm+4ε
2 + ( 2mm+2 − 2mm+4 )α(ε− α) + ( mm+4 − 2mm+2 + 1)α2 ≥ mm+4ε2,
(52a) yields the bound
(53) ζ(ε, α) ≥ ζ0ε2, ζ0 := min{C1, mm+4}.
To bound η in (52a) we observe that α (ε− α)2 ≤ 4ε3/27 for 0 ≤ α < ε to obtain
2
3(m+4) (ε− α)3 + 1m+2α (ε− α)2 ≤ ( 23(m+4) + 427(m+2) )ε3 ≤ ( 215 + 481 )ε3 < 15ε3.
As ε32(pi−α) <
1
5 for 0 ≤ α ≤ ε ≤ pi6 this implies by (52a)
(54) η(ε, α) ≤ 15ε3.
A comparison with (52b) shows that the estimates (53) and (54) remain valid for
ε < α and thus hold for all 0 ≤ ε ≤ pi/6.
Now we apply the derived bounds on ζ(ε, α) and η(ε, α) in (51) to estimate the
stability constant of Inverse Problem 2:
CIP2(Ω, f, α)
2 = inf
ϕ∈L2Ω, ‖ϕ‖=1
‖Sϕ‖2 (31)= inf
ϕ∈L2Ω, ‖ϕ‖=1
4 ‖sα · ϕˆ‖2
≥ sup
0≤ε≤pi/6
4C0ε
2
(
ζ0 − 110 fε
)
=
{
1600C0ζ
3
0
27f2 if f ≥ 40ζ0pi
pi2C0
9 (ζ0 − pi60 f) if f < 40ζ0pi
(55)
≥ min{c21, c22f−2}
The supremum is attained at ε = εopt := min{pi/6, 20ζ0/(3f)}, and we have defined
c1 := (pi
2C0ζ0/27)
1/2 and c2 := (1600C0ζ
3
0/27)
1/2.
It remains to show improved bounds for α > 0 and large f. Here we choose
0 ≤ ε ≤ α/3 to satisfy ε ≤ pi/6 for all α ∈ (0, pi/2]. Moreover, we make use of
the simplified expressions for ζ and η in (52b), that apply in this parameter range.
Inserting (52b) into (51) and using that pi − α ≥ pi/2 gives
(56)
4 ‖sα · ϕˆ‖2 ≥ sup
0<ε≤α/3
4C0ε
2
(
C1 − 164(pi−α) fε2
)
≥ sup
0<ε≤α/3
4C0ε
2
(
C1 − 132pi fε2
)
=
{
32piC0C
2
1
f if f ≥ 144piC1α2
4C0α
2
9 (C1 − α
2f
288pi ) if f <
144piC1
α2
≥ min{c23α2, c24f−1}
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for all ϕ ∈ L2Ω with ‖ϕ‖ = 1 Here, the constants are chosen as c3 := (2C0C1/9)1/2 and
c4 := (32piC0)
1/2C1 and the supremum is attained at εopt = min{α/3, (16piC1/f)1/2}.
Combining (55) and (56) yields the claimed stability estimate (12).
4.5. Optimality. As opposed to the analysis of Inverse Problem 1, the bounds
on the stability constant CIP2 derived in this section can be expected to be highly
non-optimal: the principal derivative-bound (32) is clearly not sharp and various
additional estimates have been made in Lemma 9, Lemma 10 and in the proof of
Theorem 2 just to simplify the arising terms. Accordingly, the obtained numerical
values for the constants cj in (12) can be expected to be overly pessimistic. Sharper
characterizations may be achieved by numerically computing the minimal singular
value of the forward operator S by a similar approach as in §3.5.
Independently of such numerical refinements, it is of interest whether the achieved
analytical bounds CIP2(Ω, f, α) & f−ν are at least of optimal order ν in the Fresnel
number f for f→∞. A positive answer is given by the following theorem:
Theorem 11 (Order-optimality of the stability bounds for Inverse Problem 2).
Within the setting of Theorem 2, let c′1, c
′
2, ν > 0 be constants such that
(57) CIP2(Ω, f, 0) ≥ min
{
c′1, c
′
2f
−ν} for all f > 0.
Then ν ≥ 1, i.e. the bound (12) is of optimal asymptotic order in f for α = 0.
Proof. Assume ν < 1. Let α = 0 and ϕ ∈ L2Ω ∩ C 2(Rm) with ‖ϕ‖ = 1. Then we
have by the definition of the forward operator in (9)
‖S0ϕ‖ = 2 ‖sα · F(ϕ)‖ = 2
(∫
Rm
sin
(
|ξ|2
2f
)2
|F(ϕ)(ξ)|2 dξ
)1/2
sin(x)2≤x2
≤ 1
f
(∫
Rm
|ξ|2|F(ϕ)(ξ)|2 dξ
)1/2
= f−1 ‖∆ϕ‖ .(58)
Note that ‖∆ϕ‖ 6= 0 by the maximum principle since Ω is bounded. Now let f >
max{(c′1/c′2)−1/ν , (2pic′2/ ‖∆ϕ‖)1/(1−ν)}. Then (57) and (58) imply
CIP2(Ω, f, 0)
c′2f
−ν<c′1= c′2f
−ν =
2pic′2f
1−ν
‖∆ϕ‖ f
−1 ‖∆ϕ‖
(58)
≥ 2pic
′
2f
1−ν
‖∆ϕ‖ ‖S0ϕ‖ > ‖S0ϕ‖ .
Since ‖ϕ‖ = 1, this contradicts the definition of the stability constant CIP2. Hence,
ν ≥ 1 must hold by contradiction.
Intuitively, the upper bound −ν ≤ −1 for the achievable order in Theorem 11
is related to the second order zero of the CTF sα at ξ = 0 for α = 0, which allows
to bound |sα| by a quadratic function. In the case α > 0, this zero no longer exists
which enables higher order behavior CIP2 & f−1/2 as shown in Theorem 2. As the
CTF still has first order zero manifolds, we conjecture that this rate is likewise of
optimal order. However, simple arguments as in the proof of Theorem 11 suffer from
technical difficulties arising from the spherical geometry and the f-dependence of the
first order zero-manifolds. A treatment of the case α > 0 is therefore omitted here.
STABILITY OF X-RAY PHASE CONTRAST IMAGING 21
5. Image reconstruction from two measurements. By axial translation of
the object in Figure 1(a), holograms I1, I2 may be recorded for different sample-
detector distances and thus at different Fresnel numbers f1 6= f2. It is often stated
[5,7,17,20] that the acquired additional data permits a more stable phase retrieval in
this setting - in particular if phase shifts φ and attenuation µ are to be recovered as
independent parameters. Within the weak object approximation (see §2.2), this set-
ting amounts to reconstructing h = −µ− iφ from measurements (T1h, T2h), where Tj
denotes the linearized forward operator in (5) to the Fresnel number f = fj . Adopting
the CTF-formulation in (6), the two-hologram setting is modeled by the forward map
S(2) : L2(Rm)2 → L2(Rm)2,(
φ
µ
) 7→ 2F−1(S · F ( φµ ) ), S(ξ) :=
sin( |ξ|22f1 ) − cos( |ξ|22f1 )
sin
(
|ξ|2
2f2
)
− cos
(
|ξ|2
2f2
)(59)
Here, the matrix-vector-product is to be understood as a point-wise product of the
vector- and matrix-valued function values and the (inverse) Fourier transforms F ,F−1
are meant component-wise. Furthermore, we denote by ‖f‖ := (‖f1‖2 + ‖f2‖2)1/2 for
f = (f1, f2) ∈ L2(Rm)2 the usual norm on L2(Rm)2. With the forward model defined
in (59), image recovery from two diffraction patterns may then be stated as:
Inverse Problem 3 (Phase contrast imaging from two measurements). For
given support Ω ⊂ Rm, recover the images φ, µ ∈ L2Ω from two noisy holograms(
I1 − 1
I2 − 1
)
= S(2)
(
φ
µ
)
+  with ‖‖ ≤ .
As the same amount of object information is to be recovered from a larger data
set, it is evident that Inverse Problem 3 cannot be more ill-posed or ill-conditioned
than Inverse Problem 1. In order to gain deeper insight, it is illustrative to write
down an explicit inverse of the forward operator S(2) defined in (59) by point-wise
inversion of the contrast-transfer-matrix S as done in [13]: setting f− := (f−11 − f−12 )−1
this yields for any (φ, µ) ∈ L2(Rm)(
φ
µ
)
= F−1
(
1
2 sin
( |ξ|2
2f−
)
cos( |ξ|22f2 ) − cos( |ξ|22f1 )
sin
(
|ξ|2
2f2
)
− sin
(
|ξ|2
2f1
)FS(2)(φ
µ
))
.(60)
All of the operations on the right-hand side of in (60) are bounded except for the
point-wise division by the factor 2 sin
(|ξ|2/(2f−)). According to (9), we find that the
latter operation exactly corresponds to solving Inverse Problem 2 for a pure phase
object (i.e. α = 0) at an effective Fresnel number of f = f−. In particular, this implies
that the solution of Inverse Problem 3 is unique but ill-posed without a support
constraint, i.e. for general φ, µ ∈ L2(Rm). By a more rigorous analysis of the analogy
to Inverse Problem 2, we obtain stability estimates:
Theorem 12 (Stability estimate for Inverse Problem 3). Let S0 denote the
forward operator of Inverse Problem 2 for α = 0 and f = f− := (f−11 − f−12 )−1. Then∥∥S(2) ( φµ ) ∥∥ ≥ 2− 12 ‖S0 (φ+ iµ)‖ for all real-valued φ, µ ∈ L2(Rm)(61)
In particular, for any support-domain Ω ⊂ Rm, we have the relative stability estimate∥∥S(2) ( φµ ) ∥∥ ≥ 2− 12CIP2(Ω, f−, 0)∥∥( φµ )∥∥ for all real-valued φ, µ ∈ L2Ω.(62)
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Proof. Let φ, µ ∈ L2(Rm) be real-valued. Setting hˆ := (F(φ),F(µ)) and exploit-
ing that F is unitary, we obtain by (59)∥∥S(2) ( φµ ) ∥∥2 = 4∥∥Shˆ∥∥2 = 4∫
Rm
|S(ξ)hˆ(ξ)|2 dξ.
The integrand |S(ξ)hˆ(ξ)|2 is bounded from below by σ20(ξ)|hˆ(ξ)|2 with the smallest
singular value σ0(ξ) of the 2-by-2 matrix S(ξ). Direct computation shows
σ20(ξ) = 1−
∣∣∣cos( |ξ|22f−)∣∣∣ ≥ 12 sin( |ξ|22f−)2 for all ξ ∈ Rm.
By inserting this result into the previous equation and comparing to (9), we obtain
∥∥S(2) ( φµ ) ∥∥2 ≥ 2 ∫
Rm
sin
(
|ξ|2
2f−
)2
|hˆ(ξ)|2 dξ
= 2
∫
Rm
sin
(
|ξ|2
2f−
)2
|F(φ)(ξ) + iF(µ)(ξ)|2 dξ = 1
2
‖S0(φ+ iµ)‖2 .
This proves (61). The second inequality (62) follows by bounding the right-hand side
of (61) with the stability constant of Inverse Problem 2.
We emphasize that Theorem 12 does not only relate the worst case stability of
Inverse Problems 2 and 3 but (61) identifies the contrast attained by individual modes
under the forward operators S0 and S
(2). Specifically, whenever ‖S0(φ+ iµ)‖ is large,
the mode (φ, µ)T also attains high contrast under the forward map S(2) of Inverse
Problem 3. It should furthermore be noted that the derived stability estimates are in
terms of the difference Fresnel number f−1− = f
−1
1 − f−12 . Hence, if the two holograms
are recorded at similar Fresnel numbers f1 ≈ f2, i.e. for only slightly varied setup
parameters, f− is very large so that the stability bounds in Theorem 12 will hardly
be better than for the single measurement case. This is quite intuitive as the second
measurement provides only little additional information in such a setting.
6. Discussion and conclusions. In this paper we have studied the stability of
phase retrieval in propagation-based phase contrast imaging within the linear contrast-
transfer-function model (CTF) [12, 42], valid for weakly interacting objects. While
the image reconstruction problem is generally ill-posed and even severely non-unique
if both phase-shifts φ and attenuation µ are to be recovered from a single (phaseless)
intensity measurement (Inverse Problem 1), we could show well-posedness under a
support constraint: if the image h = −µ− iφ is known to be supported in a bounded
domain Ω ⊂ Rm, then the attained contrast ‖Th‖ ≥ CIP1(Ω, f) ‖h‖ is bounded from
below by a positive stability constant CIP1(Ω, f) > 0 according to Theorem 1.
Numerical simulations (see §3.5) suggest that the proven lower bound CIP1(Ω, f) &
f1/4 exp(−f/8) is quite sharp. Accordingly, CIP1 unfortunately decays nearly exponen-
tially with the Fresnel number f of the imaging setup (computed w.r.t. the support
diameter!), which translates into partly ridiculously small values within the typical
range 10 ≤ f¯ ≤ 103 in X-ray phase contrast experiments. For instance, the estimate
(11) gives CIP1(Ω, 2pi · 100) ≤ 10−33 at a Fresnel number f¯ = 100. In other words:
although well-posed, the inversion of the forward operator T is typically heavily ill-
conditioned, admitting amplification of data errors by bounded, yet huge factors C−1IP1
in the image reconstruction. It is thus not surprising that the independent recovery
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of both φ and µ from a single hologram is typically severely corrupted by artifacts in
practice, see e.g. [24, 37], and commonly considered as not feasible [5, 17,30].
On the other hand, such a reconstruction has been successfully demonstrated
in [26] up to slight low-frequency artifacts. In view of the present work, the key
ingredient to this demonstration can be identified as the comparably small Fresnel
number f¯ ≈ 14 of the support in the considered setup. By the characterization of the
least stable modes in Theorem 5, this corresponds to a minimum contrast
(63)
∥∥Tφ(0,0)∥∥ ≥ 10−4 ∥∥φ(0,0)∥∥ and ∥∥Tφ(0,1)∥∥ ≥ 7 · 10−4 ∥∥φ(0,1)∥∥
for the least and second least stable image modes φ(0,0) and φ(0,1). The reconstruction
of these low-frequency image components is thus feasible in principle, yet numerically
cumbersome, which explains the residual artifacts in the reconstruction. Higher-order
image modes attain contrast in the order of the data noise level or above and may thus
be recovered with reasonable accuracy. Our stability estimates thus predict that the
joint recovery of phase shifts φ and absorption µ is feasible if and only if f¯ . 10, i.e. in
the deeply holographic regime - in excellent agreement with numerical reconstructions.
According to the improved stability estimate for the settings of Inverse Problems 2
and 3 (see Theorems 2 and 12) image recovery can be performed without additional
regularization provided a sufficiently strong support constraint. This is consistent with
the observed high performance of iterative projection algorithms in phase retrieval
(see [4, 9, 23]and references therein, mostly for the far-field case and e.g. [3, 11] for
near-field phase contrast), which make use of support constraints.
Let us discuss some possible extensions of our results. First of all we have assumed
that diffraction patterns can be measured in a whole detector plane, whereas real-
world X-ray detectors necessarily cover only a finite area. If intensities are measured
only in a bounded subdomain, the singular values of the forward operator T will
eventually decay exponentially since T can be written as an integral operator with an
analytic (though highly oscillitory) kernel. On the other hand, Fresnel propagation is
mathematically equivalent to time-evolution within the free Schro¨dinger equation (if
the z-coordinate in Fig. 1(b) is identified with time). Localization properties of the
latter model suggest that the finiteness of the detection domain has little influence if it
is chosen sufficiently large - in agreement with experimental and numerical experience.
A better understanding and analysis of the impact of a finite field of view will be an
interesting goal for future research. Further possible extensions include a treatment of
the nonlinear imaging model (4), non-plane wave illumination and partial coherence.
Moreover, in region-of-interest imaging of extended objects, support constraints do
not hold true so that stability needs to be established by other means.
Finally, we emphasize that - although seemingly specific to the considered imaging
setup - our analysis treats a fairly general physical problem: the reconstruction of a
(compactly supported) perturbation to a plane wave from intensities of the propagated
field under the paraxial Helmholtz equation or - equivalently - within time-dependent
Schro¨dinger dynamics. The results may thus be relevant for several related wave-
optical and quantum-mechanical inverse problems.
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