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Cap´ıtulo 1
Introduccio´n
El problema abordado en esta tesis proviene de la necesidad de comprender el
disen˜o y funcionamiento de organismos vivos desde una perspectiva microsco´pica.
Lo cu´al se puede lograr con la ayuda de la biolog´ıa de sistemas, que consite en el
estudio de un organismo o sistema biolo´gico.
La biolog´ıa de sistemas es una rama joven de la ciencia que integra diversas
disciplinas como la biolog´ıa, qu´ımica, f´ısica, medicina, ingienier´ıa, matema´ticas, en-
tre otras. Esto con el objetivo de obtener un mayor entendimiento de los sistemas
vivos y de sus procesos biolo´gicos. Esta disciplina representa una estrategia ana´litica
que permite relacionar los elementos de un sistema, con el objetivo de comprender
sus propiedades emergentes. En general, un sistema puede estar compuesto por tan
solo unas cuantas mole´culas de prote´ınas o unos cuantos genes que realizan una se-
rie de actividades. Conjuntamente forman parte de una maquinaria molecular ma´s
compleja, o un grupo de ce´lulas que ejecutan una funcio´n concreta.
Por lo descrito anteriormente, el ana´lisis de sistemas puede aplicarse a mole´cu-
las, ce´lulas, o´rganos, individuos o incluso ecosistemas completos. Siendo clave el
manejo de poca informacio´n disponible como es el caso en el estudio y ana´lisis
gene´tico realizado en el presente trabajo. Obteniendo como resultado valiosas her-
ramientas estad´ısticas para deducir valores y para´metros en procesos gene´ticos.
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1.1 Descripcio´n del Problema
Cuando se desea estudiar problemas relacionados con la medicina, es intere-
sante conocer los retos y obsta´culos que se presentan d´ıa a d´ıa en un campo tan
amplio como la salud. Ya que podemos ver como poco a poco se han ido inte-
grando conocimientos de disciplinas tan diversas como matema´ticas, f´ısica, biolog´ıa,
informa´tica y ciencias computacionales. E´sto con el fin de crear una sinerg´ıa en cuan-
to a la resolucio´n de problemas. Por lo que en la actualidad es mucho ma´s comu´n
atacar problema´ticas desde mu´ltiples puntos de vista.
Teniendo en cuenta lo mencionado anteriormente podemos describir este traba-
jo como un desaf´ıo sumamente arduo cuando hablamos de problemas biolo´gicos. En
el presente trabajo tenemos la dificultad de actuar con poca y escasa informacio´n.
Adema´s nos vemos a la tarea de desarrollar e implementar sistemas biolo´gicos con
el fin de que sirvan de base para comprobar las metodolog´ıas elaboradas.
Primeramente se tiene una motivacio´n de un caso real en un estudio de l´ıneas de
ca´ncer de mama. El cual se explora la hipo´tesis del v´ınculo o la influencia que pueden
ejercer los ritmos circadianos, es decir las oscilaciones de las variables biolo´gicas en
intervalos regulares de tiempo [1] en la formacio´n de neoplasias, en particular, de
tejido mamario.
Se puede decir que el trabajo mostrado en el presente escrito corresponde
a un primer acercamiento de una investigacio´n mucho ma´s amplia. La cua´l tiene
como propo´sito analizar y entender las secuecias gene´ticas con el fin de encontrar
caracter´ısticas y patrones. Que a su vez e´stos puedan ayudar a desenvolver el misterio
de las conexiones entre genes y s´ıntesis de prote´ınas, descubiendo asi, su funcio´n en
procesos biolo´gicos de intere´s. Por lo que el estudio realizado en este texto se puede
entender como un preprocesamiento de un ana´lisis mucho ma´s arduo y extenso.
Para emprender los primeros pasos este problema se aterriza inicialmente en
una red gene´tica simple, que en pocas palabras podemos describirla como conex-
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iones e interacciones entre genes, e´sto con el fin de implementarla y trabajar en ella
metodolog´ıas estad´ısticas de muestreo, suavizacio´n e inferencia de datos.
1.2 Motivacio´n
El presente trabajo es motivado por un problema real presente en un grupo
de investigacio´n en Medicina del Tecnolo´gico de Monterrey Campus Monterrey. Su
intere´s y relevancia radica en la nececidad actual de descubrir la relacio´n de causa
efecto en enfermedades de impacto global como lo es el ca´ncer de mama. Esto se
debe a que son procesos que ocurren dentro de cada organismo vivo y son de gran
intere´s de estudio.
1.3 Justificacio´n
En la actualidad se ha mostrado un crecimiento en el intere´s de analizar y
estudiar sistemas biolo´gicos en organismos vivos ya que tiene mu´ltiples aplicaciones
direcamente en disciplinas como medicina y biolog´ıa. Por lo que es de suma dis-
posicio´n realizar aportaciones de gran magnitud como lo son las herramientas para
inferir datos con poca informacio´n disponible, ya que el desarrollo de experimentos
me´dicos y biolo´gicos demanda un gran esfuerzo tanto cient´ıfico, econo´mico y social.
1.4 Hipo´tesis
Los me´todos estad´ısticos para inferir para´metros desarrollados en el presente
estudio establecera´n valores aceptables en el ana´lisis de datos en las redes gene´ticas
artificiales estudiadas.
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1.5 Objetivo
El propo´sito general de este estudio es desarrollar y validar una metodolog´ıa
computacional estad´ıstica que proporcione valores aceptables en una gama de redes
de regulacio´n gene´tica artificiales. La cua´l sea facilmente extendible a casos reales.
1.6 Estructura de la Tesis
En el Cap´ıtulo 2 se abordan los antecedentes y marco teo´rico que sirven para
el desarrollo de este trabajo, adema´s se presentan detenidamente conceptos ba´sicos
para comprender el problema de estudio. En el Cap´ıtulo 3 se exponen las caracter´ısti-
cas y propiedades del modelo estudiado, se explica detalladamente la metodolog´ıa
de estudio, asimismo las aplicaciones y extensiones de e´sta. En el Cap´ıtulo 4 se pre-
senta el trabajo emp´ırico sobre la comparacio´n de las metodolog´ıas mostradas y se
exponen los resultados obtenidos en base a la experimentacio´n. En el Cap´ıtulo 5 se
establecen las conclusiones y se comenta el trabajo futuro. Por u´ltimo el Cap´ıtulo ??
corresponde al Ape´ndice del texto y en e´l se complementan los resultados gra´ficos
del Cap´ıtulo 4.
Cap´ıtulo 2
Marco Teo´rico
La inferencia de datos es un proceso mediante el cual se realizan estima-
ciones sobre para´metros de relevancia a partir de un conjunto de observaciones que
provienen de un sistema. En el presente trabajo se aborda una metodolog´ıa en es-
pecial, conocida como inferencia Bayesiana. Los me´todos de la teor´ıa de inferencia
Bayesiana fueron desarrollados en el siglo XIX. Donde esta teor´ıa propone funciones
complejas que en la mayor´ıa de la veces no pueden ser resueltas anal´ıticamente.
En la actualidad se ha retomado poco a poco el intere´s en la teor´ıa Bayesiana
ya que tiene la capacidad de aplicarse en muchos procesos y sistemas reales, esto
debido a los avances y desarrollos tecnolo´gicos. Por tales motivos es que los me´todos
de inferencia Bayesiana poseen un gran potencial para atacar procesos biolo´gicos
como lo son redes de regulacio´n gene´tica.
En el presente cap´ıtulo se muestran las bases y enfoques de las metodolog´ıas de-
sarrolladas con el fin de tener un panorama amplio de conocimientos y herrameintas
para atacar poroblemas inspirados en la medicina y biolog´ıa.
2.1 Biolog´ıa de Sistemas
En la actualidad existen nuevas te´cnicas que dan lugar al acceso de miles de
datos y mayor poder computacional. Algoritmos nuevos han cambiado la visio´n de
muchos cient´ıficos sobre co´mo solucionar problemas desconocidos y retadores. E´sto
5
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ha dado lugar a una nueva disciplina conocida como Biolog´ıa de Sistemas, la cual
fusiona en una estructura ma´s elemental a expertos en a´reas tan diversas como
Biolog´ıa, Matema´ticas, F´ısica, Informa´tica y Medicina, entre otras [16].
La Biolog´ıa de Sistemas se fundamenta en el estudio de un organismo o sistema
biolo´gico, visto como un sistema integrado e interrelacionado de genes, prote´ınas y
reacciones bioqu´ımicas que dan lugar a procesos biolo´gicos. Lo que intenta hacer es-
ta disciplina es estudiar los componentes de un organismo y sus interacciones como
un solo sistema en lugar de analizar los componentes individualmente. Por lo tanto
esta disciplina representa una estrategia ana´litica para relacionar elementos de un
sistema, con el objetivo de integrar sus propiedades emergentes. Por ejemplo, un
sistema biolo´gico puede estar compuesto por solo unas mo´leculas de prote´ınas que
realizan una s´ıntesis de a´cidos grasos, formando parte de una maquinaria molecu-
lar como los es una transcripcio´n, o un grupo de ce´lulas que ejecutan una funcio´n
concreta, como la respuesta inmune [16]. Por lo tanto, el ana´lisis de sistemas puede
aplicarse a mole´culas, ce´lulas, o´rganos, individuos o incluso ecosistemas.
Es importante saber que el objetivo de la Biolog´ıa de Sistemas radica en inte-
grar informacio´n confiable con el fin de que se consiga un mayor entendimiento de las
interacciones entre los compomentes de los sistemas vivos y por consiguiente de sus
procesos biolo´gicos. Con el fin de alcanzar dicho objetivo se desarrollan herramientas
como modelos matema´ticos, simulaciones y te´cnicas de procesamiento de datos que
complementan las estrategias emp´ıricas actuales de las ciencias biolo´gicos.
Las principales tecnolo´gias empleadas en la Biolog´ıa de Sistemas son tanto
te´cnicas experimentales como te´cnicas computacionales. Dentro de las te´cnicas ex-
perimentales podemos nombrar las siguientes:
Ana´lisis de la secuencia gene´tica.
Ana´lisis de de expresio´n gene´tica.
Ana´lisis de interacciones ADN-prote´ınas.
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Ana´lisis de interacciones prote´ına-prote´ına.
Ana´lisis de localizacio´n subcelular proteica.
Entre las te´cnicas computacionales empleadas por la Biolog´ıa de sistemas ten-
emos:
Desarrollo de algoritmos.
Agrupaciones de datos.
Simulacio´n de proceso biolo´gicos.
Desarrollo de modelos matema´ticos.
Disen˜o y ana´lisis de sistemas.
Es fundamental comprender el comportamiento del sistema y en que medida
afectan los cambio externos a este y de que forma hay que responder y modificarlo
para adaptarse a dichos cambios.
El ana´lisis teo´rico de sistemas biolo´gicos mediante modelos matema´ticos se ha
utilizado ampliamente en el estudio de ecosistemas y de dina´mica de poblaciones. De
la misma manera, en la Biolog´ıa de Sistemas el objetivo del ana´lisis te´orico es utilizar
lenguaje matema´tico para describir el comportamiento de los sistemas biolo´gicos.
Las principales herramientas usadas en la Biolog´ıa de Sistemas son aquellas que
en F´ısica se utilizan para estudiar sistemas dina´micos complejos, como ecuaciones
diferenciales, ana´lisis de bifurcaciones, ana´lisis de balance de flujo, por mencionar
algunos [16]. Entre los modelos matema´ticos comu´nmente utilizados en Biolog´ıa de
Sistemas esta´n [4]:
Modelos estad´ısticos.
Modelos cine´ticos.
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Redes neuronales o modelos de Markov.
Modelos metabo´licos.
Otra herrameinta importante en la Biolog´ıa de Sistemas son las simulaciones
computacionales, ya que juegan un papel sumamente importante porque su principal
objetivo es reproducir de forma correcta el comportamiento de un sistema biolo´gico.
En dichas simulaciones se integran datos experimentales obtenidos mediante ana´lisis
teo´rico.
Las diferentes herramientas computacionales propias de la Biolog´ıa de Sistemas
permiten el estudio de las interacciones biolo´gicas que se producen a un determinado
nivel, es decir de las redes biomoleculares dentro de las que encontramos:
Redes metabo´licas.
Redes transcripcionales.
Redes de regulacio´n gene´tica.
Esta a´rea nos permite comprender los mecanismos biolo´gicos ya que propor-
ciona una forma de representar los componentes celulares y sus interrelaciones y
permite la identificacio´n y caracterizacio´n de mo´dulos funcionales. El estudio de las
redes celulares se puede realizar mediante dos estrategias bien diferenciadas, auque
poseen la misma finalidad, se acercan al problema desde puntos de vista opuestos.
La primera estrategia consiste en abordar directamente las redes para descom-
ponerlas poco a poco en subredes de menor complejidad, que forman agrupamien-
to de prote´ınas. De esa manera se puede obtener informacio´n como nuevas rutas
metabo´licas, asi como interaccio´nes desconocidas entre prote´ınas.
La segunda estrategia se enfoca en estudiar interacciones conocidas, pero al
mismo tiempo caracterizarlas poco a poco en estructuras complejas macromolecu-
lares mediante te´cnicas de alta resolucio´n. El propo´sito de esta estrategia consiste
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en reconstruir virtualmente redes celulares e incluso una ce´lula completa a partir de
complejos proteicos [2, 16].
2.1.1 Redes de Regulacio´n Gene´tica
Una red de regulacio´n gene´tica consiste en una coleccio´n de segmentos de ADN
en una ce´lula que interactu´an entre si directa o indirectamente. Esta interaccio´n
se da entre su RNA y su expresio´n de prote´ınas. Habitualmente la mole´cula de
RNAmensajero va a constituir una prote´ına o conjunto de prote´ınas espec´ıficas [14].
La represio´n y la induccio´n son mecanismos mediante los cuales se modula la
expresio´n de los genes y las mole´culas que intervienen en los procesos biolo´gicos.
Se puede ver a los genes constituir la red tal como si fueran nodos, cuyas entradas
son las prote´ınas como factores de transcripcio´n y como salida se tiene el nivel de
expresio´n gene´tica. Un gen o nodo puede ser visto como una funcio´n que se obtiene
de la combinacio´n de funciones sobre las entradas. Asimismo las concentraciones
de prote´ınas actuan como controladores fundamentales dentro de las ce´lulas ya que
determinan las coordenadas espaciales y temporales de la ce´lula [7].
Es interesante saber que las redes de regulacio´n gene´tica se encuentran en la
etapa de entender el comportamiento del sistema en niveles crecientes de compleji-
dad. Los niveles de expresio´n de un gen esta´n determinados por la transcripcio´n de
su RNAmensajero y por la traduccio´n de e´ste en prote´ınas. La existencia de con-
centraciones diferentes de prote´ınas codificadas explicar´ıa la regulacio´n a nivel de
transcripcio´n de ADN a RNAmensajero.
2.2 EL Represilador
El modelo principal de estudio del presente trabajo es conocido como Repre-
silador introducido y estudiado por primera vez por Elowitz y Leiber en el 2000
[10]. El cual consiste en en una red sinte´tica de 3 genes transcripcionales de E. coli
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Figura 2.1: Red sinte´tica transcripcional de E. coli
[22] donde se induce periodicamente la s´ıntesis de prote´ına verde fluoresente (GFP,
por sus siglas en ingle´s) como lectura del estado de las ce´lulas individuales. En las
Figuras 2.1 y 2.2 podemos observar la red descrita anteriormente.
Esta red de regulacio´n gene´tica ha sido mu´ltiples veces estudiada y analizada
en los u´ltimos an˜os [5, 15, 18] ya que posee caracter´ısticas interesantes de las cu´ales
se pueden aprender y apreciar un sinf´ın de procesos diversos.
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Figura 2.2: Red sinte´tica transcripcional de E. coli
2.3 Me´todos de muestreos
Cuando se realiza una introduccio´n general de la estad´ıstica se dice que uno de
los objetivos fundamentales es obtener conclusiones basadas en los datos que se han
observado. A dicho proceso se le conoce como inferencia estad´ıstica, es decir mediante
la informacio´n recabada por una muestra de la poblacio´n se obtienen conclusiones o
se infieren valores sobre caracter´ısticas poblacionales [19].
En el ana´lisis de procesos biolo´gicos es comu´n contar con pocas muestras, o
pocos datos observados. Es por ello que frecuentemente se hace uso de te´cnicas
de muestreo en el esfuerzo de estudiar procesos bilo´gicos. La estad´ıstica reconoce al
muestreo como la te´cnica para la seleccio´n de una muestra a partir de una poblacio´n.
Este proceso ahorra recursos y a su vez obtiene resultados muy parecidos a los que
se llegar´ıa si se reaizara un estudio con toda la poblacio´n [19].
En general existen dos me´todos para seleccionar muestras de poblaciones:
Aleatorio.
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No aleatorio.
El muestreo aleatorio cumple con la condicio´n de que todos los elementos de la
poblacio´n tienen probabilidad de ser escogidos. En cambio el muestreo no aleatorio
se basa en la experiencia de alguien sobre la poblacio´n. Existen mu´ltiples te´cnicas
que se pueden usar para llevar a cabo un muestreo aleatorio como:
Muestreo simple.
Muestreo sistema´tico.
Muestreo estratificado.
Muestreo por estados mu´ltiples.
Muestreo por conglomerados.
En trabajo realizado en el presente texto se hizo uso de los primeros dos tipos de
muestreos, muestreo aleatorio simple y muestreo aleatorio sistema´tico. Un muestreo
aleatorio simple consiste en seleccionar un taman˜o de muestra n de una poblacio´n N ,
de tal manera que cada muestra posible de taman˜o n tenga la misma probabilidad
de ser seleccionada [6]. Por otro lado un muestreo aleatorio sistema´tico tiene lugar
cuando se tiene un taman˜o de muestra n de una poblacio´n N , donde adema´s se tiene
una constante de elevacio´n k que consiste en k = N/n, la cual determina el intervalo
en el que se realiza la extraccio´n [6].
2.4 Suavizado de datos
En la estad´ıstica se conoce el suavizado de datos como crear una funcio´n que
tiene como finalidad capturar los patrones importantes del conjunto de datos, dejan-
do de lado el ruido [21]. Para ello se hace uso de diversos algoritmos, siendo los ma´s
comu´nes el de promedios mo´viles, exponencial, exponencial doble y el de tendencia
y estacionalidad.
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2.5 Simulacio´n
Uno de los puntos fundamentales de la presente tarea es el de la simulacio´n
de proceso biolo´gicos. Ya que es de sumo valor e intere´s cient´ıfico. Una simulacio´n
consiste en investigar una hipo´tesis o conjunto de hipo´tesis de trabajo ayudandose
de modelos. Asimismo se define como una te´cnica nume´rica para conducir exper-
imentos en una computadora, donde estos experimentos conducen cierto tipo de
relaciones matema´ticas y lo´gicas, las cuales describen el comportamiento y estruc-
tura de sistemas complejos del mundo real [11]. Adema´s tambie´n puede definirse
como el proceso de disen˜ar un modelo de un sistema real y llevar a cabo experien-
cias con el, con la finalidad de comprender el comportamiento del sistema o evaluar
nuevas estrategias para el funcionamiento del sistema [20].
2.6 Teor´ıa Bayesiana
En algu´n momento de la de´cada de 1720, el reverendo Thomas Bayes real-
izo´ un ingenioso descubrimiento comenzando a estudiar diversas formas de abordar
matema´ticamente la cuestio´n de causa y efecto. A principios del siglo XVIII apenas
exist´ıan nociones de ana´lisis probabil´ıstico por lo que el u´nico ambito en el que los
ca´lculos se aplicaban extensamente era el de los juegos de azar, el cual era utilizado
para abordar cuestiones ba´sicas como las probabilidades de conseguir cuatro ases
en una mano de po´quer. Sin embargo, nadie hab´ıa logrado averiguar la forma de
dar la vuelta a las deducciones y retroceder en la secuencia causal a fin de poder
plantear la pregunta inversa, la que asend´ıa del efecto a su causa. ¿Que´ ocurre si un
jugador de po´quer se reparte a s´ı mismo cuatro ases en tres manos consecutivas?,
¿Cu´al es la probabilidad subyacente (o la causa) de que se consiga una triple partida
de semejantes caracter´ısticas? [3].
No se sabe con exactitud que´ fue lo que desperto´ el intere´s de Bayes en el prob-
lema de la probabilidad inversa, pero una vez cristalizada en su mente la esencia de
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e´sta, decidio´ que su objetivo pasaba por determinar la probabilidad aproximada de
un acontecimiento futuro del que no tuviese informacio´n alguna salvo la derivada de
sus circunstancias pasadas, esto es, la vinculada con el nu´mero de veces que dicho
acontecimiento hubiera tenido lugar o, por otro lado, hubiera dejado de producirse.
Para cuantificar el problema, Bayes necesitaba una cifra, y en algu´n momento entre
los an˜os 1746 y 1749 finalmente logro´ dar con una solucio´n ingeniosa. Reduciendo el
problema a sus elementos ma´s ba´sicos, e´l imagino´ una mesa cuadrada tan plana y
bien nivelado que al hacer rodar una pelota sobre ella e´sta tuviera tantas probabili-
dades de ir a parar a en punto A como de terminar en otro punto B.
Con lo descrito anteriormente, e´l sentado de espaldas a la mesa para no ver
nada comienza pidiendo que se eche a rodar una imaginaria bola blanca sobre la
superficie de la mesa. Posteriormente pide que se haga rodar una segunda bola sobre
la mesa y que le informen si e´sta viene a parar a la izquierda o a la derecha de la
bola blanca. En caso de que lo haga a la izquierda, se comprendera´ que hay ma´s
probabilidades de que la bola blanca se encuentre en la parte derecha de la mesa.
De nuevo se impulsa la bola y se reporta u´nicamente si e´sta se detiene a la derecha
o a la izquierda de la bola de prueba. Si lo hace a la derecha, e´l inferira´ que la bola
blanca no puede hallarse al borde derecho de la mesa. Bayes va pidiendo que se
ponga a rodar una y otra vez, la bola del experimento. Los jugadores y matema´ticos
ya sab´ıan que cuantas ma´s veces lanzaran una moneda al aire, ma´s fiables ser´ıan sus
conclusiones. Lo que Bayes descubrio´ fue que al aumentar el nu´mero de bolas que se
echaban a rodar por la mesa, cada nuevo dato registrado hac´ıa que las oscilaciones
del punto de asiento de su imaginaria bola blanca de referencia se movieran en un
a´rea cada vez ma´s restringida.
Por ejemplo, un caso extremo ser´ıa si todas las bolas lanzadas despue´s de la
primera se detubieran a la derecha de e´sta, en dicho caso se tendr´ıa que concluir que
los ma´s probable era que la bola blanca estubiese situada en el extremo marginal
izquierdo de la mesa. Por otro lado, si todos los lanzamientos quedaran a la izquierda
de la primera bola, lo ma´s probable ser´ıa que esta se encontrara en el borde derecho.
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Al final, suponiendo que se hubiese lanzado la bola un nu´mero de veces suficiente,
Bayes pod´ıa reducir progresivamente el a´rea de la posible ubicacio´n de la primera
bola lanzada.
La genialidad del experimento de Bayes radicaba en el hecho de concebir la
idea de estrechar la gama de posibles posiciones de la bola inicial en inferir basa´ndose
en tan escasa informacio´n que se hallaba detenida en algu´n punto situado entre dos
l´ımites concretos. Este enfoque era incapaz de generar una respuesta correcta. Bayes
nunca tendr´ıa la posibilidad de saber con precisio´n el desplazamiento exacto de la
bola blanca, pero podr´ıa afirmar con progresiva confianza que lo ma´s probable era
que se encontrara inscrita en un determinado espacio. De tal modo, el sencillo y
limitado sistema disen˜ado por Bayes pasaba de las observaciones del mundo a su
origen o causas probables. Valie´ndose de este conocimiento del presente (es decir,
de la informacio´n sobre las posiciones de las bolas lanzadas, bien a la derecha, bien
a la izquierda de la bola de control). Hasta le resultaba posible valorar el grado de
confianza que pod´ıa depositar en la conclusio´n a la que hubiese llegado.
Desde el punto de vista conceptual, el sistema de Bayes era extremadamente
simple, es decir, modificamos nuestras opiniones al recibir una informacio´n objetiva:
Creencias de partida (primera conjetura vinculada con la posible posicio´n de
la bola de control) + Los datos objetivos recientes (si la ultima bola ha ido a la
izquierda o a la derecha de la conjetura inicial) = Creencia nueva y mejrada.
Al final se le dar´ıan nombres a las distintas partes de este me´todo:
A priori : Probabilidad de la creencia inicial.
Verosimilitud : Grado de probabilidad de las sucesivas hipo´tesis construidas
sobre la base de los nuevos datos objetivos.
A posteriori : Probabilidad de la creencia recien revisada.
Cada vez que se efectu´a un nuevo ca´lculo, la probabilidad a posteriori se con-
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vierte en la a priori de la nueva repeticio´n. Por lo tanto se trata de un sistema que va
evolucionando, de tal modo que cada nuevo aporte de informacio´n va aproximando
cada vez ma´s a la certidumbre del experimentador. En resumen:
El a priori multiplicado por la verosimilitud es proporcional al a posteriori [3].
Habiendo introducido el origen detra´s de la teor´ıa de Bayes, es importante
describirla formalmente. Por lo que si tenemos una muestra aleatoria X1, ..., Xn
de una poblacio´n siendo su funcio´n de probabilidad de masa (pmf, por sus siglas
en ingle´s) o su funcio´n de densidad de probabilidad (pdf, por sus siglas en ingle´s)
[9] f(x;ϑ), donde x ∈ χ y ϑ ∈ Θ y el para´metro no conocido v se supone fijo.
Una inferencia frecuentista, es decir, una simple inferencia de hipo´tesis, produce
dependencia en la funcio´n de verosimilitud, denotada como L(ϑ) = Πni=1f(xi;ϑ),
donde ϑ es desconocido y fijo.
Hablando del enfoque bayesiano, el experimentador debe tener en mente desde
el principio que el para´metro ϑ es una variable aleatoria teniendo su propia dis-
tribucio´n de probabilidad en el espacio Θ. Ahora que ϑ es aleatoria, la funcio´n de
verosimilitud sera´ la misma que L(θ) dado que ϑ = θ. Por lo que se denota la pmf
o pdf de ϑ por h(θ) en el punto ϑ = θ, la cual se conoce como distribucio´n a priori
de ϑ.
La distribucio´n a priori refleja una “creencia” subjetiva con respecto a cua´les
valores de de v son los ma´s probables considerando todo el espacio de para´metros
Θ. La distribucio´n a priori debe estar bien fijada antes de que se realize la recolec-
cio´n de datos. En este caso el experimentador puede guiarse por su experiencia o
conocimientos de tal manera que se obtenga una distribucio´n a priori que se apegue
a la realidad.
El paradigma bayesiano debe realizar todas las inferencias y ana´lisis despue´s
de combinar la informacio´n de ϑ contenida en toda la evidencia recolectada por la
funcio´n de verosimilitud L(θ) dado que ϑ = θ, asi mismo que de la distribucio´n a
priori h(θ). Combinando la evidencia de v derivada de la distribucio´n a priori como
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la informacio´n de la funcio´n de verosimilitud podemos obtener la distribucio´n a pos-
teriori. Por lo tanto todas las inferencias Bayesianas son guiadas por su distribucio´n
posterior.
2.6.1 Distribuciones a priori y a posteriori
Como se menciono´ antriormente el para´metro ϑ se asume como desconocido y
como si fuera una variable aleatoria teniendo su pmf o pdf h(θ) en el espacio Θ. En
este caso h(θ) es la distribucio´n a priori de v. La informacio´n de v derivada de la pdf
anterior es combinada con el resultado de la funcio´n de verosimilitud. Es importante
mencionar que la funcio´n de verosimilitud es el conjunto condicional de la pmf o
pdf de X = (X1, ..., Xn) dado ϑ = θ. Si se supone que existe un T suficiente para
θ en la funcio´n de verosimilitud observada para X dado que ϑ = θ. El estad´ıstico
T suficiente sera´ frecuentemente evaluado con su pmf o pdf g(t; θ) dado que v = θ,
dado que t ∈ T donde T es un subconjunto de los nu´meros reales (R). Si T es una
variable continua y por esto las probabilidades y expectativas asociadas se describen
como integrales en el espacio de T . Las integrales se interpretan como sumas en el
caso en que T sea una variable discreta.
El conjunto de la pdf de T y v es dado por:
g(t; θ)h(θ) ∀ t ∈ T y θ ∈ Θ. (2.1)
La pdf marginal de T se obtiene integrando el conjunto de la pdf 2.1 respecto
a θ, es decir, podemos escribir la pdf marginal de T de la manera 2.2:
m(t) =
∫
θ∈Θ
g(t; θ)h(θ)dθ ∀ t ∈ T . (2.2)
De esta manera se puede obtener la pdf condicional de v dado T = t, como se
muestra en 2.3:
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k(θ; t) ≡ k(θ|T = t) = g(t; θ)h(θ)/m(t) ∀ t ∈ T y θ ∈ Θ talque m(t) > 0. (2.3)
La pdf condicional k(θ; t) de ϑ dado que T = t es llamada distribucio´n a
posteriori de ϑ.
Bajo el paradigma bayesiano, despue´s de obtener la funcio´n de verosimilitud
y la distribucio´n a priori la distribucio´n a posteriori k(θ; t) de v enfatiza como se
combina la informacio´n de ϑ obtenida de dos diferentes formas, el conocimiento a
priori y la recoleccio´n de datos. La habilidad de daptacio´n de la funcio´n ana´litica
final de k(θ; t) tiende a tener una dependencia muy fuerte con que´ tan sencillo o dif´ıcil
sea evaluar m(t). En algunos casos, la distribucio´n marginal de T y su distribucio´n
a posteriori pueden solo ser evaluadas nume´ricamente.
Cap´ıtulo 3
Metodolog´ıa de Solucio´n
El obietivo principal de este trabajo radia en aplicar me´todos, espec´ıficamente
me´todos Bayesianos en la inferencia de datos en redes complejas, como lo son las re-
des de regulacio´n gene´tica artificiales. De igual forma se desea analizar el desempen˜o
de los me´todos propuestos en comparacio´n con me´todos de inferencia cla´sicos y muy
utilizados como son los de recurrencia. En el presente cap´ıtulo se presentan am-
bos me´todos de solucio´n con fines comparativos. En la seccio´n 3.1 se describe el
me´todo de simulacio´n del Represilador empleado en este trabajo. En la seccio´n 3.2
se introducen los me´todos de muestreo de datos empleados en las redes gene´ticas.
En la seccio´n 3.3 se presentan los me´todos de suavizacio´n usados con la infirma-
cio´n muestreada. Por u´ltimo en la seccio´n 3.4 se muestran los me´todos de inferencia
empleados en este estudio.
3.1 Me´todos de Simulacio´n
En esta seccio´n se describe la metodolog´ıa empleada para la simulacio´n del
Represilador. Primeramente se procedio a simular la red, la cual recordando de la
seccio´n anterior, consiste en una red gene´tica artificial de 3 genes transcripcionales
de E. coli que producen prote´ına verde fluoresente como estado de salida del sistema.
Mientras la concentracio´n de uno de los genes se ve en aumento, se puede percibir
que la de su gen compan˜ero inmediato disminuye y como la concentracio´n de e´ste
repercute en forma positiva a su compan˜ero siguiente. De esta manera se puede
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distinguir como se encuentran conectados los 3 genes y como se forma el ciclo de
represio´n entre ellos. Para llevar a cabo dicha tarea se recurrio´ a aproximar soluciones
nume´ricas de ecuaciones diferenciales ordinarias mediante el me´todo de Euler [29].
El cu´al tiene la estructura de 3.1.
yn+1 = yn + hf(xn, yn) (3.1)
Donde f es la funcio´n obtenida de la ecuacio´n diferencial y′ = f(x, y). El uso
recursivo de 3.1 para n = 0, 1, 2, ... produce las ordenadas y1, y2, y3, ... de puntos en
rectas tangentes sucesivas con respecto a la curva solucio´n en x1, x2, x3, ... o xn =
x0 + nh, donde h es una constante y representa el taman˜o de paso entre xn y xn+1.
Los valores y1, y2, y3, ... aproximan los valores de una solucio´n y(x) del problema de
valores iniciales en x1, x2, x3, .... Pero sin importar la ventaja que la ecuacio´n 3.1
tenga en su simplicidad, se pierde en la severidad de sus aproximaciones.
Supongamos que tenemos la ecuacio´n y′ = 0.1
√
y + 0.4x2. Para proceder a
simularla mediante el me´todo de Euler debemos linealizarla de la siguiente manera:
L(x) = y0 + f(x0, y0)(x− x0). Hacemos h un incremento positivo en x de tal forma
que se tenga L(x) = y0+f(x0, y0)(x+h−x0) o y1 = y0+hf(x0, y0). Recordando que
el me´todo Euler es yn+1 = yn + hf(xn, yn) donde xn = x0 + nh para n = 0, 1, 2, 3, ...
y realizando 4 iteraciones con un valor h de 0.1 obtenemos la tabla 3.1. Siguendo
el mismo procedimiento hasta 15 iteraciones se obtendr´ıan los valores graficados en
3.1.
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xn yn
1 0.80
1.10 0.62
1.20 0.47
1.30 0.35
1.40 0.25
Tabla 3.1: Iteraciones del ejemplo del me´todo Euler
Figura 3.1: Simulacio´n usando el me´todo de Euler
Por otro lado, teniendo en cuenta la tarea de simular el Represilador tenemos
la Tabla 3.2 donde se muestran las 6 ecuaciones diferenciales acopladas que forman
la red descrita de la Figura 2.1, La cual se dio la labor de simular en el software
libre R [24] por el me´todo de Euler descrito anteriormente. En esta tabla se puede
observar que las m′s corresponden a las concentraciones del RNAmensajero; u, v y
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dm1
dt
= −m1 + α
1 + vn
+ α0
dm2
dt
= −m2 + α
1 + wn
+ α0
dm3
dt
= −m3 + α
1 + un
+ α0
du
dt
= −β(u−m1)
dv
dt
= −β(v −m2)
dw
dt
= −β(w −m3)
Tabla 3.2: Sistema de Ecuaciones Diferenciales Acopladas del Represilador
w corresponden a las concentraciones de porte´ınas de los genes λcl, TetR y Lacl
respectivamente. Adema´s α, α0, β y n representan la degradacio´n molecular, la
saturacio´n del RNAmensajero, la razo´n de decaimiento de concentracio´n de prote´ınas
y el coeficiente de Hill respectivamente.
Posteriormente se penso y procedio a generalizar la red de Elowitz y Leibler
[10] conocida como el Represilador Generalizado [13, 12, 23, 28]. Donde se tienen
las mismas condiciones que el caso anterior solo que e´ste es extiendible a n nu´mero
de genes. En la Tabla 3.3 podemos ver las ecuaciones diferenciales para dicha red.
Donde se describen mj y pj como las concentraciones de RNAmensajero y prote´ına
respectivas a cada gen j.
dmj
dt
= −mj + α
1 + pnj−1
+ α0
dpj
dt
= −β(pj −mj)
Tabla 3.3: Sistema de Ecuaciones Diferenciales Acopladas del Represilador General-
izado
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Adema´s de α, α0, β y n que al igual que en el Reporesilador representan la
degradacio´n molecular, la saturacio´n del RNAmensajero, la razo´n de decaimiento de
concentracio´n de prote´ınas y el coeficiente de Hill respectivamente. Es importante
mencionar que el Represilador Generalizado cuenta con algunas caracter´ısticas in-
teresantes que se discutira´n el siguiente cap´ıtulo.
3.2 Me´todos de muestreo
Es comu´n recurrir a los muestreos cuando deseamos recabar informacio´n para
realizar ana´lisis estadisticos de datos. En este trabajo utilizamos dos tipos de muestre-
os de datos, un muestreo aleatorio simple y un muestreo aleatorio sistema´tico. Un
muestreo aleatorio simple consiste en un muestreo equiporbabil´ısitco, donde se se-
lecciona una muestra de taman˜o n de una poblacio´n de N unidades y cada elemento
tiene una probabilidad de inclusio´n de n/N [8, 17, 25]. En cambio en muestreo aleato-
rio sistema´tico elegimos a los n elementos en base a un intervalo de salto definido
como k, en el cual elegimos de manera aleatoria el primer elemento y seleccionamos
el siguiente cada salto k [8, 17, 25].
En el presente estudio se recurren a diversos taman˜os de muestra de datos.
Adema´s es importante sen˜alar que se realizaron tanto muestreos temprorales como
repeticiones. Esto con el propo´sito de apegarse a estudios de procesos biolo´gicos
reales, es decir se pueden obtener muestras de experimentos que se pueden repetir
varias veces con el fin de recabar mayor informacio´n de los sistemas estudiados.
3.3 Me´todos de suavizacio´n
Una herramienta u´til en la estad´ıstica es la suavizacio´n de datos, la cual ayu-
da a eliminar fluctuaciones aleatorias de una serie de tiempo, dando datos menos
distorsionados del comportamiento real de la misma. La idea central es definir una
nueva serie a partir de la serie de tiempo creada con los datos observados, de tal
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manera que se suavicen los efectos ajenos a la tendencia [26]. Es importante saber
que existe una inmensa variedad de suavizaciones, siendo las ma´s comunes la expo-
nencial simple, exponencial doble y la suavizacio´n con tendecia y estacionalidad. En
el presente estudio utilizamos cuatro tipos de suavizaciones:
Aproximacio´n por regresio´n de polinomios locales.
Estimacio´n de suavizaciones cu´bicas.
Funcio´n de estimacio´n mediante polinomios locales.
Suavizacio´n Bayesiana de una serie de Fourier.
Siendo las primeras tres funciones pertenecientes al software libre R [24] y
la u´ltima implementada bajo una serie de Fourier cosenoidal. Una aproximacio´n
por regresio´n de polinomios locales (ma´s adelante definida como spline) acopla una
superficie polino´mica determinada por uno o varios predictores nume´ricos acoplan-
dolos de manera local [24, 26]. Por otro lado la estimacio´n de suavizaciones cu´bicas
(descrita posteriormente como loess) se adapta a una spline cu´bica con los datos
alimentados [24, 26]. Mientras que una funcio´n de estimacio´n mediante polinomios
locales (o kernel) estima una funcio´n de densidad de probabilidad, una funcio´n de
regresio´n o sus derivadas mediante polinomios locales [24, 26]. Por u´ltimo la tarea
de la suavizacio´n Bayesiana de la serie de Fourier (o definida simplemente como
bayes) es regresar una funcio´n cosenoidal optimizando el nu´mero de coeficientes y
los valores que estos toman. La funcio´n 3.2 representa la serie de Fourier a suavizar
mediante la teoria bayesiana.
f(t) =
L∑
l=1
al cos
(
2πt
T
)
(3.2)
Aplicando la funcio´n 3.3.
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P (al)→ P (ft)⇒< f >=
∫
f(t)P (ft)dft (3.3)
Y calculando el error de estimacio´n como 3.4.
σ2t =< f
2 > − < f >2 (3.4)
Teniendo en cuenta 3.5.
P (~a, L|M) = 1
z
q(L,~a)h(µ|~a, L) (3.5)
Donde h(µ|~a, L) representa la funcio´n de error como se muestra en 3.6.
h(µ|~a, L) =
µ∏
m=1
N [f(~a, L), σ2m] (3.6)
Aplicando logaritmo natural a P se obtiene 3.7. Donde los hiperpara´metros
son definidos por ~θ.
lnP = ln q + lnh− ln z = F (~a, L, ~θ) (3.7)
Tratando de maximizar una estimacio´n a posteriori de ~a, L, ~θ que maximice
F (~a, L) suponemos que lnh es 3.8.
lnh =
M∑
m=1
lnNm = −
M∑
m=1
(yˆm − f(~a, L))2
σ2m
− µ
2
(2πσ2m) ; σ
2
m = σ
2 (3.8)
Por lo que lnP queda de la manera que se muestra en 3.9.
lnP = ln q − 1
σ2
M∑
m=1
[yˆm − f(~a, L)]2 − µ
2
(2πσ2m) (3.9)
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Si se supone q(L,~a) como en 3.10.
q(L,~a) = q(L)q(~a) = q(L) ∼= N(< L >; σ2L) (3.10)
Por lo que al final se llega a la ecuacio´n 3.11
lnP = − 1
σ2L
[L− < L >]2 − 1
2
(2πσ2L)−
1
σ2
M∑
m=1
[yˆm − f(~a, L)]2 − µ
2
(2πσ2) (3.11)
Donde f(~a, L)]2 representa la funcio´n de la serie de Fourier a optimizar.
El me´todo implementado en realidad trata de una aproximacio´n al esquema
Bayesiano completo, es decir, la distribucio´n a posteriori se aproxima obteniendo el
ma´ximo de dicha distribucio´n. A e´sta estrategia se le llama estimacio´n ma´xima a
posteriori (MAP, por sus siglas en ingle´s). Lo importante o ventajoso de los me´todos
de suavizacio´n que se proponenen en este texto es que evitan el extenso trabajo com-
putacional de evaluar las funciones de verosimilitud en cada iteracio´n de los modelos
dina´micos. Ya que por ejemplo para evaluar una funcio´n de error E(~θ), teniendo
la funcio´n f(~xt, ~θ) y adema´s ~˙x = g(x˙, θ˙) se tendr´ıa que evaluar cada una de las
soluciones mediante una te´cnica recurrente, siendo la ma´s conocida la red neuronal
recurrente [27]. Por lo anterior el presente estudio propone aplicar me´todos mucho
ma´s gene´ricos dependientes de los los datos disponibles y las interacciones de intere´s
con el fin de ser ma´s efectivos con menores tiempos y esfuerzos computacionales.
3.4 Inferencia de para´metros
Como se ha descrito anteriormente el objetivo del estudio es obtener la forma
ma´s probable de co´mo estan interactuando los genes, es decir como se comporta el
sistema biolo´gico estudiado y como se conecta la red de regulacio´n gene´tica. Con
ayuda de lo anterior se puede llegar a obtener los para´metros de dicha red con el fin
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de ayudar a reproducir los resultados de los experimentos desarrolados por expertos
en procesos biolo´gicos.
Para optimizar los para´mentros se utilizo´ el paquete optim que incluye R [24]
minimizando el error cuadrado medio mostrado en 3.12, lo cual corresponde de igual
manera a maximizar la verosimilitud.
ECM =
1
µ
M∑
m=1
[(ymt − f~a(t))2] (3.12)
Cap´ıtulo 4
Resultados
En el presente cap´ıtulo se muestran los resultados obtenidos en base a la
metodolog´ıa propuesta y experimentacio´n realizada en los cap´ıtulos anteriores. En
primer lugar se muestran las simulaciones realizadas con los modelos empleados.
Enseguida se exponene los resultados obtenidos con los muestreos previamente de-
scritos. Despue´s se presentan los resultados alcanzados con los modelos de suavizacio´n
de datos implementados y por u´ltimo se describe la inferencia de parame´tros real-
izada a las redes estudiadas.
4.1 Simulacio´n
En el presente trabajo se dio´ a la tarea de simular la red de interaccio´n gene´tica
descrita anteriormente conocida en la literatura como Represilador utilizando el
software libre R [24]. Con lo que se obtubieron las Figuras 4.1 y 4.2 para el caso
de 3 genes. En ellas se observa la concentracio´n de prote´ınas y la concentracio´n de
RNAmensajero de cada uno de los genes involucrados respectivamente, las cuales
muestran el comportamiento oscilatorio descrito anteriormente. E´ste u´ltimo consiste
en que mientras la concentracio´n de un gen aumenta, la concentracio´n del otro se ve
influenciada negativamente por la relacio´n que exite entre ambos. Este proceso se
observa en las dos gra´ficas, tanto la concentracio´n de prote´ınas como la concentracio´n
de RNAmensajero.
Despue´s se realizo´ la simulacio´n del Represilador Generalizado con el cual se
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Figura 4.1: Simulacio´n de concentracio´n de prote´ınas por ce´lula
Figura 4.2: Simulacio´n de concentracio´n de RNAmensajero
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puede reproducir la red de regulacio´n gene´tica con n genes. Es importante mencionar
que entre las caracter´ısticas inmersas en este sistema encontramos una sumamente
interensante, la cual consiste en que si n toma valores pares, la mitad de los genes
convergen a una constante, mientras que los restantes convergen a cero. Por otro
lado, si n es un nu´mero impar el sistema tendra´ el comportamiento oscilatorio car-
acter´ıstico observado en las Figuras 4.1 y 4.2. Esto producido por la misma estructura
que presenta dicha red.
Figura 4.3: Simulacio´n de concentracio´n de prote´ınas por ce´lula con 8 genes
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Figura 4.4: Simulacio´n de concentraco´n de RNAmensajero con 8 genes
En la Figuras 4.3 y 4.4 observamos las simulaciones obtenidas en el caso de
n = 8. Por otro lado podemos observar las Figuras 4.5 y 4.6 donde se muestran los
casos de n = 9.
Figura 4.5: Simulacio´n de concentracio´n de prote´ınas por ce´lula con 9 genes
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Figura 4.6: Simulacio´n de concentraco´n de RNAmensajero con 9 genes
4.1.1 Me´todos de muestreo
Como se descrbio´ en cap´ıtulos anteriores se emplearon dos tipos de muestreos;
aleatorio simple y sistema´tico. Se realizaron ambos muestreos con diversos nu´meros
de datos y niveles de error de medicio´n relacionado con fallas humanas y perturba-
ciones en el entorno. Teniendo tres taman˜os de datos y tres niveles de error como se
muestra en la Tabla 4.1. Donde se hicieron las 9 combinaciones de la dimensio´n de
los datos y el ruido presente en los puntos a la hora de muestrearse.
Taman˜o de Muestra: 10 50 200
Nivel de Error: 1% 5% 10%
Tabla 4.1: Descripcio´n de Muestras
Por cuestiones de distincio´n solo se muestran las Figuras 4.7, 4.8 y 4.9. En e´stas
se observan los 3 taman˜os de muestra con un error o falla de medicio´n del 10%, ya
que se sabe que en procesos biolo´gicos reales se tiene un ruido o error alrededor de
esta magnitud.
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Figura 4.7: Muestra taman˜o 10 con nivel de error de 10%
Figura 4.8: Muestra taman˜o 50 con nivel de error de 10%
En las tres Figuras se pueden contemplar los puntos graficados en base a los
tres taman˜os de muestra de la Tabla 4.1. Observando dichas gra´ficas se percibe
acertadamente que mientras se incrementa el nu´mero de datos se obtiene una mejor
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Figura 4.9: Muestra taman˜o 200 con nivel de error de 10%
aproximacio´n al esquema original del sistema simulado. Por lo que se rescata el
patro´n oscilatorio del modelo au´n teniendo un nivel de ruido grande (10%).
4.2 Suavizacio´n
En esta seccio´n se exponen los resultados obtenidos en base a los cuatro me´to-
dos de suavizacio´n que se experimentaron en el presente trabajo. Recordando que se
tienen los me´todos spline, loess, kernel y bayes descritos anteriormente en el Capitulo
3. Se disen˜o´ una extensa experimentacio´n donde se pretende explotar las caracter´ısti-
cas y propiedades de cada uno de los diferentes me´todos planteados. En la Tabla
4.2 se resume los experimentos desarrolladas con cada uno de los procedimientos de
suavizacio´n. En e´sta se indica que se utilizan 10 diferentes taman˜os de muestra que
van desde 5 hasta 50 datos con incrementos de 5. Asimismo se tienen repeticiones
temporales, estos puntos aluden a que en un experimento real se pueden repetir las
mismas condiciones un determinado nu´mero de veces. Por u´ltimo es importante men-
cionar que cada combinacio´n del taman˜o de muesta con las repeticiones temporales
Cap´ıtulo 4. Resultados 35
se ejecutan 10 veces cada una.
Taman˜o Muestra: 5 10 15 20 25 30 35 40 45 50
Repeticiones Temporales: 3 5 7 9 10
Tabla 4.2: Disen˜o Experimental de Me´todos de Suavizacio´n
En base al experimento se crea un total de 2000 gra´ficas. E´sto como resultado
de los 10 duplicados de las combinaciones descritas en la Tabla 4.2 para cada uno
de los cuatro me´todos. Por cuestiones de distincio´n, ya que fueron los datos que se
utilizaron en los ana´lisis posteriores, se muestran los resultados de las gra´ficas de
una taman˜o de muestra de 20 y 3 repeticiones temporales, es decir, un total de 60
datos.
Figura 4.10: spline con taman˜o 20 y 3 repeticones
En la Figura 4.10 se analiza el desempen˜o del me´todo spline donde se muestra
la simulacio´n original en l´ıneas finas y en l´ıneas gruesas el suavizado logrado por
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e´sta funcio´n, donde el eje horizontal y el eje vertical representan el tiempo y la
concentracio´n de prote´ınas por gen respectivamente.
Figura 4.11: loess con taman˜o 20 y 3 repeticones
Asimismo en la Figura 4.11 se muesta el suavizado alcanzado por del me´todo
loess donde de igual manera se muestra la simulacio´n original en l´ıneas finas y el
suavizado en l´ıneas gruesas.
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Figura 4.12: kernel con taman˜o 20 y 3 repeticones
De igual manera en la Figura 4.12 se muesta la suavizacio´n lograda por el
me´todo kernel donde se muestra la simulacio´n original en l´ıneas finas y el suavizado
en l´ıneas gruesas.
Por u´ltimo se muesta la Figura 4.13 en la cual se observa el suavizado con
l´ıneas guresas y la simulacio´n original con l´ıneas finas.
Se puede contemplar de una manera deductiva la eficiencia y desempen˜o de
los cuatro me´todos. Donde por un lado vemos que las funciones loess y kernel no
revelan una buena aproximacio´n a los datos originales. Ya que e´stas no detectan la
naturaleza oscilatoria de los datos. Mientras que los me´todos spline y bayes, si bien
no replican completamente la estructura de los datos originales, recuperan muy bien
la oscilaciones caracter´ısticas del sistema.
Retomando los resultados obtenidos por los me´todos spline y bayes se observa
su buen desempen˜o ya que el primero rescata la estructura de los datos originales
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Figura 4.13: bayes con taman˜o 20 y 3 repeticones
teniendo pequen˜as variaciones alrededor de los puntos reales. Mientras que el segundo
me´todo recupera de forma adecuada la configuracio´n de los datos reales solo con
un pequen˜o defecto en las amplitudes. Pero en ambos casos se logra un objetivo
importante al rescatar la peculiaridiad de la red gene´tica estudida.
Es importante destacar el desempen˜o general de cada uno de los cuatro me´todos
basandose en el total de los experimentos realizados con todos los taman˜os y repeti-
ciones. Por esta razo´n se decidio´ hacer un gra´fico que englobe todas estas pruebas.
En la Figura 4.14 se muestra de manera descriptiva el rendimiento de las funciones
de suavizado, donde se aprecia que el eje horizontal representa el nu´mero de puntos
totales tomando en cuenta el taman˜o de muestra como las repeticiones temporales.
El eje vertical izquierdo muestra una error relativo a chi cuadrada, donde un error
alrededor de 1 se considera aceptable, ya que uno mayor representa valores defi-
cientes, mientras que con un error de 0 incurre a una sobreestimacio´n de los datos.
Finalmente en el eje vertical derecho se aclaran los colores y signos definidos para
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Figura 4.14: Comparacio´n de Errores de Me´todos de Suavizacio´n
cada funcio´n y cada caso respectivamente.
En esta Figura podemos observar que ambos me´todos, tanto spline como bayes
tienden a bajar su error ma´s ra´pidamente que la funcio´n de kernel. Adema´s se aprecia
que el me´todo loess nunca llega a ser tan efectivo aun teniendo una gran cantidad
de datos de entrada. Tambie´n es importante destacar que los dos primeros me´todos
llegan a trabajar considerablemente bien con menos de 100 datos, lo cual favorece
a nuestra investigacio´n ya que es de suma relevancia tener me´todologias que sean
robustas a la escasez de informacio´n.
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Conclusiones
Finalmente este cap´ıtulo se discuten y analizan los resultados obtenidos en el
presente trabajo. En la seccio´n 5.1 se presentan las conclusiones generales de esta
tesis, mientras que en la seccio´n 5.2 se resumen las contribuciones aportadas por
medio de e´sta. Por ultimo en la seccio´n 5.3 se detalla y propone el trabajo futuro a
realizarse.
5.1 Conclusiones generales
En la presente investigacio´n se estudio´ el desempen˜o y capacidad de las teor´ıas
bayesianas implementadas en metodolog´ıas de inferencia de para´metros en las que
existen ocasiones en que los pocos y escasos datos representan un obsta´culo en la
obtencio´n de estad´ısticos confiables y ra´pidos. Adema´s se logro´ la implementacio´n de
las redes biolo´gicas artificiales del Represilador y el Represilador Generalizado con
el motivo de desarrollar y comporbar las metodolog´ıas del suavizado de los datos e
inferencia de para´metros sobre e´stos.
Se muestra el impacto que genera tanto la suavizacio´n bayesiana como la aprox-
imacio´n por regresio´n de polinomios locales en el importante ahorro de trabajo com-
putacional y en la tambie´n relevante recuperacio´n de las caracter´ısticas y patrones.
Aun as´ı se destaca principalmente el me´todo bayesiano ya que produce un error
considerablemente menor trabajando con muestras pequen˜as en comparacio´n con la
metodolog´ıa de aproximacio´n por regresio´n de polinomios locales.
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5.2 Contribuciones
Las contribuciones derivadas del presente estudio se puntualizan de la siguiente
manera:
Se realizo´ la implementacio´n efectiva de los modelos de redes gene´ticas es-
tudiados como el Represilador y el Represilador Generalizado, asimismo se
examinaron las caracter´ısticas, bondades y propiedades que poseen.
Se llevo´ a cabo la implementacio´n de muestreo de datos para despu´es utilizarlas
en el ana´lisis de las metodolog´ıas de suavizado.
Se implemento la incorporacio´n del ruido (o error de medicio´n) a las muestras
obtenidas.
Se desarrollo e implemento´ la suavizacio´n bayesiana de una serie de Fourier.
Se emplearon las funciones spline, loess y kernel de R [24].
Se proponenen las suavizaciones spline y bayes como me´todos gene´ricos confi-
ables que ahorran tiempo evitando los grandes esfuerzos y trabajos computa-
cionales.
Se obtuvo´ la inferencia de los para´metros mediante la optimizacio´n del error
con la funcio´n optim en R [24].
Se graficaron y analizaron los resultados tanto de las suavizaciones como de
la inferencia de datos con el fin de razonar una nueva metodolog´ıa con mayor
rapidez y adema´s que cuente con cierto nivel de acertividad en casos en los que
se dispone de escasa informacio´n.
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5.3 Trabajo Futuro
En el presente estudio se muestran grandes a´reas de oportunidad en las que la
investigacio´n es sumamente extendible. Algunos de los casos que pueden derivarse
de e´ste son los siguientes:
Estudiar otros me´todos de suavizacio´n de datos.
Incorporar a la inferencia de para´metros otras funciones de optimizacio´n.
Implementar modelos de redes gene´ticas que tengan interacciones tanto pos-
tivias como negativas entre sus elementos.
Realizar estudios con diferentes funciones de error.
Realizar experimentos utilizando diferentes funciones de series de Fourier.
Extender a caso de estudio real en ce´lulas de ca´ncer de mama.
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