ABSTRACT In channels that introduce substitution, insertion, and deletion errors, one challenging problem for a code designer to overcome is to avoid false code-synchronization. In other words, the probability of a false codeword occurring should be minimized with appropriate code designs. In this paper, we propose a new class of systematic comma-free code called generalized F(n, s, t) code for channels that are impaired by substitution, insertion, and deletion errors. We first prove that this code is a synchronous code and then we derive the probabilities of false synchronization when a substitution, insertion, or deletion error occurs. We compare the theoretical and simulation results under different channel parameters. We also analyze the factors affecting the false synchronization for each case. The proposed code gives a higher code efficiency and better choice in terms of false synchronization compared with the classical F codes.
substituted, removed or added during the sequencing and synthesis processes of DNA sequences, introducing substitution, deletion and insertion errors, respectively. Synchronization between codewords will get lost when deletion and/or insertion errors occur.
Synchronization is a challenging problem because a relatively small number of edits can cause obvious difference between the transmitted and received sequences in terms of Hamming distance. The maintenance of codeword synchronization is of importance in any communication and data storage systems. Many classes of codes with the capability to detect or correct synchronous errors have been constructed. In [9] , Tenengol'ts has developed a block code that can correct one deletion error or two consecutive substitution errors for channels that are impaired by substitutions, insertions and deletions. However, Tenengol'ts has not discussed synchronization and has assumed that the boundaries of each codeword are known. The literature [10] introduce and studies variable-length self-synchronizing codes in details. Selfsynchronization can be achieved by using variable-length binary codes [11] . Even though variable-length codes can keep a receiver synchronized, the delay to achieve synchronization relies on the transmitted message and may be very long. In addition, when a codeword is decoded using a wrong code length, all subsequent codewords will be decoded incorrectly until synchronization is regained.
Fixed-length encoding can be used to keep the synchronization delay below a limit. When a fixed-length block code is used, synchronization techniques must be taken to make sure that the receiver and transmitter stay synchronized. Fixed-length codes can be synchronized more easily. An effective approach to maintaining synchronization of codewords is to transmit ''commas'' between codewords in the presence of insertion or deletion errors [12] . This synchronization technique under various constraints has been studied. Another technique that does not rely on ''commas'' to maintain synchronization are referred to as ''commafree codes''. The comma-free codes were first proposed by Golomb et al. [13] . The constructions of such codes have been discussed by Gilbert [12] , Golomb et al. [13] , [14] and Golomb [15] , Jiggs [16] and Eastman [17] .
Specifically, a comma-free code (CFC) is a set of codewords of length n over an alphabet such that given any two codewords u = u 1 u 2 · · · u n and v = v 1 v 2 · · · v n belonging to this set, the n letter concatenation w = u k · · · u n v 1 · · · v k−1 (k = 2, 3, . . . , n) cannot construct a codeword. Examples of comma-free codes with a codeword length of 5 are {01000, 01100, 01010, 01110, 01011, 01111} and a codeword length of 7 are {0101000, 0101100, 0101110, 0101111, 0100010, 0110010, 0111010, 0111110, 0100011, 0110011, 0111011, 0111111, 0100000, 0110000, 0111000, 0111100, 0111110, 0111111}. From the view-point of mathematics, the upper bound of the maximal number of codewords in a CFC set given a codeword length n and an alphabet size q has been derived in [13] and [16] and is given by
where the summation is extended over all divisors d of n, and φ is the Mobius function defined as
if d has any square factor, (−1) r if d = p 1 p 2 · · · p r , where p 1 , · · · , p r are distinct primes.
Golomb et al. [13] first show how to construct the maximal cardinality of CFC for codeword lengths of 3, 5, 7 and 9. They further prove that the construction can be extended to codeword lengths of 11, 13 and 15. In [17] , a strategy is given for constructing maximal comma-free codes in terms of number of words for any odd codeword length n. However, the upper bound cannot always be achieved. This type of code allows the receiver to re-establish synchronization after an insertion or deletion error with a delay of at most two blocks. Eastman and Even [18] have constructed a block code, which is able to detect synchronization errors after receiving some finite number of codewords. Comma-free codes have relatively low efficiency because of a strong synchronizing condition. The error correcting properties of these codes are not known. In addition, CFC proposed by Golomb et al. leads to difficult decoding unless small length of codes are used.
The aforementioned codes do not provide specific fixed positions for transmitting data. The systematic fixed-length block comma-free codes are investigated in [19] . A systematic comma-free code is a subclass of comma-free codes where fixed locations are used to maintain synchronization in each codeword and remaining locations are used to carry information. An effective method is to fix the first few bits of a codeword to a sequence of bit 1 or bit 0. The fixed sequence is referred to as the primer drive of CFC and it appears at the beginning of each codeword. When messages of binary digits are transmitted as blocks, identifying the boundary between consecutive blocks are of much significance to maintain the receiver in synchronization with the transmitter. If the same primer drive and fixed positions appear when two codewords are concatenated due to errors, the decoder would give a false synchronization and such a sequence is called a false codeword. Two systematic CFCs are given in the following.
A. GILBERT CODE
The primer drive of a Gilbert code consists of bit zeros and is placed as a prefix to each block. In order to ensure the primer drive not to appear in the body of the codeword, the other digits should be constrained. Suppose that the primer drive sequence p consists of s
Gilbert codes ensure that the primer drive sequence p of length s will not appear in (p 2 
Each subsequent sequence of s bits begins with a bit one and the last digit is also a bit one. For example, Gilbert code with parameters n = 16 and s = 4 encodes the information sequence ''10110110'' into the codeword ''0000110111011101'', where the bold bits represent the fixed bits used to keep synchronization. Obviously, the primer drive sequence of s zeros can never appear in the body of a codeword even if information bits are all zeros. Gilbert codes have a relatively strong condition to maintain synchronization because it is required that no primer drive sequence appears in the body of a codeword and the efficiency of the code is reduced.
B. F CODE
A more efficient classic systematic comma-free code in terms of transmitting information called ''F code'' is introduced in [19] . ''F code'' allows a primer drive to exist in the body of a codeword, however, it precludes the possibility that the bits between concatenated codewords form a codeword. Indicate the codeword length by n and the parameter r is the minimum integer greater than or equal to √ 2(n − 1), the parameter s is the minimum integer no less than r 2 and t = r − s. An F code with codeword length n has s + t fixed positions. 0s are located at the positions 1, 2, . . . , s and 1s are located at the positions n, n − s, n − 2s, . . . , n − (t − 1)s while all remaining locations are arbitrary for transmiting VOLUME 6, 2018 information symbols. For instance, the information sequence ''010010011'' is encoded into an F code with a codeword length n = 15 ''000010011001111'', where the bold bits are the fixed bits which are used to maintain synchronization. The class of F codes proposed by Clague are similar to Gilbert codes but have a relatively weaker condition to maintain synchronization, which results in a higher efficiency. Some fixed positions of a Gilbert code become arbitrary bits in an F code of the same length. The difference becomes more obvious as the length of the code increases. Therefore, F codes have fewer fixed places and are more efficient in terms of carrying data comparing with Gilbert codes. In fact, the class of F codes have been demonstrated as the most efficient systematic comma-free code that maintains synchronization using fixed places [19] .
A new systematic CFC referred to as ''generalized F code'' is proposed in this paper and it includes ''F code'' as a special case. The probabilities of a false synchronization due to substitution/insertion/deletion errors have been derived. This paper begins with a definition of the generalized F(n, s, t) codes in Sect. II. This is followed by the construction of the codes, the proof that it is a systematic comma-free code and the encoding and decoding of the proposed generalized F code. Sect. III shows the error types and channel model. The false synchronization probabilities caused by a single substitution, deletion or insertion error are derived, and performance results are shown in Sect. IV. Concluding remarks are given in Sect. VI.
II. PROPOSED F (n, s, t ) CODES AND ITS ENCODING AND DECODING
A. PROPOSED F (n, s, t ) CODES A ''generalized F(n, s, t) code'' of codeword length n includes s fixed 0s and t fixed 1s, where st ≥ n−1 2 . In addition, the fixed 0s are at positions 1, 2, . . . , s while the fixed 1s are at positions js + 1, (j = 1, 2 . . . , t) satisfying st ≥ n−1 2 . For example, the format of a generalized F(n = 19, s = 3, t = 3) code is 0001xx1xx1xxx1xxxxxxxxx, where x reprensents an arbitrary information bit and it is either bit 0 or 1. For such a set of fixed-position systematic CFC, we define the code rate as the ratio between the number of arbitrary bits and codeword length, i.e. 
The reason st + 1 ≥ n − st is that st ≥ 0.5(n − 1) is required for a generalized F(n, s, t) code. Thus, all values between 1 and (n−1) are covered at least once by the residues. Based on the lemma of [19] , which states that a fixed-place code with 0s and 1s fixed in the positions a i (i = 1, . . . , s) and b j (j = 1, . . . , t), respectively, will be synchronous if and only if the set {±(a i − b j )} contains a complete system of nonzero residues (mod n), we demonstrate that the generalized F(n, s, t) code is indeed a systematic comma-free code.
B. ENCODING AND DECODING OF SYSTEMATIC CFC
The information bit sequence is first divided into blocks, each of which contains k information bits. Then the primer drive and fixed bits are inserted in between the k information bits to construct a systematic CFC codeword. The encoding procedure is repeated for every block of k information bits.
The decoding procedure at the receiver is actually the reverse of the encoding operation. It is very likely that the length of the received sequence is different from that of the transmitted one due to potential insertion/deletion errors. The boundaries between consecutive blocks are not easy to detect any longer and thus, it is impossible to simply pass the decoder one codeword after another. Our aim is to make the decoding procedures as simple as possible. The strategy we chose to solve the synchronization problem of the received sequence is by introducing a decoding window of fixedlength size n, which is simply a codeword length.
The first and the last bit of the received data sequence are known by the decoder but there is no direct information about the boundaries of each codeword. The decoder is able to maintain synchronization at the codeword boundaries with the use of the primer drive sequence and some fixed positions. A codeword is immediately decoded whenever the structure of a systematic CFC codeword is detected by the decoding window. The decoding window then moves n positions to the right and tries to detect the next codeword. It is possible that the n bits in the decoding window cannot construct a CFC codeword due to substitution, deletion and insertion errors. Under this circumstance, the decoding window moves one position to the right at a time until another CFC codeword is detected. The procedures repeat until the decoding window reach the last bit.
By definition, A sequence of bits from two consecutive CFC codes cannot form a CFC. However, a false codeword may appear when (substitution/insertion/deletion) errors occur in CFCs. Supposing one error (insertion, deletion or substitution error) occurs in the ith codeword and no errors occur in the subsequent two codewords, we claim that the receiver can always resynchronize at the (i + 2)th codeword or maybe at the (i + 1)th codeword. We will use two examples to illustrate these.
One example to illustrate the latter case is shown in Fig. 1 . Suppose that an insertion error occurs in the second codeword (i.e. Codeword 2). When the decoding window is at the first block, the bits contained in the decoding window is the first systematic CFC code and hence this codeword is immediately decoded. The decoding window then moves n positions, however, these n bits in the decoding window cannot form a systematic CFC and hence it moves one position to the right until the decoding window arrives at the third block, at which point the third codeword is decoded. The decoding window moves n positions again after that and this process is continued. The receiver resynchronizes at the third codeword under this condition. For the former case, a CFC codeword is not able to be detected or decoded whenever an insertion error occurs. The tail of the corrupted codeword together with the head of the subsequent codeword may construct a false codeword. The decoding process with the false codeword formed by the second corrupted codeword and the third correct codeword is illustrated in Fig. 2 . The tail of the second corrupted codeword and the head of the third correct codeword together form a false codeword caused by an insertion error in the second codeword. The decoding window thinks it is a valid codeword and thus it moves n positions to the right. The content of the decoding window becomes an overlap of two CFCs, which cannot be a codeword. After this, the decoding window will move one position until it decodes the fourth codeword. In this case, synchronization is re-established at the fourth codeword. Even though the third codeword is correct, we cannot decode this codeword due to the existence of a false codeword.
The presence of a false codeword excludes the decoding of the subsequent correct codeword (the 3rd codeword in Fig. 2 ). Therefore, the false codeword probability when substitution, deletion and insertion errors are introduced is a performance metric of a systematic comma-free code.
III. ERROR TYPES AND CHANNEL MODEL
We define the following synchronization errors and assume a sequence proceeds from left to right.
• A deletion is defined as no detection of a transmitted bit at the receiver. All the following bits after the specific lost bit will shift one position to the left in the sequence.
• An insertion is defined as the detection of an untransmitted bit at the receiver. All the following bits shift one position to the right in the sequence. Random bit might be inserted before each bit of the transmission sequence. Error detection system requires two components: a precise definition of the communication channel with error characteristics and an analysis of properties of codes that permit error detection or correction for channels in the given model. We will discuss these two aspects in the following.
We consider a channel that suffers from independent substitution, deletion and insertion errors. Both the transmitter and receiver have no information about the specific locations where errors occur. In this paper, only bianary symbols are considered and such a channel is called a binary substitution/ insertion/deletion (BSID) channel [20] . The BSID channel model is shown in Fig. 3 [21] . We consider the BSID channel described by three independent parameters: insertion with probability p i , where a random bit is inserted; deletion with probability p d , where the current bit is discarded; and substitution with probability p s , where the transmitted bit is substituted. At time instant i, the transmission of a bit t i through the BSID channel can lead to one of the four possible events. One or more bits are inserted before the current bit t i ; The current bit t i is deleted and subsequent bit t i+1 is ready to be transmitted; The current bit t i is transmitted with probability p t = 1 − p i − p d . Further, the transmitted bit get substituted with a probability p s . For this model, any insertion errors occurring in the boundary between two consecutive codewords are considered as errors of the second codeword.
IV. FALSE CODEWORD PROBABILITIES A. BLOCK ERROR RATE
We assume that the transmitted sequence is encoded into successive fixed length blocks. Let t = (x 1 , x 2 , · · · , x n ), x i ∈ {0, 1} for i = 1, 2, · · · , n and y = (x 1 , x 2 , · · · , x r ), x i ∈ {0, 1} for i = 1, 2, · · · , r be the transmitted and received sequence, respectively. The length of the transmitted sequence n is a constant parameter while the length of the received sequence r is a random variable depending on the deletion and insertion processes. The length of the received sequence is either lengthened or shortened depending on the predominant insertion or deletion errors. Equal number of deletion and insertion errors result in a received sequence of equal length with the transmitted sequence. Such a case is equivalent to having only substitution errors and thus the boundary of the codeword is not affected. However, we cannot always assume the same number of insertion and deletion errors in a codeword. Therefore, we must find a codeword that can be used to synchronize the received sequence whose length is different from the transmitted one.
The BSID channel model does not restrict the maximum number of consecutive insertions. The ''overall'' probability of insertion errors for a current transmitted bit is
. p i ≈ p i is valid for small value of the insertion probability p i . The subsequent bit will be considered when a deletion error or a transmission has occurred. The probability of the current transmitted bit being substituted is
when the insertion probability p i and the deletion probability p d are small values. The operations repeat until the last bit of the sequence has been transmitted and the obtained sequence is the final received sequence. When a codeword of length n bits are transmitted though a BSID channel, we can obtain the block error probability on individual codewords. Based on the BSID channel, we consider the probability Pr(N d , N s ) with N d deletion errors and N s substitution errors and the probability Pr(N i ) with N i insertion errors individually. The probability of the received codeword with a specific N d deletion errors and N s substitution errors through the channel is given by
Moreover, the probability of the received codeword with a specific N i insertion errors though the channel is
All errors are assumed to be independent and thus the probability of the codeword with the specific error pattern containing N i insertion, N d deletion and N s substitution errors is given by the multiplication of these two probabilities, i.e.,
Since we assume that any insertion errors occurring in the boundary between two codewords is considered as errors of the second codeword, the number of combinations of inserting N i bits is
. In addition, we have 
Finally, the probability of any error pattern containing N i insertion, N d deletion and N s substitution errors equals
B. FALSE CODEWORD PROBABILITIES
In this section, the false synchronization probabilities will be derived when (i) a single substitution occurs in a codeword, (ii) a single substitution occurs in each of two consecutive codewords, (iii) a single deletion error occurs in a codeword, (iv) a single insertion error occurs in a codeword, under different channel parameters. The following symbols are defined.
• x: An arbitrary information bit which can be either 0 or 1 • g: Generator of the proposed generalized F(n, s, t) code. It is a vector of length n, which consists of s fixed (nonarbitrary) 0s, t fixed (non-arbitrary) 1s and n − s − t arbitrary information bits x.
• tt: Concatenation of two transmitted F(n, s, t) codewords with a total vector length of 2n.
• r r: Received vector when tt is transmitted. The vector length depends on the errors occurring.
• g(i): A decoding window which is the delay-i version of g, i.e., g with i empty slots in front.
• d(tt, g(i)): Hamming distance only between nonarbitrary bits of tt and g(i) inside the decoding window. If d(tt, g(i)) = 0, the content in the decoding window is a valid codeword.
• h(i): Number of positions where the element of g(i) is 0 or 1 AND the element of tt is x.
1) SINGLE SUBSTITUTION ERROR
Synchronization will be maintained when a random information bit is substituted. However, synchronization will get lost when one of the fixed bits is substituted and a false codeword may appear under this case. Therefore, we only consider those i for which d(tt, g(i)) = 1 when evaluating the false synchronization probability caused by a single substitution error. Namely, the transmitted vector tt and the decoding window vector g(i) only differ in one fixed position. When the bit at this position is substituted, the false codeword will appear on condition that the fixed bits in g(i) and the specific aritrary information bits x in tt are well matched. The probability of the exact matching is given by (
code is used for explanation. The complete shifting process of the decoding window for the generalized systematic F(n = 16, s = 3, t = 3) is shown in Fig. 4 . When i = 3, the decoding window moves three positions to the right (or there are three empty slots inserted before the decoding window).
Referring to Fig. 5(a) , the first row shows the generator; the second row shows two consecutive transmitted codewords; the third row represents the received vector through the channel, where a substitution error occurs at the first fixed bit 1 in the transmitted codeword; the last row represents the shifted decoding window with i = 3. We notice h(3) = 3 by comparing the second and fourth rows. The probability of a false codeword appearing is ( 1 2 ) 3 (probability when the 5th, 6th, and 13rd transmitted bits in tt are 0, 0 and 1 coincidentally) under the condition that the first fixed bit 1 is substituted. However, a point needs to be emphasized. Suppose  d(tt, g(i)) = 1 for a certain i and the position where tt and g(i) differs is beyond n. For example, we find that the position where the vector tt and g(10) differs is at the first bit of the second codeword, as in Fig. 5(b) . This means the first codeword is decoded correctly and the only substitution error occurs in the next codeword. Under this case, the decoding window will shift n positions to the right after decoding the first correct codeword. Since the decoding window never contains the tail of the first codeword and the head of the next codeword together, false codeword described in this scenario can never occur.
To calculate the total probability of false synchronization caused by a single substitution error at a fixed position, we must exclude the case where the first codeword is correct and substitution error occurs in the second codeword. Therefore, only the scenario, i.e., one substitution error occurs in the first codeword and the second codeword is correct, needs to be considered. For this case, we require the last bit 1 of the decoding window g(i) not to go beyond the last bit of the first codeword, i.e., not to exceed the second codeword. Otherwise, the first codeword has been correctly synchronized and detected or d(tt, g(i)) > 1. Thus, we require i + st + 1 ≤ n, i.e., 1 ≤ i ≤ n − st − 1. Furthermore, we show that
Combining all the above, we can readily show the probability of false synchronization caused by a single substitution error at a fixed position in the generalized F(n, s, t) code
where
In (9), P s represents the probability that exact one fixed position suffers from a substitution error. The expression of P s is obtained under the condition N s = 1, N d = 0 and N i = 0 in (5). VOLUME 6, 2018
2) ONE SINGLE SUBSTITUTION ERROR IN EACH OF TWO CONSECUTIVE CODEWORDS
In order to calculate the probability of false synchronization caused by more than a single substitution error, we have to find the general expression of h(i). Thus, we define two more symbols.
• N 0 0 (i): Number of positions in which both elements in g(i) and tt are equal to 0 , g(i) ). (10) The meaning behind h(i) is that there are h(i) occasions where the sequence in the decoding window is not a CFC when the decoding window moves i positions to the right. Previously, we only investigated the scenario when d(tt, g(i)) = 1 on condition that the subsequent codeword is correct. However, for the scenario where d(tt, g(i)) = 2, we can no longer assume the subsequent codeword is correct. Each of the two consecutive codewords must contain one substitution error at a fixed position to ensure that the concatenation of the two codewords form a false codeword. Therefore, the scope we consider is enlarged, i.e., the position of the first bit 0 of the decoding window g(i), i.e., position 1, should never exceed the position of the last bit 1 of the first codeword after shifting i positions of the decoding window to the right. Hence we have 1+i ≤ st +1, i.e., i ≤ st. Otherwise, the first codeword has been correctly synchronized while the second one is corrupted and thus the false codeword can never arise up.
(i) + h(i). In other words,
s + t = d(tt, g(i)) + N 0 0 (i) + N 1 1 (i) + h
(i) and thus h(i) is given by
The values for d(tt, g(i)), N 0 0 (i) and N 1 1 (i) and h(i) for the general case have been derived and are listed below:
Therefore, h(i) in (10) can be readily shown equal to , g(i) ) otherwise.
(14)

3) SINGLE DELETION ERROR
We continue to investigate the false synchronization probability due to synchronous errors. We first investigate the false synchronization probability P d caused by a single deletion error. r z r is defined as the received vector of length 2n − 1 in which the zth bit (1 ≤ z ≤ n) of tt is deleted. In fact, r z r is the cascading of a codeword with a single deletion error and a correct codeword. Obviously, the distance d(g(n − 1), r z r) = 0 because the sequence in the decoding window is exactly the second correct codeword. d(g(i) , r z r) is usually nonzero for all z = 1, 2, · · · , n and i = 1, 2, · · · , n − 2. In this case, ccodeword cannot be formed caused by a single deletion error. However, a false codeword is detected with probability ( d(g(i) , r z r) = 0 for certain i ≤ n − 2 and z. Same as the substitution error case, the last bit 1 of the decoding window cannot arrive at the position of the first bit 0 of the second codeword,i.e., i + st
The problem is further divided into different cases and the corresponding h(i) is derived. The complete shifting process of the decoding window for systematic generalized F(n, s, t) code is shown in Fig. 6 .
Case 1 (A Single Bit Among the s Starting 0s Is Deleted):
The received vector begins with (s − 1) 0s followed by a bit 1 while the decoding window begins with s consecutive 0s. s consecutive 0s cannot be found even though all information bits are 0s. Therefore, a false codeword cannot be formed for this scenario.
Case 2 (The First Bit One After the Sequence of s 0s Is Deleted):
A false codeword is formed when 0 ≤ i ≤ s − 1. We further show that 
Case 5 (The Last Bit 1 Is Deleted):
Obviously, a false codeword appear when i = 0 and h(i) = 1. Besides, a false codeword may also appear when the first bit 0 of the decoding window exceeds the fixed bit 1 preceding the deleted bit 1, i.e., 1 + i ≥ (t − 1)s + 1 + 1 or i ≥ (t − 1)s + 1. Furthermore, it can be shown that
(17)
Case 6 (A Single Bit After the Last Bit 1 Is Deleted):
A false codeword may appear only on condition that i = 0 and h(i) = 0. We can readily show that the total probability of false sychronization caused by a deletion error is
where,
In (18), 
4) SINGLE INSERTION ERROR
We finally investigate the false synchronization probability P i caused by a single insertion error. r q r is referred as the received vector with a random bit inserted before the qth bit of tt, 1 ≤ q ≤ n. The length of the received vector is 2n + 1. In fact, r q r is the cascading of a codeword with a single insertion error and a correct codeword. Obviously, the distance d(g(i), r q r) = 0 when i = n + 1 due to the fact that the sequence in the decoding window is the second correct codeword. d(g(i) , r q r) is usually nonzero for all q = 1, 2, · · · , n and all i = 1, 2, · · · , n − 2. In this case, a false codeword can never be formed caused by a single insertion error. However, a false codeword will be detected with probability ( d(g(i) , r q r) = 0 for certain i ≤ n+1 and q. Same as the substitution and deletion scenarios, the last bit 1 of the decoding window cannot go beyond the position of the first bit 0 of the subsequent codeword, i.e., i + st
Similar to dealing with a single deletion error, the problem is divided into several scenarios to derive the corresponding h(i). The complete shifting process of the decoding window for generalized F(n, s, t) code is shown in Fig. 7 . Based on the complete shifting process of a decoding window, it is impossible to form a false codeword under the first four cases. 1 A false codeword can appear with two conditions under Case 5, i.e., a bit 0 is inserted between jth bit 1 and (j + 1)th bit 1 including the (j + 1) bit 1, 1 ≤ j ≤ t. The first condition is to make sure the sequence in the decoding window is not a codeword when i = 0 because the definition of false codeword is the concatenation of two codewords. Only under the first condition will the decoding window shift one position to the right. The second condition is that the first bit 0 of the decoding window must arrive 1 One point needs to be noticed for Case 1 where any single bit is inserted before the first bit. Even though d(g (1) , r q r) = 0 under this case, the sequence in the decoding window is the first codeword. False codeword is actually the overlap of two consecutive codewords. Based on the definition of the false codeword, this scenario cannot contribute to the false codeword probability caused by a single insertion error. at the next bit of the jth bit 1 of the received codewords, i.e., 1 + i = js + 1 + 1 or i = js + 1. Furthermore, we can show that h(i) = s + j − 1. Most of the cases do not contribute to false codeword probability. We can readily show that the total probability of false synchronization cased by a single insertion error is
In (19) , P i is the probability that exact a single bit 0 is inserted. The expression of P i is obtained under the condition N i = 1, N d = 0 and N s = 0 in (5).
V. RESULTS
The theoretical results of false synchronization for a generalized F(n, s, t) code caused by a single substitution error, a single deletion or a single insertion error have been derived in (9) , (18) and (19) . In order to verify the accuracy, we perform the simulation as follows: a random sequence of 10 6 information bits is generated. The information bit sequence is first divided into N blocks, each of which contains k (k = n − s − t) information bits based on different generalized F(n, s, t) codes. Then the primer drive and fixed bits are inserted in between the k information bits to form a systematic generalized F(n, s, t) codeword of length n. The encoding procedure is repeated for every block of k information bits, which results in a encoded sequence of length N · n. The encoded sequence, i.e, transmitted sequence t = {t 1 , t 2 , · · · t N ·n } of length N · n is transmitted though the BSID channel model with different parameters p i , p d , and p s . The length of the received sequence is usually different from that of the transmitted sequence due to potential insertion and deletion errors. A fixed-length decoding window with the same length of a codeword is introduced. The decoding window moves from the start of the received sequence until it reaches the last bit. During the whole process, we count the total number of false codewords and count the number of false codewords caused by a single substitution error, a single deletion error and a single insertion error, respectively.
A. PROBABILITIES OF FALSE SYNCHRONIZATION
The simulation results for the probabilities of false synchronization of generalized F(n, s, t) codes with different values VOLUME 6, 2018 of s and t are shown in Fig. 8 , Fig. 9 , Fig. 10 and Fig. 11 .
(i) The probability of false synchronization caused by a single substitution error and (ii) the probability of false synchronization caused by a single insertion error are plotted using the left black ordinate axis while (iii) the probability of false synchronization caused by a single deletion error and (iv) the total probability of false synchronization are plotted using the right red ordinate axis. The simulation results represented by symbols match with those theoretical results represented by lines derived in (9), (18) and (19) . The figures also show that deletion errors dominate the false synchronization probability while insertion errors have the least influence for the generalized F(n, s, t) codes.
B. SINGLE SUBSTITUTION FALSE SYNCHRONIZATION
In order to analyze the false synchronization of the generalized F(n, s, t) codes further, we show the simulation results of false synchronization in a generalized F(n, s, t) code caused by a single substitution error at the fixed positions, a single deletion error and a single insertion error respectively. The simulation result for probability of false synchronization in a generalized F(n, s, t) code caused by a single substitution error at the fixed positions is shown in Fig. 12 . From the simulation results, we observe that the false synchronization caused by a single substitution error at the fixed positions is not always increasing as the codeword length increases. This probability is closely related to the values of s and t. This can be demonstrated by the simulation result, in which the curve for F (25, 4, 3) code is always lower than those of F (17, 3, 3) , F (19, 3, 3) and F (17, 4, 2) codes under the same channel error event probability. However, one point needs to be emphasized is that the false codeword probability caused by a single substitution error at the fixed positions increases as the codeword length increases with the same values of s and t, e.g., comparing results for F (20, 4, 3) , F(23, 4, 3) and F (25, 4, 3) .
In addition, we investigate the performance of generalized F(n, s, t) codes with different parameters in terms of false codeword probability at different values of p s caused by a single substitution error at fixed positions in Fig. 13 . For all generalized F(n, s, t) codes with different values of s and t, the false codeword probability P s is slightly decreased when p d and p i increase. It is because when p d increases, more bits are deleted and hence fewer bits are transmitted. When fewer bits are sent, fewer substitution errors can occur. On the other hand, when p i increases, more bits are inserted and hence the false codeword, if occurs, is more likely to occur due to insertion errors. Therefore, the false codeword probability P s due to ''substitution errors'' becomes lower. Moreover, 
C. ONE SINGLE SUBSTITUTION ERROR IN EACH OF TWO CONSECUTIVE CODEWORDS FALSE SYNCHRONIZATION
The theoretical false synchronization in a generalized F(n, s, t) code caused by one substitution error at each of two consecutive codewords' fixed positions are shown in Table 1 . For a fixed combination of (s, t), false codeword cannot be formed for the maximum codeword length, i.e., 2st + 1, for specific s and t such as F (19, 3, 3) , F(17, 4, 2), F(25, 4, 3) and F(33, 4, 4). Comparing results in Fig. 12 and Table 1 , we notice the probability of false synchronization due to two substitution errors in two consecutive codewords is much smaller than that due to a single substitution error. The explanation is as follows: N 0 0 (i) is nonzero for i = 1, 2, · · · , s − 1 and N 1 1 (i) is nonzero for i = s, 2s, · · · , (t − 1)s. The probability of false synchronization caused by substitution errors at fixed positions is the largest when d(tt, g(i)) = 1 and the sum of Table 1 .
D. SINGLE DELETION FALSE SYNCHRONIZATION
The simulation result for the probability of false synchronization in a generalized F(n, s, t) code caused by a single deletion error is shown in Fig. 14. Similar to false synchronization due to substitution errors, the false synchronization caused by a single deletion increases as the codeword length increases with the same set of {s, t}, e.g., comparing results for F (20, 4, 3), F(23, 4, 3) and F(25, 4, 3) . However, the false synchronization due to a single deletion error is not always increasing as the codeword length increases. This probability is closely related to the values of s and t. This can be verified by the simulation result, in which the curve for F(27, 4, 4) is always lower than that of F (23, 4, 3) and F(25, 4, 3) under the same channel error event probability. This can also be verified by the better performance of F(27, 4, 4) compared to F (17, 4, 2) when the channel error event probability is equal to or greater than 9 × 10 −3 .
In addition, we plot the performance of generalized F(n, s, t) codes with different parameters in terms of false codeword probability at different values of p d due to a single deletion error in Fig. 15 
E. SINGLE INSERTION FALSE SYNCHRONIZATION
The simulation result for the probability of false synchronization in a generalized F(n, s, t) code caused by a single insertion is shown in Fig. 16 . One point need to be emphasized is that different from the previous two cases, the false codeword probability caused by a single insertion may not always increase as the codeword length increases even under the same set of {s, t}. This can be demonstrated as better performance of F(25, 4, 3) compared to F (23, 4, 3) .
Same as the first two cases, we plot the performance of four generalized F(n, s, t) codes with different parameters in terms of false codeword probability at different values of p i caused by a single insertion in Fig. 17 . We notice this probability decreases gradually as p s and p d increases for all four generalized F(n, s, t) codes. 
VI. CONCLUSION
In this paper, we have proposed a new class of systematic comma-free code, namely generalized F(n, s, t) code. For a classical F(n, s, t) code of length n, it requires that is the minimum interger greater or equal to √ 2(n − 1), s is the minimum integer greater or equal to r 2 and t = r − s. However, for the generalized F(n, s, t) code, the condition st ≥ 0.5(n − 1) is enough to ensure the generalized F(n, s, t) code is a synchronous code. In addition, we provided the proof. As a result, more combinations of (s, t) can be chosen for a specific codeword length n in constructing the proposed generalized F(n, s, t) code. For instance, F (17, 4, 2) and F(25, 4, 4) are the generalized F(n, s, t) but they are not the classical F codes. The generalized F(n, s, t) code not only provides more choices but also a higher code performance in terms of false synchronization under some specific cases. For example, the generalized F(17, 4, 2) has a better performance compared with F(14, 4, 2) caused by a single insertion error.
The theoretical probabilities of false synchronization caused by three types of errors, namely substitution error, deletion error and insertion error have been derived. Simulations are performed on generalized F(n, s, t) codes with different parameters and corresponding probabilities of false synchronization are recorded under different channel parameters. We observe the simulation results match closely with the theoretical ones. Moreover, deletion errors have a large effect on the probability false synchronization while insertion errors have the least influence.
It has been shown that the probability of false synchronization caused by a single substitution error or a single deletion error increases as the codeword length increases under the same set of {s, t}. We conclude that shorter length of generalized F(n, s, t) codes perform better in terms of false synchronization under the same set of {s, t} for these two cases. However, shorter length codes require more redundancy, which decrease the code rate and efficiency of generalized F(n, s, t) code. Different from the previous two cases, the false codeword probability caused by a single insertion error may not always increase as the codeword length increases even under the same set of {s, t}. The generalized F(n, s, t) code of the maximum codeword length, i.e., 2st + 1 for a fixed set of {s, t} usually perform better against the false synchronization caused by a single insertion error.
Therefore, the false synchronization of the generalized F(n, s, t) code is not only related to the parameters of the channel but also to the number of fixed bits and codeword length. Thus, a specific generalized F(n, s, t) code should be chosen based on different applications and requirements, i.e., channel parameters, code rate, codeword length and so on.
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