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ABSTRACT OF THE DISSERTATION 
TOWARD A FAST AND ACCURATE MODELING STRATEGY FOR THERMAL 
MANAGEMENT IN AIR-COOLED DATA CENTERS 
by 
Long Tran Bao Phan. 
Florida International University, 2019 
Miami, Florida 
Professor Cheng-Xian Lin, Major Professor 
Computational fluid dynamics (CFD) has become a popular tool compared to experimental 
measurement for thermal management in data centers. However, it is very time-consuming 
and resource-intensive when used to model large-scale data centers and may not be ready 
for real-time thermal monitoring. In this dissertation, the two main goals are first to develop 
rapid flow simulation methods to reduce the computing time while maintaining good 
accuracy, and second, to develop a whole building energy simulation (BES) strategy for 
data center modeling. To achieve this end, hybrid modeling and model training approaches 
are employed for rapid flow simulation, and a multi-zone model is proposed for BES. In 
the scope of hybrid modeling, two methods are proposed, i.e., the hybrid zero/two-equation 
turbulence model utilizing the zone partitioning technique and a combination of turbulence 
and floor tile models for the development of the composite performance index. It shows 
that the zero-equation coupled with either body force and modified body force tile models 
have the best potential in reducing the computing time, while preserving reasonable 
accuracy. The hybrid zero/two-equation method cuts down the computing time in half 
compared to the traditional practice of using only the two-equation model. In the scope of 
 vii 
model training based approach, the reduced order method via proper orthogonal 
decomposition (POD) and response surface methodology (RSM) are comprehensively 
studied for data center modeling. Both methods can quickly reconstruct the data center 
thermal profile and retain good accuracy. The RSM method especially shows numerous 
advantages in several optimization studies of data centers. Whether it is for the tile selection 
to control the server rack temperature difference or impacting the decision for the input 
design parameters in the early stage of data center infrastructure design, RSM can replace 
costly experiments and time-consuming and resource-intensive CFD simulations. Finally, 
for the whole BES study, the proposed multi-zone model is found to be much more 
effective compared to the commonly used single zone model. The location factor plays an 
important role in deciding whether some of boundary conditions are affecting the cooling 
electricity consumption. In addition, the effect of supply temperature and volumetric flow 
rate have significant effects on the energy consumption. 
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CHAPTER I INTRODUCTION
 2 
1.1. Introduction 
 
A data center is a facility where information technology (IT) equipment such as computer 
servers and storage systems are hosted and to be used for telecommunications or many 
other purposes. The rapid development in IT in recent decades has offered people much 
better computing power and productivity. Almost all businesses, universities, media, 
governments, and many other sectors of the economy rely on the IT services provided from 
many data centers around the world. A data center’s infrastructure includes many 
components, such as uninterruptible power supply (UPS) systems, and environment control 
systems (e.g., chiller plant, hot and cold pipeline, computer room air conditioner/handler, 
fire suppression system), and surveillance cameras. Since many sectors of the economy 
rely on the health of their computer servers, even a small downtime period could cause 
financial damages to their businesses. In addition, a network interruption is deemed a 
serious threat to one country’s national security. Therefore, data centers are considered 
mission-critical facilities and constantly powered by redundant or backup power supply to 
ensure all online activities remain active. 
 
A data center’s energy consumption is typically huge compared to the energy use of other 
building types such as an office building. In fact, it was reported that a data center can 
consume up to 15 – 100 times more energy than a standard office building [5]. In addition, 
due to the constant power demand for a smooth uninterrupted operation, data center energy 
consumption is substantial in the total power consumption in the U.S. According to a latest 
report published in 2016, data centers in the U.S. consumed an estimated 70 billion kWh 
 3 
in 2014, representing about 1.8% of total U.S. electricity consumption [63]. A rapid 
development in information technology (IT) in recent decades has offered people with 
much better computing power and productivity, and yet demands higher power density in 
data centers. Indeed, in a report back in 2005 [29], ASHRAE estimated a heat load 
production footprint within 22 years (1992 to 2014) for a tenfold increase in power density.  
 
There have been extensive efforts put forth to keep the energy consumption in data centers 
at a slower growth. These efforts include improved managements and to incorporate best 
practices in data centers. Other efforts such as virtualization and consolidation, which are 
expected to continue to generate energy savings and reduce power footprint. Finally, an 
energy efficiency trend study in 2016 shows that small to medium businesses start shifting 
their IT services and relying much on cloud computing, storage, and network services from 
trusted companies such as Amazon Web Services or Microsoft Azure [63]. These tech 
giants have the financial power and technology to integrate hyper-scale data center, and 
apply best practices in IT infrastructure management, which all helps reducing the energy 
consumption in U.S. data centers. Nonetheless, when data centers become larger in scale, 
the issue becomes much more critical in terms of thermal management. 
 
A typical data center design is shown in Fig. I.1. Server racks are cabinets filled with rack-
mounted server at various heights measured in rack unit “U”. One rack unit is equal to 1.75 
inches. A standard server rack has an overall dimension of 24 inches wide by 39 inches 
deep by 78 inches tall. A fully filled rack can take up to 42U in height for a combination 
of various servers. 
 4 
 
Fig. I.1 A typical open-air data center with hot/cold aisle configuration  
(Source: Severn Group) 
For data center energy efficiency rating, power usage effectiveness (PUE) indicates the 
energy use in a data center. It is defined as the ratio of the total power entering a data center 
to the power used by the IT equipment (e.g., severs, storages, networks). Therefore, as the 
quotient decreases to unity, it shows that most of the energy is efficiently used for useful 
work in the IT equipment rather than in facility management such as cooling power and 
other overheads. In order to have PUE close to 1, data center thermal management needs 
to be improved in many aspects to bring down the energy consumption and thus drive 
efficiency.  
 
As the thermal loads keep increasing to meet the high demand for IT services, it requires 
not only best practices in the design of data center infrastructures but also sound strategies 
for implementing different wise thermal solutions to bring data center’s PUE close to unity. 
To that end, it requires modeling guidance for better thermal management of data center 
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models. One of the computer-aided engineering tools that has been widely used in the 
research community for modeling such data center model is the Computational Fluid 
Dynamics (CFD) codes. These simulation programs are used in every step from design 
phase to operation phase, e.g., thermal monitoring and control in data center facilities. 
 
1.2. Background and Problem Definition 
 
During the past decades, data center energy use has become much more efficient thanks to 
the best-practice design adoption from the industry. In a real large-scale data center, 
thousands of server racks are arranged in rows in such a way that their front sides face each 
other to form cold aisles and the back sides are opposite to each other to form hot aisles. In 
cold aisles, perforated floor tiles are set up in front of the server racks to provide cold air 
from a typical two-foot deep raised floor plenum to cool hot servers. The structure of the 
underfloor plenum is supported either by round or square stanchions. Source of cold air is 
provided from computer room air-conditioners (CRAC) units for small office-size data 
centers or computer room air handlers (CRAH) units for large-scale data center facilities. 
 
Optionally, hot air from the hot aisles is directed into the ceiling plenum and then back to 
the top of the CRAH unit. However, a majority of data centers are designed without the 
ceiling plenum allowing hot air to flow freely into the CRAH’s top as seen in Fig. I.1. This 
open aisle configuration is prone to the hot/cold air mixing problem. When hot air 
recirculates into the cold aisle, it causes server hardware damage due to overheating (hot 
spots). This problem is even magnified in large-scale data centers having very long rows 
of server racks. The two ends of rack rows tend to receive less cold air and suffer much 
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damage from hot spots. Moreover, the upper level of server racks is more likely to receive 
the hot air recirculation from the top of the racks causing cooling to be much less effective 
in this region. On the other hand, excessive cold-air provision from the underfloor plenum 
also causes the recirculation into hot aisles and results in a waste of energy utilization. The 
direction of hot and cold air recirculation is characterized by the tile-to-rack airflow ratio 
which is discussed detail in in Chapter 2. 
 
Airflow through floor tiles plays an important role in cooling hot servers and also has a 
direct impact on the hot/cold air recirculation. The airflow rates coming out of the 
perforated floor tiles often experience non-uniformity with uniform floor tiles deployment. 
This problem is caused by the pressure drop when air moves through a clutter of things in 
in the underfloor plenum, e.g., stanchions, cables, pipes, and more. VanGilder and Schmidt 
[70] also addressed this issue and studied the root cause in the designs of various factors 
such as data center layouts, CRAH layouts, plenum obstructions, floor tile types, plenum 
depth, and many others. They concluded that perforated tile type and the presence of 
plenum obstructions have the greatest potential influence on airflow uniformity. In fact, 
these two major sources indicate the vital role of pressure loss in regulating the tile airflow 
distribution. Therefore, by controlling the pressure loss, one can obtain a nicely uniform 
distribution through perforated tiles. This is attainable either by adjusting the tile porosity 
or having the plenum obstruction arranged in a certain way to achieve the airflow 
uniformity. A novel methodology is proposed and discussed in Chapter 4 to optimize 
different sets of mixed-porosity floor tiles to achieve the desired airflow uniformity. In 
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addition, the inverse design is also studied in this chapter allowing various airflow rates of 
choice to fit any supply air demand scenarios corresponding to various thermal loadings. 
 
Data center designs nowadays rely much on the CFD tool to study various component 
features, e.g., floor tiles, server cabinets, underfloor plenum, CRAH units. Indeed, CFD is 
an excellent numerical tool for predicting the airflow and temperature profile inside data 
centers. It is relatively inexpensive when compared to costly experimental testing of data 
centers. Therefore, it is usually preferred in the early designing stages of new-built energy-
efficient data centers to avoid any future alterations due to bad designs. Besides, retrofitting 
old data centers by utilizing a CFD tool can also be a good option to lower the overall cost 
for business owners. Although CFD is a convenient and accurate analysis method for 
offline thermal management of data centers, the substantial amount of computing time and 
resource required are very large. This makes it very difficult or even unfeasible for 
generating thousands of design parameters in an optimization process. In the last few 
decades, the IT service increase has caused a huge surge in the load density of many data 
centers. This creates problems for cooling servers in existing data centers, and even a 
seasonal weather change could also impact the thermal management. The fluctuation in 
server loading during a normal service day is very common due to various reasons such as 
server traffic, server idling, server blanking-out, etc. and the cool air supply from a CRAH 
unit may not adequately meet the cooling requirement of computing servers. Indeed, for 
such online thermal assessments of data centers, a relatively slow and resource-intensive 
CFD tool becomes problematic. The need for a faster yet accurate methodology is indeed 
important for modeling data centers. It serves as the foundation for dynamic control and 
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monitoring of modern data centers in today high demand of IT services, which has no room 
for signal delays or system shutdown due to the thermal issue.  
 
1.3. Literature Review 
 
Energy and thermal management in data centers is still an underlying problem in terms of 
both effectiveness and efficiency. Over the years, a great deal of efforts has been put into 
manipulating and improving the energy consumption. However, the enhancements are still 
limited, though a number of methods and strategies have been proposed by several 
researchers of various institutions. In this section, some related work on data center 
research regarding the computational methodologies used, the experimental testing efforts, 
and data center components modeling in predicting thermal and velocity profiles are of 
main focus. 
 
1.3.1. Computational Studies 
 
With the popularity of computational tools, data center performance improvements are 
more and more reliant on computer-based modeling and simulations, due to their cost 
effectiveness and quick turnaround time as compared to physical experiments or data 
collection. Computational fluid dynamics (CFD) are widely used as a powerful and 
convenient tool to study many components of data centers such as perforated tiles, server 
racks, underfloor plenums, etc. By solving Navier-Stokes equations of mass, momentum, 
and energy along with suitable numerical schemes, the airflow velocity, and thermal 
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profiles of data center models can be resolved. These models give good predictions and 
useful insights while eliminating the expensive cost of performing experiments.  
 
Sharma et al [62] defined a set of non-dimensional parameters and develop the heat indices 
based on CFD modeling of example data centers. They proposed supply and return heat 
indices (SHI and RHI) to address the hot and cold air mixing issues previously mentioned. 
The SHI is defined as the sensible heat gained ratio between the cold aisle and hot aisle. 
Lower values of SHI suggest a less mixing of warm and cold airstreams in the cold aisle. 
In contrast, the RHI is an index that measures the mixing level of returned warm air with 
supply cold air and is defined as the ratio of heat removal by the cooling system to the 
sensible heat gained at the rack exit. Higher values of RHI are desired because they show 
signs of less mixing of supply air with the warm returned air streams. Based on this study, 
some key conclusions for maximizing the performance in data centers are to avoid hot air 
recirculation into cold aisles, supply cold air mixed with return hot air, and short circuit of 
cold air back to the CRAC/CRAH’s inlet. 
 
In the early years, CFD was used to model high heat load data centers such as the work of 
Patel et al. [54]. In their study, a CFD model of a prototype data center constructed at 
Hewlett Packard in Richardson, TX was studied and validated. The study showed that CFD 
model was useful in detecting hot spots of the data center prototype model with 2 hot and 
2 cold aisles, as well as predicting the supply inlet temperatures of the overhead air 
distribution system. However, the server racks were modeled as cuboids with volumetric 
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heat source and flow rate specification, which still shows large error in the range of 11 – 
17% in average temperature. 
 
The static provisioning of cooling system is only suitable for a well-defined and stable heat 
load specification. In reality, the thermal loading is constantly changing depending upon 
the demands. Moreover, in case of the cooling system failure, it creates even a much more 
thermal imbalance. In the attempt to resolve this thermal issue, Sharma et al. [61] used 
CFD to model a typical 2hot/2cold aisle data center and provided two strategies in terms 
of power balancing, i.e., row-wise and regional thermal management. In the row-wise 
thermal management, they provided a power redistribution within rows of racks to tackle 
the hot spot issue normally occurred at the end of the aisles due to hot air recirculation. The 
regional thermal management was proposed to mitigate the thermal imbalance during the 
event of the cooling system failure. Overall, CFD was the vital tool to guide their research 
toward a dynamic thermal management strategy for data centers. 
 
As for small-scale data center modeling, Iyengar et al. [36] constructed a small 50 ft. × 18ft 
× 10ft with only one standard 2-meter server rack. The power load was relatively high with 
23 kW, and the server was cooled by the underfloor air distribution unit. They used CFD 
tool to conduct the study and compare with the experimental data. The experimental part 
of the study was extensive spatial mapping of the temperature through measurement. The 
study showed a large discrepancy of 4oC in root mean square error (RMSE) and an average 
absolute temperature 3oC. The reason was due to the lack of modeling strategies and the 
use of a very simple model to represent the server simulators. Following the work of 
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Iyengar, Zhang et al. [86] proposed three different levels of rack modeling detail to study 
the same data center model. In addition, they studied a few of turbulence models, e.g., 
standard k-ε, L-VEL algebraic, Capped L-VEL in their CFD models. However, they failed 
to improve the error presented in Iyengar’s study. They concluded that rack modeling detail 
had little influence on predicted temperatures. Uncertainties in room leakage and choice of 
turbulence had modest impact, and room size did not influence much on the temperature 
results. Finally, on the third attempt of correcting the thermal problem posed by Iyengar, 
Abdelmaksoud et al. [3] realized the importance of tile modeling and thermal buoyancy 
force. By incorporating different combinations of tile and buoyance force models, they 
claimed an improvement of 2oC in overall RMSE for the combination of buoyancy force 
and floor tile slot models. Their CFD analysis adopted the standard k-ε turbulence model 
without any further justifications.  
 
Most of the air flow in data center CFD modeling is considered turbulence flow. Past 
studies have presumably relied on the standard k-ε turbulence model [3], [36], [14], [8], 
[9], [7], [81], [70]. This turbulence model is widely accepted in the industry due to its 
numerous advantages. Some of these include robust, good convergence, computationally 
cheap, and etc. Zhang et al. [86] suggested the insignificance of turbulence models on the 
thermal profile of the data center model they studied. However, their study only limited on 
only three turbulence models, i.e., standard k-ε, L-VEL algebraic, and Capped L-VEL, and 
did not extensively cover other more representative models. Therefore, in Chapter 2, a list 
of additional turbulence models is extensively studied and compared with one another. In 
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addition, these turbulence models are proposed to be combined with various floor tile 
models in search for an optimum combination depending on user’s modeling purposes. 
 
1.3.2. Data Center Component Models 
 
From previous literature review section, it can be seen that CFD tool is so powerful in 
studying multi-scale data center to predict the thermal and velocity profiles for various 
infrastructure designs and thermal management purposes. However, whole-scale data 
center CFD modeling is often relied on very simplistic models for data center component 
features such as cuboid model for the server rack. Though these models give a good 
approximation, important thermal aspects cannot be captured more accurately. Detailed 
studies of these features, on the other hand, are numerically prohibited due to high 
resolution of mesh size for capturing small features such as floor tile’s tiny pores deployed 
in raised floor above the slab. Therefore, in recent years, researchers have focused on 
developing more simplified models for data centers features including server racks, floor 
tiles, floor plenum, computer room air handling (CRAH) unit to reduce the need for 
detailed modeling which tends to be very time-consuming. 
 
Tile modeling is a very important aspect when it comes to modeling the airflow and the 
mixing level of hot and cold air streams in a data center. Tile modeling receives much 
attentions and has been improving over a decade. One of the early proposed tile models is 
the open tile model used in [1], [2], [3], [36]. This tile model assumes the airflow passes 
through the entire tile area (fully open) or a partial tile area (single open). Though it is the 
simplest way to model perforate floor tiles, it usually under predicts in the case of fully 
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open tile model or over predicts in the case of single opening tile model. Because the 
pressure loss through perforated tiles is one of the main concerns in tile modeling, porous 
jump (PJ) model [8], [7], [9] was proposed to introduce the pressure loss while keeping 
the tile model as much simple as a 2-D porous jump. With pressure loss treatment alone 
cannot correct the exact velocity magnitude in the cold aisle, Abdelmaksoud et al. [2] 
proposed and validated different tile models and also provided improved tile models such 
as body force (BF) model, and multiple openings tile model. The idea is to add a 
momentum enhancement on top of the PJ model to resolve the momentum deficit in 
previous tile models. These models showed good agreements with experimental data when 
applied in lab-scale data centers [1], [3]. Arghode et al. [8], [7], [9] followed up with 
Abdelmaksoud’s study by introducing a modified body force (MBF) model and provided 
a detailed analysis for obtaining the momentum source region dimensions and other 
associated input variables for the both BF and MBF models. The BF and MBF arguably 
resolve the flow physics of air above perforated tiles. Arghode et al [9] compared different 
tile models and showed good fit for airflow patterns in the rack front’s region, especially 
with the MBF model. However, they did not explicitly show the velocity magnitudes or 
quantify the modeling errors as compared to the experimental results shown in [41]. 
 
As for rack modeling, server racks were represented with volumetric heat blocks with 
prescribed air flow rates by some researchers [36], [54], [61]. Zhang et al [86] studied three 
different rack models based on the level of rack details and concluded that rack modeling 
detail has little influence on predicted temperatures. They also introduced the concept of 
black-box model (BBM) for rack modeling. Zhai et al. [81] later examined more carefully 
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the BBM by paying attention to the translation of temperatures and velocity values from 
front plate to rear plate of a sever rack. They also compared this BBM to an interim model 
called open-box model and obtained an improved result. Both models are designed to be 
simple and require minimal user inputs, therefore, are suitable for CFD modeling. 
 
When deploying a set of uniform floor tiles with the same porosity, non-uniformities in tile 
airflow are often encountered. The level of airflow uniformity depends on many factors, 
e.g., the raised floor depth, the size of a data center, or the distance from the CRAC/CRAH 
to the layout position of perforated tiles. Since tile airflow has a direct impact on server 
racks, the need for controlling the floor tile airflow distribution is of importance in data 
centers. For better understanding of the cause of non-uniformity in floor tile airflow, 
VanGilder and Schmidt [70] studied airflow uniformity through perforated tiles in 240 
CFD data center models. They concluded that perforated tile type and the presence of 
plenum obstructions had the greatest potential influence on airflow uniformity. Type of 
perforated tiles used such as ones with different porosities and plenum obstruction such as 
cables, stanchions, pipes, etc. account for the pressure loss across the raised-floor plenum. 
In fact, these two major sources indicate the vital role of pressure loss in regulating the tile 
airflow distribution. Therefore, by controlling the pressure loss, one can obtain a nicely 
uniform distribution through perforated tiles. This is attainable either by adjusting the tile 
porosity or having the plenum obstruction arranged in a certain way to achieve the airflow 
uniformity. For better modeling of the plenum obstructions, VanGilder et al. [70] studied 
a compact stanchion model by introducing the loss coefficient which can reduce the 
computational overhead and is easy to specify in CFD tools. Fulpagaree et al. [26] studied 
 15 
the effect of plenum chamber obstructions and concluded that up to 80% in air flow rate 
decrease and up to 2.5oC increase in temperature are caused by such obstructions. The 
situation involving plenum obstruction is usually very complicated and not easy to control 
due to the layout of the plenum construction, e.g., piping systems, cables, stanchions, etc. 
Perhaps, a more manageable way to deal with the airflow non-uniformity is through tile 
selection and arrangement. 
 
1.3.3. Faster CFD Methods 
 
Recently, some faster CFD methodologies have been extensively studied for reducing 
simulation time and utilizing less computing resource. In a simplified approach, inviscid 
and potential modeling [32], [45], [16], [72], [73] in which no turbulence model is specified 
provides an exact result for irrational inviscid flow. However, these models are just an 
approximation and normally fail to represent a more complex flow, especially in the 
regions where strong vorticity effects are of dominance. Some other researchers endorse 
coarse grid used in CFD method for indoor air environment studies such as Wang et al. 
[75], [76]. However, these studies need to be further justified due to the concerns of its 
accuracy. Other attempts to reduce the computing time of the CFD simulation include the 
innovative fast CFD method developed by Zou et al. [37], [88]. In recent year, reduced 
order modeling (ROM) of data centers has constantly attracted many researchers because 
of its capability to reduce a more complex heat transfer (HT)/CFD model to a 
computationally inexpensive surrogate model for time saving. Among these ROMs, proper 
orthogonal decomposition (POD) method using snapshots has gained popularity in many 
new studies related to data centers with good accuracy while saving much computing time. 
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Although POD method has extensively used in other fields under various names, it is 
relatively new when it comes to data center research. By investigating different design 
parameters, Samadiani and Joshi [58], [59], [60] were able to use POD to reconstruct the 
airflow and temperature fields inside a data center model. Li et al [46] couple POD model 
with genetic algorithm for an optimization study of a ventilation system inside an office. 
Many design objectives are sought to be minimized including fan power, CO2 
concentration, cooling energy requirement. However, only one single objective function is 
prescribed by aggregating and weighting indices, which is not recommended in multi-
objective due to its unreliability and inconsistency. Though POD method reduces the time 
effort for traditional HT/CFD simulation with good accuracy, there still exists some 
weaknesses. For instance, the method normally requires large number of sensors input to 
construct for its basis. In addition, it is very sensitive to new changes of a data center’s 
design input and/or geometry, which demands new observations to be in place. The 
accuracy totally depends on the quality of CFD observations. 
 
Response surface methodology (RSM) is in essence a multi-dimensional data fitting 
method used to approximate empirical data. RSM relates several independent input 
variables to an output known as a response. The process is relatively fast and 
computationally efficient, therefore, RSM is usually employed during an optimization 
process to generate multiple virtual designs without the need for all of the high-cost 
computational analyses. RSM was first introduced by Box and Wilson [10] back in 1951. 
RSM has recently gained popularity in many applications including sheet metal forming 
[35], chemical composition of new superalloys [22], and improved RSM for faster 
 17 
engineering application approximations [74], [50]. RSM can provide useful accurate 
information while using less computational resource. In recent studies, Colaço & 
Dulikravich have developed the RSM-based hybrid optimizer capable of interpolate both 
linear and non-linear functions in multi-dimensional spaces with up to 500 dimensions 
[19], [17], [20]. They also performed an in-depth comparison of various deterministic and 
stochastic optimization techniques, as well as RSM techniques in complex high 
dimensionality problems [18]. These studies are particularly useful for many inverse design 
engineering applications with highly accurate and small computing time. Among the 
methods for constructing an RSM model, radial basis function (RBF) is more preferable as 
a basis function to construct response surfaces due to its high accuracy, yet less 
mathematical computing effort. The use of RBFs followed by collocation is a technique 
first proposed by Kansa [39] after the work of Hardy [30] on multivariate approximation. 
RSM does not require a large data set to train the response surface. In fact, it can work with 
a sparse data set to interpolate more extra points (virtual data points). One advantage while 
using RSM is the ability to extrapolate information outside the domain of interest within 
less than 5% of the original dataset [56]. In regard to data center or building research, RSM 
has not extensively been explored. Phan and Lin [55] attempted to use RSM to optimize 
various design input parameters, as well reconstructed the airflow and temperature fields 
of a data center model [56]. The latter research is potentially useful for real-time thermal 
monitoring of data centers. 
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1.3.4. Energy Modeling 
 
In the data center modeling and simulation, computational fluid dynamics (CFD) programs 
can be used as analytical tools to obtain detailed thermal/fluid transport information about 
the data center, such as air velocity and temperature distributions, thermal comfort, as well 
as indoor air quality.  Building energy simulation (BES) programs, on the other hand, can 
be used to obtain information on the overall performance of the whole building, as wells 
as providing information on the heating, ventilating and air conditioning (HVAC) system 
sizing, e.g., cooling/heating loads, energy consumption on an hourly or sub-hourly basis 
for a certain period of time (days, months, weeks, or years). Although CFD programs are 
able to provide three-dimensional thermal fields, their limitations in practical applications 
are still present in terms of meshing, running time, and computational resources, 
particularly for transient problems. The BES programs, though giving less detailed results 
inside the building, can provide quick insights into the overall building energy behavior 
with change of time [15], [85], [82], [83], [84]. A literature survey shows that although 
building energy simulation can be used to estimate annual energy consumption of any 
building, its application in data centers has been very limited in open literature. Hong et al. 
[33] compared the HVAC simulations between EnergyPlus and DOE-2.2 for a data center. 
They found that annual cooling electricity consumption calculated from both programs 
were reasonably matched within a range of -0.4% to 8.6%. In another study, Pan et al. [53] 
utilized EnergyPlus to compare the energy saving options of two office buildings housing 
IT equipment in Shanghai, China with two building models. They have found that the 
proposed design options can save energy up to 27% from China Code building and 21% 
from AHSRAE budget building.   
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1.4.Limitations 
 
Although CFD is a convenient and accurate analysis method for offline thermal 
management of data centers, the substantial amount of computing time and resource 
required are very large. This makes it very difficult or even unfeasible for generating 
thousands of design parameters in an optimization process. In the last few decades, IT 
service increase causes a huge surge in load density of many data centers. This creates 
problems for cooling servers in existing data centers, and even a seasonal weather change 
could also impact the thermal management. Indeed, the fluctuation in server loading during 
a normal service day is very common due to various reasons such as server traffic, server 
idling, server blanking-out, etc. and the cool air supply from a CRAH unit may not 
adequately meet the cooling requirement of computing servers. In order to tackle these 
issues, the need for a more responsive real-time cooling system is of paramount 
importance. Indeed, for such online thermal assessments of data centers, relatively slow 
and resource-intensive CFD tool becomes problematic.  
 
However, none of these existing studies stated specifically why a turbulence model is 
particularly preferred for data center research or provided proven comparisons with other 
turbulence models. Although there are some available turbulence model studies for indoor 
air environment research such as the one in [87], different turbulence models have not been 
exclusively studied in data center research. Data centers are much different from standard 
offices. They have considerably high thermal density and active regions like cold aisles 
and racks with strong flow streams. Therefore, adopting only standard k-ε turbulence model 
needs a clear justification to validate the outcome of such model. 
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All of the tile models studied in the literature are to eliminate the need for detailed modeling 
of the perforated structures, thus, allowing larger data center layouts to be studied and 
significantly reducing the computational cost. The BF and MBF models arguably resolve 
the flow physics of air above perforated tiles. Arghode et al [9] compared different tile 
models and showed good fit for airflow patterns in the rack front’s region, especially with 
the MBF model. However, they did not explicitly show the velocity magnitudes or quantify 
the modeling errors as compared to the experimental results shown in [41]. In addition, a 
performance index for tile models needs to be developed to evaluate the fidelity of each 
tile model. This performance index should be analyzed concurrently with the best 
turbulence model studied. In other words, a combination of best turbulence model and tile 
model should be assessed via some form of performance index for the purpose of accurate 
and efficient CFD modeling for data centers. 
 
All of the existing studies regarding the building energy modeling have adopted the well 
mixed single-zone approach, without considering the existence of hot and cold aisles in the 
data center. Considering the importance of modern data centers, it is obvious that more 
studies on data center’s performance are required using an improved data center modeling 
approach. 
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1.5.Objectives 
 
Within the scope of developing new methods for accelerating the computing speed and 
maintaining a reasonable accuracy for data center modeling, the objectives of this 
dissertation work can be outlined as follows: 
 
• The first objective is to couple the zero-equation and the two-equation turbulence 
models by partitioning the computational domain into viscous and non-viscous 
zones. (Chapter 2, section 2.1) 
• The second objective is to assess various turbulence models along with data center 
feature models in search of the best combination to be applied in data center 
modeling. (Chapter 2, section 2.2). As a result, a composite performance index will 
be developed to guide the appropriate method selection based on different modeling 
purposes (Chapter 2, section 2.3). 
• The third objective is to study reduced order modeling exclusively for data centers. 
Proper Orthogonal Decomposition (POD) is used to propose a 2D-based modeling 
method for a 3D data center model construction. The effects of multiple design 
parameters on the POD method, including inlet air mass flow rate, rack heat load, 
and inlet air temperature are also studied to assess the fidelity of the POD model 
(Chapter 3). 
• The fourth objective is to study response surface methodology (RSM) for the first 
time in thermal management of data centers. Due to its rapid running time, RSM 
can be used to accommodate the optimization of multiple design parameters where 
thousands of virtual design scenarios need to be generated. In addition, RSM can 
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also be applied to reconstruct the airflow and temperature fields quickly, which is 
potentially useful for real-time thermal monitoring of data centers. Multiple 
applications of RSM for data centers are carefully studied including data center 
thermal profile reconstruction, minimization of both the temperature difference 
across server racks and the maximum temperature within a data center model, and 
mixed floor tile selection (Chapter 4). 
• The final objective is to propose a new multi-zone modeling strategy to study the 
energy consumption of a typical hot/cold aisle data center model. A parametric 
study is conducted to study the effects of five different surface boundary conditions 
on the cooling electricity consumption and the zone mean air temperature in the 
data center in two typical U.S. climates. In addition, the effects of both supply 
temperature and volumetric flow rate of the supply side are also investigated. 
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2.1.Hybrid Zero-Equation & Two-Equation Turbulence Models Coupling 
 
In this section, we will explore an alternative strategy within the similar blending ideas 
from the coupled viscous and non-viscous domains.  The “non-viscous domain” referred 
to in this section is the region where there is insignificant and less turbulent flow 
characteristics. Such region can be modeled using simpler models such as potential flow, 
inviscid flow, etc. In this study, we use the zero-equation model in these low to non-viscous 
regions in order to avoid the drawbacks of inviscid modeling with a similar technique that 
divides the computational domain in two regions, i.e., viscous and non-viscous regions. 
The zero-equation model has certain benefits in indoor airflow modeling because it uses 
much less computer memory and the computing speed is at least 10 times faster, compared 
with the k – ε model when grid size substantially reduced [13]. However, we cannot totally 
rely on the zero equation alone in a whole domain simulation due to some drawbacks. For 
instance, estimation of the mixing length is difficult and depends on each problem, and it 
is completely incapable of describing flows with separation or circulation, which is an 
important feature in data centers. In the viscous region, the standard k – ε turbulence model 
will be used, which will be coupled with the zero-equation model. Detailed step-by-step 
procedures on how to divide such regions are discussed. In addition, a parametric study is 
carried out to study the effect of inlet mass flow rate on the volume ratio of the two regions 
using a simple box model. 
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2.1.1. Methodologies 
 
a. Overall Coupled Viscous and Non-Viscous Solution Method 
 
The overall solution method is divided into four major steps. In the first step, the standard 
k-ε turbulence model with a coarse mesh is used for solving the whole domain of the data 
center model. The result from this preliminary run sets up a basis for the viscous and non-
viscous region division technique. The vorticity magnitude is thereby calculated and set as 
an indicator for viscous domain detection. In the second step, the viscous, interzone, and 
non-viscous regions are created based upon the vorticity magnitude level. The detailed 
partitioning technique is discussed later in the section. In the third step, after the viscous 
and non-viscous domains have been identified, the first run of viscous region is performed 
using the standard k-ε turbulence model. The boundary conditions for the viscous run are 
then obtained from the preliminary run in the first step. In the fourth step, the non-viscous 
run is started with the boundary conditions supplied from the viscous run in the second 
step. In the subsequent runs, the viscous and non-viscous domains are alternately calculated 
until a convergence point is reached. The boundary conditions are passed back and forth 
from viscous to non-viscous and vice versa via the interzone. Convergence is reached when 
there is no change in the overall temperature profile or is a minimal value compared to the 
prescribed tolerance. The whole calculation process is then stopped, and the results are 
ready to be analyzed. 
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b. Whole Domain Numerical Solution 
 
The fundamental Reynolds average Navier-Stokes (RANS) equations (eq. (II.1) – (II.3)) for 
viscous flows are solved. The turbulence models that are present in this section include 
standard k – ε [44], realizable k – ε [64], Spalart-Allmaras [68], and zero-equation [13] 
models. Initially, all of the turbulence models are simulated independently and compared 
among one another for accuracy and speed assessment before being chosen for the coupled 
viscous and non-viscous solution method. 
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The standard k-ε turbulence model is used in the viscous zone and as a baseline model for 
comparisons with other models. In this model, two additional equations, i.e., k-equation 
(eq. (II.4)) and ε equation (eq. (II.5)) are also solved to obtain the turbulence viscosity as 
seen in eq. (II.6). 
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where, x6 = −H+]&+̂&,,,,,,
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 representing the production of turbulence kinetic energy. xy =
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 representing buoyancy turbulence generation term. 0az, 0Zz, and	0{z are 
constants. I6, and Iz are the turbulence Prandtl numbers. 
 
The following empirical turbulence model constants were used Cµ =0.09, C1ε = 1.44, C2ε = 
1.92, C3ε =0.09. Standard wall functions were used in this turbulence model. The phase 
coupled SIMPLE algorithm and least squares cell based were used for the velocity-pressure 
coupling and the gradients in spatial discretization, respectively. For momentum, turbulent 
kinetic energy, and turbulent dissipation rate equations, the first order upwind schemes 
were used. Numerical computations were carried out using a popular commercial CFD 
package [6]. 
 
The zero-equation is particularly used in the non-viscous region for a faster solution time. 
In this model, there is no PDE that describes the transport of the turbulent stresses and 
fluxes. A simple algebraic relation is used to close the problem. Based on the mixing length 
theory, which is the length over which there is high interaction of vortices in a turbulent 
flow field, dimensional analysis was used to show that: 
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where Ç4 is the length scale and usually determined experimentally for basic geometries. 
For boundary layers, we assume the followings [24], 
Ç4 = Ö8	Üáà	8 < B and   Ç4 = Ö[B	Üáà	8 ≥ B (II.8) 
where B is the boundary layer thickness, 8 is the wall distance, Ö is the von Karman 
constant (0.41), Ö[ = 0.09 
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Eqs. (II.7) – (II.9), are then used in the laminar-turbulent analogy and then back into the 
original RANS equations. 
 
2.1.2. Coupled Viscous and Non-Viscous Calculation 
 
a. Data Center Model 
 
The data center model as seen in Fig. II.1 was adopted from the one that has been used by 
previous studies [61], [4], [48], [49]. The dimensions of the data center are 45.9’ × 32.8’ × 
11.5’ (14 m × 10 m × 3.5 m).  The data center has a total of 1120 server blades which are 
distributed into four rows of rack unit. Each row consists of seven 40U racks (1U equals 
45 mm). Power dissipation per rack is specified as 3.66 kW. There are four CRAC 
(computer room air conditioner) units placed in the middle of four different walls with a 
cooling capacity of 100 tons per CRAC. Each CRAC provides about 9,132 CFM to the 
pressurized 2-foot raised floor plenum. Each server receives 32.5 CFM of cool air from the 
fully open restrictive perforated floor tiles. The data center was configured using the 
current best practice of hot and cold aisles. The server racks are placed in such a way that 
their back sides are facing each other to form hot aisles, while the front sides, which receive 
cooling air from the low-flow perforated floor tiles, form cold aisles. 
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Fig. II.1 The 3-D data center model 
4 CRAC (Computer room air-conditioner) units, 4 rows of server racks 
 
b. Partitioning Process 
 
The partitioning procedure starts up with a preliminary run that used a medium mesh and 
the standard k-ε turbulence model. Upon completion, the vorticity magnitude (|åççç⃗ |) was 
calculated throughout the entire computational domain. It was then split into two bounded 
range as follows, 
è
êëíäá+í	Éá(3ëì, ëÜ	|îç⃗ | > 1.5
òáì − =ëíäá+í	Éá(3ëì, ëÜ	|îç⃗ | ≤ 1.5
 (II.10) 
In order to detect viscous regions, an algorithm was developed to sweep through the 3-D 
domain of the data center model to search for matching conditions prescribed above. The 
sweeping process consists of two steps. Both x and y directions were involved in the search. 
As we moved along the x-direction of the data center, the algorithm marked the areas where 
the vorticity magnitude is greater than 1.5 and stored in the memory. Another constraint is 
that the algorithm only picked up the nearby grid cells and neglected the scattered ones. 
This ensures a continuously connected viscous region in the end. Likewise, in the y-
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direction, the sweeping algorithm was processed in the same manner. The result is a 
connected viscous region throughout the entire domain. After the viscous region has been 
generated, the next steps were to create the interzone and non-viscous regions. The viscous 
region was moved inward as a small distance equal to 0.1 m on the vertical surfaces and 
0.2 m on the top horizontal surface near the ceiling as seen in Fig. II.2b. 
 
 
 
Fig. II.2 Viscous and non-viscous regions formation 
viscous domain = viscous zone + interzone; non-viscous domain = non-viscous zone + interzone 
 
The viscous zone combined with the interzone forms the viscous domain, and the non-
viscous zone combined with the interzone forms the non-viscous domain. The interzone 
serves as an intermediate zone, which is used to pass on the boundary conditions between 
both viscous and non-viscous domains. 
 
c. Grid Sizing 
 
Initially, the mesh was generated with a medium mesh size for the entire computational 
domain with a total of 422,320 grid cells. The standard k – ε turbulence model was used 
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for preliminary simulation to obtain the vorticity magnitude level. The vorticity magnitude 
level is serves as a basis for zone partitioning. The reasons to use this model is that it is 
proven with reasonable accuracy. It is very robust, economical, thus, popular for flows that 
have complex geometries and heat transfer. It is suitable for applications that have 
relatively small pressure gradients, and data center applications generally conform to this 
assumption. 
 
In the whole domain calculation, the mesh independence study was carried out. It was 
observed that 1,553,231 grid cells led to a very small further change in maximum 
temperature. Therefore, the mesh with 1,553,231 grid cells is considered fine enough and 
used for the numerical simulation study. In the coupled viscous and non-viscous solution 
method, the mesh independence study shows the 853,023 grid cells for viscous domain and 
237,426 grid cells for non-viscous domain. All of these mesh sizes were optimally studied 
for the current data center model. In fact, the mesh size of the non-viscous domain is about 
3.5 times fewer grid cells compared to the viscous domain. 
 
2.1.3. Results and Discussion 
 
a. Whole Domain Results 
 
The standard k-ε turbulence model with all of its high fidelity was chosen as the baseline 
case to be compared with other turbulence models. Fig. II.3 shows the temperature profiles 
of three other different turbulence models, i.e., the realizable k – ε (Fig. II.3b), the Spalart-
Allmaras (Fig. II.3c), and the zero-equation models (Fig. II.3d). The temperature profile is 
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sectioned at the middle plane in the y direction. 
 
Fig. II.3 Whole domain comparison for different turbulence models 
 
It can be seen from Fig. II.3 that the zero-equation temperature profile most resembles the 
baseline case. The realizable k- ε and Spalart-Allmaras models spot some high-temperature 
areas, and therefore, result in larger differences. Table II.1 clearly shows the absolute mean 
temperature difference defined by the average of the differences between other turbulence 
models compared to standard k-ε model, and root mean square (RSM) difference. The 
zero-equation model has the smallest absolute mean temperature difference, and almost 
ties with the realizable k-ε model. The S-A one-equation model experiences the largest 
temperature differences. 
 
All the cases were run using the same personal Dell computer in our lab. The computer has 
4 GB of memory, 4 cores with a clock speed of 3.30 GHz. The simulation time per 100 
iterations and total solve time for all the cases run is presented in Table II.2. With the 
introduction of the hybrid method, one can see a significant reduction in computing time 
per hundred iterations. Indeed, it is seen that the hybrid method is approxmiate 2.17 times 
faster than the standard k-ε, and about 1.91 times faster than the zero-equation model alone. 
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The smaller mesh size in the non-viscous region along with the full mesh size of the viscous 
region makes up the total mesh size of the hybrid method which is approximately 1 million 
grid cells. In the case of the whole domain calculation, it is about 1.5 millions grid cells. 
The difference in mesh size accounts for the major reduction in computing time when 
comparing the hybrid method with the whole domain calculation. 
 
Table II.1 Error table 
Other Turbulence Models Standard k – ε Model 
Absolute Mean Temperature Difference (K) RMSE (K) 
Realizable k – ε 0.250 0.531 
Spalart – Allmaras 0.373 0.782 
Zero – equation 0.234 0.578 
 
Table II.2 Simulation time 
Turbulence Models Simulation Time (minutes) Per 100 iterations 
Total Simulation Time 
(hours) 
Standard k – ε (baseline) ~ 18.7 ~ 6 
Realizable k – ε  ~ 18.8 ~ 4.8 
Spalart – Allmaras ~ 19.3 ~ 4 
Zero – equation ~ 16.4 ~ 2.45 
Hybrid (Zero equation – 
Standard k – ε) 
~ 8.58 
~ 3.57 
 
Table II.3 The effect of inlet mass flow rate on viscous to non-viscous ratio 
Inlet Mass Flow Rate 
(kg/s) 
Viscous Zone 
Volume (m3) 
Non-viscous Zone 
Volume (m3) 
Viscous to Non-Viscous 
Ratio 
1 0 490 0 
3 1.92 488.1 0.004 
6 15.6 474.4 0.033 
9 54.6 435.4 0.1225 
12 113.2 376.8 0.300 
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b. Zone Partitioning Results 
 
Fig. II.4 shows the temperature profile of the middle plane of the partitioned viscous and 
non-viscous domains. The final combined picture (Fig. II.4c) of the zone partitioning 
solution is compared with the whole domain calculation using standard k-ε. (Fig. II.4d). 
The partitioning case over predicts the temperature in some areas, especially at the inlet to 
the CRAC unit and the region near the ceiling of the cold aisles. 
 
 
 
Fig. II.4 Coupled viscous and non-viscous domains temperature profile 
 
 
Fig. II.5 The simple box model 
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The overall simulation time for combined viscous and non-viscous domains solution takes 
approximately 3.6 hours which is almost half the time of the whole domain calculation (~ 
6 hours). 
 
c. Limits of the Coupled Method 
 
In the partitioning method, the ratio of viscous to non-viscous domains has a significant 
impact on the speed of the entire simulation process. In fact, more volume of non-viscous 
over viscous domains offers a faster overall simulation time. Here, we investigate the effect 
of inlet velocity of the CRAC unit on the ratio of these two regions. In order to obtain this 
ratio, a simple box model is introduced. It is basically a rectangular box having the same 
size as the data center model with one inlet and one outlet as seen in Fig. II.5. The standard 
k-ε turbulence model with the boundary conditions, i.e., mass flow inlet (inlet) and exhaust 
(outlet) are used. 
 
Table II.3 shows the effects of different inlet mass flow rate on the viscous to non-viscous 
ratio. As we can see, the higher inlet mass flow rate results in an increased viscous – non-
viscous ratio. No viscous zone associates with a mass flow of 1.0 kg/s, and the ratio is 
almost one-third as the highest mass flow rate observed. The closer to unity the ratio is, the 
less non-viscous region volume we have. Therefore, this suggests that the partitioning 
method will maximize the computational time at lower flow rate since more non-viscous 
regions present. As the ratio increases, the method is less attractive with growing viscous 
region size.  
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d. Verification of the Method Against a Two-Dimensional Test Case 
 
In this section, the coupled method is tested against a two-dimensional test case performed 
by Nielsen [51]. The geometry of the test room is presented in Fig. II.6. This test case can 
be used to test different two-dimensional CFD codes in the IEA Annex 20 work. The 
boundary conditions show that the model has one inlet where forced air is moved through 
an entrance near the ceiling of the chamber, whereas the outlet is located at the bottom near 
the floor of the opposite wall. 
 
 
Fig. II.6 2D test case boundary conditions by Nielsen [51] 
 
The total length (L) of the chamber is equal three times the height (H). There are totally 
four lines of measurement located at x/L= 1/3, x/L = 2/3, y/H = 0.03, and y/H = 0.97. All 
are represented as dotted lines in Fig. II.6.  
 
The coupled method was carried out along with whole domain simulation using standard 
k-ε turbulence model. The results of both methods are compared to the experimental results 
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from four measuring lines outlined above. Fig. II.7 shows the comparison of the two 
methods against the experimental data by Nielsen [ref]. Overall, the coupled method can 
represent the trend of the experimental data although the whole domain simulation using 
standard k-ε still shows superiority especially in the vertical testing regions.  
 
 
a) x/L = 1/3 
 
b) x/L = 2/3 
 
c) y/H = 0.03 
 
d) y/H = 0.97 
Fig. II.7 Reference velocity comparisons among the models 
 
The actual root mean square error in Table II.5 indicates the errors associated with the two 
methods when compared against the experimental data. On average, the coupled method 
has about three times larger in error compared to the whole domain simulation method, 
however, it still shows very good match especially the ceiling region y/H = 0.97 with only 
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about half of the error compared to the whole domain simulation. Therefore, it is still a 
good potential to use the coupled method due to its great time reduction. Part of the errors 
quantified here is also due to the lack of better algorithm to divide the viscous and non-
viscous regions more accurately. If this is done properly, the error for coupled method is 
expected to be less. 
 
Table II.4 The RSME of coupled method and standard k-ε compared to Nielsen’s data 
RMSE (U/Uin) 
 Coupled Method Standard k-ε 
x/L = 3 0.14 0.06 
x/L = 2/3 0.15 0.04 
y/H = 0.03 0.17 0.05 
y/h = 0.97 0.17 0.09 
 
2.2.Evaluation of Turbulence and Tile Modeling  
 
In this section, a detailed validation study of ten turbulence models is investigated, i.e., 
Chen-Xu zero equation [13], Spalart-Allmaras one equation [68], standard k-ε [44], 
realizable k-ε [64], RNG k-ε [56], low Reynolds number k-ε (LRN k-ε) [43], standard k-w 
[77], SST k-w [47], Reynolds Stress model (RSM) [27], and v2-f model [21]. Also, seven 
tile models are studied and compared, i.e., detailed [8], single opening, fully opening [36], 
[1], [2], [3] porous media, porous jump [8], [7], [9] body force [1], [2], [3] and modified 
body models [8], [7], [9]. Porous media is the newly added tile model along with zero-
equation, one-equation, LRN k-ε, standard k-w, SST k-w, RSM, and v2-f turbulence models 
that will be investigated for the first time in this study. The models at three tile-to-server 
airflow ratios, 20%, 60%, and 100%, are assessed, and recommendations on tile and 
turbulence models are discussed. A sensitivity study of different tile and turbulence model 
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combinations is carefully inspected. Finally, an overall performance index is proposed for 
each turbulence and title model relative to the baseline model. Top models are 
recommended based on the targeting criteria in computing time and accuracy. 
 
2.2.1. CFD Modeling 
 
a. Experimental Model Description 
 
The single-server rack's physical model in a data center as seen in Fig. II.8 has been 
investigated by previous experimental studies [41], [9]. The test data provides a 
comprehensive velocity information suited for the evaluation study of the current study. 
Arghode et al. [9] have studied this server rack model by comparing various tile models 
and validate them against the experimental result. Only one server rack in a data center 
laboratory is studied. The standard 42U server rack is filled with four 10U rack-mounted 
server simulators. Each server simulator model has a dimension of 24 in. (60.96 cm) wide, 
18 in. (45.72 cm) high, and 27.125 in. (69 cm) deep. There is a 6 in. (15.24 cm) gap at the 
foot of the server rack. There are 4 fans mounted on a plate located 10 in. (25.4 cm) away 
from the server front of each server. The fans are cylindrical with a depth of 2 in. (5.1 cm). 
The perforated tile and the dampers underneath have a distance of 1.5 in. (3.81 cm) away 
from each other. Both contribute to an equivalent porosity of 31%, whereas the server inlet 
which consists of plastic grilles has an equivalent porosity of 33%. The raised floor is 
relatively deep (3 ft or 0.9 m) compared to a 2-foot raised floor of industry standard. The 
probing line where measured velocity points are taken place is also shown in Fig. II.8 
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Fig. II.8 Server rack model: a) geometrical dimensions b) boundary conditions. 
 
b. Computational Model 
 
The computational fluid dynamics domain of the current server model is shown in Fig. 
II.8b. The room air positioned on top of the tile and in front of the rack inlet is included in 
the model. Three faces of the room air are specified as pressure inlet, and only the top 
surface is specified as pressure outlet. Since the server simulator is modeled inside a data 
center lab along with other real server racks and only one server rack is considered in this 
study, the symmetry condition is imposed at the sides of the raised floor. In addition, only 
a third of the raised floor (12 in or 30.48 cm deep) is modeled due to its fairly deep aspect. 
Hence, the bottom surface of the raised floor is specified as mass flow inlet normal to the 
surface without any directional flows. In addition, only a portion inside the servers are 
modeled. That is, only the spaces between the rack inlet and the fan plate are considered in 
the computational domain. Although the fans are cylindrical, their modeling is a 
Probing 
line 
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representation of square fan hubs for simplicity. The fan boundary condition is specified 
as exhaust fans. The little gap between the floor and the foot of the server rack is specified 
as pressure inlet. 
 
Since the server rack model consists of mostly orthogonal features, it is therefore meshed 
with a cut-cell method where hexahedral mesh is dominant. Grid independence study is 
performed to ensure for an accurate result yet less computational effort. Initially, the rack 
model is meshed with a coarse mesh which results in approximately 125,000 cells, the 
mesh size is gradually increased to see how it affects the velocity profile as seen in Fig. 
II.9. The mesh regions near the perforated tile, server rack inlet grilles, and exhaust fans 
are enhanced with respect to a higher mesh density due to their important physics. 
 
 
 
Fig. II.9 Mesh representations at various cell sizes 
 
It is finally optimized at 1.3 million cells because further increase in mesh size shows little 
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change in the after-tile air flow velocities yet adding more computational cost. The typical 
velocities along the probing line located at the center of the perforated tile for different 
mesh sizes are shown in Fig. II.10. The 1.3-million-cell line is almost overlapping the 1.7-
million-cell line. A similar trend is also reflected when examining the flow streams at the 
middle plane right in front of the server rack inlet. The last two final mesh sizes show 
almost identical flow streams when comparing side by side with others. (See Fig. II.11). 
 
 
 
Fig. II.10 Velocities along the probing line for different mesh sizes 
 
Table II.5 Simulation time for different mesh sizes 
Mesh 
Size 
Time per 
Iteration 
(seconds) 
Number of 
Iterations 
Total Wall Clock 
Time (seconds) 
Total Wall Clock 
Time (minutes) 
125k 0.266 996 265.289 4.42 
146k 0.332 2217 735.299 12.3 
354k 0.810 4363 3535.132 58.9 
1.3m 3.181 3503 11142.102 185.7 
1.7m 4.217 4348 18337.653 305.6 
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The analyses were run using 7 cores from a personal Dell computer Intel® Core™ i7-4770 
CPU at 3.4 GHz with 32 GB of memory. 
 
       
125k 146k 354k 1.3m 1.7m Exp.  
 
Fig. II.11 Flow streams at various mesh sizes 
 
 
c. Numerical Model 
 
The convergence criteria are set to be less than 10-4 in residuals for all computed variables. 
all computed variables. In some cases where set criteria cannot be reached, the quantity of 
interests are monitored to stabilize to a constant value within less than 1% of a difference 
for a convergence to be reached. The gradients in spatial discretization are selected as least 
square cell based. The pressure-velocity coupling scheme used is the SIMPLE algorithm. 
Turbulent kinetic energy and turbulent dissipation rate equations utilize the first order 
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upwind scheme, while the momentum equation is used with the second order upwind 
scheme. 
 
2.2.2. Tile Modeling 
 
a. Detailed Model 
 
In this model, every feature is modeled explicitly, i.e., the tile pores, linear grilles at the 
inlet of the server rack, the tile damper as seen in Fig. II.12 a. All features are modeled as 
orthogonal shapes. The detailed modeled is then simulated with appropriate boundary 
conditions that is outlined in Sect. 3.2.1b. 
 
 
a) Detailed geometry b) Simplified geometry 
Fig. II.12 One server rack model: detailed vs. simplified  
Linear grilles 
 
Perforated tile 
 
Damper 
Fan hubs 
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b. Single Opening 
 
In this model, the objective is to find the flow area through a simple formulation as outlined 
in Eq. (II.11). The actual flow area (Aflow) is calculated by multiplying the tile area (Atile) 
which is typically 4 ft2 with the effective porosity (Feff). The challenge part is to tune the 
effective porosity so that it matches the experimental data. The search range for the 
effective porosity is between the actual perforation and unity (F £ Feff £ 1). Sometimes it 
takes many trials and errors to optimize the most suitable effective porosity. 
 
öõú[ù = ûüõõ × öi-úü (II.11) 
 
c. Fully Open 
 
The fully open model is essentially derived from the single opening model by taking the 
effective porosity equal to unity (Feff = 1.0). The flow area is now the actual tile area. This 
model is a very crude tile model and often effective for tiles with high perforation (F > 
50%). However, it becomes a problem when dealing with tiles with low perforation (F < 
50%) [2]. 
 
d. Porous Jump 
 
In the PJ model, a step pressure loss across the tiles are specified. This pressure loss is 
calculated using Eq. (II.12), while the pressure loss factor can be referred to Eq. (II.13). 
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 (II.13) 
K = pressure loss factor 
F = porosity 
Vin = velocity before the tiles 
∆° = pressure drop across tiles 
H = air density 
The PJ model only specifies a step pressure loss and has little effects on the downstream 
velocity after tiles. In reality, the airflow through tiles also experiences an air momentum 
boost after flowing through the pores. Because the PJ model does not capture this feature, 
a BF model is introduced to account for this momentum increase. 
 
e. Porous Media 
 
The porous media model is a three-dimensional version of the one-dimensional porous 
jump model. In the porous media model, a momentum source term is added to the standard 
fluid flow equations. The viscous and inertial loss terms are the two parts of this source 
term. When modeling a perforated plate, the permeability term is normally eliminated and 
only the inertial loss term is used, yielding the following simplified form of the porous 
media equation (Eq. (II.14)). 
∇° = −®0Z-T u
1
2
H=T|=|v
{
T©a
 (II.14) 
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∇° = pressure gradient 
0Z-T= prescribed matrix, becomes 0Z (inertial resistance factor) in the case of simple 
homogeneous porous media 
H= air density 
|=|= magnitude of the velocity 
 
f. Body Force Model 
 
In the BF model, a Y-momentum source is specified above the tile surface to account for 
the acceleration of air after passing through tile pores. The Y-direction is normal to the 
surface of the tiles. Eq. (II.15) – (II.17) show the formulation of this momentum source. 
 
™´ =
∆¨
∀
 (II.15) 
∆¨ = Höi-úüê-§Uê2[Äü − ê-§V (II.16) 
ê2[Äü =
ê-§
û
 (II.17) 
 
Sy = momentum source in the y-direction, ∆¨ = momentum gain across tiles, öi-úü = tile 
area, Vin = velocity before the tiles, Vpore = pore velocity after the tiles, F = porosity 
In this BF model, volume of the momentum source region (∀) is located right above the 
tiles [1], [2], [3], [8]. The height of the momentum source region is taken as 0.0102 m (4 
in.), while the base area matches the tile area which is 0.61 × 0.61 m (2 ft. × 2 ft.). Step 
pressure loss across the tiles can be specified similar to the PJ model.  
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g. Modified Body Force Model 
 
There is a suspect that even higher momentum along the flow path from tile surface exists. 
Therefore, a modified body force (MBF) model is created to correct this momentum deficit 
[8]. In the MBF model, the Y-momentum source is specified above the tile surface similar 
to the BF model, however, the velocity at the vena contracta Eq. (II.20) is used instead of 
the pore velocity in the model. This gives a higher Y-momentum flow rate as compared to 
the BF model. The formulation of this modified momentum source can be referred in Eq. 
(II.18) – (II.20). 
 
™´ =
∆¨
∀
 (II.18) 
∆¨ = Höi-úüê-§(ê§üÆ6 − ê-§) (II.19) 
ê§üÆ6 = ê-§(¢ + 1)
a
Z (II.20) 
 
Vneck = the vena contracta velocity after the tiles, Vin = velocity before the tiles, K = pressure 
loss factor, Sy = momentum source in the y-direction, ∆¨ = momentum gain across tiles, 
öi-úü = tile area. With the use of a higher velocity in the model, the momentum source now 
has an even more profound effect in the downstream of the flow stream. The base area of 
the momentum source region is taken as the tile area 0.61 × 0.61 m (2 ft. x 2 ft.), while the 
height of the momentum source is taken as 0.0102 m (4 in.). Also, the step pressure is also 
maintained as the same as specified in the PJ model. 
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2.2.3. RANS Turbulence Modeling 
 
a. Zero Equation Model 
 
The zero equation consists of a simple algebraic equation for turbulence viscosity and no 
other partial different equations is used. It was originally developed by Prandtl back in 
1925. Although the model does not strongly hold in many diverse applications and prone 
to large errors with complex geometries, it is useful in some carefully calibrated models of 
specific types of flow. When it comes to indoor air environments, Chen and Xu [13] has 
modified the zero equation to better adapt to the characteristics of enclosure settings. The 
algebraic formulation is derived to express turbulent viscosity as follows,  
=i = 0.3874	Ñ≤ (II.21) 
where U is the local mean and L is the nearest wall distance. The proposed empirical 
constant is 0.03874 for different flows. The model has been extensively validated by many 
different parties including the original authors, Chen and Xu. The model has been used for 
simulating airflows in different indoor environments with acceptable accuracy and 
significant time reduction. Therefore, it is included in this data center study to assess and 
evaluate with other advanced turbulence models for data centers. 
 
b. One-Equation Model 
 
The one-equation model by Spalart-Allmaras (S-A) [68] differs from other one-equation 
models by directly solving for the kinematic eddy viscosity, =≥, 
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The S-A model is advantageous for various grids of any structures since its solution is 
solved locally at each point and independent of other neighboring points. Although the S-
A model was designed for wall-bounded flows and boundary layers applications subjected 
to adverse pressure gradients, it is also reliable in the indoor environment simulation 
compared to other one-equation models [57]. 
 
c. Standard k-ε Model 
 
Standard k-ε model proposed by Launder and Spalding [44] is the most prevalent in the k-
ε two-equation model family. The two transport equations for kinetic energy (k) and 
dissipation rate (C) are shown below. 
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This turbulence model is widely accepted in the industry because of numerous validations. 
Therefore, it is popularly used to simulate indoor environments. Many researchers from 
the literature is reportedly used this turbulence for data center studies. [8] [7], [9], [14], 
[36], [70], [86], [81]. 
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d. RNG k-ε Model 
 
The RNG k-ε model proposed by Yakhot and Orszag [56] was derived following the 
renormalization group (RNG) theory. The two transport equations are as follows, 
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The numerous refinements of the RNG k-ε over the standard k-ε make the model good for 
high streamline curvature and strain rate, transitional flows, and wall heat and mass 
transfer. Details of each term notation for Eqs. (II.25), (II.26) can be found in Appendix A 
Table A.1. 
 
e. Realizable k-ε Model 
 
The model realizable k-ε by Shih et al [64] adds a new modified model equation for 
dissipation (ε) (Eq. (II.28)). The two transport equations for the model are as follows, 
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With these modifications, the realizable model shows the better performance compared to 
all k-ε models for several applications of separated flows and complex secondary flows. 
The details of each term notation for Eqs. (II.27), (II.28) can be found in Appendix A 
Table A.1.  
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f.  Low Reynolds Number k-ε Model 
 
Low Reynolds number (LRN) turbulence models are good remedies in for near-wall 
treatment. These models normally require a very fine grid near the walls, which demands 
a higher computing time. Although there are many LRN models have been proposed, they 
are of similar forms. The LRN k-ε model proposed by Launder and Sharma [43] is the one 
chosen in this study. The two transport equations for this model are revealed in Eqs. (II.29), 
(II.30). 
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Although LRN models are useful in some specific situations where information near-wall 
regions are significant, they remain costly in terms of computing time and may not 
improve model accuracy very much. Therefore, their applications on indoor simulations 
are still limited due to the lack of applicability. 
 
g. Standard k-ω Model 
 
The standard k-w model is originally proposed by Wilcox [77]. The standard k-w model 
is established based on two model transport equations, i.e., the turbulence kinetic energy 
(k) and the specific dissipation rate (w) which is the ratio of e to k. The two transport 
equations for k and w are shown in Eqs. (II.31), (II.32), 
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To improve the accuracy of the k-w model, production terms are normally added to both 
the k and w equations, which shows advantages for predicting free shear flows. The k-w 
model has recently been used to predict the indoor air environment simulations. 
 
h. SST k-ω Model 
 
The main problem with the Wilcox model [77] is its well-known strong sensitivity to 
freestream conditions. Menter [47] developed the SST k-w model by using a blending 
function to effectively use in the near-wall region with the freestream in the far field. The 
two transport equations of the SST k-w model are shown in Eqs. (II.33), (II.34).  
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The flexibility of the SST k-w model in the near-wall and far-field regions shows good 
accuracy and reliability for a wider range of flows compared to the standard k-w model. 
One of these flows is the adverse pressure gradient flows.  
 
i. v2-f Model 
 
The model (V2F), based on Durbin’s k-C-=Z model [21] incorporates near-wall turbulence 
anisotropy and non-local pressure-strain effects added to the standard k-ε model. The 
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model has four transport equations for the turbulence kinetic energy (k), its dissipation rate 
(C), a velocity variance scale (=Z,,,), and an elliptic relaxation function (f). 
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The model is a general low-Reynolds number turbulence model that is valid all the way up 
to solid walls, and therefore does not need to make use of wall functions. However, the 
V2F model has not been well tested and evaluated much in the indoor environment 
simulations and might encounter numerical stiffness problem in some segregate solution 
procedures. 
 
j. Reynold Stress Model 
 
The Reynolds stress model (RSM) is one of the most detailed Reynolds-averaged Navier-
Stokes (RANS) model. The RSM directly solves totally seven transport equations for the 
Reynolds stresses with an equation for the dissipation rate. Details of each term can be 
referred in Appendix A 
Table A.1. 
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Although RSM has greater potential to give accurate predictions for complex flows, the 
accuracy of the RSM is not always superior compared to simpler models and not to mention 
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the additional computational expense. Therefore, its applications in indoor air environment 
simulations remain a careful consideration. 
 
2.2.4. Results and Discussion 
 
a. Tile Model Study 
 
Tile modeling in data center is very important because it reduces the need for detailed 
modeling of tiny features such as tile pores. Fig. II.13 shows with and without a BF tile 
model configuration. With the tile model, the air coming out of the perforated tile is 
corrected to its actual magnitude. The after-tile velocity, however, failed to match the near- 
field measured velocity right after tile. This could be because of insufficient grids to resolve 
the region near the perforated tile. In fact, it is very hard to deploy such super fine grids at 
the near-field region after the perforated tile while maintaining a sufficient mesh in other 
areas. In addition, the four-inch body force region above the tile is only effective outside 
this region which sees the slow response to the momentum enhancer. Study by 
Abdelmaksoud et al. [1] also addresses this issue.  
 
Fig. II.13 Velocity after tile with and without tile model 
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Fig. II.14 shows the streamlines of all studied tile models and PIV experiments (EXP) at 
three different levels of tile-to-server flow rates, i.e., 20% (low), 60% (medium), and 100% 
(high). In low flow ratio, most of the tile models except the single opening tile model 
capture the trend of the experimental data. The SO tile model, when using the actual 
porosity of 31%, shows a dramatic increase in velocity due to a small equivalent tile area 
specified. Therefore, it completely fails to represent the data in all three scenarios of flow. 
All tile models start showing clear deviations in medium and high flow ratios. 
 
Fig. II.14 Velocity streamlines after tile at three different flow ratios 
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On the low end, the PJ model, by specifying a pressure jump across the tile surface, poorly 
predicts the after-tile velocity development, and also fails to represent the far-field velocity 
resulting in a short rise clearly seen in medium and high airflow ratios. The PM model 
shows a slight improvement over the PJ model due to its three-dimensional nature, yet they 
are very similar in their features when assuming the air flow is directed perpendicular to 
the tile surface. The FO model further improved the result, yet still under-predicts it, and 
again this is expected because of the low perforation tile used. 
 
On the high end, the BF model improves the flow prediction by introducing a momentum 
source. This enhancement overcomes the momentum deficit in the far-field velocity 
resulting in a much resolved velocity profile when compared to the experimental data. The 
MBF tile model further reinforces the flow by adding even a larger magnitude due to its 
formulation of using vena-contracta velocity instead of the pore velocity. Finally, the most 
accurate tile model is the geometrical resolution (GR) shown in Fig. II.14; however, it is 
also the most time- consuming model due to its detailing of all the model features. 
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Fig. II.15 Velocity contour for various tile models at three different flow rate ratios 
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Fig. II.15 shows the velocity contours of all tile models. Apart from the single opening tile 
model, the intensity of the jet velocity is practically improved through simplified tile 
models, i.e., from PJ to MBF models. The GR model contour shows a more realistic 
resolution of the velocity profile, although there are some deviations of near-field velocity 
contour after tile due to the insufficient mesh density. As the flow ratio in- creases, the cold 
jet height also varies in height. The low flow ratio case causes hot air recirculation at top 
of the server rack, while high flow ratio case allows the cold air plume to reach the entire 
height of the server rack for sufficient rack cooling. 
 
 
Fig. II.16 Velocity after tile for different tile models at 20 % flow rate ratio 
 
Fig. II.16 – Fig. II.18 present the after-tile velocity along the probing line as shown in Fig. 
II.8 and Fig. II.10. However, instead of directing from the bottom of the flow domain, the 
lines are plotted from the tile surface all the way to about 1.8 m (5.9 ft) in height in front 
of the server rack. In general, the result shows different qualities of tile models, i.e., low 
and high performance tile models. The results hint that the PJ, PM, FO, and SO models 
poorly predict the velocity profile in all three flow ratios, while the BF and MBF models 
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agree better. These two models show some differences at a low flow ratio, and distinct 
changes at medium and high flow ratios with the MBF model showing a better agreement 
with the data. 
 
 
Fig. II.17 Velocity after tile for different tile models at 60 % flow rate ratio 
 
At a low airflow ratio (20%) as in Fig. II.16, all of the tile models generally capture the 
trend very well, however, fail to match the upper air level (above 0.61 m). There are two 
possibilities that cause these discrepancies. First, the server rack is situated in a whole data 
center with adjacent racks and perforated tiles, so there exists an influence of the strong air 
jet coming from the adjacent tiles. Although the fans in other server racks can be turned 
off, there is no control on the perforated tiles since they all share the same raised floor 
plenum. Because of this issue, the experimental data obtained at the upper level might get 
affected. The difficulty was also reported in [41] where the authors were well aware of this 
situation. Second, because of the lack of knowing how much of the adjacent air resistance 
applying on the domain of interest, an appropriate pressure coefficient is not precisely 
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known prior to the simulation. Rather, it has been assumed to take the value of pcoeff = 10 
during the simulation process. A thorough characterization of this pressure coefficient is 
needed during experimental testing to better guide the simulation. 
 
In the medium flow ratio (60%) as in Fig. II.17, the cold jet experiences less resistance from 
the hot air recirculation at the top of the server rack. Therefore, it climbs to about 1.0 m 
(3.3 ft) and starts to bend a little after losing its initial momentum. While the SO model 
exaggerates the result, other tile models under-predict the data. FO, PM, and PJ models 
fail to match the data, while both BF and MBF models show lower discrepancies compared 
to the experimental data with the latter shows better agreement. The GR model advances 
in capturing the trend of the cold jet. However, in the near-field location right above the 
tile surface, GR model result alters around the starting velocity. This is due to the fact that 
the poor resolution of the mesh around the small tile pores. A substantial increase in grid 
size resolves this issue, but it results in a much larger computing time. 
 
 
Fig. II.18 Velocity after tile for different tile models at 100 % flow rate ratio 
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In the high flow ratio (100%) as in Fig. II.18 where the supply cold air and server flow rates 
are equal, a strong jet is observed coming out of the tile. All tile models under-predict the 
magnitude of the air jet velocity, although the GR model has the smallest error. The single 
opening model, al- though capturing the trend very well, still over predicts the data. Among 
the simplified tile models, MBF model shows better agreement. As mentioned before, the 
GR model encounters the same issue at the foot of the air jet due to its insufficient 
resolution for small tile pores.  
 
b. Turbulence Model Study 
 
Turbulence models have not been extensively evaluated in data center research. The 
standard k-ε turbulence model is widely adopted for data center study [8], [7], [9], [14], 
[36], [70], [86], [81]. Without justifications and validations, it is very hard to justify 
whether the standard k-ε model is the best choice for data center CFD simulation. In the 
current study, the authors extend the analysis of Reynolds Average Navier-Stokes (RANS) 
turbulence models to 10 models ranging from zero-equation to seven-equation model. 
After an evaluation of all available tile models in the previous section, re- commendations 
are made for more advanced tile models, i.e., BF and MBF models. 
 
First, by utilizing the BF model for tile modeling, we are going to evaluate different 
turbulence models. Fig. II.19 shows the velocity profiles at different airflow rate ratios. The 
results shown in this figure is from the probing line located at the center of the tile 
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stretching upward to about 1.75 m (5.74 ft). At low flow ratio (20%), there are not distinct 
differences among the turbulence models, except for LRN k-ω and zero-equation models. 
At medium (60%) and high (100%) flow ratios, the turbulence models start to deviate from 
one another especially at the upper level. Four turbulence models, including LRN k-ω, SST 
k-ω, and realizable k-ε, and standard k-ε show a better agreement compared to the rest. 
The zero-equation, though deviating much at high flow ratio, shows the best trend in 
following the experimental data. In general, all turbulence models under-predict the 
experimental data. 
 
   
 
a) 20% b) 60% c) 100%  
Fig. II.19 After-tile velocities using BF tile model at different airflow rate ratios 
 
Next, MBF tile model is also tested against different turbulence models. The results are 
shown in Fig. II.20. Similar to the BF model's results, at low flow ratio (20%), the velocity 
difference is minimal except for LRN k-ω and zero-equation models. In the medium (60%) 
and high (100%) flow ratios, the four turbulence models that consistently stand out are also 
the ones mentioned previously in the BF tile model, i.e., LRN k-ω, SST k-ω, realizable k-
ε, and standard k-ε. These models show a better agreement compared to other turbulence 
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models. It is also worthwhile to notice the zero-equation performance which shows an 
equivalent or better accuracy when compared to the standard k-ε in all flow ratio scenarios. 
Again, all turbulence models under-predict the experimental data in all scenarios. 
 
   
 
a) 20% b) 60% c) 100%  
Fig. II.20 After-tile velocities using MBF tile model at different airflow rate ratios 
 
It is of curiosity to apply the exact measured velocities coming right off the tile surface in 
all flow ratios. Fig. II.21 shows the results of such applications. In this figure, the velocity 
profiles generally agree better at the upper level of the tested data than at the bottom level. 
When an exact tile surface velocity is applied, the turbulence models tends to perform 
almost the same except for zero-equation model. The airflow resistance uncertainty of the 
adjacent tiles might account for the mismatch between the simulation result and data, in 
addition to the challenges from turbulence modeling. If a test is carried out on the 
quantification of this airflow resistance, it certainly helps to guide the simulation to a more 
favorable outcome. 
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a) 20% b) 60% c) 100%  
Fig. II.21 After-tile velocities using measured velocity at different airflow rate ratios 
 
The next section carefully quantifies the errors of the studied models for a better insight at 
these criteria. In addition, recommendations on turbulence models aimed at different 
purposes are then suggested.  
 
2.3.Composite Performance Index 
 
2.3.1. Error analysis 
 
This section takes a closer look at the error quantifications and explore the capabilities of 
the turbulence models through error analysis. Table II.6 shows the quantified root mean 
square error (RMSE) between the predicted results and experimental data along the probing 
line as seen in Eq. (II.40). 
º¨™¿ = ∆
∑ (89- − 8-)
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-©a
ì
 (II.40) 
where 89- is the simulation values and 8- is the experimental data, n represents 11 data points 
tested in the experimental results. The standard k-C model is taken as the baseline case to 
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be compared with other turbulence models. Table II.6 shows both the absolute RMSE and 
the relative error with respect to the baseline standard k-C scenario. When the BF tile model 
is utilized, SST k-w and LRN k-w have major improvements over the baseline case, while 
the realizable k-C also does well in the medium flow and only worsen off by 3% and 10% 
in the low and high flow scenarios, respectively. One notable point is that at low and 
medium flow ratios, the zero-equation model also yield a relatively good result compared 
to the baseline standard k-C. 
 
Table II.6 Error assessment for different turbulence models at three flow ratios 
Air Flow 
Ratio 
Standard 
k-… 
RNG 
k-… 
Realizable 
k-… 
LRN 
k-… 
LRN 
k-w 
SST 
k-w V2F RSM S-A 
Zero 
Eqn 
Root mean square error (BF model) 
f1 0.239 0.241 0.247 
0.324 0.299 0.237 0.249 0.241 0.238 0.245 
f2 1.286 1.834 1.150 1.524 0.935 0.926 1.857 1.794 1.737 1.265 
f3 2.540 2.988 2.806 2.659 2.388 2.473 3.006 2.808 2.883 3.065 
Relative error with respect to the baseline standard k-… (BF model) 
f1 0% 1% 3% 36% 25% -1% 4% 1% 0% 3% 
f2 0% 43% -11% 19% -27% -28% 44% 40% 35% -2% 
f3 0% 18% 10% 5% -6% -3% 18% 11% 14% 21% 
Root mean square error (MBF model) 
f1 0.222 0.222 0.240 
0.221 0.258 0.220 0.222 0.230 0.222 0.237 
f2 1.599 1.972 0.920 
1.574 0.808 1.484 1.961 1.915 1.873 1.123 
f3 2.525 2.707 2.456 
2.556 2.033 2.654 3.330 3.372 3.129 2.825 
Relative error with respect to the baseline standard k-… (MBF model) 
f1 0% 0% 8% 0% 16% -1% 0% 4% 0% 7% 
f2 0% 23% -42% -2% -49% -7% 23% 20% 17% -30% 
f3 0% 7% -3% 1% -19% 5% 32% 34% 24% 12% 
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When MBF tile model is used, four outstanding turbulence models include realizable k-C, 
LRN k-C, LRN k-ω, and SST k-ω. The LRN k-ω shows 50%, 19% improvement in the 
medium and high flow ratios, respectively, although it is worsen by 16% at the low flow 
condition. The realizable k-C shows improvement of 42% and 3% in the medium and high 
flow relative to the standard k-C, while it is worse off by 8% in the low flow scenario. The 
other two models, i.e., LRN k-C and SST k-ω, either improve or worsen by a marginal figure. 
Finally, it is very interesting that the simplest zero-equation model also does very well 
compared to the baseline model, standard k-C. 
 
Table II.7 Error assessment for different tile models at three flow ratios 
Air Flow Ratio SO PJ PM FO BF MBF GR 
Root mean square error 
f1 1.474 0.297 0.284 0.28 0.247 0.24 0.223 
f2 6.551 2.168 2.077 2.124 1.15 0.92 0.546 
f3 9.667 4.883 4.816 4.621 2.806 2.456 1.852 
Relative error with respect to the baseline Single Opening (SO) 
f1 0% -80% -81% -81% -83% -84% -85% 
f2 0% -67% -68% -68% -82% -86% -92% 
f3 0% -49% -50% -52% -71% -75% -81% 
 
On different tile models evaluation, similar assessment using the standard turbulence 
model is also made of the errors at the probing line for each tile model (see Table II.7). As 
expected, the level of accuracy increases as the further development of more advanced 
models, such as BF and MBF tile models, are considered. The single opening, due to the 
use of exact porosity, results in a worst scenario in all studied flow rate ratios. The PM 
model slightly improves the result, while the FO model remains in a close tie with it. In 
the upper-level tile models, BF and MBF show better accuracy. The GR model delivers the 
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least error (shown as largest negative numbers in percentage in the table) compared to other 
models. 
 
2.3.2. Computing Time Evaluation 
 
The computing time is also considered in evaluating the turbulence models used in this 
study. Since the total computational depends on many factors such as a fine-tuned under-
relaxation factor, a better metric for comparison maybe the time per iteration. In order to 
have a more consistent determination of this, a calculated time per iteration from hundred 
iterations is considered. As expected, the simulation time increases as the number of 
equations solved in each turbulence model increases. The least time required is for the zero-
equation with only 2.546 s, while it is 5.071 s for the seven-equation RSM model. The 
steady increase in average time per iteration is plotted in Fig. II.22a. 
 
  
a) b) 
Fig. II.22 Average time per iteration for different (a) turbulence models, (b) tile models 
As for tile model, Fig. II.22b shows that the geometrical resolution model is the most time-
consuming model, and single opening yields least time with 9.701 s and 2.865 s, 
respectively. BF and MBF models are very close, with the latter slightly higher.  
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2.3.3. Composite Performance Index 
 
The simulation results discussed in terms of time and accuracy for different tile and 
turbulence models are carefully examined in the previous sections. It is necessary to look 
for a recommendation within the scope of the study. Baseline cases for tile and turbulence 
model assessment are identified as single opening, and standard k-C, respectively. In terms 
of time assessment, a non-dimensional time ratio of the average time per iteration divided 
by the baseline value is calculated as seen in Eq. (II.41). As for the accuracy, a collective 
average non-dimensional number is defined in Eq. (II.42) to evaluate the overall accuracy 
performance for each turbulence model. The idea is to calculate the average relative error 
over the baseline case of all the flow ratio scenarios.  
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ÃÕ,Œ
∗ =dimensionless relative average errors,	œÕ,Œ∗ = dimensionless relative average time, m 
= turbulence model, n = number of cases studied, f = flow ratio, b = baseline 
 
The calculated results for Eqs. (II.41) and (3.32 are presented in Table II.8. In  this table, 
essentially the baseline standard k-C and single opening both receive an index of 1.0 for 
both tr and ar , and all other turbulence and tile models have either a value greater or less 
than one. For both metrics, values greater than one signify a worse case compared to the 
baseline, and less than one suggests an improvement over the baseline case. 
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Table II.8 Non-dimensional index in terms of time and accuracy 
For turbulence assessment 
 
Standard 
k-… 
RNG  
k-… 
Realizable  
k-… 
LRN  
k-… 
LRN  
k-w 
SST 
k-w V2F RSM S-A Zero Eqn 
œÕ
∗  1.000 1.033 1.065 1.073 1.183 1.248 1.414 1.671 0.914 0.839 
ÃÕ
∗  1.000 1.153 0.944 1.097 0.898 0.943 1.202 1.180 1.149 1.017 
For tile assessment 
 SO PJ PM FO BF MBF GR 
œÕ
∗  1.000 1.094 1.362 1.142 1.128 1.159 3.386 
ÃÕ
∗  1.000 0.346 0.336 0.331 0.211 0.186 0.142 
 
Depending on the purpose of the user, one might need a quick simulation for an estimation 
or prediction, while the other focuses on the accuracy of the simulation results. Three 
scenarios are created in Table II.9, i.e., the accuracy-targeting models (ATMs), the time-
targeting models (TTMs), and well-balanced models (WBMs). The time (Wt) and accuracy 
(Wa) weighing factors are specified depending upon the goal of each scenario. For 
example, the Wt and Wa both receive a value of 0.5 in the well-balanced model scenario. 
 
Table II.9 Weighing factors for different scenarios 
Scenarios 
Time weighing factor 
(Wt) 
Accuracy weighing factor 
(Wa) 
Accuracy-targeting models (ATMs) 0.1 0.9 
Time-targeting models (TTMs) 0.9 0.1 
Well-balanced models (WBMs) 0.5 0.5 
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Finally, the overall performance index (PI) for each turbulence and tile model based on the 
respective scenarios are evaluated as in Table II.10 based on the formulation specified in 
Eq. (II.43). Technically, a lower PI indicates a more desired model. As for turbulence 
model assessment in regard to the ATMs, three turbulence models that yield a better 
performance than the baseline standard k-C are identified as realizable k-C, LRN k-ω, and 
SST k-ω. These models show an index less than one after an overall performance is 
assessed. Meanwhile, the zero-equation model also yields an equivalent index compared 
to the baseline, which signifies the attention for this much simpler model. For the TTMs, 
two favorable models are identified as the zero-equation and the one-equation models. 
While the zero-equation has a performance index less than one, the one-equation model 
has an index close to the baseline standard k-C. Finally, in the WBMs, only the zero-
equation stands out as a candidate to advance over the baseline with an index of 0.928. All 
other models are either worse or equivalent to the baseline case.  
X– = —iRÄ
∗ + —“3Ä
∗  (II.43) 
As for tile model assessment, for all two out of three objectives, i.e., ATM and WBM, it is 
clear that BF and MBF models are doing better than any other tile models with lowest 
desired PI. In the TTM objective, there are no appreciable time differences among the tile 
models, except for PM and GR models. The GR model is generally not desired due to its 
highly time-consuming characteristic and is also reflected through the PI in Table II.10. 
The rest of tile models are not as good as the BF and MBF models with higher PIs. 
Therefore, it makes sense to use these two best tile models for the turbulence model study 
in the earlier section of this study. 
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Finally, it is necessary to identify a good combination of tile and turbulence model for 
current work. After a comprehensive assessment of both tile and turbulence models, it is 
recommended that for time-targeting and well-balance models assessment, the zero-
equation turbulence model, coupled with either a body force or modified body tile model 
yields a good outcome. When considering accuracy-targeting model, the zero-equation 
coupled with BF or MBF models yields an equivalent performance compared to standard 
k-C. 
 
Table II.10 Overall performance index 
Turbulence model assessment 
 Standard 
k-… 
RNG 
k-… 
Realizable 
k-… 
LRN 
k-… 
LRN 
k-w 
SST  
k-w 
V2F RSM S-A 
Zero 
Eqn 
ATM 1.000 1.141 0.956 1.095 0.927 0.974 1.223 1.229 1.126 0.999 
TTM 1.000 1.045 1.053 1.075 1.155 1.218 1.393 1.622 0.938 0.857 
WBM 1.000 1.093 1.005 1.085 1.041 1.096 1.308 1.426 1.032 0.928 
Tile model assessment 
 SO PJ PM FO BF MBF GR 
ATM 1.000 0.421 0.439 0.412 0.303 0.283 0.466 
TTM 1.000 1.019 1.259 1.061 1.036 1.062 3.062 
WBM 1.000 0.720 0.849 0.736 0.670 0.672 1.764 
 
2.4.Remarks 
 
In the first part of the chapter, a coupled viscous and non-viscous domain solution method 
has been used to couple a zero-equation model and the standard k-ε model for application 
in a data center model. A detailed procedure and criteria on how to separate the whole 
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domain into sub-domains are discussed. A complete numerical solution on different 
turbulence models was carried out, and the choice of zero-equation model over Euler 
equations in the non-viscous domain has certain benefits on the current data center model. 
In the coupled numerical solution, the viscous domain was simulated with the standard k-
ε turbulence model, while zero-equation was utilized in the non-viscous domain. Within 
the investigated parameter ranges, the result of the coupling method is reasonably close to 
the baseline case, while consumes only half of the simulation time used in the baseline 
case. However, the computational time reduction by the hybrid turbulence model method 
might be geometry-specific or application-specific, which needs further investigation to 
confirm. 
 
In the second part of the chapter, a comprehensive study of tile models is carried out and 
validated against the available experimental data. Among the tile models studied, two 
advanced tile models, the body force and modified body force models, show good 
agreement with the tested data, while keeping the simulation time reasonable by avoiding 
the exhaustive detail of tile modeling. Ten turbulence models in the RANS family are then 
carefully evaluated based on the two suggested good tile models. In addition, three levels 
of flow ratios between the tile air supply and the server air flow are also considered to 
investigate the diverse turbulence models within a reasonably wide range. 
 
By emphasizing on the time and accuracy of each turbulence model, a detailed assessment 
based on the proposed overall composite performance index of tile and turbulence models 
is carried out to identify the suitable models for different application purposes. Three types 
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of proposed models, i.e., accuracy-targeting, time-targeting, and well-balanced models are 
out- lined based on proper weighing factors. Although for the accuracy-targeting models, 
realizable k-C, LRN k-ω, and SST k-ω turbulence models stand out as preferable ones, the 
zero-equation model is also worth noticing with an equivalent performance with the 
baseline standard k-C. Also the zero-equation model shows better results compared to 
standard k-C model when time-targeting and well-balanced models are considered. 
 
In a similar way, when assessing different tile models, both accuracy and time are the main 
concerns. It is concluded that the body force and modified body force models yield good 
accuracy while consuming almost the same amount of computational time compared to 
other tile models, except for the geometrical resolution and porous media models. Finally, 
the best combination recommended for the current study to yield the most favorable 
outcome is the use of zero-equation turbulence model with either body force or modified 
body force tile model.  
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    CHAPTER III REDUCED ORDER MODELING
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3.1. Proper Orthogonal Decomposition (POD) Method for Data Center Study 
 
In this chapter, thermal modeling of data center is carried out using a POD method based 
on CFD data. Compared to existing works, the scope includes: (1) A model data center 
with different configurations is used for the computational study. This model data center 
(L × W × H = 45.9′ × 32.8′ × 11.5′) is a well-representative of a real data center, which has 
three hot aisles and two cold aisles, and four CRAH units placed at four opposite walls. It 
is different from the study of Samadiani and Joshi [58], [59], [60] where only two CRAH 
units are placed at the end of the rack rows against the walls. (2) The effects of the number 
of parameters used for the POD basis function on the accuracy of the thermal modeling of 
data centers are investigated. The key differences between the current study and previous 
works also lie upon the number of input parameter used to construct the POD basis 
function. In the current study, we apply the POD method to obtain the temperature profile 
of a new representative data center model using three parameters, i.e., the rack heat load, 
mass flow rate, and an additional parameter which is the inlet temperature. (3) An 
interpolation technique of constructing 3-D picture of the temperature profiles using 2-D 
POD simulation is introduced for data center modeling at different conditions. Most of the 
previous studies that use POD method on data centers focus on 2-D temperature and/or 
velocity distribution POD representation with the variation of server load and velocity at 
the inlet for their studied cases. The 2D-based modeling method for a 3D data center model 
construction is carried out to study the effects of multiple design parameters including inlet 
air mass flow rate (5.5 kg/s–7.3 kg/s), rack heat load (9 kW–18 kW per rack), and also a 
new parameter which is also important in data center thermal management, i.e., rack inlet 
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air temperature (12.0 ◦C–13.2 ◦C). Case studies are generated from these parameter 
combinations. Sensitivity analysis of the effects of each design parameter on the 
temperature is done to assess the fidelity of the POD model as compared to the CFD model.  
 
3.1.1. Methodologies 
 
a. Fundamentals of Proper Orthogonal Decomposition  
 
The Proper Orthogonal Decomposition (POD), depending on different fields and 
applications, is also called the discrete Karhunen-Loève transform in signal processing, the 
Hotelling transform in multivariate quality control, singular value decomposition of X, 
eigenvalue decomposition of XTX in linear algebra, just to name a few. This is a reduced 
order modeling technique that finds applications in computationally processing large 
amount of high-dimensional data with the aim of obtaining low-dimensioning descriptions 
that capture much of the phenomena of interest. It is a powerful tool that can be used to 
numerically predict the temperature and flow fields much faster as compared to 
conventional full-field CFD/HT modeling. 
 
In the application of thermal/fluid system, the method of snapshots introduced by Sirovich 
[65] is usually used to reduce the calculation effort. The fundamental idea of using this 
method is to decompose a set of temperature profile %(6) = %-,T
(6) or velocities distribution 
ê(6) = 	 (+, =)-,T
(6), where i, j is the index of the grid points in the temperature or velocities 
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distributions, k is the snapshot index, into a linear combination of M spatial basis functions 
(POD modes, K4 ) and the corresponding coefficients 34
(6) 
 
%(6) = ® 34
(6)
K4
ª
4©a
 (III.1) 
One restriction to this method is that the basis functions must be orthonormal to each other. 
The goal of using POD technique is to find a sequence of orthonormal basis functions K4 
(POD modes) representing the ‘coherent structures’ such that the error of the orthogonal 
projection is minimized 
®”%(6) − ® 34
(6)
K4
ª
4©a
”
Z
→ (ëìë(ë’÷É
◊
6©a
 (III.2) 
subject to UK-, KTV = B-T = è
1	ëÜë = ÿ
0	ëÜ	ë ≠ ÿ
 
where ‖∙‖ denotes the L2 norm. 
 
 
This minimization effort leads to the eigenvalue problem, where the functions K are the 
eigenfunctions. The idea of the snapshot POD is not to solve the eigenvalue problem to 
obtain the functions K, but to write the basis function, K, depending on the given snapshots: 
K =	®3(6)
ª
6©a
%(6) (III.3) 
The eigenvalue problem is described as, 
⁄ö = 	Eö (III.4) 
where ö = (3a, 3Z, … , 3ª)1  are the eigenvectors corresponding to the eigenvalues E =
(Ea, EZ, … , Eª), ⁄ is called the correlation matrix (which is an ( × (-matrix) with 
elements	ä-T =
a
ª
(‹-, ‹T), and (∙,∙) denotes an inner product. Thus, the problem is further 
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reduced to an m dimensional eigenvalue problem. While an approximation to any desired 
accuracy in eq. (III.1) can be always be obtained if M can be chosen large enough, we may 
like to choose a cutoff value P < M to further represent approximately the total “energy” 
contained in the m POD modes. By keeping only the first P eigenfunctions, the temperature 
field can be expressed as 
%(6) ≈ ®32
(6)
K2

2©a
 (III.5) 
One way to increase the accuracy of the approximation is the representation of the 
temperature field in the summation of the mean average temperature (%4) and their 
fluctuating values calculated from the POD method. 
%(6) = %4 +®32
(6)
K2
2
a
 (III.6) 
The POD energy obtained from the first P modes is defined as 
¿ = ®E-

-©a
 (III.7) 
where E- is the eigenvalue. The energy fraction, e, from the first P modes is, thus, defined 
as the ratio of the first P modes over the entire M modes. If one wants the error in the POD 
basis to be less than some prescribed tolerance B, then the value of P is chosen to be the 
smallest integer such that the total energy fraction from the first P modes is greater than 
(1 − B). 
÷ = 	
∑ E-

-©a
∑ E-
ª
-©a
≥ 1 − B (III.8) 
In order to apply the POD based method to certain high-order models with different design 
parameters, the Galerkin projection is applied to project the state-space model onto the 
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POD modes ({fl§}) which is previously calculated. The computation of such process is 
summarized in the following algorithm. 
Step 1: Generate the observations using CFD/HT simulation. 
Step 2: Solve the eigenvalue problem eq. (III.4) to get the eigenvalues and their 
corresponding eigenfunctions (or POD basis functions). 
Step 3: Calculate the POD coefficients by using Galerkin projection. 
Step 4: Generate the POD temperature/velocities fields as in eq. (III.5). 
 
b. Three-Dimensional Approach 
 
For three-dimensional representation of the temperature field, we propose that the afore-
mentioned POD process is applied on selected planes. The observational snapshots were 
first extracted from CFD simulation to construct the POD basis for each of these planes, 
and then the case study was run to obtain the meaningful results. The compilation of several 
planes at certain critical locations allows to retrieve missing information. That is, one can 
interpolate temperature as well as velocity information sandwiched between two simulated 
planes. The formulation for mid-plane interpolation, assuming 2-D POD surfaces are 
constructed in the XZ plane, can be referred to eq. (III.9). This method significantly reduces 
the computational effort in reconstructing the 3-D temperature and velocity distributions 
of the data center model.  
%-,T
(6)
= U%-,T
(6)
V
§
+
(8 − 8§) + ·U%-,T
(6)
V
§‚a
− U%-,T
(6)
V
§
„
8§‚a − 8§
 (III.9) 
where ì = 	
∆´
‰
+ 1 
The aggregate number of planes for 3-D visualization is thus calculated as 
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n (original) + n – 1 (interpolated) = 2n – 1. 
However, if the distance between two selected planes is large, the temperature difference 
between CFD/HT and POD results will be significant. In contrast, if the distance is too 
small then more selected planes need to be simulated for the 3D construction of the data 
center model. 
 
In the real case scenario, each of these selected surfaces could become probing plane where 
temperature sensors or flow meters are placed. The data points obtained from such planes 
are further analyzed using POD method to find a sequence of orthonormal basis functions 
(POD modes) representing the ‘coherent structures.’ Probing planes can be designed such 
that sensors are placed on movable carts that aligned on the same plane. The carts will 
simultaneously move from one side of the computer room to the other side to complete the 
3-D picture of the temperature field. Only certain planes are selected to visualize the 
temperature field in the data center room. In some other scenarios, one can use only a line 
of sensors and sweep rough a certain direction to complete one plane of information at a 
time, then move on to the next plane and keep scanning the domain plane by plane. This 
method tremendously reduces the number of utilized sensors since only a line of sensors is 
used. However, it is less accurate as compared to a plane of sensors scanning the entire 
domain. The order of data acquisition in the line of sensors method can be summarized in 
these following steps. 
Step 1: Obtain an N – S line in the x – y plane 
Step 2: Move to the next line in the direction of E – W to complete the plane of information 
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Step 3: Move to the next plane in the B – T direction or z direction to complete scanning 
the entire domain 
 
Fig. III.1 Application of sweeping method a three-dimensional geometry 
 
3.1.2. Data Center Modeling 
 
a. Data Center Description 
 
In this study, the data center model was adopted from the one that has been mentioned in 
Chapter 3 (See Fig. II.1). Each server releases heat ranging from 0.9 kW – 3kW depending 
on different cases. There are four CRAC units placed in the middle of four different walls 
with a cooling capacity of 100 tons per CRAC. Each CRAC provides about 9,137 CFM – 
12,626 CFM to the pressurized 2-foot raised floor plenum. Each server receives from 32.5 
to 45.1 CFM of cool air from the fully open perforated floor tiles. The data center was 
configured using the current best practice of hot and cold aisles (Fig. III.2). The server racks 
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are placed in such a way that their back sides are facing each other to form hot aisles, while 
the front sides, which receive cooling air from the perforated floor tiles, form cold aisles. 
 
 
Fig. III.2 Hot and cold aisle practice in the current model 
 
As for the purpose of constructing POD based reduced order model of temperature field, 
the CRAC unit is modeled as a constant mass flow inlet and exhaust fan exit, discharging 
the cooling air into the raised floor plenum at temperature varied from 11.8oC to 15.8oC. 
The return hot air to the CRAC is assumed to be constant of 27oC with a target constant 
mass flow of 6 kg/s. Also, the rack heat loads and CRAC air mass flow rate are specified 
to change between 900 W and 3000 W, and 5.5 kg/s. 
 
b. CFD/HT Modeling 
 
Initially, the mesh independence study was carried out with an ultimate 615,696 grid cells 
led to a very small further change in maximum temperature. Therefore, the mesh with 
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616,696 grid cells is considered fine enough and used for the numerical simulation study. 
Reynold average Navier-Stokes (RANS) model was considered for the current CFD 
simulation. The continuity, momentum, and energy equations are presented in eq. (III.10) 
– (III.13) with the assumption of incompressible, constant-property flow, and negligible 
radiation.  
N
NO-
(+,-) = 0 (III.10) 
H
N
NR
(+,-) + H
N
NOT
U+,-+,TV = −
NX,
NO-	
+ F
NZ+,-
NOTOT
+
NJ-T
NOT
 
where, 	J-T = −H[+]&+̂&,,,,,, = _
+&Z,,,,						+&=&,,,,,,					+&`&,,,,,,
+&=&,,,,,,						=&Z,,,,					=&`&,,,,,,
+&`&,,,,,,						=&`&,,,,,,					`&Z,,,,,
_  
(III.11) 
N%,
NR
+
N+]'%,
NO-
= >
NZ%,
NO-O-
+
N+]
&%&,,,,,,
NO-
 
Where, > =
6
bfg
, and	+]&%&,,,,,, = −>i
d1,
djk
	3ìÉ	>i =
lm
nm
  (0.7 < Ii < 0.9) 
 
(III.12) 
N%,
NR
+
N+]'%,
NO-
= >
NZ%,
NO-O-
− >i
NZ%,
NO-O-
 (III.13) 
 
The instantaneous temperature (T) consists of the average temperature (%,) and turbulent 
temperature (%&' ) terms follows the constitutive law for the heat flux vector (Fourier’s law). 
The thermal diffusivity (>) is calculated as a constant value, while the turbulent thermal 
diffusivity (>i) is calculated based on the turbulent kinematic viscosity (=i) and turbulent 
Prandtl number (Ii). Next, we will choose a turbulent model for the calculations of these 
two parameters. For standard k-ε turbulence model,  Ii is a user-specified constant values 
between 0.7 and 0.9. The turbulent kinematic viscosity (=i) is calculated based off eq. (16). 
When selecting the turbulence mode for this study, the standard k-ε turbulence model, as 
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shown in eq. (III.14) – (III.16), was selected for CFD modeling simulation to obtain 
observational cases as a basis for POD, as well as the case study for 15 different 
temperature fields. Its reasonable accuracy has been well-tested in [3], [8], [7], [9], [14], 
[36], [70], [86]. Because of its robustness and economy, the standard k-ε turbulence model 
is popular for flows that have complex geometries and heat transfer as compared to other 
turbulence models. In general, data centers normally have relatively small pressure gradient 
and this particularly best suits the current turbulence model. The following turbulence 
model constants were used Cµ =0.09, C1ε = 0.09, C2ε = 1.92, TKE Pr =1.0. 
 
N
NR
(Hs) +
N
NO-
(Hs+,-) =
N
NOT
tuF +
Fi
I6
v
Ns
NOT
w + x6 + xy − HC (III.14) 
N
NR
(HC) +
N
NO-
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N
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tuF +
Fi
Iz
v
NC
NOT
w + 0az
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s
 (III.15) 
Fi = H0|
sZ
C
 (III.16) 
where x6 = −H+]&+̂&,,,,,,
d}'~
djk
 representing the production of turbulence kinetic energy. 
xy = @\-
|m
Äm
d1,
djk
 representing the buoyancy turbulence generation term. 
0az, 0Zz, and	0{z are constants 
I6, and Iz are the turbulence Prandtl numbers.  
 
 
The model was simulated with the standard wall function. The phase coupled SIMPLE 
algorithm was used for the velocity-pressure coupling. Least squares cell based was used 
for gradient in spatial discretization. Momentum, volume fraction, turbulent kinetic energy, 
and turbulent dissipation rate equations were solved by using first order upwind scheme. 
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c. POD Modeling 
 
The procedure for running POD reduced order modeling is carried out by the procedure at 
the end of section 4.1.1a. Following the completion of CFD simulation, POD reduced order 
modeling is then constructed. First, the observations/snapshots are extracted from the CFD 
full simulation results by the combination of either two or three different parameters that 
influence the characteristics of air flow and temperature field. In Table 3.1, two parameters 
including the inlet air mass flow rate and the server rack heat dissipation are varied to form 
the POD basis for the case studies. In order to compare the accuracy of the POD basis 
functions, we constructed a second table that consists one more parameter to consider, i.e., 
inlet air temperature. Table 3.2 shows 20 observations laid out with the combinations of 
three design parameters. These observations serve as a POD basis for the case studies 
where each parameter is investigated separately to understand their influences. 
 
Next, the parametric study is carried out. For case 1 – 5, rack inlet temperature ranges from 
12.0oC to 13.2oC, while air mass flow rate and rack heat dissipation are kept constant. For 
case 6 – 10, air mass flow rate is changed from 6.5 kg/s to 7.3 kg/s, while other parameters 
are held constant. For case 11 – 15, the rack heat dissipation is changed from 900 W to 
1800 W, and the other parameters are unchanged. Table 3.3 shows the details of such 
arrangement. The effect of each parameter is discussed in the next section. 
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The energy captured by each POD mode in the system is proportional to the relevant 
eigenvalue. The cumulative energy percentage captured by each POD mode is plotted 
against the mode number in Fig. III.3. It is seen that the first six modes capture 99.9% of 
the energy and the principal eigenfunction contributes 98% of the total. This reveals that 
with just a few POD modes the coherent structure can be established. 
 
 
Fig. III.3 Cumulative energy percentage captured in each POD model 
 
One of the advantages of using POD reduced order modeling is the dominant coefficients 
that capture most of the energetic features of the temperature field. By looking at the plot 
of POD coefficients versus modes, one can see the behavior of the POD coefficients during 
the change in POD modes. Indeed, fifteen cases as seen in Fig. III.4 have shown dramatic 
decrease after about first 10 modes. Apparently, it is shown that a larger data set can be 
reconstructed coherently with only a few modes. This is advantageous in boosting the 
processing time when it comes to real time sensor data. Indeed, the POD method is 
effectively used to gather sensor data and gives quick insights of the current situation in 
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the data center by cutting off unnecessary trailing modes without concerning of losing 
much accuracy. 
 
 
Fig. III.4 POD coefficients of different modes for four different test cases 
 
The POD method is compared with the full CFD solutions for the accuracy assessment. 
Fig. III.5 shows the mean temperature difference of fifteen cases. The mean temperature 
difference is defined as the average of the absolute values of the temperature difference 
between POD and full numerical predictions for all the points. The temperature difference 
converges after about first 8 modes for almost all cases. The mean temperature errors 
rapidly stabilize within the first three modes. Cases 6 – 10 show a more rapid decrease with 
higher mean temperature errors. Recall that cases 6 – 10 are associated with the change in 
inlet mass flow rate. This reveals the solution related to the inlet mass flow rate condition 
tends to stabilize faster and has a more profound effect on the mean error as compared to 
the other two conditions. 
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Fig. III.5 Mean temperature vs. modes 
 
The effect of rack inlet temperature (cases 1 – 5), inlet mass flow rate (cases 6 – 10), and 
server heat load (cases 11 – 15) are respectively observed in Fig. III.6. The mean 
temperature differences between CFD and POD for all the cases shown from the middle 
plane (Y =5 m) also distinguish the difference between two- and three-parameter 
observations. The offset in temperature difference between these two observations 
scenarios goes up to 1.75oC at some cases. In particular, the rack inlet temperature tends to 
produce no change in temperature difference for the two-parameter scenario, while it is 
slightly increased for the three-parameter scenario. Both inlet mass flow rate and server 
heat load conditions generate a similar trend for both scenarios. As for the mass flow inlet 
condition, it is interesting to observe the temperature difference surges at a lower mass 
flow rates and settles flat at higher flows. The temperature difference is a steady increase 
in the case of server heat load condition. Overall, the three-parameter observation gives a 
smaller temperature difference in all the cases as compared to the two-parameter 
observation. This is an interesting finding regarding the effect of the number of 
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observational parameters involved in the construction of the POD basis functions. The 
second conclusion seen from Fig. III.6 is that there are almost no changes or minimal 
changes in the temperature difference in the case of rack inlet temperature variation, 
whereas it is a steady increase in the case of server heat load rises. The inlet mass flow rate 
condition, in contrast, peaks at lower and settles at higher flow rates. 
 
 
a) Rack inlet temperature, 
 
b) Mass flow rate 
 
c) Server heat load 
Fig. III.6 Two- and three-parameter observations 
comparison at various design inputs 
From Fig. III.6, one can see that the temperature difference between POD and CFD 
magnifies when the design condition supplied to the data center is insufficient which results 
in a higher air temperature profile in the data center. In fact, in the effect of mass flow rate, 
keeping server heat load and rack inlet air temperature constant and decreasing the mass 
flow rate, the discrepancy between POD and CFD tends to be higher as seen in the cases 6 
and 7. Once the mass flow rate is sufficiently provided, the temperature difference drops 
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below 1.0oC. The same observation can be concluded in the effect of server heat load and 
rack inlet air temperature. As each of these parameters increases while keeping other 
parameters constant, it results in a higher temperature difference between CFD and POD 
because of the fact that the original temperature profile is very high. As long as we keep 
the design condition within a reasonable zone, the discrepancy between CFD and POD 
stays low. This observation can be seen in these cases 1, 2, 3 (effect of rack inlet air 
temperature), 11, 12 (effect of server heat load), 8, 9, 10 (effect of mass flow rate) from 
Fig. III.6. 
 
Next, we will see how temperature difference varies along the y direction in Fig. III.7. The 
temperature difference is typically high in the region near the end of the server rack rows 
(Y = 1 m to Y = 3 m), which is normally vulnerable to hot spots due to insufficient cooling. 
Since the air temperature surrounding the server racks has a direct effect to the servers, a 
high quality of the result is required. Therefore, the lower temperature difference in these 
areas means a more accurate temperature profile obtained from the POD method. 
 
  
 
Fig. III.7 Average temperature difference between POD-CFD in the XZ plane 
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Fig. III.8 shows the temperature profile among 2-observation POD, 3-observation POD, 
and CFD results for three representative cases (4, 5, and 15). It is clear that the 3-
observation results in both cases show a closer match with CFD results, which confirms 
the discussion in Fig. III.7. 
 
 
Fig. III.8 Comparison among 2-observation POD, 3-observation POD, and CFD results 
 
Fig. III.9 shows the temperature profile of case 1 across one cold aisle and one hot aisle. 
Three scenarios are compared, i.e., the two-, three- observation, and the CFD cases. Three 
elevations of rack height, i.e. near bottom (Z = 0.65 m), middle (Z = 1.60 m), and near top 
(Z = 2.55 m), as previously indicated in Fig. III.2 are plotted. It is shown that the 
temperatures calculated from the three-observation basis functions agree with the original 
CFD case’s results, while results that calculated from the two-observation basis functions 
deviates significantly, and in some locations, it can reach up to 3 centigrade. In the cold 
aisle, the air flow near the bottom and middle sections of the rack are almost identical, and 
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it begins to fluctuate as it moves to the top of rack. Because of the strong cold jet from the 
perforated tiles in the cold aisle, the temperature profile is nearly constant at lower region 
of the cold aisle. However, at the top of the rack, cold air is mixed with hot air recirculated 
from hot aisle, which caused the temperature fluctuation. In the hot aisle, the air flow 
fluctuation occurs near the bottom and top of the rack height. Meanwhile, the air flow 
middle section of the rack is quite uniform. As a result, the temperatures observed in the 
corresponding sections tend to bear the same characteristics. 
 
3.2. Effects of Design Parameters on POD 
 
3.2.1. Effect of Rack Inlet Air Temperature (Cases 1 – 5) 
 
Fig. III.10 shows the effect of rack inlet air temperature effect at the mid plane (Y = 5 m). 
Only cases 1 – 3 are shown due to limited space. Cold air plumes are clearly seen in these 
cases and gradually thinning out as the rack inlet air temperature increases. However, hot 
aisles are noticeably magnifying in the middle and on the two sides of the data center. The 
temperature difference between POD and CFD is, therefore, increasing, especially case 3. 
The temperature difference is proportional to the increase in the rack inlet air temperature. 
The increase with regard to Fig. III.6 is of linear relationship in the case of three-parameter 
observation scenario. The increase in rack inlet temperature from Table 3.2 is 0.3oC for 
each case. The sensitivity analysis suggests that for every 0.3oC of rack inlet air  
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Cold Hot 
 
Top (Z = 2.55 m) 
 
Top (Z = 2.55 m) 
 
Middle (Z = 1.60 m) 
 
Middle (Z = 1.60 m) 
 
Bottom (Z = 0.65 m) 
 
Bottom (Z = 0.65 m) 
Fig. III.9 Temperature variation across cold (left) and hot (right) aisles for case 1 
 
temperature increase, the temperature difference between POD and CFD is about 0.125oC 
rise. In all 3 cases, the cold aisles are almost unchanged in temperature. This is possibly 
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because of the mesh density is much finer in these cold areas than anywhere else. The 
information is well retained and less likely to lose its quality as the POD process is 
performed. 
 
 
Fig. III.10 CFD vs. POD, inlet temperature effect for case 1 – 3 (mid plane). 
 
3.2.2. Effect of Inlet Mass Flow Rate (Cases 6 – 10) 
 
Fig. III.11 shows the effect of mass flow rate on the temperature profile in the mid plane. 
For the cases 8 – 10, POD results tend to over predict the temperature obtained by CFD 
results. Indeed, the temperature difference rises as the mass flow rate increases. Although 
all 5 cases are not presented, from Fig. III.6, one can see that higher temperature difference 
is found in lower mass flow rate cases (cases 6 & 7). The difference is much profound in 
the ceiling area where return hot air rises. Unlike the effect of rack inlet air temperature, 
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the underfloor plenum and cold aisles temperature obtained from POD method is quite 
different from CFD results. Case 9 with a mass flow rate of 7.1 kg/s has the lowest 
temperature difference as compared to other cases. Since the temperature difference is 
fluctuating against the mass flow rate, sensitivity study is hardly carried out. 
 
  
Fig. III.11 CFD vs. POD, mass flow rate effect for case 8 – 10 (mid plane). 
 
3.2.3. Effect of Server Heat Load (Cases 11 – 15)  
 
Fig. III.12 shows the effect of server load on the temperature profile in the mid plane. Only 
cases 11 – 13 are shown due to limited space. The temperature difference is proportional 
to the increase in the server heat load. The increase with regard to Fig. III.6 is of linear 
relationship. The sensitivity analysis suggests that for every 1000 W of server heat load 
increase, the temperature difference between POD and CFD is about 0.5oC rise. Similar to 
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the effect of mass flow rate, the difference is more profound in the region near the ceiling 
where hot air rises. The cold air plume remains unchanged throughout the parametric study 
as also observed in the effect of rack inlet air temperature cases.  
 
 
Fig. III.12 CFD vs. POD, server load effect for case 11 – 13 (mid plane). 
 
3.3. 3-D Thermal Reconstruction from 2-D 
 
Possible selected slides in the data center model helps to construct a 3D picture of the 
temperature profile. For the sake of method demonstration, three primary planes are 
presented. Since the geometry is symmetrical, only half domain is considered. The first 
selected plane is the mid plane parallel with the XZ surface at location Y = 5 m. This is the 
plane that has been analyzed throughout the current study. The second plane is right at the 
end of the server racks at location Y = 2 m., and the last plane is right at the face of one of 
the CRAC units. The hotspots are intense at the corners of the server racks facing hot aisles. 
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As seen in Fig. III.13, the results from POD method are very close with the one obtained 
from CFD simulation. 
 
Apparently, with POD method, potential hotspots can be detected with much less 
computational effort as compared to CFD simulation.  In fact, for each CFD test case, it 
takes about 20 minutes to run, while it only takes about 2 seconds to process using POD 
method. During a design process, several test cases will be run to optimize the system with 
the most desirable design parameters. If we consider 100 more test cases will be run, then 
it takes about 1 day and 9 hours to complete in CFD and only 3 minutes in POD. That is 
600 times faster if using POD method over CFD simulation. This makes POD method a 
perfect fit for real-time control management. In a real-life situation, a set of temperature 
sensors can be placed in a same surface feeding input data into a control box processed 
using POD method to give insights on temperature profile at the plane in question. The 
process continues at the surface moves across a dimension of the room to collect all the 
necessary information to form a 3D picture of the temperature profile of the data center. 
Control strategies need to be planned out to minimize the number of sensors and also the 
determination of sensor location. 
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 a) 3D layout 
   
c) Temperature profile at different slices 
Fig. III.13 Temperature profile for case 1. 
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Fig. III.14 Temperature profile comparison at location Y = 1.5 m for different d* 
 
In order to test the accuracy of the interpolation technique for the POD model, temperature 
profile was investigated at location Y = 1.5 m. The plane locates at this location is called 
the target plane. Two-dimensional sections are generated along the Y-axis direction. In the 
sensitivity analysis, a non-dimensional distance parameter (d*), which is defined as the 
ratio of the distance between two selected (simulated) planes that contain the target plane 
to the entire width (10 m) of the data center model, is introduced. Two different values of 
d* (0.1 and 0.02) are studied in Fig. III.14 showing the comparison between the POD 
interpolation and the CFD data. For d* = 0.1, the results are acceptable, though large 
discrepancies in some areas such as hot aisles, ceiling, and floor plenum are still profound. 
The maximum temperature difference is found to be 5.23oC (42.95%), while the minimum 
and average values are 3.2 x 10-4oC (0.00%) and 0.325oC (1.95%), respectively. Because 
of the large gap between plane A & B, the discrepancy is generally large in some regions. 
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As for d* = 0.02, the accuracy is significantly improved since the distance to target plane 
is substantially narrowed. The maximum, average, and minimum temperature difference 
are drastically reduced to 0.565oC (3.29%), 0.165oC (0.97%), and 4.8 x 10-5 oC (0.00%), 
respectively. However, since the distance between two selected planes is inversely 
proportional to the number of planes to be simulated for a 3D reconstruction, a tradeoff 
between the number of simulated planes and the accuracy is clearly recognized. For 
instance, d* = 0.1 needs totally 11 simulated planes, while d* = 0.02 needs 51 planes. The 
choice of d*, thus, depends greatly on the compromise between the accuracy and speed of 
the simulation. 
 
3.4. Entropy Violation Check 
 
POD is known to have problems with satisfying locally second law of thermodynamics 
depending on the number of terms in the POD expansion [67]. For a sanity check, an 
entropy generation map is generated corresponding to 10 terms at a test location Y = 2.0m. 
This location is situated right at the very end of the server rack rows. If the entropy 
generation is a non-negative quantity, the method shows not violation to the second law of 
thermodynamics; however, if it is negative, it has violated the law. It can be seen from Fig. 
III.15a, the original CFD has no entropy violation. However, when using POD to 
reconstruct the thermal profile of the data center, some violations can be spotted as seen in 
Fig. III.15b. These violations are mostly located in near the ceiling and not in the critical 
areas surrounding the server racks, other regions show no violation. Overall, the thermal 
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reconstruction of the data center using POD is acceptable since there are not many cells 
violated the second law of thermodynamics. 
 
 
a) Original CFD entropy generation at Y = 2.0 m 
 
 
b) POD entropy generation for 10 modes at Y = 2.0 m 
Fig. III.15 Entropy generation map for 10 modes 
 
3.5. Remarks 
 
In this chapter, proper orthogonal decomposition (POD) is presented as a new method that 
can be adopted for real-time convective system applications such as data centers. Fifteen 
test cases are tested against three different design parameters including rack inlet air 
temperature, inlet air mass flow rate, and server heat load. Moreover, the influence of the 
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number of design parameter on POD basis functions is also considered. The conclusions 
of the current chapter are summarized as follows, 
- Reduced order modeling methods are capable of drastically reducing the 
computational time of a normal full numerical solution from CFD/HT method. In 
the current study, it is found that POD is 600 times faster as compared to CFD/HT 
simulation 
- The effect of each parameter shows the limitations of the POD method in the 
reconstruction of CFD model. There are almost no changes or minimal changes in 
the temperature difference in the case of rack inlet temperature variation, whereas 
it is a steady increase in the case of server heat load rises. The inlet mass flow rate 
condition, in contrast, peaks at lower and settles at higher flow rates.  
- The three-parameter observation gives a smaller temperature difference in all the 
cases studied as compared to the two-parameter observation. This is an interesting 
finding regarding the effect of the number of observational parameters involved in 
the construction of the POD basis function. 
- In addition, a 3-D thermal profile is created from selected primary planes and 
further information can be obtained by utilizing the interpolation method. A 
tradeoff between accuracy and number of primary planes is present for the current 
POD method.  
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CHAPTER IV RESPONSE SURFACE METHODOLOGY
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4.1. Response Surface Methodology (RSM) 
 
RSM has not been applied in a complex heat transfer system such as data centers. 
Therefore, it is of great interest for the authors to study the use of RSM for thermal 
management of data centers. Due to its rapid running time, RSM can be used to 
accommodate the optimization of multiple design parameters where thousands of virtual 
design scenarios need to be generated. In addition, RSM can also be applied to reconstruct 
the airflow and temperature fields quickly, which is potentially useful for real-time thermal 
monitoring of data centers. Four possible applications of RSM for data centers are 
introduced in this chapter. The first application focuses on finding an interpolation function 
that can be used to reconstruct the thermal profile within a data center model. Three 
different percentages of the original CFD data points (5%, 10%, and 20%) are compared 
with each other for training the response surface model in to get the overall temperature 
profile of a data center model.  In second application, RSM model is applied with the goal 
of minimizing both the temperature difference of across the server racks and the maximum 
temperature within a data center model. The optimization process allows to seek the best 
design parameters that satisfy both of the said objectives. In the third application, the RSM 
approach is demonstrated with the objective of seeking the best tile porosity arrangement 
that can create a uniform airflow distribution through perforated tiles. In the fourth 
application, a prescribed airflow distribution of choice is obtained through the inverse 
design optimization, and three different scenarios including linear, parabolic, and 
sinusoidal tile airflow distributions are optimized with success. This could be particularly 
useful for modern data centers, which commonly undergo different non-uniform thermal 
loadings within server racks. In fact, as more advanced tiles with greater flexibility in 
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porosity control are currently in use, the study could allow best practice in regard to 
perforated tiles placement for a more energy-efficient data center. 
 
4.1.1. Fundamentals of RSM 
 
Response surface methodology often starts with a database of training designs to construct 
for a response surface that fits through these designs by using an algorithm to guess the 
value of the unknown function on the basis of an assumption such as regularity, physical 
meaning, and statistical variability. RSM estimates the combination of the input parameters 
yielding an optimal response through fast-running approximation of the simulation 
process. 
 
Response surface training is based upon a complete dataset, e.g., an evaluated design of 
experiment (DOE) information, experimental data, simulated results, etc. to create an 
approximation of the response in the design space. In this study, high-fidelity HT/CFD 
simulation data was used for training the response surface which was used later in the 
optimization procedure. Response surfaces are advantageous in problems where limited 
information is provided. However, the results obtained from these hyper-surfaces may be 
inaccurate if the design space exploration is poor and if an unsuitable method is chosen. 
Normally, the higher the number of training designs, the more accurate will be the RSM 
model. Furthermore, the design dispersion in the design space should be as uniform as 
possible for training a response surface. 
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4.1.2. Radial Basis Function (RBF) 
 
Some of the optimization techniques that may require thousands of objective functions 
calculation, and the objective functions may require hours or days to complete. Therefore, 
if one relies on traditional mesh-based methods, the calculations will be prohibited due to 
the cost of time required. The need for a simplified model or a metamodel that represent 
the original problem is indeed necessary. For instance, by using kernel 
interpolation/approximation technique, response surface methods which are based on 
linear and non-linear regression and other variants of the least square technique can be used 
to reduce a significant amount of time for those problems. These methods are often 
regarded as mesh-free methods. 
 
One of the most popular mesh-free kernel approximation techniques is the one that uses 
radial basis functions (RBFs). Initially, RBFs were developed for multivariate data and 
function interpolation. It was found that RBFs were able to construct an interpolation 
scheme with favorable properties such as high efficiency, good quality and capability of 
dealing with scattered data, especially for higher dimension problems. 
The radial basis functions typically have the following form 
™(Ë) ≅ G(Í) = ® -̀K(à)
»
-©a
 (IV.1) 
where P={P1,…,Pi,…,PL) and S(P) is known for a series of points P. The approximating 
function G(Í) is represented as a sum of N radial basis functions, K(à), where à = |Í − Í-|. 
Each RBF is associated with a different center xi, and weighted by an appropriate 
coefficient, `-. The weights `-	can be computed by using the matrix methods of linear 
 109 
least squares. Since the values of P points are known, they can be substituted and eq. (IV.1) 
is now rewritten in the matrix form. 
 
M	; = L (IV.2) 
 
where unknowns are the weight matrix ;, and M & L are the basis and approximation 
function matrices, respectively. Once all the weights are known, they can be put back into 
eq. (IV.1) to obtain the approximate function G(Í). In order to solve for the weight matrix, 
;, from eq. (IV.2), matrix	M needs to be inverted as shown in eq.(IV.3). 
 
; = MÎÏÌ (IV.3) 
 
In multi-dimensional problems, à is the distance between two points. RBFs are special 
functions that have a finite value for à = 0, and tends to zero as à goes to infinity. These 
functions are called globally supported. Some of the globally supported RBFs used in this 
chapter are shown in eqns. (IV.4) – (IV.7) of Table IV.1. The shape parameter äT is kept 
constant as 1/N. It is used to control the smoothness of the RBF. Fig. IV.1 shows the 
influence on its choice for the multiquadrics RBF. An increase in c results in a smoother 
curve for RBF.  
 
Table IV.1 Choices for basis functions 
Multiquadrics K(|O − O-|) = Ó(O − O-)Z + ä-Z (IV.4) 
Inverse Multiquadrics K(|O − O-|) =
1
Ô(O − O-)
Z + ä-
Z
 (IV.5) 
Gaussian K(|O − O-|) = ÷ÎÆ(jÎjk)
ƒ
 (IV.6) 
Polyharmonic splines K(|O − O-|) = è
(O − O-)
Z§ log(O − O-) , ì ≥ 1,			ëì	2æ
(O − O-)
Z§Îa,			ì ≥ 1,																			ëì	3æ
 (IV.7) 
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Fig. IV.1 The influence of shape parameter äT on multiquadrics RBF [18] 
 
4.1.3. RSM Performance Criteria 
 
RSM accuracy depends on several factors such as the complexity of the variations of the 
solution, the number of points in the original DOE and the choice of the type of RSM. 
Since an RSM model is typically obtained through an approximation process, it is very 
important to assess its quality with respect to the available real designs for reasonable 
accuracy. Multiple RSMs for the same output variable should be created and compared 
against one another before choosing the best one. If the quality is unsatisfactory, the 
process should be restarted, and further experiments should be made. In any case the 
described procedure should be iterated several times in order to obtain the best possible 
results. To provide a more complete picture of metamodel accuracy, three different metrics 
are often used: R-square, Relative Average Absolute Error (RAAE), and Relative Maximum 
Absolute Error (RMAE) [38]. 
  
( )jr x x= -
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R Square 
 
ºZ = 1 −
∑ (8- − 89-)
Z§
-©a
∑ (8- − 8,)
§
-©a
= 1 −
¨™¿
=3àë3ìä÷
 (IV.8) 
where, 89- is the corresponding predicted value for the observed value 8-; 8, is the mean of 
the observed values. A larger value of R-square indicates a more accurate metamodel. 
 
Relative Average Absolute Error 
 
ºöö¿ =
∑ |8- − 89-|
§
-©a
ì ∗ ™%æ
 (IV.9) 
where STD stands for standard deviation. RAAE shows the relative average absolute error 
calculated for n values. The smaller the value of RAAE, the more accurate the metamodel. 
 
Relative Maximum Absolute Error 
 
º¨ö¿ =
max	(|8a − 89a|, |8Z − 89Z|, … , |8§ − 89§|)
™%æ
 (IV.10) 
Large RMAE indicates large error in one region of the design space even though the overall 
accuracy indicated by R-square and RAAE can be very good. Therefore, a small RMAE is 
preferred. However, since this metric cannot show the overall performance in the design 
space, it is not as important as R-square and RAAE. 
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4.2. Data Center Models 
 
4.2.1. Data Center Model 1 
 
In this section, the data center model was adopted from the one that has been used by 
previous studies, [4], [48], [49], [61]. Refer to Fig. II.1 and Fig. III.2 for the schematic of 
the model and the hot and cold aisle configuration, respectively. The detailed descriptions 
of this model are outlined in section 3.1.2.a of Chapter 3. The numerical method used can 
be referred section 3.1.1.b. The first two RSM applications utilize this data center model 
for the study. The first application demonstrates how to use RSM for reconstructing the 
thermal profile, and the second application focuses on the multi-objective optimization for 
optimal design input of a data center model. The whole process of the CFD-based RSM 
modeling process is shown in the following flowchart.  
 
 
 
Fig. IV.2. CFD-based RSM used in two applications for a data center model 
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4.2.2. Data Center Model 2 
 
a. Descriptions 
 
The data center model used in this study is modeled after the Data Center Laboratory 
(DCL) at Georgia Tech which also used in previous studies, [8], [9], [41]. The dimension 
of the data center model in L × W × H is 28.5 ft. × 21.3 ft. × 8.5 ft. (8.7 m × 6.2 m × 2.6 
m). Three CRAH units placed in the room extend from the floor all the way to the ceiling. 
CRAH 1 & 2 are down-flow units while CRAH 3 is the only up-flow unit. However, in 
this study, only CRAH 1 was utilized, and other two were blocked off. Two additional 
units with an equal height of 5.68 ft. (1.73 m) placed in the room are the power distribution 
unit (PDU) and the coolant delivery unit (CDU). The standard 42U server rack is filled 
with four 10U rack-mounted server simulators. Each server simulator model has a 
dimension of 24 in. (60.96 cm) wide, 18 in. (45.72 cm) high, and 27.125 in. (69 cm) deep. 
There is a 6 in. (15.24 cm) gap at the foot of the server rack. 
 
The server racks are arranged in such a way that the front-door sides facing each other form 
a cold aisle. This cold aisle is where the two rows of standard 2 × 2 ft2 perforated tiles are 
positioned to supply cooled air to the server racks. The back sides of the server racks 
exhaust heat from active servers by internal fans to form hot aisles as seen in Fig. IV.3. The 
underfloor plenum has a height of 3 ft. (0.91), which is relatively deep compared a regular 
2-foot raised floor industry standard. The ceiling plenum height is 3 ft. (0.91 m). The 
ceiling vents are located along the walls of the hot aisle sides (refer to Fig. IV.4). 
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Fig. IV.3. A simplified data center overview floor plan with floor tiles shown 
 
b. Computational Model 
 
The computational domain of the current server model is shown in Fig. IV.4. The downflow 
CRAH unit number one located right in the middle of the cold aisle was modeled as a black 
box, i.e., only mass flow inlet was specified at the bottom surface of the CRAH. The other 
two CRAH units were not considered in this study, and therefore, only serves as space 
fillers. The supply airflow from CRAH unit number one was assumed to be normal to the 
surface of discharge. The ceiling vents were treated as pressure outlets. Two rows of server 
racks with a total of 32 server simulators with each server was modeled as a black box. 
Since there are total 4 server racks in each row and 4 server simulators in each rack, both 
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the front and back sides of each row were divided in 16 smaller windows representing 16 
server simulator cabinets. Server rack thermal load is not considered in this study because 
only airflow modeling is investigated. Due to the nature of a black box model, thirty-two 
small surfaces facing the cold aisle were treated as outflow, while 32 exhaust surfaces 
facing the hot aisles were modeled as inflow. The perforated floor tile flow model used 
was the modified body force model [8] with a six-inch enhanced momentum region above 
all eight perforated tiles. This tile model has extensively been validated with high fidelity. 
The three-foot raised floor plenum was included in the domain without any stanchions, 
pipes, or cables explicitly modeled, while the ceiling plenum was disregarded. 
 
 
Fig. IV.4. Computational domain and boundary conditions 
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c. Numerical Model 
 
Standard k-ε turbulence model [44] was utilized in the numerical process using a 
commercial code [6]. Majority of the meshes having y+ greater than 30, and enhanced wall 
treatment was deployed to ensure numerical stability for a wider range of mesh. The 
convergence criteria were set to be less than 10-4 in residuals for all computed variables. In 
some cases where set criteria could not be reached, the quantity of interests were monitored 
to stabilize to a constant value within less than 1% of a difference for a convergence to be 
reached. Since only airflow simulation is performed, the energy equation was not solved 
in this study. The gradients in spatial discretization were selected as least square cell based. 
The pressure-velocity coupling scheme used was the SIMPLE algorithm. Turbulent kinetic 
energy and turbulent dissipation rate equations were solved by the first order upwind 
scheme, while momentum equation was used with the second order upwind scheme. 
 
Since the server rack model consisted of mostly orthogonal features, it was therefore 
meshed with a cut-cell method where hexahedral mesh is dominant. Grid independence 
study was performed to ensure an accurate result yet less computing time. The typical 
velocities along the probing line located at 6 feet above the centerline of the perforated tiles 
5 through 8 (refer to Fig. IV.3) for different mesh sizes are shown in Fig. IV.5. It is 
concluded that at 1.7 million cells, the integrity of the tile velocity is preserved, and a 
further increase in grid size would not justify more computing time.  
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Fig. IV.5. Velocities along the probing line for different mesh sizes 
 
Table IV.2. Attributes of the genetic algorithm used during the optimization process 
Number of design variables 8 
Initial population size 45 
Number of generations 100 
Probability of Mutation  1.5% 
Probability of Elitism  3% 
Probability of directional crossover  50% 
 
d. Tile Airflow Uniformity and Inverse Design Optimization 
 
ModeFrontier optimization program [25] was used for demonstrating the RSM method. 
The optimization was carried out utilizing the genetic algorithms (GAs) based entirely on 
RSM for calculation of the generations. GAs are based on the principles of natural genetics 
and natural selection. It is suitable for the indoor environment of building optimization 
since it is a gradient-free stochastic optimization method. Compared with other stochastic 
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search methods, GAs have the features of robustness and effectiveness even in noisy 
environments [46]. The basic elements of natural genetics – reproduction, crossover, and 
mutation – are implemented during numerical optimization. Table IV.2 summarizes all of 
the attributes considered during a GA process.  
The general form of the objective function is shown in eq. (IV.11). 
:̇(ı); 	ı = {%a, %Z,⋯ , %≈} (IV.11) 
where %a, %Z,⋯ , %≈ are the tile porosities, which can be modified in order to find the 
minimum value of the function :̇. 
:̇ =
⎩
⎪
⎨
⎪
⎧
∆
∑ U(̇*- − (̇'V
Z»
-©a
ì
, +ìëÜáà(ëR8	É÷íë\ì
∆
∑ U(̇*- − (̇-V
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-©a
ì
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(IV.12) 
(IV.13) 
In the tile airflow uniformity design optimization, the objective function (:̇) is essentially 
the standard deviation between the predicted tile mass flow rates by RSM, (̇*-, and the 
average value, (̇' . In the inverse design optimization, the objective function (:̇) is the root 
mean square error between the predicted tile mass flow rates by RSM, (̇*-, and the CFD 
values, (̇-. In both cases, n represents the number of tiles.  
 
4.3. RSM-based applications 
 
4.3.1. Application 1: Data Center Model Reconstruction Using RSM 
 
In this section, we explore how CFD-based RSM helps in reconstructing the thermal profile 
for a much smaller original dataset compared to the full HT/CFD results. Extendedly, this 
is particularly helpful when applied to a sensor-based RSM in the event of real-time 
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thermal monitoring of a data center. By utilizing an adequate number of sensors, one can 
approximate a function based on RSM that can interpolate other thermal points within a 
data center 
 
a. RBF-based response surface training 
 
The response surface is trained using the training points obtained from coordinates of each 
cell within the domain. In real life situation, these coordinates point to the locations of 
sensor temperature probes. The more training points or sensor locations the more accurate 
the trained response surface is. However, sometimes it is very expensive to afford many 
data points in experiments. Another requirement is the input parameters space is uniformly 
explored in the range of variations of the input parameters to obtain a more reliable 
response surface. Here, the input parameters will be x, z coordinates, and the output 
(response) parameter is temperature. The data table including both inputs and outputs is 
split into two categories (training & validation) by a prescribed percentage.  
 
In this application, we investigate three different scenarios of training data points, namely, 
5% (237 points), 10% (473 points), and 20% (945 points) of the original data table (4723 
points). Basically, a seed algorithm to randomly sample the data points is used. Seed is a 
positive integer number (from 0 to 1000) used as the starting point for generating the 
sequence of random numbers. The same seed reproduces exactly the same sequence. If the 
seed value is 0, the sequence is automatically seeded to a value based on the current time. 
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The sequence is then used to select the training points. Fig. IV.6 shows how uniformly the 
points are distributed in the design space for response surface training. 
 
 
a) Original data points (4723) 
 
b) 5% of the original data points (237) 
 
c) 10% of the original data points (473) 
 
d) 20% of the original data points (945) 
 
Fig. IV.6. Random samples of 5%, 10%, and 20% of the original dataset 
 
The RBF models (eq. (IV.4) – (IV.7)) are analyzed based on assessment criteria stated in 
eq. (IV.8) – (IV.10). The quality of the response surface relies on these assessments. As 
seen in Table IV.3, the polyharmonic spline RBF (eq. (IV.7)) consistently dominates other 
RBF models in the response surface training throughout three scenarios (5%, 10%, and 
20% training points). It successfully passes the performance criteria with high fidelity. 
Although the multiquadric RBF has the three metrics comparable to the polyharmonic 
spline RBF, it is not chosen as the basis function for constructing response surface in this 
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study. As stated before, the two most important performance assessment criteria are R2 and 
RAAE. As seen in Table IV.3, multiquadric RBF has higher RAAE in the case of 20% 
training points, which makes it less desirable to use. Other RBF models show inferior 
performance as compared to multiquadric and polyharmonic spline RBFs. 
 
Table IV.3. Performance measurement among different RBF models 
RBF Models R square RAAE RMAE 
20% 10% 5% 20% 10% 5% 20% 10% 5% 
Multiquadrics 0.9501 0.9601 0.9559 0.1399 0.0837 0.1016 3.1458 2.0396 2.0371 
Inverse 
Multiquadrics 0.2185 0.9452 0.9525 0.0961 0.1020 0.1091 21.3815 2.5509 2.0755 
Gaussian 0.7403 0.9036 0.8056 0.1090 0.2088 0.2424 12.2094 3.0399 2.3340 
Polyharmonic 
Spline 0.9623 0.9524 0.9554 0.0475 0.0767 0.1040 2.6154 2.3691 2.0453 
Wendland’s 
form 0.9468 0.9231 0.9473 0.0567 0.1034 0.1103 3.6419 2.5862 2.0556 
 
Fig. IV.7 shows the temperature output computed from the validation table for two best and 
worst RBFs in the case of using 20% training points from the original CFD data. Ideally, 
if a response surface is able to identify the behavior of the system, the temperature output 
computed by the response surface will coincide with the original CFD temperature data. 
Therefore, a diagonal line of approximately 45o is plotted. In Fig. IV.7, real and virtual 
points represent the original CFD temperature points and the calculated temperature from 
validation table based off the constructed response surface. 
 
Fig. IV.8 shows three types of residual calculated from the validation table for the case of 
20% training point utilization. The area where most error occurs is within the first 1000 
data points. The maximum absolute error is about 4K, while the maximum relative error is 
approximately 1.5K  
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a) Multiquadric RBF (20% training 
points of the original data) 
 
b) Polyharmonic Spline RBF (20% 
training points of the original data) 
 
c) Inverse Multiquadrics RBF (20% 
training points of the original data) 
 
d) Gaussian RBF (20% training points 
of the original data) 
Fig. IV.7. Distance chart comparison among 4 different RBF models 
 
 
 
Fig. IV.8. Residual chart for Polyharmonic Spline 
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a) Temperature vs. z location 
 
b) Temperature vs. x location 
 
Fig. IV.9.RSM visualization for T vs. xz 
coordinates for only 20% training points 
 
b. Response surface exploration for T vs. ZX coordinates 
 
Fig. IV.9c shows the topology of the constructed response surface in 3D. Due to space 
limitation, only the 20% case is presented here. The figure depicts the nature of hot and 
cold aisles with hot aisles associated with high temperature, therefore, having higher 
elevation in the y direction. The cold aisles, and especially, the cold underfloor plenum 
have a lower elevation associated with low temperature in the y direction. Fig. IV.9a shows 
the air stratification inside the data room, and it is the projection of the response surface in 
the x direction onto the yz plane (as shown by the arrow). At about half a meter, the 
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temperature is approximately 285K (11.8oC). This is reasonable since the raised floor 
height is exactly 2 ft. (0.61m). Fig. IV.9b is the projection of the response surface in the z 
direction onto the xy plane (as shown by the arrow). It clearly demonstrates the temperature 
variation in the data center model with three hot and two cold zones. 
 
c. Thermal profile reconstruction 
 
Now that the response surface has been formulated, we will see how close the predicted 
model compared to the original CFD model. By inputing all the CFD points coordinates 
and using the constructed response surface function, the corresponding predicted 
temperature for theses points are calculated. Fig. IV.10 shows the contour plot of 
temperature profile at the middle plane of the zx plane of the data center model (refer to 
Fig. II.1). Three scenarios of different training points utilization are compared with the 
original CFD data points. Apparently, the higher the training points used for constructing 
the response surface, the more accurate the predicted model is. In the case of 20% training 
points utilization, the temperature profile almost resembles the orgianl CFD model with 
minor difference in some hotspot areas. The case of 5% training points utilization, though 
with many wiggling lines especially in the cold spots areas, still captures most of the 
aspects of the CFD model. 
 
 
 125 
  
  
 
 
 
 
Fig. IV.10. Temperature comparison between response surface case and CFD. 
 
d. Error assessment 
 
In this section, we quantify how much error associated with each predicted scenario. Table 
IV.4 shows the error assessment for three different scenarios of training point utilization. 
Root mean square error calculation by eq. (IV.14) between the predicted RSM and the CFD 
data is calculated for comparison.  
º¨™¿ = ∆
∑ (89- − 8-)
Z»
-©a
ì
 (IV.14) 
where 89- is the predicted values by RSM and 8- is the CFD values, n represents total data 
points.  
 
It is shown that as the number of training points increases, the accuracy is also increasing. 
The max absolute error and the mean absolute error are presented for a local reference of 
the error, while overall RMSE shows the global assessment of the error. Though case 20 
(10%) 
(20%) 
(5%) 
(CFD) 
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% shows a slightly higher in max absolute error, it has lowest RMSE and mean absolute 
error between the predicted RSM values and CFD data as compared to other cases. 
 
Table IV.4. Error assessment between RSM and CFD data  
Cases RMSE (K) 
Max Absolute 
 Error (K) 
Mean Absolute 
Error (K) 
5% of original data points 0.331 3.19 0.162 
10% of original data points 0.334 3.81 0.111 
20% of original data points 0.280 4.18 0.0607 
 
4.3.2. Application 2: Data Center Input Design Parameter Optimization 
 
Normally, in order to prepare design space for optimization process requires thousands of 
full HT/CFD simulations, which is prohibitive and impractical to implement in reality. In 
this section, we demonstrate how a CFD-based RSM can be used in facilitating the 
optimization process of multiple design input of a data center model.  
 
a. RBF-based response surface training  
 
Similar to the first application, the selection of five different RBF models (eq. (IV.4) – 
(IV.7)) was thoroughly inspected through a modeFrontier [25]. The aim is to search for a 
suitable RBF model that will serve as a basis function for the response surface training 
process. The reliability of the RBF model and the quality of the response surface 
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interpolation depend upon the accuracy obtained through assessment criteria stated in eq. 
(IV.8) – (IV.10).  
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First of all, response surface building requires a sufficient number of training points; 
naturally, the higher the number of training points, the more reliable the response surface. 
A basic rule for finding the order of magnitude of the necessary training points consists in 
identifying the minimum number of training points which would be necessary to compute 
a second order polynomial response surface and considering a number of training points 
which is about twice that minimum number or at least greater than that minimum. In order 
to obtain a good response surface, it is also important that the input parameters space is 
uniformly explored in the range of variations of the input parameters. The minimum 
number of training points for a second order polynomial response surface considering 3 
input variables (i.e. mass flow inlet, inlet temperature, and server heat load): 
(3 + 2)!
3! 2!
= 10 
Therefore, the number of training points should be about 20.  
Table IV.5 shows the total available designs obtained from CFD simulations. These designs 
will be used to train the response surface. 
 
As seen in Table IV.6, the Gaussians RBF (eq. (IV.6)) consistently dominates other RBF 
models in the response surface training for the ∆% output. It successfully passes the 
performance criteria with high fidelity in all categories. As stated before, the two most 
important performance assessment criteria are the R2 and the RAAE. As seen this table, the 
Gaussian RBF provides the largest R2, as well as the smallest RAAE, which gives a 
confidence for the construction of the response surface. Furthermore, it is also the case that 
has the smallest RMAE, meaning the consistency is uniformly kept throughout the 
computational domain. 
 129 
 
Table IV.5. CFD-simulated real designs for the RSM training 
 
 
Table IV.6. Performance measurement among different RBF models for ∆T output 
 R square RAAE RMAE 
Multiquadrics 0.9980 0.0055 0.0368 
Inverse Multiquadrics 0.9981 0.0053 0.0379 
Gaussians 0.9984 0.0048 0.0321 
Polyharmonic Splines 0.9978 0.0055 0.0373 
Wendland's form 0.9980 0.0052 0.0369 
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a) ) Multiquadrics 
 
b) Inverse Multiquadrics 
 
c) Gaussians 
 
d) Polyharmonic Splines 
 
e) Wendland’s form 
Fig. IV.11. Distance chart comparison among 5 
different RBF models  
 
Fig. IV.11 shows the deflection comparison of the ∆T output for five different RBF models. 
Ideally, if a response surface is able to identify the behavior of the system, the ∆T outputs 
computed by the response surface (virtual designs) will coincide with the ones obtained 
from CFD-based data (real designs). Therefore, a diagonal line of approximately 45o is 
plotted. In this figure, real and virtual points are plotted together, so the deflection can be 
visualized and compared among different RBF models. The stronger the deflection is, the 
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unlikely the RBF model will be selected as the basis of the response surface construction. 
In general, five RBF models show indistinctive differences and are equally good. However, 
the Gaussians model will be picked according to its best performance proven in Table IV.6. 
 
b. Response surface exploration for ∆ı vs. design input 
 
After selecting the proper RBF model for the response surface training, we can generate 
the hypersurface using the training points. As a rule of thumb, the more training points the 
more accurate the response surface is. However, in real life situation, sometimes it is very 
expensive to achieve many data points due to serious simulation time. As mentioned 
before, the minimum number of training points for three design parameters, i.e. 20 points, 
were utilized to construct the response surface. 
 
In order to obtain a good response surface, it is also important that the input parameters 
space is uniformly explored in the range of variations of the input parameters. Here, the 
input parameters are the mass flow inlet (5.3 – 9.0 kg/s), the inlet temperature (11.8oC – 
15.8oC), and the server head load (900 – 3000 W), while the output parameter is the 
temperature. 
 
Fig. IV.12 shows the topology of the constructed response surface in 3D looking at three 
different combinations of the design parameter inputs. All charts are plotted based upon 
the ∆% between the maximum and the minimum temperatures inside the data center model 
against the design parameters, i.e., supply air mass flowrate, supply air temperature, and 
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server heat load. These charts give a good visualization of the hypersurface constructed in 
space, and they all refer to only one response surface. The trained response surface is then 
used in place of an actual HT/CFD simulation during the optimization process for a much 
faster calculation. 
 
 
 
a) Perspective 1 
 
b) Perspective 2 
 
c) Perspective 3. 
Fig. IV.12. RSM visualization for ∆% versus different design parameters inputs 
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The effect of each design parameter on the ∆% across the server racks is shown in Fig. 
IV.13. Ideally, our goal is to keep a lower ∆% within the data center, which indicates that a 
more uniform air surrounding the server racks is present and that the server racks will not 
suffer a hot spot problem. In Fig. IV.13a, though showing some fluctuations at lower inlet 
mass flow rates, the ∆% is kept below 19.2oC. As the mass flow rate goes beyond 8.3 kg/s 
the ∆% increases exponentially. 
 
 
 
a) ∆% vs. mass flow inlet 
 
 
b) ∆% vs. server heat load 
 
 
c) ∆% vs. inlet temperature 
Fig. IV.13. The effect of each design parameter on the ∆T  
 
Next, we look at the effect of server heat load on the ∆% as seen in Fig. IV.13b. Generally, 
as the server heat load is increased, the temperature inside the data center will also increase. 
The relationship is quite linear. For each 100W increase in server heat load, the ∆T will 
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increase by 1oC. In Fig. IV.13c, the effect of inlet temperature is investigated. Within the 
inlet temperature range investigated, it shows that a peak in ∆% is spotted at about 13oC. If 
we go lower than this temperature point, we will have a smaller ∆T, but then we will 
consume more energy to achieve this cooler temperature. On the other hand, if we go higher 
13oC, we will also get a lower ∆T, which is good for the current configuration in terms of 
both energy efficiency and safety for the servers. 
 
We have looked at each individual effect of the design parameters on the ∆T. In the next 
section, we will see how three of the design parameters act together to affect the ∆T as well 
as the maximum temperature outcomes. The goal is to minimize both of these outputs. In 
this case, we are forming a two-objective optimization. The optimization process is carried 
out to search for a set of points in the objective space that dominate all other points. These 
points are non-dominant with respect to each other and form a hyper-surface in the 
objective space, called Pareto front. 
 
c. RSM-based Multi-objective optimization  
 
Multi-objective genetic algorithm (MOGA) was used for a fast Pareto convergence. It is 
imperative to use the response surface metamodel to create the generations for the MOGA 
scheme since real simulated designs are difficult to achieve due to a large number of 
generations must be created and their huge simulation time required. ModeFrontier proram 
was used to carry out the study. 
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Fig. IV.14. Pareto designs 
 
Fig. IV.14 shows the Pareto design of the best tradeoffs between the ∆T and the maximum 
temperature within the data center model. These Pareto designs form a border line called 
Pareto front. Points lied within this front represent an equally good design toward the two 
objectives studied, i.e., ∆T and the maximum temperature. It is found that the inlet 
temperature and the inlet mass flow rate ranges for these optimal designs are from 11.8 – 
12.62oC, 7.36 – 7.67 kg/s, respectively. Also, all of the Pareto designs have a server heat 
load of 900W. In order to test the confidence of the Pareto designs, let us randomly select 
five designs in the Pareto Front and run the CFD simulations for these designs and not 
using the response surface. We will plot them together with the Pareto designs to see if 
they still lie on the Pareto Front. The locations of the five randomly selected Pareto designs 
are also shown in Fig. IV.14. 
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Fig. IV.15. Validation for the five selected Pareto designs 
 
After running the five selected designs using the CFD simulations, we plotted them along 
with all the generated designs from the MOGA run. As expected, the positions of the new 
designs are almost the same as identified by the response surface, meaning that they 
represent the three solutions on the real Pareto Front. (see Fig. IV.15). 
 
4.3.3. Application 3: Floor Tile Airflow Uniformity Optimization 
 
In this section, the objective is to use optimization based on RSM to seek the best 
distribution in tile porosities that can provide a uniform airflow distribution for all tiles. 
For achieving this goal, response surfaces associated with four different RBF models (eqs. 
(IV.4) – (IV.7)) were carefully trained and evaluated. The aim was to search for a suitable 
RBF corresponding to a response surface training. The reliability of the RBF model and 
the accuracy of the response surface interpolation depend upon the accuracy obtained 
through assessment criteria stated in eqs. (IV.8) – (IV.10). Each response surface 
 137 
construction requires a sufficient number of training points. Naturally, the higher the 
number of training points, the more reliable the response surface. A basic rule for finding 
the order of magnitude of the necessary training points consists in identifying the minimum 
number of training points which would be necessary to compute a second order polynomial 
response surface and considering a number of training points which is about twice that 
minimum number or at least greater than that minimum. The minimum number of training 
points to ensure the input parameter space is uniformly explored in the range of variations 
of the input parameters is shown in eq. (IV.15). [25] 
X ≥
(≤ + s)!
≤! s!
	 (IV.15) 
where P is the number of training points, L is number of input variables, k is the degree 
order of polynomial. Therefore, with eight tile porosities input, the minimum number of 
training point for a second order polynomial response surface is 45 design cases. Due to 
space limit, only 10 out of 45 designs are shown in Table IV.7. In order to obtain a good 
response surface, it is also important that the input parameters space is uniformly explored 
in the range of variations of the input parameters. In the range of exploration from 10% to 
80% tile porosity, Sobol’s algorithm [66] was used for the preparation of training design 
cases. The algorithm provides a random selection of porosity arrangement uniformly 
distributed in the proposed range of exploration.  
 
After performing the response surface training for four different RBF models, the next step 
is to assess the credibility of each model. Ideally, if a response surface is able to identify 
the behavior of the system, the output (standard deviation of the tile mass flow rate) 
computed by the response surface will coincide with the CFD-simulated values. In Fig. 
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IV.16, real and virtual points represent CFD-simulated values and the RSM-predicted 
values, respectively. Both multiquadrics and inverse multiquadrics RBFs do a good job in 
predicting the designs. However, out of four RBF models investigated, the values predicted 
by multiquadrics RBF are the closest to the simulated values with smallest difference, 
while the values predicted by Gaussians RBF are the worst in terms of fluctuating distance. 
 
Table IV.7. Initial designs for response surface construction 
 
 
For an assurance of the best RBF model, performance criteria recommended in eq. (IV.8) 
– (IV.10) were evaluated. The iterative stages were executed to seek a converged result 
(optimum design), and at each stage validation was performed to ensure the suitable 
designs are selected to proceed to the next stage. After four stages, a desirable design was 
achieved with no further stage required since only minimal change was occurred after the 
fourth stage. As seen in Table IV.8a, for the first iterative stage of the optimization process, 
the multiquadric RBF (eq. (IV.4)) consistently dominates other RBF models in three 
performance metrics in terms of R-squared, RAAE, and RMAE. Indeed, it has the highest 
Cases Tile Porosity 
 Tile 1 Tile 2 Tile 3 Tile 4 Tile 5 Tile 6 Tile 7 Tile 8 
1 0.28 0.63 0.63 0.63 0.28 0.28 0.63 0.28 
2 0.63 0.28 0.28 0.28 0.63 0.63 0.28 0.63 
3 0.71 0.71 0.19 0.36 0.71 0.54 0.71 0.36 
4 0.36 0.36 0.54 0.71 0.36 0.19 0.36 0.71 
5 0.19 0.54 0.36 0.19 0.19 0.36 0.54 0.54 
6 0.54 0.19 0.71 0.54 0.54 0.71 0.19 0.19 
7 0.58 0.67 0.41 0.76 0.14 0.67 0.76 0.41 
8 0.23 0.32 0.76 0.41 0.49 0.32 0.41 0.76 
9 0.41 0.49 0.23 0.58 0.67 0.14 0.58 0.58 
10 0.76 0.14 0.58 0.23 0.32 0.49 0.23 0.23 
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R-squared measurement, lowest RAAE and RMAE. In the next three iterative stages (Table 
IV.8b, c, &d), it is also the multiquadrics that stands out as the most suitable RBF model 
for training the response surface. 
 
 
a) Multiquadrics 
 
b) Inverse Multiquadrics 
 
c) Gaussians 
 
d) Polyharmonic Splines 
Fig. IV.16. Distance chart between real designs by CFD and virtual designs by RSM  
 
Now that the suitable response surface based on the multiquadrics RBF is selected, the 3-
D response surface is then explored. Because of the limit of space in this section, only the 
response surface constructed for the optimization in the 1st iterative design stage is 
presented. There are also 8 tile porosity inputs, but only the first two tiles are presented. It 
should be pointed out that tiles with different porosities can be created from tiles where the 
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same number, size, shape and distribution of the perforations is used. Then, a parallel thin 
plate with identical perforations can be moved adjacent to the perforated tile, thus, 
changing effective porosity of the perforated tile.  
 
Table IV.8. RBF performance assessment for 4 different stages 
 
a) Stage 1 
 
b) Stage 2 
 
c) Stage 3 
 
d) Stage 4 
The shape of the 3D response surface is shown in Fig. IV.17a, while the projections onto 
each plane surface are presented in Fig. IV.17a, b, & c. 
 
After the suitable response surface was constructed, the optimization process proceeded in 
searching for the best arrangement of mixed-porosity floor tiles to obtain the minimum 
total deviation in air flow rates. During one stage, thousands of designs with different tile 
porosity combinations between 10% - 80% (labeled with t1, t2, …, t8) were generated with 
GA based entirely on the corresponding trained response surface. These generated designs 
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are all plotted in Fig. IV.18, and each chart in this figure corresponds to one stage labeled. 
A constraint of 0.05 is placed on the standard deviation to highlight the best population at 
each stage. A few best designs from this population were then selected and validated 
against the simulated designs. The predicted designs passing the selection test criteria 
discussed later in this section, were added to the original data set for the next stage of 
optimization, and the whole process including RSM training and generation of predicted 
designs by GA was repeated. It was found that after four stages of optimization, the 
objective for best floor arrangement was reached. 
 
 
a) 3D response surface of the STD deviation 
 
b) Standard deviation vs. tile 1 porosity 
 
c) Standard deviation vs. tile 2 porosity 
 
d) Tile 2 porosity vs. tile 1 porosity 
Fig. IV.17. 3D response surface exploration for multiquadrics in the 1st stage (modeFrontier) 
 
Std. Dev 
(kg/s)
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a) Stage 1 
 
b) Stage 2 
 
c) Stage 3 
 
d) Stage 4 
Fig. IV.18. Optimum tile porosity combinations at different stages (modeFrontier) 
 
The selection criteria were considered with priority order given as follows: 1) the simulated 
design value is smaller than the predicted design value, or the difference between predicted 
and simulated designs is within 10 percent; 2) designs with smallest differences are 
acceptable. The first criterion is considered because simulated designs with smaller 
standard deviations help driving the process closer to the desirable solution. If the first 
criterion cannot be met, then the second criterion helps selecting the closest simulated 
designs for the next stage of optimization. At least five simulated designs corresponding to 
five predicted designs that are selected by the selection criteria were then added to the 
original dataset for the next stage of optimization including new RSM. 
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a) Stage 1 
 
b) Stage 1 
 
c) Stage 2 
 
d) Stage 2 
 
e) Stage 3 
 
f) Stage 3 
Fig. IV.19. Design validation via stages 
a), c), e) Comparison of the tile mass flow rate standard deviation between the predicted RSM and the 
simulated CFD values. b), d), f) The simulated CFD values of tile mass flow rate for cases validated at each 
stage 
Fig. IV.19 shows the validation process at the first three stages of the design process. This 
figure shows that "difference" reduces with increasing number of "stages", which suggests 
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that the entire design process is converging. Fig. IV.19b, d, and f also shows the mass flow 
rates for all tiles slowly become flatter throughout the stages. This serves as a basis for the 
success of the fourth stage when the final design outperforms the original design in 
standard deviation as shown in Fig. IV.21a. Although there are eight design cases are 
validated as each stage, only five good ones are selected to carry on the next optimization 
stage. 
 
 
a) Stage 1 
 
b) Stage 2 
 
c) Stage 3 
 
d) Stage 4 
Fig. IV.20. Tile porosity for best-validated designs at each stage 
 
The tile porosity configuration of design cases selected at each stage are shown in Fig. 
IV.20. From the mentioned selection criteria, there are five validated designs are selected 
in the first three stages. The predicted design shown in stage 4 is the final product of the 
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optimization process. The tile porosity arrangement of the final design is varied from 50% 
– 70%. The final predicted design was also validated and reflected in the simulated design. 
This design is improved over the original design with all uniform tiles at 56% porosity. 
(see Fig. IV.21). 
 
 
a) Tile mass flow rate for all best designs at each 
stage compared to the original and uniform cases 
 
b) Relative tile airflow uniformity 
improvement 
Fig. IV.21. Tile mass flow rate comparison 
 
The tile mass flow rate evolution throughout iterative stages of the optimization process is 
demonstrated in Fig. IV.21a. Indeed, improvement through stages with respect to the 
airflow uniform distribution line is observed. Also, the contour plot of the final best design 
compared with the original design is shown in Fig. IV.21b. The final design in stage 4 
almost reaches the uniformity with a relative improvement in standard deviation of 55% 
compared to the original design with all tiles at 56% porosity.  
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4.3.4. Application 4: Inverse Design for Floor Tile Optimization 
 
Sometimes, due to the uneven thermal load distribution of server racks within a data center, 
the demand for supply cool air from perforated tiles are also varied in the cold aisle. Even 
with a uniform thermal load provision, the server racks that are positioned near the two 
ends of the perforated tiles rows tend to be hotter compared to the ones in the middle of the 
tile rows. This is referred to end effect which is well-known in the data center industry. For 
resolving these issues, the tile airflow needs to be adjusted to overcome these drawbacks. 
An intentional tile airflow distribution in a specific arrangement is, therefore, the subject 
in this inverse design optimization.  
 
Table IV.9. Targeted tile mass flow rate distribution at different shapes 
 
 
 
Fig. IV.22. Targeted shape for different tile mass flow rate distribution 
Tile ID 1 2 3 4 5 6 7 8
Scenario 1 (Linear) 0.66 0.90 1.14 1.38 1.62 1.86 2.10 2.34 12.0
Scenario 2 (Parabolic) 2.70 1.67 0.99 0.64 0.64 0.99 1.67 2.70 12.0
Scenario 3 (Sinusoidal) 0.50 2.50 0.50 2.50 0.50 2.50 0.50 2.50 12.0
Tile Mass Flow Distribution (kg/s) Total Mass 
Flow (kg/s)
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The idea is to use optimization to pick out the best tile porosity arrangement that satisfies 
the proposed airflow distribution objective. For demonstrating this concept, three airflow 
distribution scenarios in tiles are proposed, i.e., the linear, parabolic, and sinusoidal 
distributions as shown in Table IV.9. For all scenarios, the total mass flow rate through all 
8 tiles are maintained at 12 kg/s or 20,756 CFM. The respective chart for Table IV.9 is 
plotted in Fig. IV.22. The next three sections discuss the optimization processes similar to 
the uniformity design optimization with the objective function is the root mean square error 
(RMSE) defined in eq. (IV.13). An optimal design in each scenario is reached when the 
RMSE is less than 5% compared to the proposed airflow distribution curve. 
 
a. Linear tile airflow distribution 
The first scenario of tile airflow distribution is the linear shape with a gradual increase in 
tile airflow from tile 1 through 8. The optimization process to minimize the RMSE is 
similar to the uniformity design optimization where iterative stages are deployed to reach 
the final objective. A response surface was trained in each stage and assisted in the 
prediction of the designs. Performance measurement was also carried out to ensure the 
best suitable RBF model used.  
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a) Stage 1 
 
b) Stage 2 
 
c) Stage 3 
 
d) Stage 4 
Fig. IV.23. Tile porosity for best-validated designs at each stage 
 
Due to the space limit in the section, all of the charts describing the validation process at 
each stage can be retrieved from the appendix. Here, only the final designs after validation 
are presented. Fig. IV.23 shows the tile porosity for best validated designs at each stage. 
The validation process is very successful in overall, especially in stage 3 where all of the 
best designs suggested from the RSM-based optimization. The evolving progress of tile 
porosity throughout each stage is gradually shaped into a linear arrangement as seen Fig. 
IV.23. The final best design is presented in stage 4. 
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Fig. IV.24 shows the tile mass flow rate for all best designs at each stage compared to the 
original and proposed linear airflow distribution designs. Clearly, it is shown that the 
design presented in stage 4 meets the expectation proposed with only 6% in RMSE 
compared to the proposed linear distribution. The contour plot in Fig. IV.24b also confirms 
the agreement with a relative improvement in RMSE of 90% of the optimized over the 
original designs when both are compared to the targeted linear airflow distribution line. 
 
 
a) Tile mass flow rate for all best designs at each stage 
compared to the original and proposed linear airflow 
distribution designs 
 
b) Relative tile airflow uniformity 
improvement 
Fig. IV.24. Tile mass flow rate comparison 
 
b. Parabolic tile airflow distribution 
 
The whole optimization process for parabolic airflow distribution scenario is also identical 
to previous scenarios. The final results are shown in Fig. IV.25, while the validation 
demonstration can be referred to the appendix. Overall, the progress to the final best design 
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presented in the final stage is very successful. Unlike the uniformity design optimization, 
the validation is much smoother in the inverse design optimization where many suggested 
best designs are well-validated and exceed the expectation. The reason is that the original 
design with uniform tile porosity of 56% has almost uniform airflow distribution in the 
tiles due to the symmetrical position of the CRAH unit placed in the data room. Therefore, 
there are little rooms for improvement in that case. For the inverse design optimization, a 
distinct airflow distribution shape is proposed which requires many more developments, as 
a result, the progress in each iterative stage shows a distinct improvement. 
 
 
a) Stage 1 
 
b) Stage 2 
 
c) Stage 3 
 
d) Stage 4 
Fig. IV.25. Tile porosity for best-validated designs at each stage 
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The progress to reach the final design that matches the proposed shape is demonstrated in 
Fig. IV.26. As expected, the final design in the last stage shows particularly good agreement 
with the proposed design (RMSE = 6%). The relative improvement of 91% in RMSE of 
the optimized over the original designs is reflected in Fig. IV.26b, when both are compared 
to the proposed parabolic distribution line. Tiles 1 & 8 show the smallest mass flow rate, 
while tiles 5 & 6 receive the peak airflow rate.  
 
 
a) Tile mass flow rate for all best designs at each 
stage compared to the original and uniform cases 
 
b) Relative tile airflow uniformity 
improvement 
Fig. IV.26. Tile mass flow rate comparison 
 
c. Sinusoidal airflow distribution 
 
Lastly, the sinusoidal airflow distribution shape explored in this section is an extreme 
condition which the tiles are undergoing an oscillating form of airflow rate. The validation 
process can be referred to the appendix. Here, the final optimal designs in each iterative 
stage are observed. Fig. IV.27 shows best designs selected at each iterative stage.  
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Fig. IV.28 shows the progress toward the proposed objective. The best design in stage 4 
matches well with the proposed shape with the RMSE only 5.9%. It is also shown that the 
original design with uniform porosity of 56% cannot create an alternating trend in tile 
airflow as compared to the optimized design in this work, and Fig. IV.28b clearly shows 
this comparison with a relative improvement in RMSE of 94% of the optimized over the 
original designs, when both are compared to the proposed sinusoidal distribution line. 
 
 
a) Stage 1 
 
b) Stage 2 
 
c) Stage 3 
 
d) Stage 4 
Fig. IV.27. Tile porosity for best-validated designs at each stage 
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aspect when using RSM. In fact, if CFD method was to be used instead of relying on the 
response surfaces, the total time spent for generating all predicted designs during an 
optimization process takes 9000 hours or 375 days since each simulation costs 
approximately 2 hours of running time and there are 4500 predicted designs generated with 
GA. This is based on a 7-core personal Dell computer with Intel® Core™ i7-4770 CPU at 
3.4 GHz with 32 GB of memory. For a response surface trained at each iterative stage, the 
total time for obtaining the predicted designs is only a few seconds. Overall, the total time 
required for the entire design process from preparing the original data set to the complete 
final design is outlined in Table IV.10. This proves a substantial time reduction when using 
RSM for optimization processes. Moreover, the RSM can be used in conjunction with 
experimental testing at each iterative design stage to increase the level of accuracy and 
fidelity of the entire design method. 
 
 
a) Tile mass flow rate for all best designs at each stage 
compared to the original and uniform cases 
 
b) Relative tile airflow uniformity 
improvement 
Fig. IV.28. Tile mass flow rate comparison 
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Table IV.10. Total time comparison between CFD and RSM methods. 
Tasks Design optimization without RSM Design optimization with RSM 
Original data set 45 cases x 2 hrs./case = 90 hours 45 cases x 2 hours/case = 90 hrs. 
Optimization 
process 
4500 designs x 2hrs/design = 9000 
hrs. 
RSM training: a few seconds 
4 stages x 10 cases/stage x 2 hrs./case = 
80 hrs. 
Total ~9090 hrs. or ~379 days ~ 170 hrs. or ~ 7 days 
 
4.4. Remarks 
 
In this chapter, response surface methodology based on radial basis function is studied for 
the application of thermal management in data centers. RSM shows a significant reduction 
in running time compared to a CFD simulation, and therefore is suitable during an 
optimization process. For demonstration, RSM is used to aid in an optimization effort to 
seek an optimal arrangement of mixed-porosity tiles for either a uniform (uniformity design 
optimization) or a specific (inverse design optimization) tile airflow distribution. Details 
of the RSM-based optimization through iterative stages are demonstrated including the 
response surface training, performance assessment, as well as validation with CFD 
simulated results. Other important advantage is the capability to rapidly reconstruct the 
temperature profile, which makes it possible for near real-time thermal analysis of data 
centers.  
 
In the first application, RSM was utilized to reconstruct the temperature profile inside a 
data center model. Three different scenarios are presented, i.e., 5%, 10%, and 20% of the 
original data points reserved as training points for response surface construction. The 
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advantage of using response surface is clearly excellent. By using a small set of training 
points, we can construct a response surface (hypersurface) to interpolate other missing 
points with accepted accuracy. It is extremely useful for real life situation since limited 
probes are used in experiment. With a certain experimental data points, one can construct 
the response surface and interpolate other missing data point within the working domain. 
Among the three predicted cases, case 20% shows higher accuracy as compared to others. 
With only 20% of the original data used for training the response surface, the case can 
capture most of the aspects of the original CFD model. 
 
In the second application, RSM is utilized in a multi-objective optimization process that 
uses Genetic Algorithm as its engine. Both the temperature difference and the maximum 
temperature inside the data center are minimized for a reduction of the energy use and a 
provision of a healthy environment for the servers. A range of design parameters including 
the mass flow inlet, the inlet temperature, and the server heat load are optimized to search 
for the best combinations that satisfy both objectives. A detailed procedure for RSM 
surface training is shown, and a final set of Pareto designs are obtained. These designs are 
equally good and non-dominant of each other in terms of the studied two objectives. It is 
found that for an inlet temperature range and an inlet mass flow rate range of 11.8 – 
12.62oC, 7.36 – 7.67 kg/s, respectively, the two objectives are equally achieved. The Pareto 
designs are validated against high fidelity CFD/HT results and show very good agreement. 
 
In both the uniformity design and the inverse design optimization processes, the method 
successfully suggests better arrangements of mixed-porosity tiles over the original design 
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of deploying all uniform tiles at 56% porosity in data centers. In fact, the relative 
improvement over the original design is 55% in terms of standard deviation in the 
uniformity design optimization, whereas it is 90%, 91%, and 94% in RMSE for the linear, 
parabolic, and sinusoidal tile airflow distributions, respectively, in the inverse design 
optimization. Without relying on CFD method for generating virtual designs, the RSM 
shows a substantial time reduction at each iterative stage during an optimization process. 
With the available tool for tile porosity adjustment, the method presents an innovative 
technique that allows better arrangements of mixed-porosity tiles over traditional uniform 
tiles practice to provide maximum cold-air to server racks with or without uniform thermal 
loadings. As a result, much cooling energy can be saved toward a more energy-efficient 
data center. 
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CHAPTER V ENERGY MODELING
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5.1. Data Center Modeling 
 
In this chapter, a new multi-zone modeling strategy was proposed for a popular data center 
model that has both hot and cold aisles. A parametric study was conducted to study the 
effects of five different surface boundary conditions (surface exposures) on the cooling 
electricity consumption and the zone mean air temperature of the data center. The studies 
were carried out for two typical U.S. climates, very hot and humid (Miami, FL), cool and 
humid (Chicago, IL). In addition, both supply temperature and volumetric flow rate of the 
supply side were also investigated to seek the optimal operating conditions in a 
representative city, Miami, Florida. 
 
5.1.1. Data Center Description 
 
The data center model (Fig. II.1) continues to be investigated in this study. The CRAC units 
supply cooling air at 55F (12.8 oC) from the pressurized 2-foot raised floor plenum. The 
data center was configured using the current best practice of hot and cold aisles. The server 
racks are placed in such a way that their back sides are facing each other to form hot aisles, 
while the front sides, which receive cooling air from the perforated floor tiles, form cold 
aisles. The load density of the data center model consisting of IT equipment and lighting 
load was specified to be 100 W/ft2 at all time (totally 8760 hours a year) based on a previous 
study by Hong et al. [33]. The HVAC system used was a packaged single zone (PSZ) direct 
expansion (DX) system with air-cooled condenser, constant supply fan, and without 
humidity control as well as air-side economizer. Similar to the load schedule, the fan 
schedule was also assumed to be on at all time. The current geometrical model was created 
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using Google Sketchup tool [28], then transferred to EnergyPlus [23] to perform building 
energy simulation. 
 
 
Fig. V.1 Multi-Zone Data Center Model 
 
The main focus of this chapter is to use a proposed multi-zone model which will be 
described in the next section to separate the computer room into subzones, i.e., hot and cold 
aisles. We have proposed to use five zones (3 hot and 2 cold zones) for the data center 
model, as seen in Fig. V.1. Zone 2 and 4 were specified as cool zones with no loads. Zone 
1 and 5 were assigned a thermal load equals to 29,400 W. Finally, zone 3 (middle zone) 
was assigned a thermal load of 58,800 Watts since this zone holds up to two rows of rack 
unit. These figures are equivalent to a load density of 100 W/ft2 (1076.4 W/m2). Volume 
subtraction was used to account for the occupied space of the servers, as well as the CRAC 
units. Therefore, the computational volume is less than the total volume of the entire data 
center. Interzone air mixing was properly handled by applying ZRDM object to ensure that 
 160 
air is interchangeable among the subzones. Weather information of Miami and Chicago 
was obtained through the database supported by EnergyPlus website.  
 
Five building setups were investigated to study the effect of boundary conditions. Detailed 
boundary condition information is listed in Table V.1. In order to emphasize on the wall 
boundary condition and location effects rather than construction materials, all the building 
material used to construct these five cases for both locations were identical based on the 
generic material in EnergyPlus database as shown in Table V.2, although the construction 
materials might be different for different states. 
 
Table V.1 Various surface exposure conditions of the data center model 
Boundary 
Condition 
All Roof Roof and Ground Side Walls  Floor 
Description 
All surfaces are 
exposing to 
outside weather 
Only roof 
surface is 
exposing to the 
outside weather 
Only roof and 
ground surfaces 
are exposing to 
the outside 
weather 
Only side walls 
are exposing to 
the outside 
weather 
Only the floor 
surface is 
exposing to the 
ground 
 
Table V.2 Prescribed construction set for the current data center model 
 Interior 
Ceiling 
IRT Surface Interior Floor Exterior Slab Interior Wall Exterior 
Wall 
Exterior 
Roof 
Layer 
1 
Lightweight 
concrete 
(100 mm) 
IRT material 
(0 mm) 
Acoustic tile 
(19.1 mm) 
Concrete 
(100 mm) 
Gypsum 
board 
(19 mm) 
Brick 
(100 mm) 
Exterior 
roof 
material 
(100 
mm) 
Layer 
2 
Ceiling air 
(30 mm) 
 
 
Ceiling air 
(30 mm) 
Carpet Pad 
(10 mm) 
Wall air 
space 
resistance 
(15 mm) 
Heavyweight 
concrete 
(200 mm) 
Ceiling 
air 
(30 mm) 
Layer 
3 
Acoustic 
tile 
(19.1 mm) 
 
Lightweight 
concrete 
(100 mm) 
 Gypsum 
board 
(19 mm) 
Insulation 
board 
(50 mm) 
Acoustic 
tile 
(19.1 
mm) 
Layer 
4 
     Wall air 
space 
resistance 
(15 mm) 
 
Layer 
5 
     Gypsum 
board 
(19 mm) 
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5.1.2. Single Zone Model 
 
For comparison purpose, the conventional single zone model was used in the data center 
modeling. The single zone model is usually modeled with the assumption that air within a 
zone is well-mixed. Therefore, zone air temperature is basically uniform throughout the 
entire room. Normally, this corresponds to the desired physical state of the air within a 
zone. Practically, this is accomplished with the mixing caused by the air distribution system 
or even with the addition of ceiling fans. However, there are situations where the well-
stirred model condition does not fit the physical conditions within a space (e.g., large atria 
spaces, displacement ventilation systems, and under floor air distribution systems). In these 
cases, the air temperature varies spatially within the zone, but the surfaces in the regions 
that have different air temperatures still exchange IR radiation with the other surfaces in 
the zone, even those in regions having a different air temperature. 
 
5.1.3. Multi-zone Model 
 
The proposed multi-zone model used in this study was constructed for the data center using 
the infrared transparent (IRT) model. That is, the space is divided into subzones, each 
having the basic well-stirred air model, but surfaces in these sub-zones are also exchanging 
infrared (IR) radiation with other surfaces throughout the original space. In other words, 
the sub-zones are standard EnergyPlus zones but they have been given the capability of 
allowing IR radiation to be exchanged with surfaces in adjacent zones. 
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In the present study, the IRT surface was used in the multi-zone models to divide the 
computer room in several sub-zones representing the hot and cold aisles. Since the IRT 
surface is acting as a virtual wall (air wall) to divide the zone into subzones, its surface 
should not participate in a convective/conductive exchange between the zones it separates. 
In order to minimize this effect, the outside and inside values for the surface’s convection 
coefficients should be on the order of 0.1 W/m2K. However, it allows the IR radiation 
exchange among the surfaces within the computer room zone. Although the air temperature 
varies spatially within the zone, the surfaces in the regions that have hotter air temperatures, 
i.e., hot aisles, will exchange IR radiation with the colder surfaces, i.e., cold aisles. 
 
5.1.4. Description of CFD Flow Modeling 
 
For validation purpose, CFD simulation is also carried out in this study. In the CFD 
modeling, the standard k-ε turbulence model was used. The following turbulence model 
constants were used Cµ =0.09, C1ε = 0.09, C2ε = 1.92, and turbulence kinetic energy Prandtl 
number =1.0. Standard wall function was used in this turbulence model. The grid was 
generated in such a way that the y+ values meet the recommended range for the standard 
turbulence model. For the velocity-pressure coupling, the phase coupled SIMPLE 
algorithm was selected, while least squares cell based was used for gradient in spatial 
discretization. Upwind schemes were applied for momentum, volume fraction, turbulent 
kinetic energy, and turbulent dissipation rate equations. Numerical computations were 
carried out using the commercial CFD package [6]. The convergence criteria are set as less 
than 10-5 in residuals for all computed variables. 
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5.2. Fundamental of Energy Modeling 
 
Building energy simulation programs are essentially developed based on energy balance 
equations for zone air and surface heat transfer inside a control volume or a room air model. 
In EnergyPlus, the following ordinary differential equations are solved 
 
: 
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É%̋
ÉR
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where, ∑ ˛]̇ =
»ˇ!
-©a  sum of the convective internal loads, ∑ ℎ-ö-(%#- − %̋ )
»ˇ$%&'()ˇ
-©a
= 
convective heat transfer from the zone surfaces, (̇-§õ02(%- − %̋ ) = heat transfer due to 
infiltration of outside air, ∑ (]̇
»*+,)ˇ
-©a 02(%̋ - − %̋ ) = heat transfer due to interzone air 
mixing, ˛̇#´# =	air systems output, 0˝
‰1*
‰i
= energy stored in the zone air, 0˝ = 	H“-Ä0201. 
 
Typically, the capacitance 0˝ would be that of the zone air only. However, thermal masses 
assumed to be in equilibrium with the zone air could be included in this term. In Eq. (V.1), 
the convective heat transfer coefficient, hi, is unknown. Most energy programs estimate hi 
by empirical equations or as a constant. In EnergyPlus, it is modeled from a choice of 
correlations. Air system control in EnergyPlus is based on the calculation of how much 
energy enters or leaves the zones as a function of zone air temperature, i.e., the zone load. 
The net zone load is given by 
˛̇ú[“‰ = ®˛̇-
»ˇ!
-©a
+ ® ℎ-ö-(%#- − %̋ )
»ˇ$%&'()ˇ
-©a
+ ® (̇-
»*+,)ˇ
-©a
02(%̋ - − %̋ ) + (̇-§õ02(%- − %̋ ) (V.2) 
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In addition, Tz is now the desired zone temperature as defined by the control system 
setpoints that must be specified for each zone. An assumption was made that if the air 
system has sufficient capacity (based on the desired zone air temperature) to meet the zone 
conditioning requirements (i.e.  ˛̇#´# = ˛̇ú[“‰) at the desired zone air temperature then 
those requirements will be met. 
 
Typically, a single zone draw through air system has a cooling coil and heating coil in 
series, and constant air volume flow rate. Single zone draw-through systems run at 
maximum capacity when turned on; so the only way to regulate net air system output and 
keep the zone air temperature within the desired range is to turn the air system on and off. 
The amount of heating or cooling provided by the air system in relation to the desired zone 
air temperature is given by 
˛̇#´# = (̇#´#02DU%#}2 − %̋ ,‰ü#-Äü‰V (V.3) 
where η is the fraction of the time step that the air system is turned on and varies between 
0 and 1. The supply air temperature is also implicitly limited by the effectiveness of the 
coils and the operating parameters of the central plant component. 
 
5.3. Results and Discussion 
 
5.3.1. Verification Study 
 
In Hong’s paper [33], a simple single zone model was used to isolate the complexity of 
building loads and other end uses so that the focus is on the HVAC system performance. 
First, the present study tried to replicate the simulation process as done by Hong et al. to 
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make sure the result was consistent. To this end, a rectangular box with dimensions 
reported by Hong et al., as shown in Fig. V.2, was simulated. Fig. V.3 shows the calculated 
monthly cooling load and different types. As shown from the figure, the current result of 
the replicated simulation perfectly matched Hong’s results. This granted confidence of 
utilizing EnergyPlus in the current study. 
 
 
Fig. V.2 Single-Zone Data Center Model 
 
Fig. V.4 shows the validation between the CFD and EnerguPlus simulation results for the 
data center with adiabatic walls. In Fig. V.4a, the result for multi-zone approach is very 
close to the CFD simulation, while the singe zone temperature result remains constant 
throughout computer room. Apparently, the multi-zone approach resolves the temperature 
profile better than the single zone approach when compared with CFD. Also, the average 
room temperatures for CFD, multi-zone, and single zone are calculated to be 25.50oC, 
23.67oC, and 20.60oC, respectively. The multi-zone approach shows only 7% average zone 
temperature difference with CFD, while it is 19% for single zone approach. Fig. V.4b 
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further shows the temperature profile of the computer room in the middle plane across the 
entire data center. 
 
 
a) Monthly Cooling Load 
 
b) Types of Load 
Fig. V.3 Hong's paper verification 
 
Fig. V.5 shows the comparison between single zone (baseline) and multi zone models. Both 
Miami and Chicago cases are presented in this study. In Fig. V.5a, it is clear that there is a 
big difference between two approaches. The multi-zone approach suggests that the monthly 
cooling electricity consumption has a peak of 27,500 kWh, while it is 33,000 kWh in the 
case of single zone model. Similarly, in Fig. V.5b, it is in a peak of 31,000 kWh for single 
zone approach and 26,000 kWh for multi-zone approach. The average percent difference 
between two approaches for Miami is 16% and 14% for Chicago as seen in Table V.3. 
Although these figures were not validated with real experimental data, the CFD simulation 
results from Fig. V.4 suggest that multi-zone approach for data centers is much closer to 
resolve the real situation’s energy consumption. In fact, the closer temperature agreement 
from multi-zone approach with CFD results suggests that energy consumption in the multi-
zone model has a strong reliability compared to single zone model. Also, the 19% 
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temperature difference between CFD and single zone results (Table V.4) emphasizes the 
invalidity of the single model compared to the multi-zone model. However, further 
experimental work needs to be carried out to fully confirm the usefulness of the multi-zone 
approach. The percentage difference of temperature for CFD and multi-zone as well as 
multi-zone and single zone are 7% and 13%, respectively. 
 
Table V.3 Multi-zone and single zone comparison in Miami and Chicago 
Cooling Electricity Consumption (kWh) 
Location Multi-zone (E+) Single Zone (E+) Deviation (%) 
Miami 25,542 30,450 16% 
Chicago 23,883 27,691 14% 
 
Table V.4 Comparison between two methods with CFD  for adiabatic condition 
Temperature (oC) Deviation (%) 
Single zone 20.60 CFD vs. Single 19% 
Multi-zone 23.67 CFD vs. Multi 7% 
CFD 25.50 Multi vs. Single 13% 
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a) Zone mean air temperature 
comparison between CFD and 
energy plus (adiabatic condition) 
b) Zone mean air temperature result 
of the multi-zone model approach 
using CFD 
Fig. V.4 CFD and Energy Plus validation for the multi-zone model approach 
 
 
a) Miami 
 
b) Chicago 
Fig. V.5 Monthly cooling electricity consumption for single zone and multi zone 
 
5.3.2. Effect of Location 
 
Fig. V.6 shows monthly cooling electricity consumption between Miami and Chicago. 
Generally, it is higher in Miami than in Chicago due to the fact that Chicago is cooler 
compared to Miami. Therefore, the HVAC system needs less power to run in Chicago than 
Miami. In terms of boundary conditions, Roof and Ground exposure shows a greater impact 
than Side Walls exposure. Clearly, the cases where the outside surfaces of the data center 
are any combination of roof exposure tend to consume more electricity (these cases 
include: All, Roof, and Roof and Ground exposures). When only the floor surface is 
connected to the ground, the data center consumes least cooling power in both locations. 
The location factor plays an important role to decide whether the boundary condition is 
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significant throughout the months. Separation among the boundary conditions in Chicago 
is typically smaller than Miami. It is higher in summer months for both locations. However, 
in the case of Chicago, the lines are almost overlapping in winter and the line separation is 
relatively smaller in summer compared to Miami. This indicates that boundary condition 
factor has a lesser effect on monthly cooling electricity consumption of the data center in 
chiller climate. 
 
 
Fig. V.6 Monthly cooling electricity consumption between Miami and Chicago 
 
Fig. V.7 shows the zone mean air temperature at different subzones inside the data center 
for Miami and Chicago, respectively. Zones 2 & 4 are representing the cold aisles; zones 
1, 3, and 5 are the hot aisles zones. Zone 3 has the hottest temperature since it receives hot 
air from both sides of the data center racks aligned back to back. The heat loads are assigned 
to be constant for each server rack. Therefore, the zone mean air temperature profile is 
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essentially symmetrical. In Fig. V.7b, the effect of location shows a great influence on the 
temperature of the subzones. Namely, in the cases of Side Walls and Floor exposure, the 
temperature is elevated. Other boundary conditions (All, Roof and Ground, Roof) is lower 
by 0.5 oC in zone mean air temperature. 
 
 
a) Miami 
 
b) Chicago 
Fig. V.7 Zone mean air temperature at different zones 
 
Fig. V.8 and Fig. V.9 show the monthly temperature profile at different subzones inside the 
data center model in Miami and Chicago, respectively. In Fig. V.8, the zone mean air 
temperature stratification inside the data center model is relatively identical in Miami case, 
though Side Walls and Floor conditions are quite sensitive in the summer months. This can 
be seen by a larger bent curve from April to October in these two cases compared with 
others. The maximum air temperature is in the order of 27.5oC (Zone 3) and the lowest is 
21.5oC (Zone 1 & 5). For the case of Chicago, as seen in Fig. V.9, there is a remarkable 
difference in winter months as the lines are diverging from the pivot point, namely, the 
month of July, which clearly indicates the effect of locations on the zone temperature. As 
the matter of fact, Roof as well as Roof and Ground exposure conditions are easily 
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distinguishable from others as the lines are bending over in winter months while other 
boundary conditions remain quite constant throughout the year. 
 
 
e) Floor 
 
a) All 
 
 
b) Roof and Ground 
 
 
c) Roof 
 
 
d) Sidewalls 
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Fig. V.8 Miami monthly temperature profile at different zones 
 
a) Zone 1 (Hot Aisle) b) Zone 2 (Cold Aisle) 
c) Zone 5 (Hot Aisle) d) Zone 4 (Cold Aisle) 
 
 
e) Zone 3 (Hot Aisle) 
Fig. V.9 Chicago monthly temperature profile at different zones 
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Fig. V.10 shows the cooling electricity consumption for winter design day (January 21) in 
Miami and Chicago, respectively. It is interesting to see that though showing much 
fluctuation, the lines are comparatively constant throughout the day in both locations. This 
is understandable since the HVAC system can readily make use of the available chill air 
from the outside to cool the data center with a less intensive use of cooling electricity.  
 
 
a) Miami 
 
b) Chicago 
Fig. V.10 Winter design day for cooling electricity consumption 
 
 
a) Miami 
 
b) Chicago 
Fig. V.11 Summer design day for cooling electricity consumption 
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Fig. V.11 shows the cooling electricity consumption for summer design day (July 21) in 
Miami and Chicago, respectively. Evidently, from these two figures, it can be seen that 
Miami weather tends to give a more stable cooling power consumption as the lines 
overlapping one another, while there is an apparent fluctuation in cooling power 
consumption among the various boundary conditions. Comparatively, there is less cooling 
power consumption in Chicago than in Miami as the lines suggest in both figures. 
 
5.3.3. Effects of Boundary Conditions 
 
To further illustrate the influences of boundary conditions, Fig. V.12 shows the annual 
cooling load at different boundary conditions. As seen on this figure, the effect of surface 
exposure has a significant control of the annual cooling load. Miami belongs to a very hot 
and humid climate, so it is obvious that the cooling load is much higher than that of 
Chicago. The figure demonstrates, in both locations, the Floor exposure condition provides 
a least amount of annual cooling load. That is, when only the floor of the data center model 
is connected to the ground, the building requires a lower cooling load from the HVAC 
system. In addition, Fig. V.12 also shows the Roof exposure condition in Chicago requires 
most cooling load, while it is the case when All surfaces are exposing to the outside 
condition in Miami. 
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Fig. V.12 Annual cooling load at different boundary conditions 
 
 
Fig. V.13 Annual total load at different boundary conditions 
 
Fig. V.13 shows the annual total load including fan, cooling, and equipment loads at 
different boundary conditions. First, Floor exposure conditions in both locations still holds 
as the case of demanding least load compared to other boundary conditions. Second, Fig. 
V.13 also shows that the highest annual total energy consumption for Miami happens when 
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all surfaces expose to the outside weather, and it is highest for Chicago when only Roof 
exposes. 
 
Fig. V.7b also shows the effect of boundary condition on zone mean air temperature for 
Chicago. There is a temperature deviation between two groups of surface exposure. The 
cases whose Floor and Side Walls are exposing to the outside conditions are prone to 
produce a higher zone mean air temperature inside the data center compared to other cases. 
Nevertheless, in the case of Miami (Fig. V.7a), there is no distinction among the boundary 
conditions. The zone mean air temperature remains the same regardless of the different 
types of surface exposure. The mild change in Miami’s temperature around the year 
technically accounts for this behavior. 
 
 
Fig. V.14 Miami winter design day temperature profile 
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Fig. V.15 Miami summer design day temperature profile 
 
Fig. V.14 and Fig. V.15 show the zone mean air temperature profile for winter and summer 
design days in Miami. In Fig. V.14, though the lines are wavy, they all alter around a 
constant temperature line at approximately 25.7oC throughout the winter design day. In the 
same fashion, however, on summer design day as seen in Fig. V.15, the temperature curves 
are fairly constant during the night hours but start to increase in the afternoon and then 
settle back on at a constantly lower temperature during the evening hours. There are little 
to no changes regardless of the presence of various boundary conditions. 
 
5.3.4. Effects of Supply Temperature 
 
The effect of supply temperature on the data center energy consumption is shown in Fig. 
V.16.  Although the default temperature (ASHRAE recommended) is 12.8oC, two more 
temperature points were chosen both on the left and right hand sides of this default 
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temperature. In Fig. V.16, the supply volumetric flow rate was set to be auto-calculated by 
the software, and the supply temperature was varied. For all boundary conditions, the 
supply temperature variation shows a consistently parabolic trend. In Fig. V.16a, the cases 
are separated in three distinct level of energy consumption. The All and the Roof and 
Ground exposure cases show highest energy consumption. This reflects the typical high 
temperature of Miami weather, especially in the ground surface and the long hour of solar 
irradiation. Two cases in the middle range are the Floor and the Roof cases, while the Side 
Walls condition shows the least energy consumption.  Above 12.8oC, the lines are relatively 
consistent, while below 12.8oC, the Floor and the Roof cases are slightly deviated from 
each other, and the Floor consumes more energy. This is due to the preheated condition 
when the floor is in contact with the ground surface, thus, the cool air is partially heated by 
the ground surface temperature. 
 
In Fig. V.16b, the energy consumption of the fan is basically directly proportional to the 
supply temperature. The higher the supply temperature, the harder the fan has to work to 
push the cool air through the perforated tiles to maintain a desired temperature inside the 
data center. The fan load is minimum at 10.8oC and maximum at 14.8oC.  
 
In Fig. V.16c, the PUE for all the cases show a very highly efficient data center since they 
are all below 1.13, which corresponds to 88.5% efficiency. The Side Walls is the most 
efficient case, while the All exposure condition is the least. Clearly, when the supply 
temperature is lower, the PUE is close to 1 (the ideal case). However, if the supply 
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temperature is lower than 10.8oC, it results in a diverge simulation. Hence, it will not reflect 
the real-life situation of an HVAC system. 
 
 
a) Cooling Load 
 
b) Fan Load 
 
c) Power Use Effectiveness 
Fig. V.16 The effect of supply temperature on energy consumption   
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5.3.5. Effects of Volumetric Flow Rate 
 
Fig. V.17 shows the effect of volumetric flow rate on the data center energy consumption. 
In this case, the supply temperature was fixed at 12.8oC, and various volumetric flow rates 
including auto-size scenario on the supply fan at the raise floor plenum were simulated to 
seek the optimal energy consumption. In Fig. V.17a, the auto-size data points are 
represented in green points. Clearly, in the case of auto-size, they tend to scatter around 
71-75 MWh with an air flow rate range from 1.1 to 1.5 m3/s. Since the air flow rate was 
set to be automatically sizing at both the raised floor plenum end and the system supply 
fan end, the auto-sizing data are not lying on the solid lines representing their 
corresponding boundary conditions. In terms of fan cooling electricity consumption, the 
auto-size results seem to be intensified for the cases of All and Roof boundary conditions 
and undermined for the case of Floor, Sidewall, and Roof and Ground. For instance, in All 
boundary condition, with 1.1 m3/s of air flow rate, it only gives 73 MWh of energy 
consumption. Apparently, it is 75 MWh in the case of auto-size condition at the same flow 
rate. However, if we lower the flow rate to 0.8m3/s, energy consumption can be lowered as 
much as only 65 MWh. 
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a) Cooling Load 
 
b) Fan Load 
 
c) Total Energy Consumption 
 
Fig. V.17 The effect of volumetric flow rate on energy consumption 
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Fig. V.17b shows the linear relationship of energy consumption and volumetric flow rate. 
When the air flow rate increases, the energy used in the fan system also increases. The 
lowest energy consumption is at 0.8m3/s and the highest is at 1.6 m3/s. Again, we cannot 
lower the flow rate any further than 0.8m3/s because it will result in an inconsistent data in 
the simulation process.  
 
Fig. V.17c shows the power use effectiveness (PUE) of different flow rates. All the cases 
have the PUE less than 1.14. The auto-size cases for all the boundary conditions are 
relatively constant (1.110-1.115). The cases are very close to one another. At lower air flow 
rates, the PUE for different boundary conditions is close to 1. The auto-size scenario is 
clearly not the case for optimal energy consumption. Rather, the range of 0.8 – 1.1 m3/s 
gives a better PUE. However, keep in mind that lowering the flow rate temperature will 
also result in a higher air temperature inside the data center.  
 
5.4. Remarks 
 
In the present chapter, a multi-zone modeling strategy was proposed to study the effects of 
both location and boundary conditions on data center energy and thermal performance. 
Two typical U.S. climates, Miami (hot and humid) and Chicago (cool and humid), and five 
boundary conditions were considered. In addition, the effects of both supply temperature 
and volumetric flow rate conditions on data center energy performance for Miami was also 
investigated.  
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The multi-zone model was verified with CFD and the temperature results are very close to 
each other compared to single zone approach. Since zone temperature has a direct impact 
on the energy consumption inside the data center model, the confidence in multi-zone 
model’s energy usage is considered more reliable as compared to single zone model. 
 
The location factor plays an important role to decide whether some of boundary conditions 
are affecting the cooling electricity consumption throughout the months or not. Miami 
cases have shown significant differences among the surface exposure conditions, while 
Chicago cases have almost no effect on the cooling power consumption. In addition, 
location effect also has a great impact on the zone mean air temperature inside the data 
center. Miami cases have no changes in subzone temperature among various boundary 
conditions, whereas Chicago cases show clear temperature distinction on the surface 
exposure conditions. 
 
The boundary condition is a useful indicator to recognize whether a certain type of surface 
exposure would result in the least cooling electricity consumption. It is found that when 
only Floor is exposed, the data center model consumes the least amount of cooling power 
in both locations. However, in terms of maximum amount of cooling electricity 
consumption, it is the Roof exposure condition that requires most cooling power in Miami, 
while it is the All surface exposure condition in Chicago. 
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It has been found that the effect of supply temperature has significant effect on the energy 
consumption. ASHRAE recommended supply temperature for general buildings were not 
the case in this study. Rather, with a supply temperature of 10.8oC, the PUE is very close 
to 1 which also means a very efficient data center. 
 
The effect of volumetric flow rate also plays an important role on the data center energy 
consumption. It is found that in the supply air flow rate range of 0.8 – 1.1 m3/s, the PUE is 
closest to 1.  
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6.1. Summary 
 
The literature review in chapter 1 shows that common practices in using CFD for thermal 
management of data centers is quite popular. However, these CFD methods normally 
require an extensive amount of run time and computational resource. For hyperscale data 
centers, this issue is even magnified. In fact, CFD method is only proven useful for 
predicting both thermal and velocity profiles inside a data center in offline studies.  For 
real-time thermal monitoring or online studies which require constant input/output results, 
the method becomes problematic. The purpose of this research is to explore the alternative 
methods to solve the two posed challenges, i.e., run time and accuracy. By adopting novel 
methods such as reduced order modeling, e.g., proper orthogonal decomposition, and 
metamodel approximation technique, e.g., response surface methodology, the research 
aims to reduce the modeling time while keeping a reasonable accuracy for data center 
studies. The tradeoffs between these two quantities are carefully investigated and valid 
conclusions are drawn. Besides, other studies related to data centers such tile models, 
turbulence models, hybrid turbulence model, and optimizations also discussed in detail to 
add values to for data center research. 
 
In the first part of chapter 2, by acknowledging the two regions in a data center, namely, 
the “non-viscous domain” and “viscous domain,” a hybrid turbulence combination is 
introduced to reduce the computational effort in simulation. The “non-viscous domain” is 
referred to the region where there is insignificant and less turbulent flow characteristics 
such as the region far away from the active tile region. In these low to non-viscous regions, 
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the zero-equation model is used. The zero-equation model shows advantages in indoor 
airflow modeling because of its fast running time due to substantial grid size reduction, 
compared to the k-ε models. In the viscous or more active regions such around the server 
racks and floor tiles, the standard k-ε turbulence model is used to ensure the accuracy of 
the modeling results. This coupling method tries to preserve the accuracy in more active 
flow regions while reduce the computing effort in less active flow areas. 
 
In the second part of chapter 2, a comprehensive evaluation of floor tile and turbulence 
models is presented. In this section, a detailed validation study of ten turbulence models is 
investigated. Also, seven tile models are studied and compared. The rack model at three 
tile-to-server airflow ratios, 20%, 60%, and 100%, are assessed. Discussion on the pros 
and cons within the available flow conditions, as well as suggestions based on computing 
time and accuracy of each turbulence model are also provided. By quantifying the root 
mean square error (RMSE) and assessing the computing time of each turbulence model at 
various flow conditions, an overall performance index is proposed for each turbulence and 
title model relative to the baseline model. Top tile and turbulence model combinations are 
recommended based on the targeting criteria in regard to the tradeoff between computing 
time and accuracy. 
 
In chapter 3, thermal modeling of data center is carried out using a proper orthogonal 
decomposition method based on CFD data. A well-representative model of a real data 
center having three hot aisles and two cold aisles, and four CRAC units placed at four 
opposite walls is studied. The effects in the number of parameters used for the POD basis 
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function on the accuracy of the thermal modeling of data centers are investigated. In 
addition, the main focus is on the number of input parameter used to construct the POD 
basis function. In the current study, POD method is applied to obtain the temperature 
profile of a data center model using three input parameters, i.e., rack heat load, mass flow 
rate, and inlet temperature. An interpolation technique of constructing 3-D picture of the 
temperature profiles using 2-D POD simulation is introduced for the first time in data 
center modeling at various input conditions. Effects of various combinations of three 
design parameters previously mentioned are also investigated. Sensitivity analysis of each 
design parameter on the overall temperature is done individually to assess the fidelity of 
the POD model as compared to the CFD model.  
 
In chapter 4, response surface methodology is studied for the first time in thermal modeling 
and optimization studies for data centers. Due to its rapid running time, RSM can be used 
to accommodate the optimization of multiple design parameters where thousands of virtual 
design scenarios need to be generated. In addition, RSM can also be applied to reconstruct 
the airflow and temperature fields quickly, which is potentially useful for real-time thermal 
monitoring of data centers. Throughout the chapter, four applications of RSM for data 
centers are introduced. The first application focuses on finding an interpolation function 
that can be used to reconstruct the thermal profile within a data center model. Three 
different percentages of the original CFD data points (5%, 10%, and 20%) are compared 
with each other for training the response surface model in to get the overall temperature 
profile of a data center model. In second application, RSM model is applied with the goal 
of minimizing both the temperature difference of across the server racks and the maximum 
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temperature within a data center model. The optimization process allows to seek the best 
design parameters that satisfy both of the said objectives. In the third application, the RSM 
approach is demonstrated with the objective of seeking the best tile porosity arrangement 
that can create a uniform airflow distribution through perforated tiles. In the fourth 
application, a prescribed airflow distribution of choice is obtained through the inverse 
design optimization, and three different scenarios including linear, parabolic, and 
sinusoidal tile airflow distributions are optimized with success. 
 
In chapter 5, although building energy simulation can be used to estimate annual energy 
consumption of any building, its application in data centers has been very limited in the 
open literatures. Previous studies have only adopted the well mixed single-zone approach, 
without considering the existence of hot and cold aisles in the data center. Considering the 
importance of the hot and cold isles in thermal management, a multi-zone modeling 
approach that resolves the existence of the hot/cold aisles is proposed. In addition, data 
center thermal and energy performance under different boundary conditions are also 
investigated systematically in this chapter. The objectives are to first develop a more 
reasonable simulation model for data center in order to resolve the hot and cold aisles, and 
then apply the developed model to perform systematic studies of data center’s thermal and 
energy performance under different conditions. A parametric study using the BES code, 
EnergyPlus, is conducted to study the effects of five different surface boundary conditions 
(surface exposures) on the cooling electricity consumption and the zone mean air 
temperature in the data center. The studies are carried out for two typical U.S. climates: 
 190 
hot and humid (Miami, FL), and cool and humid (Chicago, IL). In addition, the effects of 
both supply temperature and volumetric flow rate of the supply side are also investigated. 
 
6.2. Conclusions 
 
Throughout the early dissertation work, coupled methods using zero-equation and 
standard k-ε shows proven advantages over the common CFD practice of using one single 
viscous domain on with two-equation models such as standard k-ε. A comparison between 
the two methods shows that the former method consumes half of the computing time 
compared to the latter within the same data center model. Next, regarding the 
comprehensives study of various RANS turbulence models and tile models in three typical 
flows (i.e., low, medium, high), a proposed composite performance index based on three 
modeling purposes (i.e., accuracy-targeting, time-targeting, and well-balanced models) is 
identified for data center modeling. Although some turbulence models are more 
advantageous compared to others in each modeling purpose, overall, it is found that the use 
of zero-equation turbulence model combined with either body force or modified body force 
tile model suggests reasonably good outcomes for data center modeling. 
 
In developing faster methods for data center modeling, both POD and RSM have good 
potentials in reducing the computing time while keeping reasonable accuracy for data 
center modeling. Both of these methods, though different in approaches (reduced order vs. 
approximation), can successfully reconstruct the temperature profiles within a data center 
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model. This is especially advantageous for online study of data centers. Further 
applications of RSM show usefulness in design input optimization on temperature 
differences across server racks and maximum temperature within a data center. The time 
reduction is superior compared to the traditional CFD method. It only takes 7 days for the 
entire process with RSM, whereas 379 days is required for CFD. Finally, the successful 
optimizations of both tile airflow uniformity and inverse designs of various tile airflows 
shows that RSM’s capability in assisting best practice floor tile selection for an energy-
efficient data center. 
 
Finally, in energy modeling for data centers, the proposed multi-zone model is found to be 
more effective compared to the commonly used single zone model. For two specific 
locations investigated, i.e., Miami and Chicago, the energy consumption would have been 
saved 16% in Miami and 14% in Chicago if the multi-zone model was to be used over the 
single-zone model. In addition, the average zone temperature difference for the multi-zone 
model is much improved (7%) compared to single-zone model (19%). Location factor 
plays an important role in deciding whether some of boundary conditions are affecting the 
cooling electricity consumption on a monthly basis. In addition, the effect of supply 
temperature and volumetric flow rate have significant effects on the energy consumption. 
Within the goal of reaching PUE close to unity, a supply temperature of 10.8 ◦C and a flow 
rate range of 0.8 – 1.1 m3/s are suggested for the data center investigated. 
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6.3. Future Work 
 
Although the hybrid turbulence model significantly reduces the computing time in half, it 
faces the problem of geometry-specific or application-specific. The current algorithm 
focuses on the detection of non-viscous and viscous regions based primarily on the vorticity 
magnitude level for the data center model studied; however, a more robust algorithm needs 
to be in place to better identify the non-viscous and viscous regions for any geometries. 
 
As for the POD method, the current study focuses on CFD-based POD method using 
snapshots to construct 3-D temperature profile from 2D. In reality, sensor-based POD can 
be alternative used to construct the temperature field. Temperature sensors should be 
placed in a steady surface and sweeping through the entire data center for temperature input 
that is then analyzed by POD method. If successfully applied, it is particularly useful for 
detect hotspots in real-time for temperature control of data centers. 
 
The POD and RSM methods are serving as the same purpose for time reduction and 
accuracy preservation. However, the comparison of these two methods have not been 
analyzed at the same time in this thesis work. Future studies should include the comparison 
in detail on the advantages and disadvantages of both methods.  
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Appendix B 
 
Linear tile airflow distribution 
 
 
a) Stage 1 
 
b) Stage 2 
 
c) Stage 3 
 
d) Stage 4 
Fig. B.1 Optimal designs sort out at different stages 
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a) Stage 1 
 
b) Stage 1 
 
c) Stage 2 
 
d) Stage 2 
 
e) Stage 3 
 
f) Stage 3 
Fig. B.2 Designs validation via stages 
a), c), e) Comparison of the tile mass flow rate standard deviation between the predicted RSM and the 
simulated CFD values. b), d), f) The simulated CFD values of tile mass flow rate for cases validated at 
each stage 
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Parabolic tile airflow distribution 
 
 
a) Stage 1 
 
b) Stage 2 
 
c) Stage 3 
 
d) Stage 4 
Fig. B.3 Optimal designs sort out at different stages 
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a) Stage 1 
 
b) Stage 1 
 
c) Stage 2 
 
d) Stage 2 
 
e) Stage 3 
 
f) Stage 3 
Fig. B.4 Design validation via stages ge 
a), c), e) Comparison of the tile mass flow rate standard deviation between the predicted RSM and the 
simulated CFD values. b), d), f) The simulated CFD values of tile mass flow rate for cases validated at 
each stage 
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Sinusoidal tile airflow distribution  
 
 
a) Stage 1 
 
b) Stage 2 
 
c) Stage 3 
 
d) Stage 4 
Fig. B.5 Optimal designs sort out at different stages 
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a) Stage 1 
 
b) Stage 1 
 
c) Stage 2 
 
d) Stage 2 
 
e) Stage 3 
 
f) Stage 3 
Fig. B.6 Design validation via stages 
a), c), e) Comparison of the tile mass flow rate standard deviation between the predicted RSM and the 
simulated CFD values. b), d), f) The simulated CFD values of tile mass flow rate for cases validated at 
each stage 
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