In this paper, a distributed approach to Model Predictive Control (MPC)-based trajectory planning for rotary-wing UAV (Unmanned Aerial Vehicle) communication network topologies under radio path loss constraints is proposed. The goal is to find trajectories that are safe with respect to grounding and collision, fuel efficient and satisfy criteria for communication such that the UAVs form chains to multiple targets with given radio communication capacities. The MPC-based optimization subproblems are computed autonomously within each UAV, using convex quadratic programming, with the requirement that each UAV communicates its current measured position to all other UAVs. In addition, a simple coordination between UAVs allows for the communication network topology to be reconfigured in case of failures or radio path loss changes. The control performance of the distributed linear MPC trajectory planning is studied based on a simulation case with four UAVs and two targets.
INTRODUCTION
This research is motivated by emerging applications of UAVs (Unmanned Aerial Vehicles) such as Arctic offshore ice monitoring and other complex long range multivehicle missions in areas without a permanent communication infrastructure. The problem of path planning for UAVs has been considered in several papers. For instance, in Burdakov et al. (2009) , relay chains are generated solving the all hops optimal path graph search problem. In Grøtli and Johansen (2012) , a Mixed-Integer Linear Programming approach for path and mission planning under radio communication constraints for UAVs is developed. Location and movement of UAVs are optimized in Han et al. (2009) , in order to improve the connectivity of a wireless network. In Dixon and Frew (2012) , a decentralized mobility control algorithm for an optimal end-to-end communication chain using a team of unmanned aircrafts acting solely as communication relays is presented. In Le Ny et al. (2012) , an optimization-based approach to the deployment of an ad-hoc wireless network between UAVs is proposed, which decomposes into two components, one for position optimization and one for communication optimization, coupled via a set of Lagrange multipliers. In Moses Sathyaraj et al. (2008) , path planning and path finding algorithms for multiple UAVs are studied. In Michael and Kumar (2011) , a framework based on a lowdimensional abstraction is developed that enable a group of aerial robots to maintain a formation while avoiding collisions. In Gan and Sukkarieh (2011) , a novel approach for multi-UAV target search using a decentralized gradient-based optimization is proposed, where the gradient is explicitly formulated.
Model Predictive Control (MPC) is an optimization-based method for control that can handle state and input constraints (Mayne et al. (2000) ). In the case of full control, there is no path planned in advance and the objective usually consists in minimizing fuel consumption, while meeting the overall mission objectives. In Dunbar and Murray (2006) , a distributed MPC approach to multi-vehicle formation stabilization is proposed in which each subsystem is assigned its own optimal control problem, optimizes only for its own control at each update, and exchanges information only with neighboring subsystems. In Kuwata and How (2011) , a decentralized MPC approach for path planning for cooperative UAVs in the presence of bounded disturbances is developed. In Grancharova et al. (2012a) , a distributed nonlinear MPC-based trajectory planning approach for a fixed-wing UAVs communication chain is proposed (a single target is assumed), which explicitly incorporates constraints on radio communication path losses. In (Grancharova et al. (2012b) , the distributed MPC-based trajectory planning problem for a group of UAVs is solved by applying the dynamic dual decomposition method (Giselsson and Rantzer (2010) ). In Shin and Kim (2009) , centralized and decentralized MPC methods to solve a re-planning problem are compared.
In this paper, a distributed linear MPC approach to solve the trajectory planning problem for rotary-wing UAVs is proposed, where the objective of the UAV system is to form a communication network to multiple targets with given radio communication capacities. The approach explicitly incorporates constraints on radio communication path losses, computed by using SPLAT! (Maglicane (2010) ). For terrain collision avoidance, at each time sample the terrain below each UAV and the communication path losses are approximated with linear functions of the spatial coordinates. This leads to linear MPC sub-problems, which are solved by using convex quadratic programming. A simple coordination between UAVs allows for the communication topology to be reconfigured in case of failures or changes in radio path loss. We assume the reconfiguration is handled by a separate system, and consider only the trajectory planning. The performance of the distributed linear MPC trajectory planning is studied on a simulation case with four UAVs and two targets.
RECONFIGURABLE COMMUNICATION CHAINS BY DISTRIBUTED LINEAR MPC

UAVs model in ENU coordinate system
The East-North-Up (ENU) coordinate frame is a local geodetic coordinate system whose tangent plane is fitted to the geodetic reference ellipse at some convenient point for local measurements. The x axis points towards east, the y axis points towards true north and the z axis completes the right handed orthogonal frame by pointing away from the Earth perpendicular to the reference ellipsoid.
It is assumed that the i-th UAV is described by the following discrete time model in the ENU coordinate system: 
Constraints
The following constraints are imposed on the UAVs. 
Constraints on the velocity vectors
2. Acceleration constraints The acceleration constraints for the i-th UAV are:
where
are known constants.
Anti-grounding and air space constraints
The following constraints are imposed on the position of the i-th UAV in the ENU coordinate system:
are the predicted coordinates of the i-th UAV by using the model (2) for a given velocity sequence i V , , are introduced in order to avoid infeasibility. The constraints imposed on the coordinate z are such that the terrain collision avoidance requirement is met.
The height of the terrain below the i-th UAV is upper approximated with the following linear function:
Here, the vector
i i tt i tt a x y   contains the coefficients, which depend on the initial position of the i-th UAV and they are obtained by solving a Linear Programming (LP) problem (see Grancharova et al. (2012a) ).
Constraints on radio communication path losses
The task where M-number of rotary-wing UAVs are assigned to form L-number of primary communication chains between one base station and L-number of targets is considered. In each chain, it is assumed that only one UAV communicates with the base station and only one UAV should communicate with the respective target. All neighbouring UAVs within the chain should be able to communicate with each other (with higher priority) and with the neighbouring UAVs from the other chains (with lower priority). The last requirement is necessary in order for the chains to be quickly reconfigured in case some of the UAVs loose connectivity. Let also the base station be indexed as the node 0 and the L-number of targets be indexed as the M+1, M+2, …, M+L nodes. The connectivity constraints represent constraints on the radio path losses in the communication between the UAVs. The radio path losses are computed by using SPLAT! (Maglicane (2010 ), McMellen (2010 ) and are approximated by linear functions at each time sample. SPLAT! uses elevation data to calculate field strength and path loss based on the LongleyRice Irregular Terrain Model (Longley and Rice (1968) In addition to the topology matrix, the following vectors are specified: 
where - 
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where the vector to avoid collision between the UAVs. The rationale behind this is that the communication path loss between two UAVs will depend on the terrain and the distance between them. Therefore, it is possible to avoid collision by keeping the path loss above the specified minimal value. The path loss in (9) is upper approximated with the following linear function:
The coefficients 
where 
The coefficients The coefficients in the approximating linear functions (12) and (14) are obtained by solving LP problems, which are similar to the LP problem (9)-(10).
Reconfigurable communication chains by distributed linear MPC
With the distributed MPC approach, the approximated path losses in (7), (11), and (13) are computed as dependent on the predicted coordinates of the considered UAV only, i.e. it is assumed that the positions of the neighbouring UAVs do not change during predictions when solving the corresponding MPC sub-problem. It is assumed that each UAV communicates its current measured position to its neighbouring UAVs. Thus, for the current measured positions ( ), 1,..., r p t r M  of the UAVs, the MPC path planning solves a distributed optimization problem consisting of the following sub-problems:
(MPC sub-problem for the i-th UAV) (2)- (5), and:
The distributed linear MPC approach, described in the previous section, is applied and the results are presented in Fig. 5 to Fig. 18 .
In the time period [0; 700] all UAVs are used (topology shown in Fig. 1 and Fig. 2 ). At time 700, UAV4 is out of use and the communication chains are reconfigured (that is why all graphics, associated to UAV4, are depicted only until time 700 (Figs. 6, 7, 12, 14, 15, 17) ). Then, Procedure 1 is applied and in the period [700; 780], the network topology from Fig.  3 is used, where UAV2 also takes the taks of UAV4. Thus, UAV2 should be able to communicate with both the base station and the target T2. Since with this scenario, the communication path loss between the UAV2 and the base station approaches the maximal allowed limit (see Fig. 9 ), at time 780 Procedure 2 is used and the communication topology is reconfigured again, as it is shown in Fig. 4 . In this topology, UAV1 is used in both chains. It can be seen from Fig. 18 that UAV2 manages to communicate to the target T2. It can also be observed from Fig. 16 that UAV3 in the other chain establishes communication with the target T1. From Fig. 10 to Fig. 15 it can be noticed that the communication path losses between UAVs in a defined chain never exceed the maximum allowed values. It also should be noted that the use of local linearizations with the suboptimal distributed MPC approach means that in some complex scenarios it may need to be combined with mission planning methods for infeasibility handling based on global information, e.g. ).
