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Abstract The Beaufort Gyre is a key feature of the Arctic Ocean, acting as a reservoir for freshwater in
the region. Depending on whether the prevailing atmospheric circulation in the Arctic is anticyclonic or
cyclonic, either a net accumulation or release of freshwater occurs. The sources of freshwater to the Arctic
Ocean are well established and include contributions from the North American and Eurasian Rivers, the
Bering Strait Paciﬁc water inﬂow, sea ice meltwater, and precipitation, but their contribution to the Beaufort
Gyre freshwater accumulation varies with changes in the atmospheric circulation. Here we use a Lagrangian
backward tracking technique in conjunction with the 1/12‐degree resolution Nucleus for European
Modelling of the Oceanmodel to investigate how sources of freshwater to the Beaufort Gyre have changed in
recent decades, focusing on increase in the Paciﬁc water content in the gyre between the late 1980s and early
2000s. Using empirical orthogonal functions we analyze the change in the Arctic oceanic circulation that
occurred between the 1980s and 2000s. We highlight a “waiting room” advective pathway that was present
in the 1980s and provide evidence that this pathway was caused by a shift in the center of Ekman transport
convergence in the Arctic. We discuss the role of these changes as a contributing factor to changes in the
stratiﬁcation, and hence potentially the biology, of the Beaufort Gyre region.
Plain Language Summary The Beaufort Gyre, a clockwise ice and water circulation in the Arctic
Ocean, is an important feature of the Arctic because it stores a large volume of fresh—relative to the rest of
the ocean—water. Depending on the atmospheric circulation driving it, the Beaufort Gyre can either
accumulate or release this freshwater. The sources of relatively freshwater to the Beaufort Gyre are Arctic
rivers, the Bering Strait, and melting sea ice. By tracking virtual particles in a high‐resolution ocean model,
we investigate how these sources have changed in recent decades, and identify a change in the pathways
bringing them to the Beaufort Gyre. This change in ocean circulation was found to correlate with a change in
the mixed layer depth in the model.
1. Introduction
The Beaufort Gyre is an anticyclonic oceanic gyre in the Canada Basin that stores a large volume of
freshwater in the Arctic Ocean, and as such has a signiﬁcant role in freshwater accumulation in the
Arctic, changing upper ocean stratiﬁcation and, potentially, affecting sea ice retreat and the dynamics of
the Arctic Ocean as a whole (Aksenov et al., 2016; Mcphee et al., 2009). In order to understand how the
Arctic Ocean has changed in recent decades, as well as how it may change in the future, it is vital to
understand the mechanisms of the freshwater accumulation, speciﬁcally advective pathways of the
freshwater in the Beaufort Gyre. Changes in circulation pathways are important for bringing different,
potentially warmer, and less dense water masses to the Beaufort Gyre (Aksenov et al., 2017; Karcher
et al., 2012), which in turn can change stratiﬁcation and mixed layer depth, modifying the nutrient content
of the region (Popova et al., 2013). Stronger stratiﬁcation inhibits mixing (Rippeth et al., 2015) and reduces
the amount of nutrients that can be brought to the upper ocean where there is sufﬁcient light penetration in
summer and phytoplankton can grow. Weakening of the stratiﬁcation, on the other hand, promotes mixing
and hence increased biogeochemical activity (Carmack et al., 2016). Changes in stratiﬁcation and mixing
affect heat transfer from the intermediate depth Atlantic Water (AW) to the surface (Polyakov et al., 2010;
Polyakov et al., 2017): a more strongly stratiﬁed ocean allows less heat to be brought to the surface (and vice
versa), thus may play an important role in sea ice retreat in all seasons in the next few decades (Aksenov
et al., 2017; Polyakov et al., 2010; Stroeve et al., 2018). For these reasons, studying the changes in advective
pathways of water masses can provide valuable insight into understanding a contributing factor to changes
in the dynamics and biogeochemistry of the Beaufort Gyre and the Arctic Ocean as a whole.
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Previous work (Giles et al., 2012; Polyakov et al., 1999; Proshutinsky et al., 1999) has established
that the net accumulation or release of freshwater in the Beaufort Gyre is largely driven by quasi‐
decadal oscillating patterns in the wind forcing. The ocean's response to these variations is a pro-
nounced bimodal state of the Arctic Ocean with stronger or weaker Beaufort Gyre, that is, the Arctic
Ocean Oscillation (AOO) index (hereafter AOO). Proshutinsky and Johnson (1997) deﬁne the AOO
from changes in sea surface heights using a coupled ice‐ocean shallow‐water barotropic model. The
AOO describes whether the barotropic component of the circulation is dominated by cyclonic or
anticyclonic motion, with the former shown (Proshutinsky et al., 2002; Proshutinsky et al., 2009) to
correlate with release of freshwater from the Beaufort Gyre and the latter associated with
freshwater accumulation.
A net increase in Beaufort Gyre freshwater content has been observed over the two decades between 1992
and 2012, with increased precipitation and melting of sea ice contributing factors to this (Krishﬁeld et al.,
2014; Proshutinsky et al., 2009; Rabe et al., 2014). Meteoric water (riverine input, glacial melt, and precipita-
tion minus evaporation) also contributes to the freshwater budget of the Arctic Ocean. The meteoric water
imports/exports to the Arctic Ocean are approximately balanced (Alkire et al., 2017), suggesting that the
observed freshwater increase in the Canada Basin is due to a spatial redistribution of freshwater across
the Arctic (Alkire et al., 2017; Wang et al., 2019). The mechanism driving the accumulation of freshwater
during anticyclonic atmospheric forcing is Ekman pumping (Aksenov et al., 2016; Proshutinsky et al.,
2002; Proshutinsky et al., 2009). Anticyclonic wind drives an Ekman transport to convergence which results
in the observations of increasingly domed sea surface heights in the Beaufort Gyre (Armitage et al., 2016;
Giles et al., 2012).
Since 1948, the AOO has typically varied with a period of approximately 10–15 years up until 1996.
However, this relationship has broken down in recent years, with the AOO being in the anticyclonic circu-
lation regime since 1997 until 2015 and beyond (Proshutinsky et al., 2015). In addition to quasi‐oscillatory
variability in the Arctic, anthropogenic climate change is having secular effect on the region: “Arctic ampli-
ﬁcation” of global warming is seeing temperatures in the polar region increase twice as rapidly as the rest of
the world ocean (Cao et al., 2017; Cohen et al., 2014; Graversen et al., 2008). Historically, the Beaufort Gyre
has played a “ﬂywheel” role in inﬂuencing the dynamics of the Arctic Ocean as a whole (Proshutinsky
et al., 2002), maintaining the negative salinity anomaly in the region and facilitating the dominant anticy-
clonic geostrophic circulation in the Canada Basin throughout the year, even when the wind forcing
becomes cyclonic.
While accumulation of freshwater, and in particular a freshening of the upper mixed layer in the
Beaufort Gyre region can act to make the ocean more strongly stratiﬁed, there is a competing inﬂuence
in the form of sea ice cover. Sea ice mediates the reaction between the atmosphere and ocean which
limits how much wind‐driven mixing is possible in the Arctic. With Arctic sea ice rapidly declining,
and ice‐free summers predicted by midcentury (Boe et al., 2009; Overland & Wang, 2013; Wang &
Overland, 2012), more open water allows for increased wind driven mixing and hence would counter
the effect of freshwater accumulation and decrease the stratiﬁcation in the Beaufort Gyre region.
These dynamical processes compete with thermodynamic mechanisms which increase the thickness of
the mixed layer in winter (during intense new ice formation in the regions free of ice during summer)
and increase water stratiﬁcation in summer due to ice melt and direct heating of the upper ocean layers
by solar radiation.
Here we aim to investigate how the advective pathways bringing freshwater to the Beaufort Gyre region
have altered during this period of rapid change for the Arctic Ocean. We then discuss the role of these
dynamic changes in potentially contributing (alongside other, thermodynamic processes) to changes in
stratiﬁcation and mixing in the Beaufort Gyre region, and the potential impact for the biology of
the region.
We aim to address three main questions. First, how have the sources of water to the Beaufort Gyre changed
since 1980? Second, how have the advective pathways bringing Paciﬁc water to the gyre changed? And third,
what is causing this change? Additionally, we investigate variability in the modeled mixed layer depth across
the Arctic over the same period. We discuss the link between this and the change in circulation pathways as
a potential contributing factor to variations in the mixed layer depth.
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2. Methodology
2.1. Nucleus for European Modelling of the Ocean Model and ARIANE Particle Tracking
The model used in experiments here is the Nucleus for European Modelling of the Ocean (NEMO), coupled
to the Louvain‐la‐Neuve Ice Model (LIM2) sea ice model (Fichefet & Maqueda, 1997; Goosse & Fichefet,
1999; Madec, 2014). This version of NEMO has 75 depth levels (31 of which are in the top 200 m, with reso-
lution as ﬁne as 1m in the uppermost layer), and has a horizontal resolution of approximately 1/12°, giving it
a grid length‐scale of 3–5 km in the Arctic, making it eddy permitting throughout the Arctic, though not fully
eddy resolving on the shelves (Nurser & Bacon, 2014). NEMO is forced at the air‐sea interface using the ver-
sion 5.2 DRAKKAR forcing set (Brodeau et al., 2010). This includes 6‐hourly winds, temperature and humid-
ity from ERA40 reanalysis, daily longwave and shortwave radiative ﬂuxes, and monthly means for
precipitation and river runoff from CORE2 reanalysis. The DRAKKAR forcing set utilizes a monthly clima-
tology for riverine input (Brodeau et al., 2010; Timmermann et al., 2005), with freshwater added at the sur-
face level in this conﬁguration of NEMO. The model was run with this DRAKKAR forcing set forcing
between 1958 and 2015.
For our experiments, we use the ARIANE software (Blanke & Raynaud, 1997) using model output from
NEMO. ARIANE works off‐line, reading in the 3‐D velocity ﬁelds saved in the NEMO output, interpolating
to solve for particle translation throughmodel grid cells, and saving particle positions daily. The output from
the global NEMO model used here (run ORCA0083‐N006) is saved as ﬁve‐day means. ARIANE can be run
both forward and backward in time, and it is the backward tracking that we employ here.
ARIANE, or other Lagrangian packages, are an especially useful tool for investigating the results of high‐
resolution ocean models where running the full model with online tracers would be prohibitively computa-
tionally expensive. However, this approach does have limitations. Small‐scale processes such as diffusion
and mixing, which are parameterized in the model, cannot straightforwardly be factored into Lagrangian
analysis when investigating advective pathways (Wagner et al., 2019).
The NEMO‐LIM2 model and ARIANE software are more completely described in Kelly et al. (2018), where
validation of the surface circulation in this model conﬁguration was performed. Comparingmodeled sea sur-
face heights (SSH), observed SSH (Armitage et al., 2016), and the barotropic streamfunction of modeled cir-
culation showed good agreement between the data sets. Additionally, empirical orthogonal function (EOF;
see section 2.3) analysis of modeled and observed SSH over the period 2003–2012 shows the same dominant
nonseasonal mode of variability in the region observed by satellite (see supporting information; Armitage
et al., 2016).
NEMO has previously been validated extensively in the Arctic Ocean. For instance, modeled stratiﬁcation
and water mass types show good agreement with observed Arctic stratiﬁcation for other NEMO conﬁgura-
tions (Aksenov et al., 2016; Janout et al., 2015; Luneva et al., 2015). Additional validation of the modeled
mixed layer in the 1/12‐degreeconﬁguration of NEMO used here is provided in the supporting information
to this paper. There we compare the modeled mixed layer depth to that found in observations (Peralta‐Ferriz
& Woodgate, 2015), and ﬁnd good model skill. The largest discrepancy was found to be an overestimate of
the summer mixed layer depth in the Barents Sea, away from the focus of this research.
Previous work has used ARIANE in conjunction with various different conﬁgurations of the NEMO model
in the Arctic Ocean. Lique et al. (2010) used a global ¼‐degree ORCA025 conﬁguration together with a back-
tracking approach to assess the sources of water exiting the Arctic Ocean via the Fram and Davis Straits. Hu
and Myers (2013) used a regional Arctic conﬁguration of NEMO alongside ARIANE to investigate Paciﬁc
water inﬂow pathways during a model spin‐up, producing inﬂow pathways consistent with more recent
online passive tracer experiments (Aksenov et al., 2016). Finally, Kelly et al. (2018) investigated advective
pathways in the context of pollutant spills from the Northern Sea route using ARIANE in conjunction with
the same 1/12 global NEMO model used here.
2.2. Lagrangian Experiment Design Modal Experiments
The sources of freshwater for the Arctic Ocean are well established: Siberian and Alaskan Rivers, Paciﬁc
Ocean inﬂow, sea ice meltwater, and precipitation (e.g., (Aagaard & Carmack, 1989). Less is known about
the advective pathways associated with these sources and, in particular, the freshwater components by
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sources in the Beaufort Gyre region. Thus, the goal of this work is to use a Lagrangian particle tracking
technique, in conjunction with a high‐resolution ocean model, to investigate water mass (particles
representing them) pathways and their temporal variability.
We conducted a set of numerical experiments focusing on the origin of the water in the Beaufort Gyre. To
investigate this, we release “particles” throughout the Beaufort Gyre region, and, using the ARIANE soft-
ware, track them backward for 10 years to their sources. Ten years was chosen to ensure that the majority
of particles would have left the gyre within the experiment—this, rather than the time scaleto reach each
source—is the limiting factor in the experiment. This approach allows us to attribute fractions of the fresh-
water to theMackenzie River, Paciﬁc Ocean, and Eurasian shelf, but it does not permit investigation of path-
ways associated with meltwater or precipitation.
Our Lagrangian particles were initially uniformly distributed over a region bounded by 169°W, 129°W,
81°N, and a southern boundary taken to be the 300‐m depth contour (see Figure 1a for each horizontal
release location). We deﬁne this to be our “Beaufort Gyre region.” Particles were released at ﬁve depth levels:
1, 21, 44, 82, and 140m (chosen to correspond to integer depth levels in NEMO that sample different layers of
the Beaufort Gyre). One particle was released at each horizontal location (total of 156 per depth level) and
each depth to give a total of 780 particles per release. Releases were performed monthly between 1980 and
2013 (giving a grand total of 9,360 particles per year), and each particle's location was recorded daily for
10 years. Since particle trajectories were followed backward in time, NEMO output was required for the per-
iod 1970 to 2013.
Because of the large number of trajectories in our experimental design, we employ “traps” in our analysis to
establish speciﬁc pathways taken by trajectories. This enables us to log their timing and quantity through
particular regions. Essentially, for each simulated time point, we automatically determine whether trajec-
tories are located within a series of small domains: the traps. We have positioned these in the locations of
known circulation pathways, and where they permit clearly distinct routes to be distinguished. Three traps
were used in this experiment, to identify particles which were tracked back to three different sources: Paciﬁc,
Eurasia, and the Mackenzie River. See Figure 1 for a visual representation of these traps.
Particles of Paciﬁc origin are straightforward to deﬁne—any particle with a recorded position south of 65°N
and with longitude between 150°E and 150°W was classiﬁed as Paciﬁc. Second, any particles which were
tracked back to a trap south of 75°N and between 120°E and 170°E or south of 80°N and between 30°E
and 120°E were marked as originating from the Eurasian shelf. Third, a trap based on the plume of the
Mackenzie River was deﬁned—particles (which had not already been attributed to either the Paciﬁc or
Eurasia) were considered of Mackenzie origin if they spent at least one time step between 68°N and
70.5°N and between 132°W and 138°W (see Figure 1b).
Figure 1. (a) Experiment design. Black dots show the Beaufort Gyre (BG) region where particles were initialized at ﬁve
different depth levels. The colored regions represent the traps used to deﬁne sources of BG water, as used for classifying
Lagrangian trajectories: Paciﬁc (dark blue), Eurasia (green), and Mackenzie River (magenta). Background color scale
shows bathymetry. (b)Modeled sea surface salinity (1997 annual mean—illustrative choice of a year with approximately
neutral AOO conditions) in the Mackenzie River region, used to deﬁne the Mackenzie River “trap.” The black box in
Figure 1b is the same as the magenta box from Figure 1a.
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In addition to our three traps, we counted the number of particles which still remain in our Beaufort Gyre
region (as deﬁned previously) after 10 years of backtracking, as well as the number of particles which did
leave the gyre but were not attributed to any of the three sources using the methodology described above.
These are assumed to either have not left the gyre (due to our rather strict deﬁnition of the Beaufort Gyre
region) or to be en route to one of the other traps at the time the experiment ended.
2.3. Analysis Techniques
First, we compare the number of particles tracked back to each source for each year of particle releases.
Second, we investigate the subset of particles which originate from the Paciﬁc Ocean separately to highlight
a change in advective pathways. For the Paciﬁc, we calculate the year in which particles cross the Bering
Strait (regardless of when they were initially seeded in the Beaufort Gyre.) Then, looking at each of the ﬁve
release depths individually, we calculate the concentration of particles throughout the Arctic for particles
that cross the Bering Strait in each year. EOF analysis is then performed to compare how these concentra-
tions vary between years.
EOF analysis is a widely employed technique that can be used with spatial and temporal data to highlight
different modes of variability which are independent (orthogonal) of each other. It has been used in various
Arctic studies, for example, in the context of observed SSH patterns across the Arctic (Armitage et al., 2016),
and we use the EOF technique to investigate modeled changes in SSH here. This method is particularly use-
ful for identifying temporal trends and determining whether spatial areas vary in or out of phase with
one another.
This is achieved by taking a three‐dimensional variable (latitude, longitude, and time), and, by an orthogo-
nal transformation, converting it into eigenvalues and eigenvectors that describe the variance in the data.
The ﬁrst mode of the resulting EOF is the eigenvector that describes the largest amount of the variance.
The second mode is the function which describes as much of the remaining variance as possible, and so
on for n − 1 modes, where n is the number of time slices analyzed.
The result of the EOF analysis is three variables for eachmode: a two‐dimensional ﬁeld describing the spatial
pattern of variability, a dimensionless EOF index for each time slice, and the fraction of the variability for
that mode. In general, each time slice is described by taking the mean spatial pattern of a given ﬁeld (e.g.,
concentration of trajectories), and adding the spatial pattern for each EOFmodemultiplied by the respective
EOF index for that time slice.
For instance, for some spatial variable X, which is recorded at t points in time, we can calculate t − 1 EOF
modes. Then, we can write
X tð Þ ¼ <X>þ Σ EOFn×indexn tð Þ
where <X> is the mean value of X over all t and EOFn and indexn are the spatial ﬁelds and EOF indices for
each EOFmode. As the EOF procedure is designed to capture as much of the variance as possible in the ﬁrst
few modes, the EOF modes for higher n can be neglected: in all the cases where EOF analysis was deployed
here, the ﬁrst mode was sufﬁcient to describe the majority of the variability.
As well as applying this technique to the concentrations derived from our Lagrangian experiments to high-
light how the advective pathways have changed, EOF analysis is applied to SSH and mixed layer depth
(MLD) ﬁelds output from the annual model means. This is done to explain the reasons for the shift in advec-
tive pathways, and to explore potential consequences linked to that change in advection.
3. Results and Discussion
3.1. Variability of Sources of Beaufort Gyre Water
We begin by analyzing the sources of Beaufort Gyre freshwater, and their variability, both temporally and by
depth. We start by considering all particles launched in a given year at each depth level. Figure 2 shows a
stacked bar chart for each of the release depths, displaying how many particles we attributed to each source
(or none at all) for each year:
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In Figure 2, the years along the x axis correspond to the years in which particles were initially released. Due
both to the advective time scales required to go back from the gyre to one of our three sources, and the fact
that particles can persist in the gyre for many years (inmany cases, for the full 10 years they are tracked for—
see the red bars) the year that each particle was released does not directly equate to the year in which it
entered the Beaufort Gyre.
From Figure 2, it is clear that Paciﬁc Ocean (dark blue) is the dominant source of particles in all years. 34% of
all trajectories are tracked back to the Paciﬁc Ocean, and the Paciﬁc dominates most strongly (41% of all tra-
jectories) for releases at 44‐m depth, which is in the Paciﬁc layer of the Beaufort Gyre. We note the trend of
the Paciﬁc contribution increasing from the late 1980s and throughout the 1990s, which is especially promi-
nent in the 44‐ and 82‐m releases. However, it is important to note that this does not necessarily imply that it
is the dominant source of freshwater to the Beaufort Gyre—each particle backtracked to the Paciﬁc Ocean
represents a much smaller freshwater contribution than a particle backtracked to the Mackenzie River.
From observations (Woodgate, 2018), it is known that the freshwater discharge from the Bering Strait
(2,000–3,000 km3/year) is an order of magnitude larger than the discharge from the Mackenzie River (300
km3/year), which is in agreement with our experiment results showing that the majority of trajectories
can be traced back to the Bering Strait.
Given that particles traced back to Paciﬁc Ocean must have passed over the Chukchi Plateau, which is only
approximately 50 m deep, and that particles initially seeded at the 82‐ and 140‐m depth levels were found to
come from the Paciﬁc, the question of how they reached those depths are inevitably raised. As they circulate
backward around the Beaufort Gyre, they were found to spiral up to shallower layers as they were back-
tracked to the Paciﬁc. This corresponds to Paciﬁc Water being pumped to these greater depths via the helical
circulation pathways, as described in an idealized case by Timmermans et al. (2014).
The contribution of the Mackenzie River is more important at the surface of the Beaufort Gyre region rela-
tive to the Mackenzie contribution at greater depths. Twenty‐seven percent of trajectories from the 1‐m
release are tracked to the Mackenzie River; however, this diminishes in importance in the deeper layers
Figure 2. Relative importance of each source to the Beaufort Gyre region after 10 years of backtracking, for the period
1980–2013. Dark blue = Paciﬁc, magenta = Mackenzie River, green = Eurasian shelf, red = did not leave BG region,
orange = left BG region, but uncategorized. This is shown for each of the ﬁve depth levels studied: (a) surface releases, (b)
21‐m releases, (2) 44‐m releases, (d) 82‐m releases, and (2) 140‐m releases.
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(14%, 8%, 6%, and 7% for 21‐, 44‐, 82‐, and 140‐m releases, respectively). In contrast, the contribution of
Eurasian shelf waters—including inputs from Eurasian rivers—is negligible in all layers in almost all years
investigated (1.6% of all trajectories), aside from a contribution to the surface layer in the early 1980s. Due to
the small, typically negligible number of particles reaching the Siberian shelf, we do not attempt to consider
the relative contribution of the Siberian rivers but acknowledge this as a potential avenue for future research.
The red and orange bars in Figure 2 correspond to those particles which either never leave the gyre (red) or
leave but have not yet reached another box (orange).
To summarize, the two main results that we can glean from this analysis of sources of Lagrangian particles
are as follows:
1. The Beaufort Gyre is strongly layered by advective source. The vertical structure of the Beaufort Gyre
region is well described (Davis et al., 2016; Lique et al., 2014; Steele et al., 2004) with a fresh upper layer
above the Paciﬁc halocline and ﬁnally the Atlantic layer at the bottom. This structure is apparent in
Figure 2, with the majority of Mackenzie and Eurasian particles in the surface release, Paciﬁc particles
dominating the 44‐ and 82‐m releases (41% and 40%, respectively), and a marked decline in Paciﬁc par-
ticles from the 140‐m release (27%), which corresponds approximately to the base of the Paciﬁc layer in
the Canada Basin (Steele et al., 2004).
2. The contribution of Paciﬁc water to the Beaufort Gyre has increased since the late 1980s. This trend is
most obvious in the 44‐ and 82‐m layers, where the Paciﬁc contribution increased by 43% in these layers
between 1988 and 2000. This trend is in agreement with observations which have noted an increase in
Paciﬁc inﬂow to the Arctic via the Bering Strait over the same period (Woodgate, 2018).
3.2. Changing Pathways: The Waiting Room
To investigate how the circulation pathways have changed between the 1980s and present day, we focused
on the contribution from the Paciﬁc Ocean using only the subset of trajectories that crossed the Bering Strait.
To get around the problem of particles remaining in the Beaufort Gyre for several years before eventually
leaving, we recategorized them based on the year in which they crossed the Bering Strait rather than the time
of their initial release. Particles tracked to other sources (or none) are disregarded in this analysis. As parti-
cles were released every year between 1980 and 2013 before being backtracked for 10 years, Bering Strait
crossings occur every year from 1970 to 2013. To avoid biasing the results with under sampled years (e.g.,
crossing in 1971 are only possible from the 1980 or 1981 releases, and in 2012 only from the 2012 or 2013
experiments), only particles which crossed the Bering Strait between 1980 and 2003 are considered.
Considering only these particles, we divided the Arctic into a 1° (longitude) × 0.5° (latitude) grid (to make
approximately square 3,000‐km2 grid cells in the Beaufort Gyre region) and calculated the density of trajec-
tories passing through each cell, weighted by area of each grid cell. These densities were calculated for each
year (by Bering Strait crossing) 1980–2003, and an empirical orthogonal function (full description in
section 2.3) analysis was performed to characterize the variability of the particles' trajectories.
Figure 3a shows the ﬁrst mode characterizing 65.3% of variability of the trajectory densities: blues (in both
the Beaufort Gyre region and the Paciﬁc Ocean) being negative and reds positive. The interpretation of this
map and the indices shown in Figure 3b is that in years with positive indices, more trajectories pass through
the red regions and fewer through the blue. Years with negative indices correspond to an above average
number of trajectories in the blue regions of Figure 3a, but a decrease in the red regions.
The indices for this mode (Figure 3b) go from positive in the 1980s to “increasingly” negative throughout the
1990s. As both the Paciﬁc Ocean and Beaufort Gyre region are shown blue in Figure 3a, this implies that the
Paciﬁc contribution to the Beaufort Gyre in our experiments was reduced in years with positive indices, and
increased in years with negative indices. As the indices in Figure 3b go from positive to negative from the
1980s to the 1990s, this suggests that Paciﬁc contribution to the Gyre did indeed increase throughout the
1980s and 1990s, in agreement with the trajectory analysis presented in Figure 2.
More interestingly, we see that the increase in Paciﬁc contribution to the Beaufort Gyre also correlated with
a change in circulation in the Arctic Ocean: this can be identiﬁed from the red region in Figure 3a. An
increase in particles ﬂowing through this area is out of phase with both particles in the Paciﬁc Ocean and
in the Beaufort Gyre.
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The interpretation of this is as follows: when the dominant Arctic circulation is less favorable for water to
accumulate into the Beaufort Gyre, the water that does come through the Bering Strait is directed into this
red region. This contrasts with the years with a favorable circulation, in which Paciﬁc Water is permitted to
ﬂow directly into the Beaufort Gyre itself. We term this red area the “waiting room,” as it represents a pro-
longed pathway by which PaciﬁcWater ﬂows to the Beaufort Gyre in years when PaciﬁcWater is less readily
able to make it to the gyre. This waiting room is the dominant feature, accounting for the majority (65.3%) of
the differences between the years studied. As Figure 3b shows, this feature has diminished in importance
throughout our experiments, and suggests a secular trend whereby this pathway is no longer available in
a changed Arctic Ocean.
This is further illustrated in Figures 3c and 3d, where an example of a favorable year for Paciﬁc Water enter-
ing the gyre (2008 release) is compared to an unfavorable year (1988 release). In this case, only the ﬁrst three
years of backtracking are shown, with colors of trajectories denoting how much backtracking time has
elapsed since each particle was released. Blues are plotted on top of reds. The waiting room, present in
the 1988 release but not in 2008, is clearly visible.
3.3. Cause of the Waiting Room
To investigate the dynamics of favorable/unfavorable years for PaciﬁcWater entering the Beaufort Gyre, and
to validate themodel results, Ekman transport was calculated based on observed wind, ice concentration, ice
motion, and geostrophic currents. This was done for the years with the most positive (1983–1985) and most
Figure 3. (a) Spatial pattern of ﬁrst mode of EOF analysis of trajectory densities for particles tracked back to the Paciﬁc
Ocean. (b) EOF indices for the ﬁrst EOF mode. Note that here we classify particles based on the year they crossed the
Bering Strait, regardless of when they were initialized. This mode describes 65.3% of the variability of Paciﬁc inﬂow to the
Beaufort Gyre. Years with positive indices correspond to more trajectories ﬂowing through the red regions in (a), and
fewer through the blue. Vice versa is true for years with negative indices. (c) Comparison of the ﬁrst three years of
Lagrangian trajectories backtracked from 1988 (waiting room) and (d) 2008 (no waiting room), respectively. Color of
trajectories denotes the time that each particle has been backtracked for.
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negative (2003–2005) EOF indices, corresponding to least andmost favorable for PaciﬁcWater accumulation
in our Lagrangian experiments. This is presented in Figure 4. External forcing factors accounted for
calculations of Ekman transport include geostrophic wind velocities, sea ice concentration and drift, and
oceanic geostrophic velocities, all calculated using established methods. Ekman transports are determined
following the methods of Meneghello et al. (2017) and Meneghello et al. (2018) and are identical to the
approach published by Regan et al. (2019) in this special issue. The geostrophic wind was calculated from
National Center for Atmospheric Research/National Centers for Environmental Prediction (reanalysis 1;
Cavalieri et al., 1996) 6‐hourly sea level pressure (SLP) ﬁelds. Sea ice motion is taken from the Polar
Pathﬁnder Daily 25 km EASE‐Grid Sea Ice Motion Vectors, version 4 (Tschudi et al., 2019). Daily sea ice
concentration for 2003–2018 is from Nimbus‐7 SMMR and DMSP SSM/I‐SSMIS Passive Microwave Data
version 1 (Cavalieri et al., 1996). The ocean geostrophic velocity ﬁelds are from Armitage et al. (2017).
In 1983–1985 (Figure 4a), the Ekman transport converged in the waiting room region (yellow box) and
hence particles accumulated there. This observational evidence provides supports for the suggestion from
Figure 3 that 1983–1985 wind forcing (inferred from sea level pressure, hereafter referred to as SLP) was
favorable for accumulation of particles in the waiting room but unfavorable for freshwater accumulation
in the Beaufort Gyre region.
In 2003–2005 (Figure 4b), the wind pattern was different. The center of high SLP shifted toward the center of
the Beaufort Gyre, and Ekman transport convergence was also in the Beaufort Gyre's center (cyan box). This
SLP and wind pattern was favorable for accumulation of freshwater (particles) into the Beaufort Gyre region.
In Figure 4b, it is also apparent that Ekman transport was responsible for bringing particles from the waiting
room to the Beaufort Gyre center.
The size and shape of the Beaufort Gyre depends on the strength and location of the SLP maximum
(Beaufort High). Analysis of the observed spatial extent and shape of the Beaufort Gyre (Regan et al.,
2019) showed a north‐westward shift of the Beaufort Gyre center and hence an expansion of the Beaufort
Gyre between 2003 and 2014. Regan et al. (2019) noted that SLP maxima to the west of the gyre (as in
Figure 4b here) lead to an enlargement of the western extent of the Beaufort Gyre, into the waiting room
region identiﬁed here. We suggest that the advective pathways identiﬁed in Figure 3 are a consequence of
Paciﬁc Water becoming entrained in the Beaufort Gyre in this waiting room region outside of the gyre's
usual extent due to a wind‐forced expansion of the Beaufort Gyre. Paciﬁc Water ﬁrst passes through this
region (hence the term waiting room) before entering the main Beaufort Gyre region.
As has already been established previously (e.g., Giles et al., 2012; Polyakov et al., 1999; Proshutinsky et al.,
1999) wind forcing is the primary driver of the Beaufort Gyre, and the Arctic Ocean Oscillation—which
describes the ocean's response to the atmospheric forcing—explains the net accumulation or release of
Figure 4. Ekman transport for the periods (a) 1983–1985 and (b) 2003–2005. Blue lines indicate sea level pressure, red
dashed line represents the Beaufort Gyre region, and land is shown in green. The waiting room region is highlighted in
yellow. Note that this is where the Ekman transport converges in 1983–1985. The cyan region shows the center of Ekman
convergence for 2003–2005. Unlike in 1983–1985, this is within the Beaufort Gyre region for the 2003–2005 period.
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freshwater. This response manifests itself as a barotropic change in sea surface height (see Proshutinsky and
Johnson (1997) and Proshutinsky et al. (2015) for full details of the Arctic Ocean Oscillation index).
Balancing this wind‐driven accumulation of freshwater, eddies play a key role in bringing waters away from
the shelf break currents (Spall et al., 2008) and the Beaufort Gyre, constraining the maximum freshwater
content in the region (Manucharyan & Spall, 2016). Observations have demonstrated that this is indeed hap-
pening, with ice‐tethered proﬁlers recording an increase in eddy density over the period 2005–2015, in
response to more baroclinic instabilities which balance the input of wind energy in the Beaufort Gyre region
(Zhao et al., 2016). This is in agreement with idealized model studies, which demonstrate that the intensity
of the Arctic surface circulation is set by the balance between Ekman pumping and eddy‐driven transport
toward the boundary over a decadal time scale (Lique et al., 2015).
With NEMO, we are able to consider both barotropic and baroclinic effects. Changes in sea surface height in
the Arctic are a function of wind forcing, as reﬂected by the AOO (Proshutinsky & Johnson, 1997). We com-
pared the modeled annual mean SSH ﬁelds on a pan‐Arctic scale as a proxy for the ocean's response to wind
forcing and, as with the trajectory densities, we performed empirical orthogonal function analysis to extract
the trend in SSH over the years studied. The EOF analysis was performed over the domain north of 66°N,
excluding 80°W to 70°E to avoid considering Atlantic waters away from the vicinity of gyre. (The same
domain is also used in Figure 6, for the same reasons.) The result of this analysis is presented in Figure 5.
From the ﬁrst mode of EOF map in Figure 5, it is apparent that the majority (52.6%) of the variability in sea
surface height is explained by a feature centered toward the Eurasian side of the Beaufort Gyre which largely
coincides with the waiting room region identiﬁed from Lagrangian trajectories. The EOF indices (blue bars)
show that this region was raised relative to the 1980–2013 mean throughout the 1980s, and shallower from
the 1990s onward.
The timing of this correlates (r = 0.83) with the appearance/disappearance of the waiting room pathway
identiﬁed in section 3.2. The ﬁrst mode of EOF indices calculated in Figure 3 is replotted as the red line in
Figure 5 to highlight this.
The fact that the change in circulation evidenced by the Lagrangian trajectories can be explained by changes
in sea surface height suggests that the “waiting room pathway” is primarily a consequence of a change in the
surface circulation rather than a shift in deeper currents. Given that the Arctic has changed rapidly in recent
decades—warming, and with reduced sea ice tomediate the effect of the wind on the ocean surface—we sug-
gest that this change in circulation is a secular trend rather than a consequence of known variability (e.g., the
Arctic Ocean Oscillation.) However, it is worth noting that the AOO remained positive for 20 years after
1997, rather than its previous 5–7 years in either mode.
Previous work (Kelly et al., 2018) has shown that this conﬁguration of NEMO does a good job of representing
observed (Armitage et al., 2016) sea surface height, and additional validation (see supporting information)
Figure 5. First mode of EOF analysis of sea surface height across the Arctic Ocean. This mode describes 52.6% of the varia-
bility. A raised area that approximately corresponds to the “waiting room” region identiﬁed in section 3.2 is apparent and
varies on a time scale that correlates (r = 0.83) with the EOF indices calculated in Figure 3. The indices from Figure 3b
(from 1980 to 2003) are replotted as a red line in Figure 5b.
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shows that for the Envisat observational period, the main nonseasonal mode of variability is comparable in
both model and observations.
3.4. Implications of the Waiting Room
Having presented evidence that changes in the surface circulation switched off the modeled waiting room
advective pathway between the 1980s and early 2010s, we now discuss why this is important for the
Arctic in general.
Using the same EOF technique as previously, we investigated how the modeled MLD throughout the Arctic
Ocean changed between 1980 and 2013. The mixed layer depth used here was calculated based on a density
criterion (De Boyer Montégut et al., 2004), where the potential density differs by 0.01 kg/m3 relative to a
reference density at 10‐m depth.
There is observational evidence that in recent decades, the mixed layer depth throughout the Arctic has
shoaled as the Arctic has freshened (Peralta‐Ferriz & Woodgate, 2015). This result is reﬂected in the model
simulation underlying this work, and we also ﬁnd that this is not uniform over the Arctic. Rather, the shoal-
ing has been especially pronounced in the Beaufort Gyre region and the Canada Basin (Figure 6). However,
it is worth noting that the observations note one exception: a deepening of the mixed layer in the Southern
Beaufort Sea between 1979 and 2012 (Peralta‐Ferriz &Woodgate, 2015), which does not feature in our model
result—although the modeled shoaling in the Southern Barents Sea is markedly lower than in the Canada
Basin itself.
Interestingly, the change in mixed layer depth correlates very strongly (r = 0.89) with the change in sea sur-
face height from Figure 5. We propose that the change in circulation, which led to an increase in Paciﬁc con-
tribution to the Beaufort Gyre, may have played a role in this ampliﬁed shoaling of the mixed layer depth in
the Beaufort Gyre region.
The Beaufort Gyre region is strongly stratiﬁed, with a fresh upper mixed layer above the Paciﬁc halocline,
in turn‐on top of the Atlantic halocline and Arctic bottom water. We argue that the disappearance of the
waiting room pathway since the 1980s, as evidenced by Lagrangian trajectories and Ekman transports
derived from observations, allowed more Paciﬁc water to directly enter the Beaufort Gyre. Furthermore,
we note that this increased Paciﬁc contribution coincided with a shoaling of the mixed layer in the
Beaufort Gyre region. Given the strong correlation between the shift in circulation and shoaling of
Beaufort Gyre mixed layer depth, we hypothesize that the change in advective pathways may have contrib-
uted to explaining why the MLD in the Beaufort Gyre changed more than the rest of the Arctic. Further
analysis is required to investigate the link between the Paciﬁc layer of the Beaufort Gyre and the MLD
in the region.
Figure 6. First mode of EOF mixed layer depth in the Arctic Ocean. Blue bars show EOF indices for this mode, and red
line replots the indices from Figure 5 for sake of comparison. This mode describes 54.5% of the variability in the region
shown and shows a shoaling of the Arctic mixed layer depth since the mid‐1980s, with this effect most pronounced in the
Canada Basin. The time scale of this variability correlates (r = 0.89) with the indices in Figure 5b and replotted as the red
line here.
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It is important to note that this is not the only factor at play: sea ice has declined rapidly over recent decades,
and this has feedback which directly affect Arctic mixing. For instance, this causes freshening of the surface
of the ocean, which in turn strengthens the stratiﬁcation and therefore works to shoal the mixed layer.
Nevertheless, melting of sea ice means more open water for longer, and therefore an increase in wind‐driven
mixing across the Arctic Ocean. We note that these effects, along with the changed circulation, are all
involved in governing the mixed layer in the Arctic Ocean. Additional experiments are required to ascertain
the relative importance of different contributing factors.
The shoaling of Beaufort Gyre mixed layer depth suggested by NEMO is potentially important not just for
the mixing in the Beaufort Gyre region but also for the biology of the Arctic. The biogeochemistry is gov-
erned in part by the stratiﬁcation (e.g., Popova et al., 2010)—weaker stratiﬁcation and increased mixing
enables more nutrients to be brought to the surface which improves growing conditions for phytoplankton
and can potentially increase marine productivity. Meanwhile, a more strongly stratiﬁed ocean inhibits
mixing and can place a limit on the availability of nutrients and hence on the biological activity in
the Arctic.
The link between changed advective pathways and shoaled MLD is of particular interest, as an increased
Paciﬁc contribution to the gyre naturally means an increase in Paciﬁc biomass entering the region
(Wassmann et al., 2015). With climate change induced shifts in Arctic circulation hypothesized as a potential
explanation for “invasions” of nonnative species (Reid et al., 2007), the potential link between changed cir-
culation pathways and the hospitability of the ocean is important for assessing the viability of these
“invasion” hypotheses.
4. Summary and Conclusions
Based on our analysis and experiments described above, we note and hypothesize the following:
1. Between 1980 and 2000, our analysis ﬁnds that the Paciﬁc contribution of freshwater to the Beaufort
Gyre increased;
2. This increase coincided with a change in atmospheric and sea ice and ocean circulation that more
directly supplies Paciﬁc freshwater to the Beaufort Gyre instead of using a longer advective pathway,
the waiting room;
3. Analysis attributes the change in circulation to a shift in prevailing wind patterns, as evidenced by a
change in sea surface height that correlates with the changed circulation pathways. Further analysis
demonstrated that this change was caused by a shift in the center of Ekman convergence from the wait-
ing room region in the 1980s to the Beaufort Gyre region from the 1990s onward;
4. In turn, shoaling mixed layer depths in the Beaufort Gyre correlate with this changing circulation, and
this change is much stronger than the increasing stratiﬁcation across the wider Arctic;
5. Our analysis supports the conjecture that the changes in circulation are responsible for the increased
Beaufort Gyre stratiﬁcation, mediated by the enhanced freshwater supply;
6. Because of the critical role of stratiﬁcation for marine productivity, as well as the role of Paciﬁc inﬂow
waters in supplying nutrients, we speculate that these changes potentially have wider impacts for Arctic
ecology.
7. Further modeling experiments and analysis of observational data are needed to test these hypotheses.
8. We note that this research is limited in that while it can help to describe changes in the Paciﬁc contribu-
tion to the Beaufort Gyre, it cannot address the freshwater contribution to the Beaufort Gyre frommelt-
water or precipitation, and that the contribution from the Mackenzie River is only approximated by
tracking particles back to the vicinity of the its plume.
9. Additionally, we are constrained by only using the NEMO model and ARIANE particle tracking pack-
age. Intercomparison work, using different models and different particle tracking software, would be
useful to validate the results presented in this paper.
10. Further work could focus on the Siberian contribution to the Beaufort Gyre. Due to the small number of
particles tracked back to the Siberian shelf, a thorough analysis of the contribution (or lack thereof) of
Siberian river water to the Beaufort Gyre would be an interesting avenue for future research. A
Lagrangian forward‐tracking approach, following particles seeded at the mouths of these rivers, could
contribute to this work.
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