People can understand speech under poor conditions, even when successive pieces of the waveform are flipped in time. Using a new method to measure perception of such stimuli, we show that words with sounds based on rapid spectral changes (stop consonants) are much more impaired by reversing speech segments than words with fewer such sounds, and that words are much more resistant to disruption than pseudowords. We then demonstrate that this lexical advantage is more characteristic of some people than others. Participants listened to speech that was degraded in two very different ways, and we measured each person's reliance on lexical support for each task. Listeners who relied on the lexicon for help in perceiving one kind of degraded speech also relied on the lexicon when dealing with a quite different kind of degraded speech. Thus, people differ in their relative reliance on the speech signal versus their pre-existing knowledge.
Introduction
People can understand speech under an impressively wide range of listening conditions. In fact, one difficulty that speech researchers face is that the process is so good that it is difficult to examine the system's operation because it works so quickly and accurately. For that reason, researchers have used various techniques to stress the system in order to be able to probe what it is doing. These techniques include presenting the speech in noise (e.g. Miller & Isard, 1963) , filtering away different parts of the spectrum (e.g., Wilson, Zizz, Shanks, & Causey, 1990) , vocoding the speech (e.g., Davis, Johnsrude, Hervais-Adelman, Taylor, & McGettigan, 2005) , compressing the speech in time (e.g., Dupoux & Green, 1990) , dropping out pieces of the signal (e.g., Huggins, 1964) , and other manipulations that impair perception enough to see when errors occur.
In the current study, we use a method that Saberi and Perrott (1999) introduced (see also Steffen & Werani, 1994 ) that we will call Locally Time-Reversed Speech, or LTRS. With LTRS, an utterance is first segmented into pieces of a fixed size (e.g., every 50 msec, or every 100 msec), each such segment is then reversed along the time axis (i.e., played backwards), and the segments are put back together. This is quite different than simply playing the whole utterance backwards, as it breaks up the speech every N msec. Now, if each segment were tiny, e.g., only 1 msec long, this manipulation would not harm the signal very much because there is not much change in the waveform on such a short scale. The surprising result reported by Saberi and Perrot was that the segments could be quite long before listeners thought that intelligibility was impaired -with segments as long as 130 msec, listeners only rated the speech as having lost half its intelligibility. Saberi and Perrott's (1999) report has spawned about a half dozen other studies of LTRS, and has been cited in arguments about whether speech is decoded into syllable-sized units (suggested by the long segments that are tolerated) versus phoneme-sized units. The basic effect has now been shown in French (MagrinChagnolleau, Barkat, & Meunier, 2002) and in German (Kiss, Cristescu, Fink, & Wittmann, 2008) , in addition to English (Greenberg & Arai, 2001; Remez et al., 2013) . In all cases, researchers have shown that with very small segments (e.g., 10 msec) performance is quite good, and as the segments get longer, performance declines. There has been some variation across studies in how quickly the curve falls as a function of segment size, but this variation presumably mostly traces to differences in how the measurements were done. For example, Remez et al. pointed out that some studies, including the original Saberi and Perrot paper, presented a very small number of stimuli repeatedly (e.g., only a single sentence in the original paper), and asked subjects to rate intelligibility, whereas in other studies listeners were required to http://dx.doi.org/10.1016/j.cognition.2016.03.008 0010-0277/Ó 2016 Elsevier B.V. All rights reserved.
