Abstract
Introduction
Transistor densities of digital integrated circuits have out-paced designer productivity during the last decade. Computer Aided Design (CAD) tools are not able to catch up the with the system on chip (SOC) design targets [2] . One of the promising ways for bridging this gap is increasing the level of abstraction at which the designs are specified. Higher-level abstract descriptions can be much shorter than RTL and gate level descriptions for the same functionality. Therefore, it is more productive in cost and design time to describe complex SOCs at the behavioural abstraction level.
Users, tool providers and researchers cannot agree on what exactly a behavioural description is. Therefore, for a designer who has always used schematic entry at the gate level, a hardware description language (HDL) at RT level is very abstract. For behavioural synthesis, the input is an algorithmic description and the output is at the RT level. While the level of abstraction for design synthesis has been progressing in last few years, the targeted domain for test is still the post RT level. The conventional self-testability issues as addressed post-RTL could not exploit the design space created by the behavioural domain search methods.
In this work, we are addressing the self testability of the design simultaneously with the design synthesis in an incremental design synthesis frame work. Automatic insertion of BIST into RTL data-path description has been the subject of intensive research over the last few years with considerable success [4, 6, 7, 9] . But the approaches have addressed different levels of abstraction. The approaches of [4, 7] addressed the testability optimisation at the zone III of Figure 1 , while the methods published by [6, 7] operated on zones II and III. Other published works like that of [8] gave constructive approaches. These approaches did not address self-test at the highest level of abstraction i.e., zones I-II of Figure 1 . We address testability at this abstraction, while the design space is being explored.
This paper is organised as follows. The next section underlines the primary motivation for our technique. Section 3 explains the self test fundamentals and the way it has been addressed in our method. Section 4, outlines the incremental synthesis frame work in which our technique is embedded. Section 5, elaborate the heuristic adopted for our method and Section 6 presents the results of the technique on benchmark designs. The last section concludes our work with a few pointers to the future work.
Motivation
Testing has become a major problem over the past two to three decades. While the number of I/O pins for most VLSI devices has increased by an order of magnitude, the number of transistors contained in many VLSI devices has increased by four orders of magnitude [3] . BIST offers vertical testability, an inherent high diagnostic resolution and testability at all levels as major advantages and has become as a promising solution for high-speed, deep sub-micron VLSI circuits.
Traditionally, the testability insertion phase comes after functional logic synthesis and verification in the VLSI design cycle. This creates two separate optimisation processes : functional optimisation and BIST insertion and optimisation. The first deals with functional design behaviour, while the second deals with self test behaviour. In existing VLSI design flows, test structures are inserted after the functional design is complete [5] . This can lead to unacceptable performance degradation, forcing a redesign of the system or re-synthesis for test [8] .
In essence the global quality of a BISTed design will suffer unless testability is analysed and improved before the RTL structure of the design is finalised, that is, unless testability is improved either before or during synthesis. The first choice consists of improving the testability of the behaviour and then performing synthesis with no regard to testability. As a result, the design space is not explored globally and no trade-offs between area/performance and testability possible. Since we want testability to be taken into account when design choices are taken, we will analyse and improve testability during behavioural synthesis.
The primary motivation for our proposed methodology is : by optimising the functional area and delay at the same time as the testability, can we generate a design that is overall better than one that has the BIST structures inserted after synthesis? The main contribution of this work is to exploit a unified design space wherein a very large number of equivalent designs are assessed to achieve a target design specification with ensured self-testability.
An Example
The main task of design space exploration during behavioural synthesis is to evaluate a large number of designs in terms of a cost vector defined by design parameters. To do this, it is necessary to consider the times at which operations are scheduled and the modules to which these operations are bound. Functional scheduling has a great influence on resource sharing leading to a bound structure. Functional scheduling affects BIST resources in two ways : Firstly, it determines the lifetimes of the variables and hence affects the register assignment solution space. Secondly, it determines temporal sequences of operations and hence affects functional unit (FU) assignment solution space.
The BIST resources minimisation problem is to decide which registers to modify and the modes to add -PTPG (Pseudo random Test Pattern Generator), MISR (Multiple Input Signature Register), or BILBO (Built-In Logic Block Observer), in such a way that every FU in the given data path can be tested with minimum area overhead incurred by addition/modification of registers. Every such configuration of FUs is called a BIST embedding (BE). Further details for the assumptions and constraints can be found in [12] . To illustrate the advantages of this approach, consider the scheduled data flow graph in Figure 3 illustrating the test area and test time requirements. If we compare the test area overheads of these two configurations, we observe that the data path of Figure 2 (B) will need the following test resources:
1 Concurrent Built In Logic Block Observer (CBILBO), 3 PTPG, 1 MISR and the allocation of the Figure 2 (C) will require 3 PTPG, 1 MISR . The test resources needed for the first allocation are greater than those for the second, but only one test session is needed compared with two. A more complex test controller would also be needed for two test sessions. This example highlights the existence of trade-off of testability with functional design parameters. This trade-off can only be exploited during a unified design space exploration while design behaviour is mapped to an RTL structure. If the test allocation is done after the architecture is fixed, this choice remain unexplored.
BIST Cost Estimation
For BIST insertion and optimisation, approaches have been proposed either towards the minimal (extra) area over- 
head solution (MAOS) or the minimal test (application) time solution (MTTS). Both approaches have merits and
limitations. The MAOS-oriented approaches focus on minimising the area overhead. The basic approach is to maximise the sharing of test registers resulting in fewer number of registers being modified for BIST [1, 8] . It is observed that in the behavioural synthesis and optimisation process, every design iteration needs to evaluate an appropriate cost vector corresponding to the design optimisation state [11] . When considering a particular instance of a design, the CDFG generates a new structural definition by the transform application. This definition also gives us an estimate of BIST cost vector in addition to the area/performance of design. BIST resources, as referred to in our discussion, are the BIST area overhead and the test time requirement for the structure of a given data path.
Unified Design Space Exploration
We address testability while we explore design space generated by the design behaviour. By considering optimisation of BIST resources during high-level synthesis two objectives are achieved: 1) a data path with lower BIST area overhead and total area is synthesised with a control on the test time, and 2) the design cycle time is reduced because iterations due to violation of design constraints after BIST insertion may no longer be necessary.
BIST cost as explained in the section 3 is defined by the structure of the design which can only be extracted from an RTL structure for the given behaviour. And the problem is compounded by the fact that a given behaviour can be mapped to many equivalent RTL designs. Extraction of such cost may be computationally expensive for complex designs. A designer can explore and examine many (possibly millions) of different implementations while searching for an optimal design [11] . We have employed a framework, MOODS 1 [11] which is incremental in operation : the design space is explored using a set of transforms. Transforms [11] are a set of behaviour-preserving incremental changes in the CDFG for scheduling, allocation, and binding. The solution space search can be tailored with userdefined multiple objective design constraints. In our framework, we assume that a total of Ø transforms are applied and represents an intermediate design within the solution space, with Ò FUs, the following expression describes the size of an integrated self-testable design space:
As has been explained in section 2.1, every FU in turn can have a number of potential self-testable configurations at every intermediate design step called BEs. The unified expanded search space is depicted in Figure 4 .
In contrast, BIST insertion at structural RTL permits limited exploration of the available design space defined by an RTL structure. This design space is given by ¥ Ò ½´ µ.
This property of such methods may limit the active trade-off capability for better self-testable designs. 1 Åultiple Çbjective Çptimisation in ata path Ëynthesis
In this section, we explain how we implement our method. For a given behavioural description, the number of instructions implementing the CDFG remain invariant. What does change during optimisation and synthesis is the sequencing of these instructions and the FUs implementing them. The sequencing is easier to capture from the control states but is not obvious from data paths. Whereas, if we observe only the data path it carries no a-priori information about partitioning which can be utilised for BIST resource estimation. Hence, the estimation of BIST resources is quite cumbersome if considered only by the structure of a complex data path.
Within a behavioural description, variables relate to the storage and contribute to potential BIST resources and the maximal independent operation set relates to the module under test.
In our incremental framework, we found that the BIST resources estimation and optimisation can also be performed efficiently in an iterative incremental way. A transform depicts a small step within the design space and its application creates one successful move within the design synthesis trajectory. The design data and transform selection is done with the help of user objectives and priorities and driven by an optimisation routine working on the cost vector function. The nature of the transforms places them ideally as a self-test estimation tool within a unified design space of Figure 4 . We can estimate BIST costs transformwise on the global data path from the controller definition.
Target Architecture
The behavioural synthesis system targets a distributed control plus data path architecture. It is generated by the instructions which are compiled from the behavioural description of the design.
The data path is implemented by a distributed network of FUs, registers and multiplexors with the flow of data directed through the control of register loading and multiplexor selects via control signals. For each data-flow node there is a corresponding controller state. The reverse is not necessarily true. This architecture has the following properties :
Each control state is implemented by a special control register which generates signals to drive the next state logic and to control the data path.
The system clock connects to every register and control state in the circuit. Execution of instructions is controlled via the load enable on the instruction output registers.
The generic form of the target architecture is shown in Figure 5 . It forms a coherent multi-level description linking both design behaviour and structure and it is capable of describing a design at all stages throughout the synthesis process.
Transform Example
In this section with the help of transform application examples we illustrate the effects on the structure which affect the self-test attributes of the data path. As explained in the earlier section 4, the core optimisation algorithm works on the instructions implementing the behaviour. To provide for multiplicity of optimisation strategies, a broad set of general transforms is provided . They allow both design improvement and degradation, necessary to allow hill climbing out of local minima during optimisation. The problems associated with the premature binding is addressed by this feature, which is encountered in other systems which perform synthesis sub tasks in a fixed sequential order.
To illustrate the cost trade-off and estimation efficiency, now we use one of the scheduling transforms group instructions on register as an example. This transform is geared towards removing registers in the data path with one input and one output arc : for removal of temporary variables. An attempt is made to merge the group of instructions containing the writing instructions into the reading control state. If successful, the intermediate register may be bypassed. For the testability purposes we also check whether the register implemented by the variable is used in any of the test sessions as an input or output register, if not then it will indicate the reduction of test area overhead and the test time will increase by the test delay of the group FU. In Figure 6 grouping on register 2 will merge writing instruction ¿ with the compatible instruction past register 2 resulting in the removal of the intermediate temporary register.
The example is a representative of the mechanism for the incremental estimation method wherein the test quality parameters trade off is captured accurately and efficiently at the highest level of abstraction. A set of 19 transforms are used for synthesis optimisation during our framework. More details of the transforms can be found in [10] .
The Technique
The proposed technique starts with the creation of a maximally serial implementation of the design. This is generated directly as one control state per instruction, one register per variable and one FU per operation. It is a na ve implementation, as no attempt has been made to optimise anything (neither controller nor data path) at this point. It is the top right point within the unified design space in Figure 4 . The proposed methodology is illustrated in Algorithm 1. It is a greedy heuristic to determine which controller states are preferable during self-test. To this end, an index, Á, is computed for each state from the information available at the instruction level. The aim is to reduce the cost of BIST resources, hence the minimum number of controller states need to be selected. The following strategy is adopted:
If two controller states cover the same number of functional units, we choose the one with the minimum test time. Alternately if two controller states have same test time, we choose the one which covers the maximum number of functional units. This explains the factor È È Ø in the computation of Á. While selecting a state, it needs to be ensured that this step will result in the minimum conflict later. If two states do not share any output registers, all the groups in these two states can run concurrently in the same test session. However, if two states share exactly the same set of registers, these can never be scheduled in same test session. There is another possible scenario when two states share only some of the output registers. In this case, some groups from the two states can still be run concurrently provided they do not share the same output register. This explains the second factoŕ
This methodology has the following advantages: Estimation truly operates at the behavioural level.
The method computationally efficient, as the testability estimation is performed locally at the incremental transform design data set (partitioned design space).
On the basis of controller state analysis, BIST controller can be generated easily from the generated specification. The direct analysis of the complexity of the proposed heuristic is not very straight forward. We are considering number of FUs of the groups at every controller state. The complexity of the algorithm will be the the product of number of controller states, maximum number of instruction groups per state, maximum number of FUs per group and maximum number of registers per FU. As the upper limits of individual parameter is generally small and also the nature of the implementation is incremental being attached with the transforms, it provides very good efficiency in comparison to the earlier constructive method presented in [12] .
Results
The BIST estimates with the proposed method have been incorporated within the synthesis flow. High level synthesis benchmarks designs were synthesised using the Alcatel Table 1 compiles the results for the optimised designs for a given set of user priorities. In the Table 1 columns 2-4 shows the frozen design figures as per the left-bottom of the design space as described in Figure 4 , whereas columns 5-7 contains the results when the BIST cost estimations are used as per our estimation criteria. The last column shows the percentage BIST cost improvement. Table 2 shows the synthesis statistics for the designs. Columns 2-3 represents the initially maximally serial implementation statistics of FUs and registers and illustrate the size of the design space. As can be observed that the the active trade off of the testability by the proposed heuristic produce better selftestable sets of designs. The important aspect of the comparison is that the final self-testable designs are not necessarily have the same structure which are designed otherwise without embedded BIST resource cost. The extensive search can result in better optimisation and generation of different self-testable designs for the same behaviour. In FFT, the accumulated design area for the self-testable design is reduced by 1.68%, the penalty paid is in terms of increased delay of the design. Similarly, for QRS the cumulative area improvement is 3.4%. The design DHRC could not achieve the gain from this heuristic for the given optimisation schedule by degrading the design area by almost 1%, but resulted in a faster implementation for the given behaviour.
Conclusion and Future Work
The results have shown that, with an efficient BIST cost estimation embedding within an incremental framework, better results can be achieved for generating of BISTed data paths. It is made possible with an efficient and accurate estimators the unified design space. The present heuristic, predictive estimation within the conjoined design space is performed at every iteration, this makes the process slow for big designs. To address this, we plan to introduce an estimator control heuristic which can choose and steer more efficient application of the self test estimation within the integrated transform loop.
