Abstract-An improved pre-factor for the random coding bound is proved. Specifically, for positive dispersion channels, if a certain regularity condition is satisfied, then for any > 0 a pre-factor of O(N
I. INTRODUCTION
Determining the interplay between the rate, blocklength and error probability of the best block code(s) on a discrete memoryless channel (DMC) is a fundamental problem of information theory. This problem has been investigated from several different angles, beginning in the early years of the field and continuing to this day [1] - [9] - [20] . Broadly speaking, there are essentially two approaches to the problem:
(i) Finite blocklength results: Motivated by the practical codes with short to moderate blocklengths, one can seek finite blocklength bounds on the error probability for a given rate. This can be done for a general class of channels (e.g. [10] , [11] ) or particular channels (e.g. [13, Theorem 35] , [13, Theorem 38] ). While such bounds are useful for comparison against practical codes, they are generally not conceptually illuminating. (ii) Asymptotic results: Alternatively, one can consider an infinite blocklength limit to obtain more insightful results. The disadvantage of this approach is that the results do not provide "hard" bounds that are valid for small blocklengths. They do, however, provide rules of thumb, and finite blocklength bounds can often be extracted from their proofs. We shall adopt the asymptotic approach in this paper. There are several asymptotic regimes one can consider, such as error exponents (e.g. [4] - [7] ), the normal approximation (e.g. [3] , [13] ) and moderate deviations (e.g. [14] , [15] ). We call error exponents, the normal approximation and moderate deviations the small error probability, large error probability, and medium error probability regimes, respectively. In this paper, we shall focus on the small error probability regime which, beyond its theoretical importance, has practical value in applications, such as data storage, that require extremely small error probabilities with the aid of feedback. Classical asymptotic results' focus in small error probability regime is on the exponents only. To be specific, until recently, the best known achievable pre-factor of the random coding bound was O(1), due to Fano [4] and Gallager [5] .
In this study, we aim to improve the achievable pre-factors in front of the exponentially decaying term of the random coding bound. Specifically, we prove that 1 1) If a positive dispersion DMC satisfies a certain regularity condition, 2 then for rates between the capacity and the critical rate, 3 there exists an (N, R) code with average error probability smaller than for any > 0, where K 1 is a positive constant and ρ * W (R) is related to the subdifferential of the random coding exponent E r (R, W ).
2) If a positive dispersion DMC does not satisfy the aforementioned regularity condition 4 , then for rates between the capacity and the critical rate, there exists an (N, R) code with average error probability smaller than
, where K 2 is a positive constant. 3) If the channel is strongly symmetric, 5 then there exists an (N, R) code with average error probability smaller than
is a positive constant and E r (R, W ) is the slope of E r (R, W ) curve. An analogy to the sums of i.i.d. random variables is instructive. The small, medium, and large error probability regimes of channel coding correspond to large deviations, moderate deviations, and central limit theory, respectively, for i.i.d. sums. Continuing this analogy, the problem considered in this paper corresponds to the exact asymptotics problem in large deviations [21] , [22, Theorem 3.7.4] . This problem aims to characterize the pre-factor of the exponentially vanishing term in the large deviations theorem. Bahadur and Rao [21] characterized this pre-factor, O(1/ √ N ), including the constant, under some regularity conditions. In light of the analogies pointed out above, one might expect the optimal or- 1 We formally state the results in Section II-C. 2 The condition will be stated in Section II-B. 3 For the definition of the critical rate, see [8, pg. 160 ]. 4 A canonical example of this type of channel is BEC. 5 A strongly symmetric channel is the one such that each row (resp. column) is a permutation of each other row (resp. column).
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978-1-4673-4539-2/12/$31.00 ©2012 IEEE der of pre-factor for channel coding to be O(1/ √ N ), which, as shown in the theorem, is overly pessimistic for a large class of channels. Moreover, there is at least a dichotomy of channels as far as the order of the pre-factor goes, because in his classical paper [23] , Elias has proved that for BEC, any pre-factor decaying slower than O(1/ √ N ) is achievable while any pre-factor decaying faster than O(1/ √ N ) can not be attained. This shows, in particular, that the bound in the item 1) above is not achievable for every channel, and at least two cases are necessary.
Our proof technique will be to reduce the problem of upper bounding the error probability of a random code to large deviations events involving sums of random variables and vectors. Bahadur-Rao-type results will then be applied. This reduction is nontrivial, and forms the main technical contribution of this paper.
II. NOTATION, DEFINITIONS AND STATEMENT OF THE RESULT A. Notation
Boldface letters denote vectors, regular letters with subscripts denote individual elements of vectors. Furthermore, capital letters represent random variables and lowercase letters denote individual realizations of the corresponding random variable. Throughout the paper, all logarithms are base-e. For a finite set X , P(X ) denotes the set of all probability measures on X . Similarly, for two finite sets X and Y, P(Y|X ) denotes the set of all stochastic matrices from X to Y. R, R + and R + denote the set of real, positive real and non-negative real numbers, respectively. Z + denotes the set of positive integers. Given a set S, 1 S (·) denotes the standard indicator function. We follow the notation of Csiszár-Körner [9] for fundamental information theoretic quantities.
B. Definitions
Throughout the paper, let W be a D.M.C. from X to Y. For any Q ∈ P(X ),
where
.
(2) The random coding exponent is defined as
For any W ∈ P(Y|X ) and Q ∈ P(X ) the ensemble average error probability (resp. ensemble average error probability conditioned on the message m) of a random code with codewords generated by using Q along with a maximum likelihood decoder 6 is denoted asP e (Q) (resp.P e,m (Q)).
Further,
For a given DMC W and encoder, the "feasibility decoder" is the one that selects a codeword uniformly at random from the set of all codewords that have positive probability given the observed channel output. For the BEC, the feasibility decoder is optimal. For most other channels, this is not the case. Given a (Q, W ) ∈ P(X ) × P(Y|X ) pair, the following condition ensures that the feasibility decoder is suboptimal (F.D.I.S.) when a random code with distribution Q is used for transmission through a DMC W ∈ P(Y|X ).
A (Q, W ) ∈ P(X )×P(Y|X ) pair is called F.D.I.S. regular (resp. irregular) provided that the F.D.I.S. property holds (resp. does not hold). The set of all F.D.I.S. regular (resp. irregular) (Q, W ) pairs is denoted by P F.
The dispersion (cf. [3] , [13] ) of any W ∈ P(Y|X ) is given by
C. Results
Theorem 1: Let > 0 and W ∈ P(Y|X ) be arbitrary with
for some Q ∈ P(X ), where K 1 is a positive constant that depends on W , R and .
(ii) If W is F.D.I.S. irregular at rate R, then
for some Q ∈ P(X ), where K 2 is a positive constant that depends on W and R.
A proof sketch for Theorem 1 is given in Section III. Theorem 2: Let > 0, W ∈ P(Y|X ) be a strongly symmetric channel with σ 2 (W ) > 0 and R ∈ (R cr (W ), C(W )).
for some Q ∈ P(X ), where K 3 is a positive constant that depends on W , R and . A proof sketch for Theorem 2 is provided in Section IV. Remark 1: The pre-factor in (9) is nearly the best possible. In [20] , the authors proved that for any W ∈ P(Y|X ) with σ 2 (W ) > 0, R ∞ (W ) < R < C(W ) and > 0, the maximum error probability of any constant composition (N, R) code is lower bounded by
, for all sufficiently large N , where K 4 is a positive constant that depends on W , R, , andρ * W (R) is the maximum absolute value subgradient of E SP (·, W ) at point R. Moreover, if the channel is symmetric 9 , then [18] shows that the constant composition assumption can be removed andρ * W (R) is the slope of E SP (·, W ) at R. Clearly, for any R > R cr (W ) this is equal to the slope of E r (·, W ) at R. 3
Remark 2: Corollary 2 corrects an error 10 of Dobrushin who claimed (cf. [24, pg. 274, Theorem] ) that for a strongly symmetric channel with positive dispersion, for rates between R cr (W ) and C(W ), a pre-factor of O(N − 1 2(1+|E r (R)|) ) is asymptotically tight. The lower bound, i.e. the optimality of this pre-factor, is evidently wrong in the light of our result. In fact, this error can also be deduced by using the weaker achievable pre-factor of O(1/ √ N ) that is reported in [19] . 3
Remark 3: We conjecture that the pre-factor of (10) is the optimal order for the class of F.D.I.S. irregular channels with positive dispersion. 9 A symmetric channel is the one such that "the set of outputs can be partitioned into subsets in such a way that for each subset the matrix of transition probabilities (using inputs as rows and outputs of the subset as columns) has the property that each row is a permutation of each other row and each column (if more than 1) is a permutation of each other column." [8, pg. 94 ] 10 We refer to the published English translation of this work. We have not been able to determine whether the error is present in the original Russian.
III. PROOF OF THEOREM 1

A. Overview
Recalling well-known random coding arguments (e.g. [8, pg. 136] ) one can deduce that
For the sake of notational convenience, let
An obvious way to relax the right side of (12) is to use the union bound. However, in order to obtain the correct exponent by applying the union bound, one must control its effect on the overall relaxation. One such way is to introduce an auxiliary set, say D N ⊂ X N ×Y N , and proceed as follows
Remark 4: Equation (13) is Fano's [4, pg. 307, Theorem], valid for any auxiliary set D N . The intent of D N is to control the loss incurred due to the union bound. A natural choice is to use a set that captures "poor realizations" of the channel, for which the chance that the output is "closer" (in the loglikelihood ratio sense) to a non-transmitted message than the transmitted one is large. 3
Remark 5: There are other ways to control the aforementioned loss. A tighter alternative to (13) 
Although (14) has been numerically demonstrated to yield sharp bounds for the special cases of BSC and BEC [13] , it is not amenable to the analytical manipulations that are the focus of this paper. Another alternative is to use the following ingenious trick due to Gallager (e.g. [8, eq. (5.6.7)])
for any ρ ∈ [0, 1]. Analyzing the right side of (15) (13), is not limited to random code ensembles, but can also be employed to analyze error probability of a given block code under maximum likelihood decoding. In particular, Gallager used this idea in his analysis of lowdensity parity-check (LDPC) codes for the special case of binary input symmetric channels [25, Section 3.3] . After the invention of turbo codes [26] and the rediscovery of LDPC codes [27] , there has been work on deriving efficiently computable bounds on the performance of a given block code (e.g. [28] -[?] and references therein). Researching these bounds for possible refinements, in particular characterizing the pre-factors of the exponentially vanishing terms, might be an interesting future research direction, which is not pursued in this paper. 3 We close this section with an overview of the proof of Theorem 1. If the channel is F.D.I.S. regular, then BahadurRao-type analysis shows that the first term on the right side of (13) has an O(1/ √ N ) pre-factor, whereas the second term has an O(N −1+δ ) pre-factor, for any δ > 0, and both terms have the random coding exponent as the exponentially decaying factor. Since the maximum of these pre-factors will dominate the overall upper bound, it is natural to "perturb" D N in order to equalize them. Performing this perturbation and calculating the resulting common pre-factor of the two terms turns out to yield the expression stated in item (i) of Theorem 1. If the channel is F.D.I.S. irregular, then it can be shown that both terms have an O(1/ √ N ) pre-factor, so no perturbation is necessary.
B. Proof of the item (i) of Theorem 1
Let W ∈ P(Y|X ) with σ 2 (W ) > 0 be arbitrary. Fix an arbitrary R ∈ (R cr (W ), C(W )). Assume W is F.D.I.S. regular at rate R and fix any Q ∈ P(X ) with E r (R, Q, W ) = E r (R, W ), such that (Q, W ) pair is F.D.I.S. regular. For the sake of notational convenience, let S Q ,S Q and X y denote S Q,W ,S Q,W and X y (W ) as given in (4), (5) and (6), respectively. Define
for all (x, y, z) ∈ X × Y × X . Also let For the sake of notational convenience, let
and
Owing to the fact that log
We finally define the auxiliary set as follows:
Using the particular set defined in (22), (13) reads as (23) , given at the top of the next page. 
T is non-singular, i.e. the covariance matrix of this random vector is non-singular, which can be shown by exploiting the F.D.I.S. regularity of the channel. Thus, by perturbing D N , one can try to equalize the orders of the pre-factors for both terms to get a tighter pre-factor. 3
In order to conclude the proof, we must upper bound the two terms on the right side of (23), given at the top of the next page, and start with the first term.
Since ρ * · (Q, W ) is continuous on (R cr (W ), C(W )), which is a direct consequence of (18) 
Further, define
Further, m 3,
Lemma 1:
Proof: Due to space restrictions, we only provide a proof sketch. First of all, by exploiting the F.D.I.S. regularity of the pair (Q, W ), one can check that Λ N (λ) > 0, for all λ ∈ R. This observation enables one to use similar arguments (modified to deduce an upper, instead of a lower bound) employed to prove the concentration inequality in [18, Appendix] to conclude (29) .
By noting the convexity of Λ N (·), (21) and (28) 
which, in turn, can be verified to imply that
LetP η X,Y denote the tilted distribution as in (26), except f * is used instead of f * N . Using this definition, along with (24), (25) and (27) , one can see that
where η := ρ * 1+ρ * . The equations (24), (25) and (32), along with the continuity of | · | 3 and (·) 2 , and the fact that X , Y are finite sets, suffices to conclude that
Equations (33)- (35) ensures that one can choose a sufficiently large N such that
By plugging (31) and (36) into (29), we deduce that
(37) Next, we upper bound the second term on the right side of (23) . Note that for any (x, y, z) with
W (y|z) = ∞, which, in turn, implies that
where, in (38) we definẽ
For any v ∈ R 2 , we define
Also, (1/2, 1) . Moreover, define probability measuresQ
as in (43) and (44), given at the bottom of this page and observe that they are both well-defined and equivalent tõ P X,Y,Z . From (40)-(44), one can verify that
Define
for any d ∈ R 2 . Also,
One can check that λ min (Σ N ) > 0 and λ min (Σ) > 0, where λ min (Σ N ) and λ min (Σ) denotes the minimum eigenvalue of Σ N and Σ, respectively. Fix an arbitrary δ > 0. Lemma 2: For all sufficiently large N that depends on δ, Q, W and R,
where c is a universal constant. Proof: Due to space restrictions, we only provide a sketch of the proof. By extending 11 the arguments used to prove Lemma 1 to the random vectors, one can deduce that
52) for all sufficiently large N , where c is a universal constant. Moreover, for all sufficiently large N , 
for all sufficiently large N . Plugging (53) and (54) into (52) implies (51). Next, we deal with the exponent in (51). First of all, owing to the convexity of Λ 1,N (·), one can show that
of which proof is omitted due to space limitations.
Equations (21), (30), (31), (42), (55) and (56), along with some algebra imply that
(57) By using (51), (57) and recalling the fact that N = log N 2N , we havẽ 
Equation (58) implies that
Plugging (37) and (59) into (23) yields,
Finally, by recalling E r (·, Q, W ) is convex and continuously differentiable on [R N , R], we deduce that (e.g. [36,
log N 2N .
(61) By choosing δ = /2, Q ∈ P(X ) such that − ∂Er(r,Q,W ) ∂r r=R
≥ ρ * W (R) − δ, we note that
and depends on W, R and . This observation, coupled with (61), implies (9).
C. Proof of the item (ii) of Theorem 1
Let W ∈ P(Y|X ) with σ 2 (W ) > 0 be arbitrary. Fix any R ∈ (R cr (W ), C(W )). Assume W is F.D.I.S. irregular at rate R and consider any Q ∈ P(X ) with E r (R, Q, W ) = E r (R, W ).
Let P X,Y,Z (resp.P X,Y,Z ) be as in (16) (resp. (17)). Also, let S Q ,S Q and X y denote the quantities mentioned in the previous section.
Remark 8: Note that log
W (Y |Z) ∈ {0, +∞}, P X,Y,Z − (a.s.), therefore we can not expect to have an upper bound on α N with an O(1/N 1−δ ) pre-multiplier, regardless of the choice of the auxiliary set. Hence, as opposed to the previous section, we do not "perturb" the rate. 3
Let ρ * , f * and Λ(·) denote the quantities defined in (24), (25) and (26) , respectively. Since log
Particularizing (13) by using (63), we have equation (65) shown at the bottom of this page.
The first term of (65) can be upper bounded by using similar 12 ideas that are employed to deduce its F.D.I.S. 12 The only significant difference is proving positivity of Λ (·) on R, which is done by exploiting the F.D.I.S. irregularity of (Q, W ) pair. regular case counterpart as follows:
being the tilted distribution defined in the previous section, η := ρ * 1+ρ * , and
In order to upper bound the remaining term of the right side of (65), we first note that
where (67) 
Clearly, Λ 0 (·) is infinitely differentiable on R. Using similar 13 ideas that are used to prove (66), one can deduce that 
Plugging (66) and (73) into (65) Equipped with F.D.I.S. regular (U X , W ) pair, one can apply the arguments in Section III-B with this pair and use the observation 14 that E r (R, W ) = E r (R, U X , W ) for all R > R cr , to deduce (11) .
