Abstract. Assign to each vertex v of the complete graph K n on n vertices a list L(v) of colors by choosing each list independently and uniformly at random from all f (n)-subsets of a color set [n] = {1, . . . , n}, where f (n) is some integer-valued function of n. Such a list assignment L is called a random (f (n), [n])-list assignment. In this paper, we determine the asymptotic probability (as n → ∞) of the existence of a proper coloring ϕ of K n , such that ϕ(v) ∈ L(v) for every vertex v of K n . We show that this property exhibits a sharp threshold at f (n) = log n. Additionally, we consider the corresponding problem for the line graph of a complete bipartite graph K m,n with parts of size m and n, respectively. We show that if m = o( √ n), f (n) ≥ 2 log n, and L is a random (f (n), [n])-list assignment for the line graph of K m,n , then with probability tending to 1, as n → ∞, there is a proper coloring of the line graph of K m,n with colors from the lists.
Introduction
Given a graph G, assign to each vertex v of G a set L(v) of colors (positive integers). Such an assignment L is called a list assignment for G and the sets L(v) are referred to as lists or color lists. If all lists have equal size k, then L is called a k-list assignment. We then want to find a proper vertex coloring ϕ of G, such that ϕ(v) ∈ L(v) for all v ∈ V (G). If such a coloring ϕ exists then G is L-colorable and ϕ is called an L-coloring. Furthermore, G is called k-choosable if it is L-colorable for every k-list assignment L. The least number k such that G is k-choosable is called the list-chromatic number of G and is denoted by χ l (G). We denote by χ(G) the chromatic number of a graph G, i.e. the minimum number k such that there is a proper k-coloring of G.
This particular variant of vertex coloring is known as list coloring and was introduced by Vizing [11] and independently by Erdős et al. [6] . The problem of list coloring edges of a graph G is completely analogous to the vertex coloring case, and can be defined as a (vertex) list coloring problem of the line graph L(G) of G.
In this paper we continue the study of list coloring of graphs from random lists. For an integervalued function f (n) and a set A, a random (f (n), A)-list assignment for a graph G is a list assignment for G where the list for each vertex is selected independently and uniformly at random from all f (n)-subsets of A. The following problem was first studied by Krivelevich and Nachmias [9, 10] for the case of complete bipartite graphs with parts of equal size n and powers of cycles with bounded maximum degree. An event A n occurs with high probability, abbreviated whp, if lim n→∞ P[A n ] = 1. Problem 1.1. Let G = G(n) be a graph on n vertices, k a fixed positive integer and C = {1, . . . , σ}. Suppose that L is a random (k, C)-list assignment for G. How large should σ = σ(n) be in order to guarantee that whp G is L-colorable?
In [2] the above problem is studied for the case of complete multipartite graphs, and in [3, 4, 5] some results for graphs with bounded maximum degree (generalizing results from [9] ) and complete graphs are obtained. In this note we consider a variation of the above problem as follows: Problem 1.2. Let G = G(n) be a graph with chromatic number n and f (n) some integer-valued function of n. Suppose that L is a random (f (n), {1, . . . , n})-list assignment for G. How large should f (n) be in order to guarantee that whp G has an L-coloring?
In [1] Problem 1.2 is studied for the case of the line graph of a complete bipartite graph K n,n with parts of size n. By König's edge coloring theorem χ(L(G)) = ∆(G) for any bipartite graph G, where ∆(G) is the maximum degree of G. Thus χ(L(K n,n )) = n. In fact, Galvin [7] proved that χ l (L(K n,n )) = n; so if all lists have size n in a list assignment for L(K n,n ), then we are always guaranteed a proper coloring from the lists. In [1] it is proved that there is a constant c > 0 such that if L is a random ((1 − c)n, {1, . . . , n})-list assignment 1 for L(K n,n ), then whp there is an L-coloring of L(K n,n ). Note that in [1] this result is formulated in the language of arrays and Latin squares.
In this paper, we study Problem 1.2 for the case of complete graphs and line graphs of complete bipartite graphs. Our first result is that for the complete graph K n the property of being colorable from a random (f (n), {1, . . . , n})-list assignment has a sharp threshold at f (n) = log n, where log denotes the natural logarithm. 
We would like to propose the following conjecture.
Conjecture 1.4.
There is a constant c > 1 such that if L is a random (c log n, {1, . . . , n})-list assignment for the edges of the complete bipartite graph K n,n , then whp there is an L-coloring of the edges of K n,n .
We are, however, only able to prove the following theorem which shows that a weaker version of the conjecture is true. In the remaining part of the paper we prove these two theorems. Throughout the paper, our asymptotic notation and assumptions are standard. In particular, we assume that the parameter n is large enough whenever necessary.
Complete graphs
In this section we prove Theorem 1.3. Let L be a random (c log n, {1, . . . , n})-list assignment for K n , where c is some fixed constant. We will show that if c > 1, then whp K n has an L-coloring, and if c < 1, then whp K n is not L-colorable. To this end, we form a random bipartite graph B by letting V (K n ) and {1, . . . , n} be the partite sets of B, and letting v ∈ V (K n ) and i ∈ {1, . . . , n} be adjacent if i ∈ L(v). Clearly, K n is L-colorable if and only if there is a perfect matching in B.
Note that the degree of a vertex in
We first show that if c < 1, then whp B contains some isolated vertex, and if c > 1, then whp B has no isolated vertex. For the second statement, let X be a random variable counting the number of isolated vertices in B and note that
which tends to 0 as n → ∞ if c > 1. Thus, by Markov's inequality B whp has no isolated vertex when c > 1.
To show that whp B has some isolated vertex if c < 1, we use Chebyshev's inequality in the following form:
valid for all non-negative random variables Y . Since X is a sum of n identically distributed indicator random variables, we have
where X 1 and X 2 are the indicator random variables for the events that vertex 1 and 2 in B are isolated, respectively. Moreover, since
we get that
Consequently, if c < 1, then whp there is no perfect matching in B.
We now show that if c > 1, then whp B has a perfect matching. If B does not have a perfect matching, then there is some set T of vertices in B that violates Hall's condition, i.e. a subset T of V (K n ) or {1, . . . , n} such that |N B (T )| < |T |, where N B (T ) is the set of vertices in B that are adjacent to at least one vertex in T . If we choose such a minimal set S, then
(ii) |S| ≤ ⌈n/2⌉, and (iii) each vertex in N B (S) is adjacent to at least two vertices in S.
For s = 1, 2, . . . , let Z s be a random variable counting the number of minimal sets S ⊆ {1, . . . , n} in B of size s that violate Hall's condition, and let Y s be a random variable counting the number of minimal sets S ⊆ V (K n ) in B of size s that violate Hall's condition. We set
and first consider the random variable Z.
Since
. If s = 2, then S consists of two vertices u, v with degree 1 in B, which in B are adjacent to the same vertex in V (K n ). Hence, c 2 log 2 n n(n − 1)
.
Let us now verify that whp there is no set S ⊆ V (K n ) in B that violates Hall's condition. Since all neighbors of a vertex in S are in N B (S), we must have s ≥ c log n + 1, and there are at most 
We split this sum into the two terms
s=c log n+1 en s
where w n is some function such that w n → ∞ arbitrarily slowly as n → ∞. The first sum ∆ 1 is easily seen to satisfy
e 2s−1 n 2s−1 (s − 1) 2s−1 n sc log wn = o(1), provided that n is large enough. As for ∆ 2 , we have
e 2s−1 w 2s−1 n n sc log 2 = o(1).
Hence, we conclude that P[Y > 0] = o(1). In other words, whp there is no subset of V (K n ) in B that does not satisfy Hall's condition. This completes the proof of Theorem 1.3.
Remark 2.1. The result proved above should not be too surprising, once it is recalled that in a random bipartite graph distributed as G(n, n, p), i.e. with parts of size n and where each edge occurs with probability p independently of all other edges, the property of having a perfect matching has a sharp threshold at p = log n/n (see e.g. [8] ). (We remark that we have not been able to deduce Theorem 1.3 directly from this property of G(n, n, p).) Additionally, an immediate consequence of the sharp threshold for the model G(n, n, p) is the following: Consider a list assignment L for K n , such that each color in {1, . . . , n} appears in each list with probability p, independently of each other. By forming a bipartite graph as in the proof above, we get exactly a random bipartite graph distributed as G(n, n, p), and thus the property of being colorable from such a random list assignment has a sharp threshold at p = log n/n for the complete graph K n .
Complete bipartite graphs
In this section we prove Theorem 1.5. We have to show that there is a constant c > 1 such that if m = o( √ n) and L is a random (c log n, {1, . . . , n})-list assignment for the edges of K m,n , then whp there is an L-coloring of the edges of K m,n . In fact, we will prove that c ≥ 2 suffices. 2 Suppose that the partite sets of K m,n are U = {x 1 , . . . , x m } and W = {y 1 , . . . , y n }, and let L be a random (c log n, {1, . . . , n})-list assignment for K m,n . Our proof in this section is similar to the proof of Theorem 1.3. We define m random bipartite graphs B 1 , . . . , B m as follows: the partite sets of each B i are V c log n in B i , for each i = 1, . . . , m. For a multigraph G, we will say that two matchings M and M ′ in G are non-overlapping if there are no two edges e, e ′ such that e ∈ M and e ′ ∈ M ′ , and e and e ′ have the same pair of ends in G. It is straightforward to verify that there is an L-coloring of the edges of K m,n if and only if there are pairwise non-overlapping perfect matchings M 1 , . . . , M m in B, such that M i ⊆ E(B i ), for each i = 1, . . . , m.
Let A 1 be the event that there is a perfect matching M 1 ⊆ E(B 1 ) in B and for each integer i such that 1 < i ≤ m, let A i be the event that there are perfect matchings M 1 , . . . , M i such that for j = 1, . . . , i, M j ⊆ E(B j ), and M 1 , . . . , M i are pairwise non-overlapping. We will prove that
and thus
Hence, to prove the theorem it suffices to show that
We will now show that there is a constant K such that if c ≥ 2, 1 ≤ r < m, and m = o( √ n), then
→ 1 as n → ∞, so this suffices to prove (5). So suppose that there are r pairwise non-overlapping perfect matchings M 1 , . . . , M r in B, such that M i ⊆ E(B i ), i = 1, . . . , r. For all potential edges of B r+1 , we say that an edge is unusable if it has the same pair of ends as an edge in M 1 ∪ · · · ∪ M r . Otherwise a potential edge of B r+1 is usable. We need to show that the probability that there is no perfect matching in B r+1 containing only usable edges is at most Θ(n −1/2 ), and will proceed similarly as in the proof of Theorem 1. via usable edges, we have that
Consider now the case when 2 ≤ s ≤ r + 1. There are n 2s−1 e 2s (c log n) 2s n 2(s−1) exp − s n (n − rs − s + 1)c log n
, and where λ n is some function such that λ n → 0 as n → ∞. Thus
if c ≥ 2. We now deal with the case when s ≥ r + 2. Similarly as above, there are 
The last sum can be handled similarly as the sum in (4): split the sum in (8) into two parts ∆ 1 and ∆ 2 , so that ∆ 1 is a sum from 2 to n/w n − r + 1 (where w n → ∞ arbitrarily slowly as n → ∞) and ∆ 2 contains the rest of the terms. Proceeding along the same lines as in the last part of the proof of Theorem 1.3, it is then straightforward to verify that P[Y > 0] = O(n −1/2 ) if c ≥ 2. This completes the proof of Theorem 1.5.
Remark 3.1. It should be noted that if m = Θ(1), then it is suffices to require that c > 1 in the proof of Theorem 1.5. This fact together with Theorem 1.3 shows that for K m,n the property of being colorable from a random (f (n), {1, . . . , n})-list assignment has a sharp threshold at f (n) = log n if m = Θ(1).
