























































































































































Rechenberg に提案され，その後 Schwefel ら
により発展させられた進化戦略 （Evolutionary 
Strategy， ES），同じく 1960 年代の L. J. Fogel
に始まる進化プログラミング （Evolutionary 
Programming， EP） および 1950 年代から研
究が始まり 1975 年の Holland の研究 6）で基
本的な枠組みができた遺伝的アルゴリズム 






いて，国際会議第 1回 International Conference 
on Genetic Algorithms（ICGA）7）が開催され，
以降 2 年おきに開催されてきた（1999 年から













いる。1994 年になって第1回 IEEE International 
Conference on Evolutionary Computation
（ICEC）が開催された。1999年から新たに，IEEE















































ルとするアントコロニー最適化 （Ant Colony 
Optimization，ACO），粒子群最適化 （Particle 
Swarm Optimization，PSO） や 進 化計算に
統計的手法を融合する分布推定型アルゴリズ








































































































ム（cunning Ant System，cAS） を ネ ッ ト
ワーク環境で並列化した並列 cAS（parallel 




















































　式（2）において，A =（apq）および B =（brs） 
はそれぞれL×Lの距離マトリックスとフロー
マトリックスであり，φは {1， 2， …， L }の順
列である。マトリックスAと Bは，それぞれ，








　本研究における cAS の実装には Java を用い




























































































































































　図 5に p-cAS の結果と考察結果をまとめる。
データは 25 回の実験の平均である。ここで，
speedup は，（並列化しない場合の cAS の実行
時間）/p-cAS の実行時間）を示す。クライア
ントとサーバ間の通信オーバーヘッド （Tcomm.）
が無ければ speedup の値は 5 に近い値となる。
しかし同図に示しているように，通信オーバー
ヘッド（Tcomm.）が存在する。この通信オー
バーヘッドのために tai40b および tai50b では
speedup 値は 1 より小さく，また tai60b でほぼ
1となっている。一方，より大きな問題である



































たEdge Histogram Based Sampling Algorithm 
（EHBSA）17） の 改 良 型 モ デ ル （enhanced 








（Edge Histogram Matrix） を用いる。図 6は，
問題サイズ L = 5 の TSP に対して，集団サイ
ズN = 5 とした場合の集団P（t） = { st1， st2; …
stL } のEHMの例である。EHMの各エントリー





のようにエッジ i → j とエッジ j ← i とが同等
である場合を示しているが，スケジューリング








（ⅱ）  EHM を用いて生成するノード数 ls を式
（3）4）で示す確率密度関数 f（ls）より決定し，









（ⅲ）  残りの ls 個のノードは，EHM をもと
に式（4）に基づいてサンプリングする
（Sampling Based Segment， SBS）。
　先のEHBSAの研究17）では，ls の決定にnカッ
トポイント法を用いていたが，この方法では，
ls の平均値E（ls）が L/n （n = 2， 3， …） に制
限されるという問題があり，改良型EHBSAで





















おいて，新しい個体 I’i は，集団 P（t）の個体
Ii をテンプレートとして用いる（i = 1， 2， …， 
N）。各 i のペア（Ii， I’i）（i = 1， 2， …， N）を
比較し，良い個体を次の世代P（t + 1）のメン
バーとする。Ii と I’i とを比較するこの方式は，




















成数を L×1000 とし，局所探索には 3OPT を
適用する。（3）の大規模問題に対しては，集団





ンには Core i7 965 プロセッサを用いる。LK
コードには Concorde20） を用い，JNI を用いて
eEHBSA コードと結合した。それぞれの問題









の規模の問題においても，0.2 ≦γ ≦ 0.4 におい




チスレッドモード （synchronous multi-thread 
mode， SMTM） と非同期マルチスレッドモード 
（asynchronous multi-thread mode， AMTM）の
2つの並列化スレッドプログラミングを考える。
使用言語は Javaである。使用プロセッサは，5.1.3













（4） 新個体 I’i （i = 1， 2， …， N）を，EHMお
よび Ii の部分解部から生成。
（5） 各 i （i = 1， 2， …， N）に対して Ii と I’i と
を比較し，I’i の方がよければそれを Ii と
置き換え，集団P（t）を更新する。


































　各種サイズの TSP を用いて，2 つの並列化




の 20 回の実験の平均である。speedup は，並
列処理を行わない場合のTavg をマルチスレッ
ド方式による場合のTavg で割ったものである。
同表には，各 Tavg の 95% 信頼区間ならびに





模問題では，速度比が 3.1 ～ 3.7 であるのに対
して，局所探索を用いない小規模問題では速度

















像処理用演算装置 （Graphics Processing Unit， 
GPU）を用いて流体力学，医療用画像分析，統
計データ処理などの科学技術計算の並列計算
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GPU 計算） の研究が注目され，CPUに対して




　2009 年 7 月の ACM 主催の進化計算の国
際 会 議 GECCO-2009 で は，進 化 計 算 へ の
GPU計算の適用に関するワークショップ 2009 
Computational Intelligence on Consumer Games 












　本研究で用いた GPU は，NVIDIA GeForce 
GTX285 である。図 12 に本 GPU のアーキテ
クチャを示す。Thread Processor（TP）演算





16KB である。MP の数は 30 である。異なる
MP に属する TP 間のデータ共有は，VRAM
経由となり速度が遅くなる。プログラミング環










Microsoft Visual Studio に組み込んで使うこと
ができ，本研究では，この方法を用いた。



























2L×Nバイトとなる。今回は N = 128 に固定






に示すように 500 世代毎に VRAMを介して
シャッフルする。この意味で，GPU 内の進化
モデルは，分散GAにおける島モデルの一形態
といえる。個体数の総数は，128 × 30 × k （k 
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（GA-2）の結果を示した。当然 GA-2 の結果の
方が，GA-1 の結果よりも優れている。GPU計
















ワープに分割され （GTX285 の場合，32 ス
レッド単位） て SIMD風に処理が行われるの















総個体数 #OPT Tavg (sec) SE
GA-1 GA-2 
総個体数 #OPT Tavg (sec) SE 総個体数 #OPT
Tavg 
(sec) SE GA-1 GA-2 
tai20b 128×30×1 10 0.064 0.001 128×30×1 　10 0.428 0.012 128×30×1 10 0.422 0.013 6.6 6.7
tai25b 128×30×1 10 0.169 0.005 128×30×1 10 1.386 0.043 128×30×1 10 1.286 0.046 7.6 8.2
kra30a 128×30×5 10 2.002 0.551 128×30×2 9 9.651 1.514 128×30×4 9 11.87 1.038 5.9 4.8
kra30b 128×30×5 9 1.332 0.244 128×30×5 8 23.399 3.831 128×30×4 9 16.745 3.721 12.6 17.6
tai30b 128×30×3 10 0.947 0.182 128×30×3 10 22.649 2.16 128×30×1 10 7.203 1.984 7.6 23.9
tai35b 128×30×4 10 2.51 0.234 128×30×3 10 22.649 2.16 128×30×1 10 7.203 1.984 2.9 9
ste36b 128×30×4 10 3.337 0.334 128×30×4 10 33.274 4.13 128×30×2 10 14.675 1.213 4.4 10

























る次期 GPU （Fermi） では，SMの容量増加や
VRAMアクセスに対するキャッシュの導入な
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