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Scalar field theories with Z2-symmetry are the traditional playground of critical
phenomena. In this work these models are studied using functional renormaliza-
tion group (FRG) equations at order ∂2 of the derivative expansion and, differently
from previous approaches, the spike plot technique is employed to find the relative
scaling solutions in two and three dimensions. The anomalous dimension of the
first few universality classes in d = 2 is given and the phase structure predicted
by conformal field theory is recovered (without the imposition of conformal invari-
ance), while in d = 3 a refined view of the standard Wilson-Fisher fixed point is
found. Our study enlightens the strength of shooting techniques in studying FRG
equations, suggesting them as candidates to investigate strongly non-perturbative
theories even in more complex cases.
PACS numbers: 05.10.Cc,05.30.Rt
1. INTRODUCTION
Since the discovery of the phenomenon of universality and its explanation in terms
of the renormalization group (RG) [1], one of the main goals of statistical and quantum
field theory has been the classification of all universality classes, i.e. the determination
of fixed points of the RG flow. Even if the phase diagram of scalar field theories has
been subject to intense investigations over the decades, we still lack a complete picture
of theory space even in the simplest cases, as that of single component scalar theories
in two or three dimensions. This is not a surprise since the problem is inherently non-
perturbative, but what is also missing is an easy way to render and visualize the complex
landscape of theory space, since this is generally an infinite functional space.
In recent years the functional renormalization group (FRG) [2, 3] has shown its versa-
tility and strength as a non-perturbative RG technique in many applications [4–6]. In this
approach the traditional RG is extended to work in the functional space of the effective
average action (EAA), i.e. the scale dependent generator of the one particle irreducible
vertexes of the theory, allowing to pursue new kind of non-perturbative expansions and
to overcome the traditional limitations of diagrammatic techniques.
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In this paper we use the flow equations for the EAA at order O(∂2) of the deriva-
tive expansion to investigate scaling solutions (i.e. functional RG fixed points) of single
component scalar theories with Z2-symmetry in two and three dimensions. Our ap-
proach generalizes the spike plot technique already employed to solve the local potential
approximation (LPA) in [7–10] and refines the O(∂2) study [11] where a power like reg-
ulator and numerical relaxation methods were employed. For related studies, but from
a Polchinski equation perspective, see [12] and reference therein; for a proper time RG
study see [13].
2. DERIVATIVE EXPANSION
The derivative expansion is an approximation scheme where the EAA is expanded in
powers of the field spatial derivatives [2, 3, 14, 15]. This scheme is usually employed
for matter field theories on flat space, where it becomes a series expansion in powers of
the momentum. The derivative expansion has been very successful in drawing phase
diagrams and computing accurate universal quantities, especially critical exponents.
If one considers a one component scalar field, in d-dimensional flat space, with a Z2-
symmetry, the derivative expansion for the EAA to order O(∂2) reads
Γk[φ] =
∫
ddx
{
Vk(φ) +
1
2
Zk(φ)(∂φ)2
}
+O(∂4) . (2.1)
The effective potential Vk(φ) and the wave-function renormalization function Zk(φ) are
arbitrary functions of the field φ. The derivative expansion has been carried to higher
order in d = 3 [14], where a beta function study was performed. The flow equations for
these functions are derived from the exact RG equation satisfied by the EAA [2, 3],
∂tΓk[φ] =
1
2
Tr
(
Γ(2)k [φ] + Rk
)−1
∂tRk . (2.2)
For translational invariant systems the trace in latter equation represents a momentum
integral and the cutoff function Rk is a momentum dependent mass term introduced
into the effective action in order to freeze the low energy excitations responsible for the
appearance of infrared (IR) divergences. The effective action explicitly depends on a scale
k and the renormalization ”time” is defined as t = log(k/k0), where k0 is an arbitrary
reference scale.
After inserting the ansatz (2.1) into the flow equation (2.2) and performing the appro-
priate projection one can derive the beta functionals βV and βZ for the running effective
potential and field dependent wave function renormalization function
∂tVk = βdV(V
′′
k , Zk) ∂tZk = β
d
Z(V
′′
k , V
′′′
k , Zk, Z
′
k, Z
′′
k ) . (2.3)
The explicit form of the beta functionals can be obtained in arbitrary dimension and for
arbitrary cutoff functions. The beta functional for the effective potential follows directly
by evaluating (2.2) at a constant field configuration and reads
βdV =
1
(4pi)
d
2
1
2
Q d
2
[Gk∂tRk] . (2.4)
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In (2.4) the regularized propagator at the constant field configuration φ is defined as
Gk(x, φ) =
1
Zk(φ) x +V′′k (φ) + Rk(x)
, (2.5)
while the Q-functionals are defined as
Qn[ f ] ≡ 1Γ(n)
∫ ∞
0
dx xn−1 f (x) . (2.6)
Deriving the flow equation for the wave-function renormalization function is more in-
volved. Taking the second functional derivative of (2.2) with respect to the fields it is
possible to write down the flow equation for the two-point function of the EAA in mo-
mentum space. Introducing on the rhs of this equation the vertices of the EAA (2.1) and
extracting the O(p2) terms one obtains, after some algebra, the following beta functional
for the wave-function renormalization function
βdZ =
(V′′′k )
2
(4pi)
d
2
{
Q d
2
[G2k G
′
k∂tRk] + Q d2+1
[G2k G
′′
k ∂tRk]
}
+
(Z′k)
2
(4pi)
d
2
{
2d + 1
2
Q d
2+1
[G3k∂tRk]
+
(d + 2)(d + 4)
4
(
Q d
2+2
[G2k G
′
k∂tRk] + Q d2+3
[G2k G
′′
k ∂tRk]
)}
+
V′′′k Z
′
k
(4pi)
d
2
{
2 Q d
2
[G3k∂tRk] + (d + 2)
(
Q d
2+1
[G2k G
′
k∂tRk] + Q d2+2
[G2k G
′′
k ∂tRk]
)}
+
Z′′k
(4pi)
d
2
{
−1
2
Q d
2
[G2k∂tRk]
}
. (2.7)
Equations (2.4) and (2.7) represent the flow equations for Vk(φ) and Zk(φ) for general
cutoff function at O(∂2) of the derivative expansion. Once an appropriate cutoff shape
has been chosen, the integrals in (2.4) and (2.7) can be performed. In this way one obtains
a system of partial differential equations for Vk(φ) and Zk(φ) in the variables k and φ.
Finally the flow equations are obtained introducing the dimensionless variables. The
dimensionless quantities are defined as
φ = Z−
1
2
k k
( d2−1)ϕ Vk(φ) = kd v(ϕ) Zk(φ) = Zk ζ(ϕ) , (2.8)
from which we drive the following relations by t-differentiation
βv = −d v + d− 2+ η2 ϕ v
′ + k−dβV
βζ = η ζ +
d− 2+ η
2
ϕ ζ ′ + Z−1k βZ , (2.9)
where βv ≡ ∂tv and βζ ≡ ∂tζ. The anomalous dimension of the scalar field in (2.9) is
defined by η = −∂t log Zk(0) [4].
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To obtain explicit expressions for the beta functional we need to specify the cutoff
function Rk. In terms of the linear cutoff1 introduced in [16]
Rk(x) = Zk(k2 − x)θ(k2 − x) , (2.10)
the Q-functionals in (2.4) and (2.7) can all be computed analytically and they can be
reduced to a single threshold integral, a hypergeometric function (see the Appendix),
which in integer dimension simplifies even further to elementary expressions. Explicit
expressions for βv and βζ can then be written in two and three dimensions, as shown in
the Appendix.
3. SCALING SOLUTIONS
In this formalism the scaling solutions for the effective actions appear as FRG fixed
points and they are determined by solving the coupled system of ordinary differential
equations
βv = 0 βζ = 0 . (3.1)
For parity reasons we expect the following boundary conditions for the effective poten-
tial and the wave-function renormalization functional evaluated at the origin,
v′(0) = 0 (3.2)
v′′(0) = σ (3.3)
ζ(0) = 1 (3.4)
ζ ′(0) = 0 . (3.5)
Conditions (3.2) and (3.5) are a direct consequence of the Z2-symmetry. The condition
(3.5) is obtained absorbing a factor Zk(0) into the field redefinition. Thus the only unspec-
ified condition remaining is the v′′(0) value. In equation (3.3) σ and η are real values to
be determined by requiring the global existence of the scaling solutions, condition that,
as we will see, reduces to a finite set the allowed functional fixed points.
The main goal of our paper is to show that it is possible to find solutions of the system
(3.1) extending the simple spike plot technique used in LPA analysis [7, 10]. This method
has diverse advantages: first of all it does not require the solution of the flow equations
in function of the renormalization time t; second it solves the fixed point equations in
their full functional form, without relying on truncations [14] (this property is necessary
to be consistent with the Mermin-Wagner theorem [17]); third it does not necessitate any
external input as in [3, 11], where the relaxation method was used starting from the exact
spherical model solution. For these reasons the present method is the most suited to
uncover actual non-perturbative universality classes, which can not be investigated by
means of standard approaches [18].
1 The linear cutoff is believed to be the optimal choice at low order in derivative expansion [16]. Indeed
the results for the critical exponents found in this case are more accurate than the ones obtained with
power law cutoff [3, 11], as discussed in the following.
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Let us describe the procedure in more details, we solve equations (3.1) for different
values of σ and η. For any arbitrary point in the (σ, η) plane the solution will become
singular at a finite value of the field [19], we call this finite value ϕsing, and global scaling
solutions correspond to those points in which ϕsing shows a ”spike” behaviour. Thus
physical fixed points in the (σ, η) plane can be determined by a numerical analysis of the
function ϕsing.
For the purpose of extending the resulting scaling solutions v and ζ beyond ϕsing the
analysis is complemented by the asymptotic behaviours computed using the large field
solutions of equations (3.1)v(ϕ) ∼ v0 ϕ
2 d
d−2+η
ζ(ϕ) ∼ ζ0 ϕ−
2η
d−2+η
for ϕ 1 . (3.6)
Once the location of a fixed point in the (σ, η) plane has been determined, the coefficients
(v0, ζ0) can be evaluated by imposing continuity of the numerical solutions for v and ζ
with the large field expansion in Eq, (3.6) at some value ϕmax < ϕsing.
We will show in subsection 3.1 that in d = 3 there is only one scaling solution to
the system (3.1), which corresponds to the so-called Wilson-Fisher fixed point and de-
scribes the Ising d = 3 universality class. It is in d = 2, where every perturbative
approach fails to describe correctly the various universality classes, first constructed ex-
actly using conformal field theory (CFT) methods [20], that the system (3.1)) reveals its
non-perturbative potentialities. It was shown in [3] that the power-law cutoff version
of the system (3.1) has scaling solutions in one-to-one correspondence with the minimal
models known from CFT. In subsection 3.2 we will see that the same picture emerges also
when the linear cutoff and the spike plot method are employed.
3.1. The three dimensional case
First of all we consider the d = 3 case, which is the less involved since only the stan-
dard Wilson-Fisher fixed point exists. The equations for the β-functions in the linear
regulator case, (B.3) and (B.4) from the Appendix, are set to zero and solved numeri-
cally, with a fourth order Runge-Kutta approach, for several points in the (σ, η) plane.
The value at which the numerical solver interrupts integration ϕsing is represented as a
contourplot in the plane of the initial conditions (σ, η) in Fig. 1 panel (a).
Apart for the maximum in the origin, which represents the free Gaussian universality
class, we see a family of maxima arising along a curve which separates the dark blue
region of the severely ill defined solutions from the light green region of intermediate so-
lutions. Only a small portion of the plane has a non-trivial support for the ϕsing function,
which is identically zero for all σ < −0.2. Moreover the equations in the linear cutoff case
develop a divergence for σ = −1 often called spinodal instability. It is not clear wether
this divergence, which is IR attractive in all directions, is the physical IR fixed point or
rather an artifact of the linear regulator scheme. However it has been demonstrated that
5
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(b) Spike-plot along the chain of maxima in
the contour plot of panel (a).
FIG. 1. The contour plot of ϕsing in the (σ, η) planes has two spikes: the one located at (0, 0)
represents the Gaussian theory. The other one indicates the Ising universality class, which occurs
at a finite positive value of the anomalous dimension and for a negative dimensionless mass. In
panel (b) the spike-plot is performed along the maxima chain of the contour plot of panel (a) with
different choices for the fit parameters (gray dashed lines). The optimal choice (red solid line) is
the one which maximizes the spike height, see the main text.
it is possible to recover information over the universal quantities studying the scaling of
the solutions close to this instability [21].
The landscape in Fig. 1 can seem surprising due to the presence of several maxima
rather than an isolated one, indicating the Ising universality class. However a closer in-
spection reveals that the high of the peaks is non monotonous, leading to the appearance
of a prominent maximum at finite η and σ values. This prominent maximum represents
the signature of the Wilson-Fisher fixed point. The connection of the Ising and Gaussian
universalities through an extended chain is easily justified if one considers that the spike-
plot technique furnishes a solution even in the lower truncation scheme, where only the
potential equation is considered. Thus it appears that for each value of η it exists a max-
imum as a function of σ which represents the best approximation for the v(ϕ) and ζ(ϕ)
functions at that particular value of the anomalous dimension.
On the other hand due to the finite numerical grid in the (σ, η) plane, to the complex
three dimensional shape of the chain as well as to the finite numerical accuracy in the
solution of the flow equations. The peaks chain appears as a sequence of spikes rather
than a continuous ridge. This picture is confirmed in the following where we pursue
the analysis along several trajectory in the (σ, η), retrieving the expected scenario. As
anticipated above a convenient approach to overcome these difficulties and to extract the
anomalous dimension of the interacting universality classes is to reduce the problem of
finding the maxima of the two dimensional surface ϕsing(σ, η) to the simpler one of lo-
cating the maximum in a single one dimensional chain. This is possible using the results
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(b) Fixed point wave-function ζ(ϕ) in
d = 3
FIG. 2. In panel (a) and (b), respectively, the solutions for the functions ζ(ϕ) and v(ϕ) are shown
for the Wilson-Fisher fixed point in three dimension. The lines have been obtained imposing
continuity between the numerical solution (solid line) and analytic large field behaviour of the
scaling solutions (3.6) (dotted lines)
.
in panels (a) of Figs. 1 and 3 as a guide.
First of all we fit the locations of the maxima of a single chain in the (σ,η) plane with
a simple function, depending on the cases linear or parabolic fit functions are employed.
This operation produces an explicit expression for the maxima chain as a function σ(η)
along which we can pursue the standard one dimensional spike plot technique. Obvi-
ously the coefficients of the fit will contain errors due to the finiteness of the grid in the
landscapes of panels (a) in figures 1 and 3. However the best value for the fit is obtained
optimizing the coefficient in order to maximize the height of the spike; as it is shown in
panel (b) of Fig. 1 for the three dimensional Ising universality. The optimization pro-
cedure is straightforward since one should allow only for very small variation of the fit
coefficients and the one dimensional spike plot computation is extremely fast.
In the three dimensional case the optimization procedure is shown in Fig. 1 panel
(b). The grey dashed curves are the spike plots along different fit representations of
the peak chain in panel (a), Fig. 1. The equation for the peak chain has been obtained
by linear fit around the position of the non-trivial maximum. The various curves (gray
dashed lines) show the result for different values of the fit coefficients, the optimized
curve, red solid line, gives η = 0.0496 with σ = −0.1468. The fixed point potential
and wave-function renormalization are shown in Fig. 2 panel (a) and (b) respectively. In
correspondence of the minimum of the fixed point potential a maximum of the wave-
function is found. The large field behavior can not be obtained by numerical integration,
since a very precise identification of the correct fixed point values (σ, η) is necessary to
push the integration forward. In Fig. 2 the large field branch of the two functions has been
7
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(b) Spike plots along the chains of panel (a)
FIG. 3. In panel (a) spike plot in two dimensions for the linear regulator case. The landscape of
scalar quantum field theories at this approximation level is quite complicated. The maxima of
ϕsing form mountain chains located on some special curves in the (σ, η) plane.
obtained using large field expansions reported in equation (3.6) and imposing continuity
with the numerical solutions.
3.2. The two dimensional case
In the d = 2 case scalar Z2-theories have an infinite number of universality classes,
leading to a far more complicated landscape in the (σ, η) plane. These universality classes
correspond with the minimal models of CFT and the critical exponents are known ex-
actly. The importance of reproducing such results in an approximated scheme is not
only the methodological one, deriving from the necessity to test our technique in a more
complex scenario, but it also lies in the different assumptions necessary to compute such
quantities. Indeed flow equations (2.4) and (2.7) have been derived without any ad-
ditional condition rather than Z2-symmetry. Even in this oversimplified computation
scheme and without any additional imposition on the symmetry of the model, such as
conformal symmetry, the FRG technique is able to recover all the information on the lo-
cation and the shape of the solutions, with a good numerical accuracy on the universal
quantities.
The result for the landscape of interacting fixed points in two dimensional scalar field
theories is reported in Fig. 3, in the linear cutoff scheme. Identifying correctly the exact
value of the anomalous dimension for any universality class requires some care. Indeed,
similarly to the d = 3 case in Fig. 1, the maxima of ϕsing are disposed on special lines
of the (σ, η) plane, forming peak chains. In panel (a) of Fig. 2 the Gaussian universality
class appears as a infinitely tall spike located at σ = η = 0. The two peaks chains at the
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(b) Fixed point solutions for the functions
v(ϕ) and ζ(ϕ) in d = 2
FIG. 4. In panel (a) we show the anomalous dimensions as a function of the critical index i for the
linear (green line) and power law (blue line) cutoff case, compared to the exact CFT results (red
line). In panel (b) the solutions for the functions ζ(ϕ) and v(ϕ) are shown for the first six multi-
critical universalities. Each line has been obtained imposing continuity between the numerical
solution (solid line) and analytic large field behaviour of the scaling solutions (3.6) (dotted lines).
extrema of the origin are the longest in the η direction and they represent the Wilson-
Fisher and tricritical universalities which have the largest anomalous dimension values.
Both these peak chains, going from η = 0 to η ' 1, have a maxima at a finite value of
the anomalous dimension which roughly corresponds to the expected one. Moreover
we have infinitely many other peak chains starting at η = 0. These chains accumulate
in the origin, becoming shorter and shorter, as expected since they represent high order
universalities.
As for the three dimensional case, the finite numerical grid in the (σ, η) plane does
not allow for a precise location of the tallest maximum along each chain. Increasing
the precision of the grid will need an exponential growing computation time due to the
necessity to increase accordingly the precision of the numerical solution of the differential
equations. Once again, in order to maintain a low computational cost, we consider a
numerical fit for each peak chain along which we purse a one dimensional spike plot
procedure analogue to the LPA case. Optimizing the fit coefficients to maximize the
height of the peak in every chain of the contour-plot in d = 2, Fig. 3 panel (a), we obtain
a one dimensional spike plot for every universality class from the standard Wilson-Fisher
case i = 2 to the esacritical universality i = 6 as it is shown in Fig. 3 panel (b). The values,
at which the singularities of ϕsing occur, are in agreement with the expected values for
the anomalous dimensions. During the optimization procedure of the fit parameters it
occurs that two minima are found in the line, proving the complex three dimensional
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structure of the peaks in the (σ,η) plane. In any case the highest divergence is always
obtained for a single peak, confirming that the two peaks structure occurs only when the
fit line does not cross the spike at its center. The distance between the two peaks can be
easily reduced until a precision ≤ 5% is obtained in the η values, see Fig. 3 panel (b).
In Fig. 4, panel (a), the anomalous dimension values obtained using the spike plot
technique are shown. The results of this work (green line) are compared to the ones found
in [11] (blue line) and to the exact results of CFT solutions (red line). The curve obtained
here is more precise than the results found in the power law cutoff scheme of [11], which
confirms the expected better performance of the linear cutoff scheme. It should be also
noted that, as expected, the precision of FRG truncation scheme increases lowering the
anomalous dimension values, with the esacritical value for the η exponent reproduced
up to 99% even in this rather simple approximation. The fact that the precision of FRG
truncation scheme increases lowering the anomalous dimension values suggests that a
truncation based on the real fixed point dimension of the operators included in the EAA
might be better than the derivative expansion from the quantitative point of view. While
in d = 2 for η = 0 the expansion in terms of the operator dimensions and derivative
expansion coincides as η → 0 and thus, as η grows, they start diverging. In d = 3
the situation is very different and may explain the less precise numerical success of the
derivative expansion in this dimension.
In panel (b) of Fig. 4 we show the potential v(ϕ) and the field dependent wave func-
tion renormalization ζ(ϕ) for the first six universality classes in d = 2. The solutions
are shown only for positive values of the field ϕ, since the other branch can be simply
obtained using reflection symmetry. Each potential shows a number of minima i, as in-
dicated by its criticality order, and the corresponding wave function renormalization has
a relative maximum in correspondence of each minimum position. The solutions shown
in Fig. 4 panel (b) have been obtained solving equations (2.4) and (2.7) with the values of
η and σ found using the spike plot technique described in Fig. 1 panel (b).
3.3. Regulator dependence
As it should be understood from the above investigations, the efficiency of our spike
plot technique crucially depends on the structure of the three dimensional surface
ϕsing(σ, η), which has non-trivial shape only on a finite number of quasi-two dimen-
sional manifolds, i. e. the lines in Fig. 3. It is then necessary to test wether this simplified
structure is just an artifact of the linear cutoff function or if it is a general result valid
for equations (2.4) and (2.7) independently from the particular form assumed by the
Q-functionals.
In order to check the stability of our approach we consider another cutoff function
to explicitly compute the Q-functionals. The most effective choice in this perspective is
the power law regulator already adopted in [11] Rk(x) = k4/x . Indeed such regulator,
even if not optimal to compute numerical quantities, produces simple results for the
flow equations. Moreover the power law cutoff has a rather peculiar shape, completely
different from the linear cutoff employed above. Indeed while the last one is compact
10
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FIG. 5. Spike plot in two dimensions for the power law cutoff case. The landscape of scalar
quantum field theories at this approximation level is quite complicated. The maxima of ϕsing
form mountain chains located on some special curves in the (σ, η) plane.
with extremely localized derivatives the first one has infinite support and it has finite
derivatives at all orders.
We apply the same procedure already considered for the flow equations in the linear
regulator case. Both in d = 2 and d = 3 we retrieve the expected phase structure, with
only one correlated fixed point in the first case and infinitely many solutions in d = 2, as
shown in Fig. 5. It is worth noting that in the power law regulator case the height of the
peaks in the contour plot is much smaller than in the previous case. However both in 2,
Fig. 5 panel (a), and 3, panel (b), the peak chains are evident, thus demonstrating that the
structure of the ϕsing(σ, η) function, even if influenced by the regulator form, maintains
a very small non-trivial support. In both the regulator cases every universality class of
the theory appears as a chain of peaks in the (σ, η) plane.
4. CONCLUSION
After deriving the explicit expressions for the flow equations of the effective potential
Vk and the wave-function renormalization function Zk, in two and three dimensions, and
with the use of the linear cutoff, we have shown that it is possible to extend the ”spike
plot” technique to the study of scaling solution at order ∂2 of the derivative expansion. In
this approximation theory space is projected to the two dimensional plane parametrized
by σ ≡ v′′(0) and by the anomalous dimension η. The spike plot becomes a two dimen-
sional surface that represents the landscape of scalar theories with Z2-symmetry. These
landscapes are characterized by ”peak chains” along which the spikes appear; the shape
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of these chains can be fitted by a simple linear or quadratic curve σ(η) and the problem of
finding the position of the maxima of these surfaces can be reduced to a one dimensional
spike plot similar to those found at the LPA level.
In d = 3 the landscape is characterized by a single non-trivial spike that represents
the Ising universality class, while in two dimensions the landscape is much more com-
plex: a whole chain is present for each Multi-critical universality class and each CFT
minimal model emerges as the most prominent peak of each of these chains. At high
multi-criticality the obtained values of the anomalous dimensions are in very good agree-
ment with the exact CFT results. At the quantitative level, the increasing precision with
which the anomalous dimension of the multi-critical fixed points is obtained, for grow-
ing multi-criticality index, suggests that an expansion scheme based on the relevancy of
the real operator dimension (operator dimension expansion) of the terms included in the
truncation ansatz of the effective average action might be quantitatively precise. This is
suggested by the fact that the derivative expansion, in d = 2 and as η → 0, becomes
exactly the operator dimension expansion and indeed we obtain better and better values
for η as the multi-criticality grows.
While the present analysis shows how the spike plot technique can produce a com-
plete and systematic analysis of fixed point solutions of functional flow equations, even
beyond the well known LPA case, it would be interesting to disclose the full picture of
the critical exponents for scalar field theories, including the correlation length exponent
ν, even for fractional dimension beyond two and three where it will be interesting to
compare with the recent e-expansion analysis [22–25]. However the latter task is hin-
dered by the complexity of the flow equations, even in the case of the linear regulator
(2.10), which leads to substantial numerical difficulties, especially in the study of the sta-
bility exponents. Then, it would be more convenient to consider different regularization
schemes which deliver considerably simpler functional flow equations [26]. Another in-
teresting perspective is the study of the non-unitary family of fixed points generalizing
the LPA analysis [27] or long range interacting field theories, both in the classical [28] and
quantum case [29, 30] or, finally in presence of global symmetries as O(N) interactions
[8, 9, 18] or Potts model Sn+1-symmetries [31]. We leave all these applications to future
works.
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Appendix A: Q-functionals
The Q–functionals appearing in the beta functionals βV and βZ of section 2 can be
evaluated analytically when the linear, or Litim, cutoff
Rk(x) = Zk(k2 − x)θ(k2 − x)
is employed. The explicit expressions are
Qn[Gmk ∂tRk] =
k2(n−m+1)Z1−mk
Γ(n)
{(2− η)qn,m(ζ,ω) + ηqn+1,m(ζ,ω)}
Qn[Gmk G
′
k∂tRk] = −
k2(n−m−1)Z−mk
Γ(n)
(ζ − 1) {(2− η)qn,m+2(ζ,ω) + ηqn+1,m+2(ζ,ω)}
Qn[Gmk G
′′
k ∂tRk] = 2
k2(n−m−2)Z−mk
Γ(n)
(ζ − 1)2 {(2− η)qn,m+3(ζ,ω) + ηqn+1,m+3(ζ,ω)}
−k
2(n−m−2)Z−mk
Γ(n)
1
(ζ +ω)m+2
, (A.1)
where we defined the threshold integral
qn,m(ζ,ω) ≡ 1n(1+ω)m 2F1
(
m, n; n + 1;
1− ζ
1+ω
)
, (A.2)
with ω = V
′′
k (φ)
k2Zk
and ζ = Zk(φ)Zk .
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Appendix B: Beta functionals
Here we report the explicit linear cutoff expressions, in two and three dimensions, for
the dimensionless beta functionals βv and βζ defined in section 2.
1. d = 2
βv =− 2v + η2 ϕ v
′ + 1
8pi
{
η
ζ − 1 −
2+ ηω− (2− η)ζ
(ζ − 1)2 log
ζ +ω
1+ω
}
(B.1)
βζ = η ζ +
η
2
ϕ ζ ′
+
ζ ′′
8pi
{
2+ ηω− (2− η)ζ
(ζ − 1)(1+ω)(ζ +ω) −
η
(ζ − 1)2 log
ζ +ω
1+ω
}
+
(v′′′)2
8pi
{
2− η
3(ζ +ω)3
− 2− η
3(1+ω)3
− 2ζ
(ζ +ω)4
}
+
v′′′ζ ′
4pi
{
4− η
(1+ω)2(ζ +ω)4
ω3 +
ζ(18− 7η)− 2η + 12
3(1+ω)2(ζ +ω)4
ω2
+
2ζ2(8− 3η) + 2ζ(2− η) + 4− η
3(1+ω)2(ζ +ω)4
ω +
2ζ3(2− η) + 4ζ2 − ζ(2+ η)
3(1+ω)2(ζ +ω)4
}
+
(ζ ′)2
8pi
{
− 3η
(ζ − 1)2(1+ω)(ζ +ω)4ω
4 − 3η(7ζ + 1)
2(ζ − 1)2(1+ω)(ζ +ω)4ω
3
+
ζ2(30− 83η)− ζ(23η + 60)− 2η + 30
6(ζ − 1)2(1+ω)(ζ +ω)4 ω
2
+
ζ3(36− 47η)− ζ2(25η + 60) + 2ζ(6+ η) + 12− 2η
6(ζ − 1)2(1+ω)(ζ +ω)4 ω
+
9ζ4(2− η)− ζ3(11η + 36) + ζ2(18+ 4η)− 2ζη
6(ζ − 1)2(1+ω)(ζ +ω)4
+
3η
(ζ − 1)3 log
ζ +ω
1+ω
}
. (B.2)
2. d = 3
βv =− 3v + 1+ η2 ϕ v
′ + 1
4pi2
{
−6+ (1+ 3ω)η − 2(3− η)ζ
3(ζ − 1)2
+
2+ ηω− (2− η)ζ
(1− ζ)5/2
√
1+ω arctanh
√
1− ζ
1+ω
}
(B.3)
14
βζ = η ζ +
1+ η
2
ϕ ζ ′
+
ζ ′′
8pi2
{
ζ(2− 3η)− 2− 3ηω
(ζ − 1)2(ζ +ω) +
2+ η(2+ 3ω)− ζ(2− η)
(1− ζ)5/2√ω+ 1 arctanh
√
1− ζ
1+ω
}
+
(v′′′)2
(4pi)2
{
−3ζ(η − 2) + η(ω+ 4)− 6
24(1− ζ)3/2(ω+ 1)5/2 arctanh
√
1− ζ
1+ω
− 1
12
η − 1
(ζ − 1)2(ω+ 1) +
1
12
η − 1
(ζ − 1)2(ζ +ω) +
1
18
η − 2
(ζ − 1)(ω+ 1)2
−2
9
(η − 3)
(ζ +ω)3
− 4
3
ζ
(ζ +ω)4
+
1
12
1
(ζ − 1)(ζ +ω)2
}
+
v′′′ζ ′
8pi2
{
− 7
12
ζ(η − 2)− η(3ω+ 4) + 2
(1− ζ)5/2(ω+ 1)3/2 arctanh
√
1− ζ
1+ω
− 7
12
η − 2
(ζ − 1)2(ω+ 1) −
4
9
η − 5
(ζ +ω)3
− 8
3
ζ
(ζ +ω)4
−7
6
η + 1
(ζ − 1)2(ζ +ω) −
7
3
1
(ζ − 1)(ζ +ω)2
}
+
(ζ ′)2
8pi2
{
49
24
ζ(η − 2) + η(5ω+ 4) + 2
(1− ζ)7/2√ω+ 1 arctanh
√
1− ζ
1+ω
− 2
9
η − 7
(ζ +ω)3
+
245η
24(ζ − 1)3 −
4
3
ζ
(ζ +ω)4
−49
32
η + 3
(ζ − 1)2(ζ +ω) −
49
18
1
(ζ − 1)(ζ +ω)2
}
. (B.4)
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