The Finite-Difference Time-Domain (FDTD) method is arguably the most popular numerical method for the solution of problems in electromagnetics. Although the FDTD method has existed for nearly 30 years, its popularity continues to grow as computing costs continue to decline. Furthermore, extensions and enhancements to the method are continually being published, which further broaden its appeal. Because of the tremendous amount of FDTD-related research activity, tracking the FDTD literature can be a daunting task. In this paper we present a selective survey of FDTD publications. This survey presents some of the significant works that made the FDTD method so popular, and tracks its development up to the present-day state-of-the-art in several areas. An "on-line" BibTEX database, which contains bibliographic information about many FDTD publications, is also presented.
T proposed by Yee in 1966 [l] , is a simple and elegant way to discretize the differential form of Maxwell's equations. Yee used an electric-field (E) grid, which was offset both spatially and temporally from a magnetic-field (H) grid, to obtain update equations that yield the present fields throughout the computational domain, in terms of the past fields. The update equations are used in a leapfrog scheme, to incrementally march the E and H fields forward in time. Despite the simplicity and elegance of Yee's algorithm, it did not receive much interest immediately after its publication. One could attribute the lack of attention to the high computational cost of the day, as well as to some of the limitations inherent in the original publication (such as the inability to model an "open" problem for any significant period of time). However, as the shortcomings of the original FDTD implementation were alleviated and the cost of computing fell, the interest in the FDTD method began to soar. In fact, based on the information we have gathered, the number of publications related to the FDTD method has, as shown in Figure 1 , experienced nearly exponential growth in the past ten years.
Since the body of FDTD literature is so large, this survey paper is necessarily incomplete. Therefore, the goal of this paper is merely to highlight some of the more-successful extensions to, and applications of, the FDTD method. Those interested in further exploring the FDTD literature are directed to the on-line database described in Section 16. 
Fundamental issues
The original Yee FDTD algorithm is second-order accurate in both space and time. Numerical-dispersion and grid-anisotropy errors can be kept small by having a sufficient number of grid spaces per wavelength. Taflove was among the first to rigorously analyze these errors [2] . Taflove was also the first to present the correct stability criteria for the original orthogonal-grid Yee algorithm [3] . With the introduction of more-complicated gridding schemes, algorithm stability and accuracy continue to be areas of active research, as will be discussed in Sections 9 and 10.
The FDTD method can be used to calculate either scattered fields or total fields. When calculating only the scattered fields, the source of the fields is a function of the known incident field, and the difference in material parameters from those of the background medium [4, 5] . When using total fields, the total fields are often calculated only over an interior subsection of the computational domain [6-81, while scattered fields are calculated in the remaining (exterior) portion of the grid. By using scattered fields in this way, the field incident on the absorbing boundary condition (ref. Section 4) is more readily absorbed. To obtain this division of the computational domain, into scattered-field and total-field regions, the incident field must be specified over the boundary between these two regions. Holland and Williams presented a comparison of scatteredfield formulations (i.e., only the scattered fields were computed throughout the computational domain) and total-field formulations (i.e., the total fields were computed in a subdomain that contained the objected under study) [8] . They determined, due to numerical dispersion, that the total-field FDTD approach is superior to the scattered-field approach. Furthermore, the scattered-field approach has the disadvantage that it does not easily accommodate nonlinear media. However, for certain problems, such as those that contain only linear media and do not contain shielded cavities, the scattered-field formulation may be the more-desired approach [9] . The relative merits of the total-field and scattered-field formulations were also explored by Fang [lo] .
Absorbing boundary conditions
In order to model open-region problems, an absorbing boundary condition (ABC) is often used to truncate the computational domain, since the tangential components of the electric field along the outer boundary of the computational domain cannot be updated using the basic Yee algorithm. The quest for an ABC that produces negligible reflections has been, and continues to be, an active area of FDTD research. Most of the popular ABCs can be grouped into those that are derived from differential equations, or those that employ a material absorber. Differential-based ABCs are generally obtained by factoring the wave equation, and by allowing a solution which permits only outgoing waves. Material-based ABCs, on the other hand, are constructed so that fields are dampened as they propagate into an absorbing medium. Other techniques sometimes used are exact formulations and superabsorption. ABCs tailored for specific applications have also been developed and used with the FDTD method. 
Differential-based ABCs

Material ABCs
The idea of using a material-based absorbing boundary condition has existed for some time [8] . However, early material AJ3Cs did not provide a sufficiently low level of boundary reflection, since the characteristic impedance of the material boundary was matched to the characteristic impedance of free space only at normal incidence. In the early 1990s, Rappaport et al. [19, 20] proposed a new ABC, termed the sawtooth-anechoic-chamber ABC. This ABC employs pyramidally-shaped absorber material, similar to that which is often found in anechoic chambers. The most-recent advance in material-based ABCs was put forward by Berenger [21] . His ABC, termed the perfectly-matched-layer (PML) absorbing boundary condition, appears to yield a major improvement in the reduction of boundary reflections, compared to any ABC proposed previously.
Although the ABC is new, it has enjoyed enormous attention already [22-281. 
Other techniques
Gridding
Orthogonal grids
As originally formulated, the Cartesian grids used in the FDTD method dictate that a smoothly varying surface must be approximated by one that is "staircased." This approximation may lead to significant errors in certain problems [46, 47] . Furthermore, if an object under consideration has small-scale structure, such as a narrow slot, the original method would have to use an excessively fine grid to accurately model the associated fields. To address these shortcomings, several solutions have been proposed.
If the object under consideration is more naturally described in an orthogonal coordinate system other than Cartesian, it is rather simple to develop update equations appropriate for that coordinate system, as was done by Merewether in 1971 [ l l ] and by Holland in 1983 [48] . Alternatively, a grid that uses varying spatial increments along the different coordinate directions can be used. In general, for a Cartesian grid, this results in rectangular cells, and permits finer discretization in areas of rapid field fluctuation. Kunz and Lee [49, 50] used this approach to calculate the external response of an aircraft to EMP. Monk and Suli have shown that this scheme preserves the second-order accuracy of the original algorithm [51, 52] . Furthermore, subdomains can be gridded more finely than the rest of the problem space. This type of "subgridding," where information is passed between the coarse and fine grids, was put forward by a number of researchers [53-561. An alternative subgridding scheme was proposed by Kunz and Simpson [57] . Their formulation requires two runs. The first is done for a coarse grid that spans the entire computational domain, while the second is done for the finely-gridded subdomain, and takes its boundary values from the stored values calculated during the coarse simulation. [66, 67] , Oates and Shin [68] , and Wang [69, 70] , have developed techniques to handle sub-cellular structures.
Other grids
In 1983, Holland published the first FDTD algorithm for generalized non-orthogonal coordinates [71] . In this approach, the fields are expressed in terms of their covariant (flow along a coordinate direction) and contravariant (flux through a constant-coordinate surface) components, and an integral formulation is used to obtain the update equations. In an orthogonal-coordinate system, the covariant and contravarient components are co-linear, while in a non-orthogonal one, they are not, and auxiliary equations must be obtained to express one form in terms of the other. Holland's formulation was later revisited by Fusco [72, [83] , and the discrete-surface-integral @SI) method [84] , are only loosely related to the original FDTD method. Although these techniques fall outside the scope of this paper, several of the publications that describe them are listed in the on-line database, and the interested reader is directed there.
Material modeling
FDTD modeling of "complicated materials has recently gained much attention. One of the major advantages the FDTD method has over other numerical techniques is the ability to obtain wideband results using transient excitation. To obtain accurate results over a broad spectrum, it is often necessary to include the fiequency-dependent properties of the material (i.e., it may not be possible to treat the permittivity, conductivity, or permeability as constants over the entire spectrum). Several techniques have been proposed to account for this frequency dependence. Additionally, the use of a surface-impedance boundary condition or a thinmaterial-sheet model has been shown to provide significant computational savings over a fill-FDTD model. Furthermore, the FDTD algorithm has been extended to account for materials that are anisotropic and nonlinear, but for those publications the interested reader is directed to the on-line database.
Frequency-dispersive material
In 1990, Luebbers et al. published the first fiequency-dependent FDTD formulation [MI, by using a recursive-convolution (RC) scheme to model Debye media. They did this by relating the electric-flux density to the electric field through a convolution integral, discretizing the integral as a running sum, and assuming that the susceptibility finction is described by a decaying exponential. [103] .
The disadvantage of the ADE approach is that it requires storage on the order of 2M-1 additional real variables, nearly twice that of the RC method. However, recent research has shown how to reduce this storage requirement. For example, state-spacevariable approaches, by Pereda et al. [lo41 and Young [105] , have reduced the storage of the frequency-dispersive ADE method to a level similar to that of the RC approach.
While the major thrust of FDTD modeling of frequencydispersive media has utilized either the RC or ADE approach, in 1992 Sullivan [lo61 proposed a dispersive formulation based on Z transforms. Recently, Sullivan [ 1071 has extended the Z-transform approach to treat nonlinear-optical phenomena. Finally, a comparison of the stability and phase error of some frequency-dispersive FDTD methods was provided by Petropoulos [ 1 OS].
Impedrnce-boundary conditions
In 1992, several independent surface-impedance-boundarycondition (SIBC) formulations were proposed for the FDTD method. Maloney and Smith [ 1091 presented a frequency-dispersive formulation for a SIBC, which could be used over the spectrum of the incident pulse. In this work, E and H were related by a convo-IEEE Antennas and Propagation Magazine, Vol. 37, No. 4, August 1995 lution sum, which was subsequently modified using Prony's method. Beggs 
Active and passive device modeling
Another FDTD area, which has gained recent attention, is the area of active and passive device modeling. Sui et al. 
Transformations
In some of the first FDTD calculations of the radar cross section of discrete scatterers, harmonic illumination was used, to determine equivalent electric and magnetic currents over a surface that bounded the scatterer [7, 134, 135] . These currents were then transformed to the far field. An alternative far-field transformation for harmonic illumination was presented in 1991, by Lee et al. [136] . However, by using harmonic illumination in this way, a different simulation had to be run for each frequency of interest. Alternatively, as shown by Furse et al. [137] , results could be obtained over several frequencies, by using pulsed illumination and a Fourier transform of the equivalent surface currents. These approaches were not well suited for the determination of the temporal far fields. In 1989, Britt [I411 presented temporal far-field results, but the means by which he obtained these results were not hlly described. Therefore, it was not until the independent work of Yee et al. Other types of transformations are used in FDTD modeling, in order to make the algorithm more efficient. By using digital-signalprocessing techniques, relevant data (such as frequency-domain scattering parameters) can be extracted from FDTD simulations of shorter duration than would otherwise be possible. KO Analysis of two-dimensional scatterers, illuminated by a threedimensional source, is possible using a two-dimensional FDTD grid. This so-called two-and-one-half-dimensional formulation, put forward by Moghaddam and co-workers [156,157], uses sine and cosine transforms to reduce the inherently three-dimensional problem to two-dimensional. However, the full temporal solution must be constructed from the linear superposition of several transformedfield components.
Error analysis and algorithm comparisons
Many researchers have studied the numerical-dispersion error inherent in the FDTD method, including Taflove [2], Choi [158] 
Higher-order techniques
While the second-order-in-time-and-in-space Yee algorithm has been the primary FDTD algorithm used to date, higher-order FDTD methods have been proposed, in order to reduce the numerical phase error. In 1989, Fang [lo] proposed both a second-orderaccurate-in-time, fourth-order-accurate-in-space FDTD algorithm, and a fourth-order-accurate-in-time, fourth-order-accurate-inspace FDTD algorithm. Independently, Deveze et al. [ 163,1641 published a similar higher-order FDTD method, and also developed an absorbing boundary condition for the method.
Radiating structures
The analysis and design of antennas, using the FDTD method, have received considerable attention recently, and are areas of growing activity.
Simple antennas
In 1990, Maloney et al. [165] presented accurate results for the radiation from rotationally symmetric simple antennas, such as cylindrical and conical monopoles. Boonzaaier and Pistorius [ 166,1671 presented results for the radiation from thin-wire dipoles and thin-wire Yagi antennas. More recently, Yagi antennas were also studied by Kashiwa et al. [168] . In 1992, Tirkas and Balanis [169] presented results for a monopole on a ground plane, while Luebbers and co-workers [ 170,1711 presented mutual-coupling and gain computations for a pair of wire dipoles. Subsequently, Maloney et al.
[ 1721 presented a simple one-dimensional approximate TEM-feed model for the FDTD method, and used it to analyze a monopole backed by a plane reflector.
Hand-held antennas
hand-held antennas, using an FDTD model of a monopole antenna on a conducting or dielectric box. Toftgird et al. [191] calculated the effect the presence of a person has on the radiation from such an antenna. In 1994, Jensen and Rahmat-Samii [192] presented results for the input impedance and gain of monopole, PIFA, and loop antennas on hand-held transceivers. The interaction of a handheld antenna and a human were also studied by Jensen and RahmatSamii [193] . Also in 1994, Chen and Wang [194] calculated the currents induced in the human head with a dipole-antenna model for a cellular phone. Recently, Martens et al. [195] have used a dipole model and a full model for a hand-held antenna to compute the fields induced in the human head.
Antenna arrays
Cherry and Iskander [196, 197] have used the FDTD method to model an array of interstitial antennas for hyperthermia purposes. In 1994, Ren et al. [198] analyzed two-dimensional phased-array antennas with Floquet boundary conditions. Also in 1994, Thiele and Tailove [199] presented results for the radiation from Vivaldi flared-horn antennas and arrays, while Naito et al. [200] presented results for a single radiator of a circularly polarized printed array, composed of strips and slots. Uehara and Kagoshima [201] have recently analyzed microstrip-phased-array antennas.
Horn antennas
11.6 Other radiating structures In 1991, Katz et al. [173] used the FDTD method to analyze both two-dimensional and three-dimensional horn antennas, while a year later, Tirkas and Balanis [ 1691 also analyzed three-dimensional horn antennas. In 1994, Tirkas and Balanis [174] extended the contour-path FDTD method, and used it to analyze pyramidal horns with composite inner E-plane walls.
Antennas for pulse radiation
Maloney and Smith [ 1751 optimized a two-dimensional parallel-plate radiator for pulse radiation, using the FDTD method, in 1992. A year later, they studied the radiation from a Wu-King resistive monopole [176] , and used the FDTD method to optimize a conical antenna for pulse radiation [177] . More recently, Shlager and co-workers [ 162,1781 have used the technique to optimize bow-tie and TEM-horn antennas for pulse radiation.
Microstrip antennas
Reineix and Jecko [179] were the first to apply the FDTD method to the analysis of microstrip antennas. In 1992, Leveque et al.
[ 1801 modeled frequency-dispersive microstrip antennas, while Wu et al. [181] used the FDTD method to accurately measure the reflection coefficient of various microstrip-patch configurations. Uehara and Kagoshima [182] presented an analysis of the mutual coupling between two microstrip antennas, while Oonishi et al. [132] have investigated active antennas using the FDTD method. In 1994, Penney and Luebbers [204, 205] analyzed both square and semi-circular spiral antennas using the FDTD method, while recently Shum and Luk analyzed aperture-coupled dielectric-resonator antennas.
Microwave devices and guiding structures
The FDTD method has also found widespread application in the area of microwave devices and guiding structures, such as waveguides, resonators, junctions, microstrips, vias, interconnects, and transmission lines.
Waveguides, resonators, feeds, and junctions
In 1985, DePourcq [209] used the FDTD method to analyze various three-dimensional waveguide devices. A year later, Choi and Hoefer [210] applied the FDTD method to model a finline cavity and an anisotropic microstrip. Olivier and McNamara [211-2151 have used the FDTD method to study discontinuities in homogeneous dispersive waveguides, edge slots, an H-plane T-junction, and coupling between waveguide apertures. Bi et al. [216] and Navarro et al. [35, 217] have also applied the FDTD method to H-plane waveguide discontinuities. Navarro and co-workers [2 18-2201 have also investigated rectangular, circular, and T-junctions in squarecoaxial waveguides, and narrow-wall multiple-slot couplers.
In 1990, Chu and Chaudhuri [221] investigated dielectricwaveguide problems, while in 1991, Jarem [222] Techniques to improve the absorbing boundary conditions used in guided-wave structures were discussed in Section 4.
Microstrips
There has been tremendous interest in applying the FDTD method to microstrip circuits. Fang 
Miscellaneous applications
In addition to the previously mentioned applications, the FDTD method has also been applied to problems involving periodic structures, scattering from random surfaces, and to nondestructiveevaluation problems. have also analyzed two-dimensional scattering from the air-earth interface using the FDTD method. Recently, Bourgeois and Smith [300] have applied the three-dimensional FDTD method to a subsurface radar for the detection of buried pipes, in which they incorporate both a transmitting and receiving bow-tie antenna, fed by parallel-wire transmission lines. In addition, they also model the frequency-dispersive characteristics of the earth.
Hybrid techniques
The FDTD method has been used in conjunction with other techniques. In 1982, Taflove and Umashankar 
On-line FDTD bibliographic database
We have cataloged as many publications related to the FDTD method as we practicably could, and we have made that information available via anonymous ftp and the World Wide Web (WWW). This database currently contains nearly 1,000 entries, and grows almost daily. Entries include journal publications, PhD theses, technical reports, conference presentations, etc. We have not recorded all conference material, but have rather restricted entries to those that were published as papers in conference proceedings (i.e., conferences that merely publish abstracts were not included). The entries in the database are suitable for use with BibTEX, which is an automatic bibliography generation utility. Along with the database itself, there are PostScript files available that list all the entries in the database. Furthermore, there is a query utility provided from the WWW interface, so that logical searches of the database may be performed. To find out more, use anonymous ftp to connect to the host f tp . eecs . wsu. edu and peruse the material in the subdirectory /pub/FDTD . Alternatively, use a WWW browser and connect totheURL http://www.eecs.wsu.edu/-schneidj/fdtdbib. html
Conclusions
Over the past thirty years, the FDTD algorithm has been shown to be a remarkably robust and accurate tool for the analysis of problems in electromagnetics. Indeed, the FDTD algorithm, or one of its variant forms, has been successhlly applied in a number of disciplines outside of "traditional" electromagnetics, including acoustics, optics, and biology. Many of these publications can be found in the on-line database, but were not mentioned here in the interest of brevity. Since the FDTD method has attracted attention from so many researchers, the number of FDTD-related publications is quite large, and keeping track of this growing body of literature can be challenging. It is our hope that the on-line database we have compiled can facilitate the exploration and tracking of FDTD-related publications. Alternatively, for those interested in exploring a broad range of FDTD-related issues from a single source, Kunz and Luebbers 
