Abstract: Face expression recognition is still a complex task, particularly due to the presence of head pose variations. Although face alignment approaches are becoming increasingly accurate for characterizing facial regions, it is important to consider the impact of these approaches when they are used for other related tasks such as head pose registration or facial expression recognition. In this paper, we compare the performance of recent face alignment approaches to highlight the most appropriate techniques for preserving facial geometry when correcting the head pose variation. Also, we highlight the most suitable techniques that locate facial landmarks in the presence of head pose variations and facial expressions.
. Comparison of the ability of different face alignment approaches to maintain facial geometry when used to register the face. On the right side of the image we illustrate the registered face using the landmarks provided by each face alignment solution considered. The graphs present a comparison of face alignment performance (measured as Area Under Curved -AUC) and facial expression recognition performance (measured as accuracy rate -Acc.). A higher average AUC does not guarantee that the resulting alignment is better suited to recognize facial expressions, mainly because some landmarks have a greater impact on face registration. More significant geometric deformations can be induced if the alignment fails on some of the important landmarks (red dots).
Background and scope
This section highlights the main objectives of the paper and presents a brief overview of existing methods for face alignment and facial expression recognition. Fig. 2 shows the typical process for facial expression recognition. Facial components are usually detected by face alignment approaches, represented by a distribution of key points (typically, 68 facial landmarks). Based on this distribution, the face can be registered in order to guarantee stable locations for the major facial components across different face images. The face is registered to minimize the variations in its scale, rotation, and position over images. Once the face is registered, features characterizing expression-related facial deformations are extracted and facial expression recognition is performed, typically using a supervised classifier. 
Face alignment
The majority of face alignment approaches are based on cascaded regression [5] . It is a coarse-to-fine strategy that consists in progressively updating the positions of landmarks through regression functions learned directly from features representing the appearance of the face. Today, feature extraction and regression are trained jointly using deep neural networks. Two main architectures can be distinguished: a) networks that directly regress landmark coordinates using a fully connected layer, and b) fully convolutional networks (i.e., without any fully connected layer) that regress heatmaps, one for each landmark. The latter has become popular, especially through hourglass-like architectures, which stack encoder-decoder networks with intermediate supervision to better capture spatial relationships [6] . Landmark heatmaps can also be used to transfer information between stages during cascading regression using coordinate regression [7] . Face alignment does not necessarily have to be treated independently and can be learned together with correlated facial attributes with multi-task networks [8] ; it helps achieving individual performance gains on each task. While most authors focus on the variance of faces, the intrinsic variance of image styles can also be handled to improve performance using style-aggregated networks [9] .
Recent work has shown that temporal coherence can be used to cope with facial and environmental variability under uncontrolled conditions. The most recent methods generally combine convolutional neural networks (CNNs) and recurrent neural networks (RNNs) while decoupling the processing of spatial and temporal information to better leverage their complementarity [10] [11] [12] . An RNN estimates and tracks jointly visual features over time. This late temporal connectivity helps stabilize predictions and handle head pose variations [12, 13] . An unsupervised approach based on the coherency of optical flow can encourage temporal consistency in image-based detectors, which can reduce jittering in videos [14] . The statistics of different kinds of movements can be learned using a stabilization model coupled with a loss function including a regularization term and a smoothing term to address time delays and smoothness issues [15] . To go further, local motion can be included using early temporal connectivity based on 3D convolutions [16] . By improving the temporal connectivity, more accurate predictions can be obtained, especially during expression variations.
Another trend is the use of depth information to improve the accuracy of landmarks [6, [17] [18] [19] . The vast majority of methods consider the face as a 2D object; it is not so surprising to see that out-of-plane rotations are an issue for these methods. To overcome it, 3D landmarks can be computed from 2D ones [6] . For instance, a 3D Morphable Model (3DMM) can be fit to 2D facial images [18, 19] . More recently, 3D landmarks can also be directly estimated from 2D facial images [6, 17] . These methods are generally based on a cascade of CNNs.
Depth and temporal informations are not mutually exclusive and methods leveraging both of them could help to improve the robustness of facial alignment.
Facial expression recognition
Skin deformations induced by face muscles characterize facial expressions. In facial deformation analysis, several types of techniques exist to encode these changes. They can be based on appearance features, geometry features, or both.
Several appearance features have been proposed such as local binary patterns (LBP) [20] . They provide good results in the analysis of macro facial deformations. CNN-based approaches [21] perform well too, when they learn spatial features from apex frames (i.e. the frames of a video that depict the expressions at their highest intensity). By relying on spatial features only, LBP and static CNN approaches do not utilize the dynamics of facial expressions to recognize them, which can limit their performances at non-apex frames or in the presence of subtle expressions.
Psychological experiments by Bassili [22] showed that facial expressions are recognized more accurately in sequences of images. Therefore, a dynamic extension of LBP, called local binary pattern on three orthogonal plans (LBP-TOP), is proposed in [23] . In the same line of work, and considering the latest developments in dynamic texture modeling, optical flow has regained interest from the community, becoming one of the most widely used solutions [4] . Although temporal approaches tend to provide good performance, they are very sensitive to the noise caused by facial deformations or head movements.
All these approaches have proven their effectiveness in characterizing facial expressions on static and frontal faces. However, facial expression analysis in natural interaction situations (i.e. unconstrained pose settings) is a complex issue. It requires algorithms to be invariant to head pose variations (involving in-plane and out-of-plane rotations) and large head displacements (involving large in-plane translations). To do so, face alignment approaches are used to bring the face into an ideal setting (typically, a frontal pose). Eye registration is the most popular strategy in near frontal-view databases. The limit of this approach is that eyes must be detected well in the first place. Extensions considering more landmarks are supposed to provide a greater stability when individual landmarks are poorly detected. Methods based on 2D features [24] are suitable for the analysis of near-frontal facial expressions in the presence of limited head motions. But, they do not cope well with occlusions and out-of-plane rotations. Recent approaches propose a robust landmark-based registration using 3D models [3] to generate natural face images in a frontal pose. Compared to 2D approaches, 3D approaches reduce the deformations of the face when facial expressions occur.
Scope of the paper
In this paper, we first evaluate the robustness of recent face alignment approaches to head pose variations and facial expressions. Then, we investigate the impact of face alignment on expression recognition.
During natural interactions, a misalignment of the facial landmarks often occurs. This is primarily caused by variations in head pose and by facial deformations induced by expressions. Indeed, in the presence of certain head poses, some regions of the face tend to disappear, increasing the difficulty of facial landmark detection. As for expressions, some movements induce complex deformations (typically, around important facial elements such as lips), which also impede landmark detection.
Over the years, many datasets have helped researchers increase the robustness of face alignment approaches.
Although these datasets can feature a large range of variations (head poses, facial expressions, illumination, etc.), they do not allow the accurate identification and measurement of the weaknesses of face alignment approaches in relation to a given factor, such as head pose variations or facial expressions. They lack suitable annotations and they do not contain aligned data captured in the absence of the variations, which is a required setting for assessing the impact of a single factor. With the emergence of new datasets, such as SNaP-2DFe [25] , that provide synchronized and accurate labels of facial landmarks in both the presence and the absence of specific factors (e.g., head pose variations, facial expressions), it is possible to measure the robustness of face alignment approaches to these factors.
Through our evaluation, and for the first time, we discuss two aspects:
1. the quality of facial landmark detection in the simultaneous presence of head pose variations and facial expressions;
2. the impact of face landmark detection on a subsequent expression recognition process.
Experimental conditions
After this brief review of the major approaches to face alignment and facial expression recognition, we now proceed to carrying out a comprehensive comparison of landmark localization and expression recognition performances. In this section, we first introduce the dataset, the face alignment approaches, and the expression recognition methods that we selected for our experiments, then, the evaluation criteria that we use.
Selected dataset
In this paper, we use the SNaP-2DFe dataset. Unlike other facial expression datasets, SNaP-2DFe offers the possibility to analyze the impact of facial expressions on face alignment, and vice-versa. Indeed, the data in SNaP-2DFe has been collected simultaneously under constrained and unconstrained head poses, as illustrated in Fig. 3 . It makes it possible to highlight the facial deformations induced by the face registration step, which depends on the facial landmarks provided by the face alignment approaches. unconstrained recordings (i.e., recordings with head movements). SNaP-2DFe provides temporal annotations of the temporal patterns of expression activation (neutral-onset-apex-offset-neutral). Sixty-eight facial landmark locations have been initially extracted using the method of Kazemi and Sullivan [26] . All frames were then individually inspected and, when needed, re-annotated in order to compensate for landmark estimation errors.
Selection of face alignment approaches
Given the large number of face alignment approaches in the literature, we have selected only a representative subset of recent approaches. We focus on approaches based on deep learning as they currently constitute the dominant trend. Among them, we selected state-of-the-art models for each of the categories that we highlighted in Section 2.1:
• coordinate regression models: DAN [7] );
• heatmap regression models: HG [6] and SAN [9] ;
• multi-task models: TCDCN [8] ;
• dynamic models: SBR [14] and FHR [15] .
These approaches mostly use image collections as training data (see Table 1 ). The sizes of the datasets are variable. So, generally, authors combine several datasets to make a larger dataset, which is necessary to deal with the large range of possible head pose variations and facial expressions. It should be noted that the majority of approaches use the 300W, HELEN, and AFLW datasets. Others such as HG, TCDCN, SBR, and FHR use additional training sets to improve the robustness of their model. Table 1 . Datasets used to train the different approaches selected for the evaluations.
Datasets
Face alignment approaches Name Type Content HG TCDCN DAN FHR SBR SAN 300W [27] Static 600 img HELEN [28] Static 2,330 img -AFLW [29] Static 25,000 img COFW [30] Static
Temporal 114 seq / 218,595 img ---
It is important to note that, although the 300VW dataset contains temporal data (video sequences), most approaches that use it do not use this information.Furthermore, few datasets provide 3D landmarks annotations.
So, we focus our study on comparing approaches based on static 2D approaches.
In the following evaluation, we use the code and pre-trained models provided by the authors. We do not perform any fine-tuning on SNaP-2DFe. We do so because we aim to assess the generalization capability of the landmark detection models and their fitness for subsequent tasks (here, facial expression recognition); we believe one should not have to re-train alignment models specifically for their application.
Selection of facial expression recognition approaches
Based on the landmarks provided by face alignment approaches, one face registration technique is used on the subset of SNaP-2DFe recorded by the static camera in order to correct head pose variations and obtain frontal faces. Among the different face registration approaches used in the literature to deal with head pose, we have applied the recent 3D approach proposed by Hassner et al. [3] . This approach has the advantage to preserve facial expressions.
We select two typical features for facial expression recognition: one based on facial appearance -LBP [20] -and one based on facial motion -LMP [4] . We do not include models based on deep learning, for two reasons:
• the lack of training data;
• the fact that these models are usually applied to apex frames only, and offer no guarantee when applied to whole image sequences, from the onset to the offset of the expression.
Performance criteria
The mean Euclidean distance e between the predicted landmarks and the ground truth normalized by the diagonal of the ground truth bounding box is used as an evaluation metric for its robustness to pose variations [2] .
The error e n for the n − th image is expressed as:
where L is the number of landmarks, p i is the coordinates of the i-th predicted landmark, g i is the coordinates of the corresponding ground truth landmark, and D is the diagonal of the ground truth bounding box (D = round(
, with w and h the width and height of the ground truth bounding box, respectively). From this metric, we compute the area under the curve (AUC) and the failure rate (FR) with a 0.04 threshold. Above this threshold, we consider a prediction as a failure, since a facial component can be completely mismatched.
The AUC and FR are expressed as:
where f is the cumulative error distribution (CED) function and α the threshold.
Facial expression recognition is performed by training a SVM classifier with an RBF kernel and applying a 10-fold cross validation protocol. For each evaluation, we report the average cross-validation accuracy.
Effectiveness of face alignment
In this section, we investigate the robustness of face alignment in the presence of head pose variations and facial expressions. First, the analysis is focused on the complete distribution of facial landmarks in order to identify which conditions challenge the most the approaches studied. Second, an analysis is carried out on each facial landmark individually, in order to identify more precisely the facial regions that are more difficult to characterize due to facial expressions and head pose variations.
Overall performance analysis
In this experiment, we examine which movements, the ones induced by pose variations or the ones produced by facial expressions, have the largest impact on face alignment. Table 2 presents the performance of the face alignment approaches in the presence of head pose variations only (i.e., Neutral expression / six head movements), facial expressions only (i.e., seven expressions / Static frontal pose) and head pose variations combined with facial expressions (i.e., seven expressions / six head movements). For each face alignment approach, the AUC and the FR are calculated from the first image to the last. Table 2 shows that the AUC is lower and the FR is higher in the presence of head pose variations than in the presence of facial expressions, for all face alignment approaches. This result outlines that head pose variations are more challenging than facial expressions for face alignment. When both challenges are present, the performance tends to decrease further. Table 3 provides a more detailed view of the results with both challenges (head pose variations and expressions) by dividing them according to the activation patterns of the facial expression (four periods: neutral to onset, onset to apex, apex to offset, offset to neutral). In Table 3 , the accuracies of all face alignment methods decrease the most for images adjacent to the apex state. It corresponds to the moment when the expression and most head pose variations are at their highest intensity. As soon as the subject gets closer to a neutral expression and a frontal pose, the accuracy of face alignment improves. This result confirm that expressions with head pose variations remain a major difficulty for face alignment, and shows that not only the presence of an expression, but also its intensity, impact the alignment.
Robustness to head pose variations
In this experiment, we focus on head pose variations only, by investigating which types of head poses are the most challenging. To do so, we run experiments only on sequences where the face has a neutral expression from the onset to the offset. In Table 4 The results in Table 4 show that some head pose variations impede face alignment more than the others.
Diag and Pitch lead to severe drops of the AUC and Diag increases the FR considerably, suggesting that these 1 showing that face alignment approaches can manage these variations better. Despite the decrease in AUC, the stable FR shows that the errors generated are fairly small and do not result in landmark detection failures.
Robustness to facial expressions
In this experiment, we focus on facial expressions only, by investigating which categories of facial expressions are the most challenging. To do so, the results are computed only on sequences where the head is frontal and static from the onset to the offset of the facial expression. increase) in performance due to the head pose. Similarly, positive values (resp. negatives values) for ∆FR indicate a decrease (resp. increase) in performance due to the head pose. Based on the average results, the three best performances in terms of AUC for face alignment in the presence of facial expressions are DAN, TCDCN and SAN. The results in Table 5 also show that, overall, the performances decrease when facial expressions occur. Disgust and Sadness lead to the most significant drops in the AUC.
These expressions involve more complex and more heterogeneous mouth motions and activation sequences with 1 The average FR for Yaw is due to a single outlier (TCDCN); FR values remain stable for all other methods (with a slight improvement for SBR). significant changes in appearance, which may explain why face alignment approaches have more difficulties in handling them. The decrease in the AUC is smaller for Happiness, Anger, Fear, and Surprise, which seems to be handled better.
Analysis of the landmarks
To better identify the strengths and weaknesses of each facial alignment approach, we perform a more detailed analysis at the level of each landmark. 
Discussion
The difficulties encountered by facial alignment approaches are mainly related to some expressions (Disgust and Sadness) and to some head pose variations (Pitch and Diag). One reason might be that Disgust and Sadness expressions, Pitch and Diag head movements are less present in the datasets considered for training (see Table   1 ). Besides, the above expressions and head movements are intrinsically complex. Disgust and Sadness present a wide range of activation patterns and intensities resulting in a very wide set of instances that make converge difficult. Pitch and Diag movements corresponds to one or several out-of-plane rotations where landmark agglutinations interfere with the localization process.
Concerning the face alignment approaches analyzed in this study, the static approaches with temporal constraints represented by FHR and SBR show an ability to reduce the FR, but do not always increase the accuracy significantly. Relying on the use of style-aggregated images to deal with environmental changes, SAN shows its effectiveness in the presence of both head pose variations and facial expressions.
The combination of expressions and head movements, which is close to the conditions of natural interactions, increases the difficulty of landmark detection. The results obtained show that current approaches are not robust enough to detect facial landmarks in complex situations.
However, although some facial landmarks are not well detected, it is important to consider the importance of these facial landmarks in characterizing a face. Indeed, it may not be necessary to accurately detect every facial landmark on a face to properly characterize it, depending on the target application. For instance, landmarks around the mouth or the eyebrows seem more representative of some facial expressions than landmarks at the contours of the face. To answer this question, it is necessary to analyze the impact of landmark detection errors on subsequent tasks, in our case facial expression recognition.
Impact of face alignment on facial expression recognition
In this section, we evaluate how errors in landmark detection impact one subsequent task: expression recognition. First, adopting an expression preserving landmark-based registration approach, we measure the impact of face alignment errors on expression recognition. We consider to experimental settings. In the first one, we train classifiers on frontal faces and then we provide aligned faces for testing. In the second one, we train classifiers on aligned faces and use also aligned faces for testing. Hence, we can assess the impact of landmark detection quality in two common settings encountered when facial expression recognition is conducted in presence of head pose variations.
Training the classifier with frontal faces
In this experiment, the recordings of SNaP-2DFe produced through the helmet camera (see first row in We compare the performance of several facial alignment approaches for face registration according to the ability of different descriptors (LMP [4] and LBP [20] ) to characterize facial expressions. The use of a motion-based descriptor like LMP makes it possible to highlight the ability of face alignment approaches to provide stable landmarks over two successive images.
The results are given in Table 6 . Each accuracy value is computed with SVM, using a ten-fold cross validation protocol on seven expressions (i.e., Anger, Disgust, Fear, Happiness, Neutral, Sadness and Surprise) and on six head pose variations (Static, Tx, Roll, Yaw, Pitch and Diag). The results in Table 6 show that temporal descriptors are performing well for facial expression analysis in the absence of head movements (helmet camera). However, a drastic fall in performance on the original data from the static camera is observed. In this context, the approaches yield worse results because they suffer from the presence of head pose variations (e.g., Roll, Pitch, Yaw) and large displacements (e.g., Tx, Diag). It is important, therefore, to ensure that the landmarks driving the registration process are stable over time in order to maintain the benefits of the dynamic descriptors.
The use of registration based on the landmarks of the ground truth improves significantly the performance of facial expression recognition. Still, this remains insufficient compared to the performances obtained on the helmet camera. This is also the case when using landmarks calculated by recent face alignment approaches. Although most approaches achieve performance that tends to be close to the ground truth concerning the texture-based descriptor, there is still a significant difference between the ground truth and the results obtained by face alignment approaches with the motion-based descriptor. This difference can be explained by the fact that the landmarks of these approaches are less stable over short sequences than those provided by the ground truth, which results in temporal artifacts in the reconstruction of the facial movement.
In the light of these results, each face alignment approach tends to increase the performances of facial expression recognition. However, the recognition results still remain lower. In the experiments reported in this section, one bias corresponds to the fact that the training was performed on the original data from the helmet camera, that does not suffer from registration artifacts as the test data does.
In the following, we analyze the impact of each alignment approach in an experimental setting where the training data is collected from the static camera and a landmark-based registration is performed prior to training.
Training the classifier with registered faces
In this evaluation, we consider the registered faces for training and testing the classifier. Hence, we evaluate whether the face alignment and face registration steps preserve distinctive features related to the expressions themselves.
5.2.1. Impact of head movements on recognition accuracy Table 7 contains the difference (∆Acc) between the accuracy value obtained using the landmarks of the ground truth and the accuracy value obtained using the landmarks of the different face alignment approaches.
The accuracy is computed using a ten-fold cross validation protocol on each 6 movement-based subsets. The left-hand part of Table 7 concerns in-plane head motions (e.g., Static, Tx, and Roll); the right-hand part of Table   7 concerns head motions with out-of-plane rotations (e.g., Yaw, Pitch, and Diag).
The performances of the texture-based descriptor (LBP) following a registration based on the landmarks of the ground truth or those of the face alignment models are relatively similar on in-plane variations (Static, Tx, and Roll), except for HG and TCDCN. In the presence of out-of-plane movements (Yaw, Pitch, and Diag), all face alignment approaches behave rather similarly and are relatively close to the performance obtained with the ground truth landmarks, except for the Pitch movement.
For the motion-based descriptor (LMP), the difference between the ground truth and other face alignment approaches is more significant. This is mainly due to the fact that landmarks are not stable over consecutive images, which produces motion discontinuities. However, FHR, SBR, and SAN achieve performances closer to the ground truth, which may indicate that these approaches tend to be more stable over time; FHR and SBR were designed to be stable over time, FHR by including a temporal smoothing term in its loss, and SBR by being trained to mimic the KLT tracker. Whether there is movement in or out of the plane, HG, TCDCN, and DAN display weaknesses, with the exception of the Yaw movement for DAN. FHR, SBR and SAN perform relatively similarly to the ground truth in the presence of in-plane movements. However, when there are out-of-plane movements, the difference is larger. It is interesting to see that FHR and SAN tend to perform better than the ground truth on Yaw and Diag. This may be explained by the fact that the approach used to register the face is trained on landmarks that are more similar to those provided by these approaches than those provided by the ground truth.
Impact of landmark quality per expression
In this experiment, we analyze the impact of landmark quality on the performance for each facial expression. Table 8 provides the difference between the accuracy (∆ Acc.) obtained using the landmarks of the ground truth and the ones obtained using the outputs of the different face alignment approaches. As for the previous evaluation, only the images from the static camera are used for training and testing. For each expression, the accuracy is calculated by considering one expression against all the others. Ten-fold cross validation is used for the evaluation on each of the six expression subsets. Table 8 shows an average difference of -1.0% in terms of accuracy compared to the ground truth for the texture-based descriptor (LBP) and -1.40% for the motion-based descriptor (LMP). The difference is larger for LMP because the stabilization of facial landmarks during the sequence induces movement discontinuities that tend to reduce its performance. This is reflected in the results obtained by SBR and FHR, both based on solutions that improve the stability of the landmarks by adding temporal constraints.
Expressions involving significant geometric deformations (Happiness, Surprise, and Disgust) tend to worsen performances. Under these conditions, a landmark detection error has a larger impact on facial registration and tends to deform the initial facial geometry. For Anger and Sadness, TCDCN and HG provide the worst performance. This is mainly due to their difficulties in tracking lip deformations in the presence of these expressions. It has an strong impact on the resulting registration.
Although some face alignment approaches detect landmarks with a less-than-perfect accuracy, they tend to yield better performance than the ground truth for some expressions. Considering the synthesis presented in Table 9 , HG and TCDCN perform very well when using static descriptors such as LBP. However, results decreases for this two face alignment solutions when dynamic descriptors are used. FHT, SAN, and SBR perform better when face alignment is required to be stable and robust in time. 
Impact per landmark
In this evaluation, we assess the impact of errors in facial landmarks detection on facial expression recognition using the linear regression analysis. For each of the 68 landmarks, we calculate a regression coefficient based on the detection error of facial landmarks on all face alignment approaches relative to the accuracy of facial expression recognition. The importance of a facial landmark is assessed according to the rank of its regression coefficient in relation to other facial landmarks. Figure 5 shows the importance of facial landmarks to preserve facial geometry according to head pose variations (first line) and facial expressions (second line). Concerning facial expressions, we also observe that the facial landmarks located on the contours of the face and at the nasal ridge are mostly not significant. On all expressions, facial landmarks at the level of the mouth are very important except for the Fear expression, in which eyebrows are more dominant.
Overall, the most important facial landmarks to register the head pose while maintaining facial expressions are located at the eye and mouth levels. Although facial landmarks at the nasal ridge are not too important, it is interesting to note that facial landmarks at the lower nose are still strongly present in all heatmaps. These facial landmarks are probably what allows the facial registration model to abstract itself from the other facial landmarks characterizing the rigid regions of the face (contours, nasal ridge).
Discussion
The analysis of facial expressions in the presence of head pose variations generally requires the use of a face registration technique to bring the face into an ideal setting. Face registration techniques use facial landmarks provided by face alignment approaches to estimate the correct transformation to be applied to the face to correct the head pose. This requires that the facial landmarks are correctly detected in order to avoid registration errors.
In this evaluation, we studied the importance of facial landmarks in the preservation of facial geometry according to head pose variations and facial expressions. Based on the various evaluations, we have shown that recent face alignment approaches have various impact levels on the preservation of facial geometry during face registration. The impact varies according to the complexity of the face to be characterized. Indeed, the head pose variations challenge more the face alignment approaches, which also has an impact on the recognition accuracy obtained when characterizing the facial expressions on the registered faces.
Regarding face alignment approaches, six approaches are considered: DAN, FHR, HG, SAN, SBR, and TCDCN. SBR and FHR have the advantage of leveraging temporal information. This has a positive impact on motion-based facial expression analysis because more stable predictions are obtained between two successive images. SAN has the particularity of better characterizing facial landmarks inside the face through the use of style-aggregated images that are more robust to environmental changes.
The impact of different landmarks on the preservation of facial geometry shows that some facial regions are more important. It is interesting to draw a parallel between landmark detection error rates and landmark impact for the preservation of facial geometry. In view of the results obtained, it is more interesting to favour face alignment approaches that correctly detect landmarks on the mouth and eyes rather than those focusing on the outer contours of the face. Indeed, the position of the eyes, lower nose and mouth seems sufficient to correct the head pose variations. Mouth landmarks are also very important to characterize the different facial expressions.
Conclusion
In this study we first addressed the questions of the quality of facial landmark detection in the simultaneous presence of head pose variations and facial expressions. Then, we have studied in the importance of properly detecting facial landmarks for underlying tasks such as facial expression analysis.
The results obtained show that face alignment approaches tend to become increasingly robust in the presence of head pose variations and facial expressions. However, some conditions still challenge these approaches. Among these conditions, we can distinguish the out-of-the-plane rotations (especially Pitch and a combination of Pitch and Yaw) and expressions that involve some complex mouth movements such as Disgust and Sadness.
By studying the importance of the different facial landmarks to correct head pose, we have shown that facial landmarks on the outer contours of the face and on the ridge of the nose are of little importance and that it is more important to correctly detect facial landmarks on the eyebrows, eyes, and mouth.
Based on this assessment, it would be interesting if competitions on face alignment could took into consideration the impact of landmarks on other subsequent tasks such as facial expression analysis. It would make it possible to identify important steps in the training process in order to strengthen the detection of important facial landmarks to the detriment of other, less significant, facial landmarks. In particular, in these evaluations,
we have shown that taking into account some temporal information in the training process or using solutions to correct intra-face variations before detection improves the robustness and stabilization of facial landmark detection, and thus improves the quality of the resulting facial registration.
We believe that the development of datasets like SNaP-2DFe can drive the community to design facial alignment approaches that meet the expectations of the users of these approaches and improve the performance of their systems.
