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Abstract
In this paper we develop a general method to obtain the Berry phase of time-dependent Hamiltonians with
a linear structure given in terms of the SU(1, 1) and SU(2) groups. This method is based on the similarity
transformations of the displacement operator performed to the generators of each group, and let us diagonalize
these Hamiltonians. Then, we introduce a trilinear form of the Tavis-Cummings model to compute the SU(1, 1)
and SU(2) Berry phases of this model.
1 Introduction
The Jaynes-Cummings model is the simplest and completely soluble quantum-mechanical model which describes
the interaction between radiation and matter [1]. The exact solution of this theoretical model has been found in
the rotating wave approximation [2]. However, despite the simplicity of the Jaynes-Cummings model, it presents
interesting quantum phenomena [3–10], all of them being experimentally corroborated [11–13].
The Tavis-Cummings model is another important model in quantum optics, which emerged from the study of
N identical two-level molecules interacting through a dipole coupling with a single-mode quantized radiation field
at resonance [14,15]. This model has been studied in terms of the Holstein-Primakoff transformation [16], quantum
inverse methods [17, 18], and polynomially deformed su(2) algebras [19]. In general, the Jaynes-Cummings model
and the Tavis-Cummings model are still under study as can be seen in the references [20–29].
On the other hand, since its introduction in 1984 the Berry phase [30] has been extensively studied in several
quantum systems [31–34]. This is a phase factor gained by the wavefunction after the system is transported through
a closed path via adiabatic variation of parameters. The aim of the present work is to compute the Berry phase of
the Tavis-Cummings model with three modes of oscillation in terms of the SU(1, 1) and SU(2) group theory.
This work is organized as follows. In Section 2, we introduce a general method to diagonalize a Hamiltonian
with a liner su(1, 1) and su(2) linear structure by means of the tilting transformation of each group. In Section 3,
we compute the Berry phase for time-dependent Hamiltonians with a linear structure given in terms of the SU(1, 1)
and SU(2) groups. With all these previous results, Section 4 is dedicated to obtain the SU(1, 1) and SU(2) Berry
phases of the Tavis-Cummings model with three modes of oscillation.
2 Algebraic diagonalization method of a system with an SU(1, 1) or
SU(2) symmetry
As it is well known, the group algebraic methods are very powerful tools in the description, diagonalization as well
as understanding of the nature of the physical structure of many problems with certain dynamical symmetry. In
this Section, we outline an algebraic procedure for diagonalizing certain Hamiltonians of physical systems that can
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be described through a linear structure of the Lie algebra, that is, Hamiltonians that can be written as a linear
combination of the generators {Ni, Aq, A†q} of the G Lie algebra, i.e.
H =
∑
i
aiNi +
∑
q
(
bqAq + cqA
†
q
)
, (1)
where ai, bq and cq can be real or complex constants. The generators {Ni, Aq, A†q} form the standard Cartan-Weyl
basis of semi-simple G Lie algebra satisfying the commutation relations [Ni, Nj] = 0, [Ni, Aq] = qiAq,
[
Aq, A
†
q
]
=
qiNi, [Ap, Aq] = Cp,qAp+q (p 6= q). Some examples of this algebra can be constructed by combining the bosonic
realizations of the generators su(1, 1) and su(2) Lie algebras or by the bosonic generators of the Sp(4, R) algebra.
In general, based on aG Lie algebra with its respective generators {Ni, Aq, A†q} which satisfy certain commutation
relations, we can introduce a unitary operator
D(ξq) = exp
[∑
q
(
ξqAq − ξ∗qA†q
)]
. (2)
Here, D(ξq) is a generalized displacement operator and ξq are complex parameters to be determined. Now, by using
the Baker-Campbell-Hausdorff identity
e−ABeA = B + [B,A] +
1
2!
[[B,A], A] +
1
3!
[[[B,A]A]A] + ...,
and a suitable choice of the complex parameters ξq, the operator D(ξq) allows us to compute the transformation of
the Lie algebra generators {Ni, Aq, A†q} as a linear combination of them. Hence, a generator Aj of the Lie algebra
can be transformed as
D†(ξq)AjD(ξq) =
∑
i
λij(ξq)Ai, (3)
where each coefficient λij is required to be an analytical function of the complex parameters ξq. From this, we have
that a Hamiltonian with a semi-simple Lie algebra structure as in equation (1) can be transformed by D(ξq) to
D†(ξq)HD(ξq) =
∑
i
Λi(ξ, a, b, c)Ni +
∑
q
(
Fq(ξ, a, b, c)Aq +Mq(ξ, a, b, c)A
†
q
)
. (4)
Since the operators Ni commute, the Hamiltonian of equation (1) can be diagonalized by this transformation if we
impose
Fq(ξ, a, b, c) = 0, Mq(ξ, a, b, c) = 0. (5)
The above expressions are a set of equations of the parameters ξi and the physical constants ai, bq and cq of the
Hamiltonian. The solution of the system of equations reduces the expression (4) to
D†(ξ)HD(ξ) =
∑
i
Λi(ξ, a, b, c)Ni. (6)
Therefore, if the eigenfunctions Φn of the operator Ni (NiΦn = αiΦn) are known we have from equation (6)
that
HD(ξq)Φn =
∑
i
Λi(ξ, a, b, c)αiD(ξq)Φn, (7)
HΦ′(q)n = Ω(ξ, a, b, c, αi)Φ
′(q)
n , (8)
where Φ
′(q)
n = D(ξq)Φn and Ω(ξ, a, b, c, αi) =
∑
i Λi(ξ, a, b, c)αi are respectively the eigenfunctions and eigenvalues
of the Hamiltonian of equation (1). It is important to point out that the diagonalization of the Hamiltonian H
depends on whether the system of equations (5) have a solution.
2
2.1 Diagonalization of Hamiltonians with a linear su(1, 1) and su(2) algebraic struc-
ture
During the last decade much attention has been given to studying different quantum optical models. As a result,
it has been found that a wide variety of these models are expressed in terms of bosons and fermions or matrix-
differential equations. By choosing an appropriate realization, many of these models can be put in the context of
the su(1, 1) and su(2) Lie algebras, as it is shown in the references [35–37]. In this Section, as an simple but useful
application of the theory developed earlier, we are going to diagonalize two Hamiltonians with a simple structure
given in terms of the su(1, 1) and su(2) Lie algebras. Thus, we introduce two Hamiltonians written as a linear
combination of the generators {K±, K0} of SU(1, 1) group and the generators {J±,K0} of SU(2) group as
Hsu(1,1) = a0K0 + a1K+ + a2K−, Hsu(2) = b0J0 + b1J+ + b2J−. (9)
The generators of each group satisfy the commutation relations [38]
[K0,K±] = ±K±, [K−,K+] = 2K0, (10)
[J0, J±] = ±J±, [J+, J−] = 2J0. (11)
The displacement operators D(ξ1) and D(ξ2) for these algebras are defined in terms of the creation and annihi-
lation operators {K+,K−} and {J+, J−} as
D(ξ1)su(1,1) = exp(ξ1K+ − ξ∗1K−), D(ξ2)su(2) = exp(ξ2J+ − ξ∗2J−), (12)
where ξi = − 12τie−iϕi , −∞ < τi < ∞ and 0 ≤ ϕi ≤ 2π. With these operators we can transform the generators of
the su(1, 1) and su(2) Lie algebras as K ′s = D
†(ξ1)KsD(ξ1) and J
′
s = D
†(ξ2)JsD(ξ2). Explicitly we obtain
K ′+ =
ξ∗1
|ξ1|αK0 + (β + 1)K+ + β
ξ∗1
ξ1
K−, J
′
+ = −
ξ∗2
|ξ2|δJ0 + (ǫ + 1)J+ + ǫ
ξ∗2
ξ2
J−, (13)
K ′− =
ξ1
|ξ1|αK0 + (β + 1)K− + β
ξ1
ξ∗1
K+, J
′
− = −
ξ2
|ξ2|δJ0 + (ǫ + 1)J− + ǫ
ξ2
ξ∗2
J+, (14)
K ′0 = (2β + 1)K0 +
αξ1
2|ξ1|K+ +
αξ∗1
2|ξ1|K−, J
′
0 = (2ǫ+ 1)J0 +
δξ2
2|ξ2|J+ +
δξ∗2
2|ξ2|J−. (15)
where α = sinh(2|ξ1|),β = 12 [cosh(2|ξ1|)− 1], δ = sin(2|ξ2|) and ǫ = 12 [cos(2|ξ2|)− 1].
Therefore, the Hamiltonians of equation (9) are transformed in terms of the displacement operators D(ξ1) and
D(ξ2) to
H ′su(1,1) = A0(ξ1)K0 +A1(ξ1)K+ +A2(ξ1)K−, H
′
su(2) = B0(ξ2)J0 +B1(ξ2)J+ + B2(ξ2)J−, (16)
where new A′s and B′s constants are given by
A0 = (2β + 1)a0 +
ξ∗1
|ξ1|αa1 +
ξ1
|ξ1|αa2, B0 = (2ǫ+ 1)b0 −
ξ∗2
|ξ2|δb1 −
ξ2
|ξ2|δb2, (17)
A1 =
ξ1
2|ξ1|αa0 + (β + 1)a1 +
ξ1
ξ∗1
βa2, B1 =
ξ
2|ξ2|δb0 + (ǫ + 1)b1 +
ξ2
ξ∗2
ǫb2, (18)
A2 =
ξ∗1
2|ξ1|αa0 +
ξ∗1
ξ1
βa1 + (β + 1)a2 B2 =
ξ∗2
2|ξ2|δb0 +
ξ∗2
ξ2
ǫb1 + (ǫ+ 1)b2. (19)
The generators K± and J± can be removed from the Hamiltonians H
′
su(1,1) and H
′
su(2) if we impose that coefficients
A1 = 0, A2 = 0, B1 = 0, and B2 = 0. From this condition we need to solve the following system of equations
ξ1
2|ξ1|αa0 + (β + 1)a1 +
ξ1
ξ∗1
βa2 = 0, (20)
ξ∗1
2|ξ1|αa0 +
ξ∗1
ξ1
βa1 + (β + 1)a2 = 0, (21)
3
and
ξ
2|ξ2|δb0 + (ǫ+ 1)b1 +
ξ2
ξ∗2
ǫb2 = 0, (22)
ξ∗2
2|ξ2|δb0 +
ξ∗2
ξ2
ǫb1 + (ǫ + 1)b2 = 0. (23)
Therefore, by choosing the coherent parameters τi and ϕi of the complex numbers ξi = − τi2 e−iϕi as
τ1 = tanh
−1
[
2
√
a1a2
a0
]
, ϕ1 =
i
2
ln
[
a1
a2
]
, (24)
and
τ2 = arctan
(
2
√
b1b2
b0
)
, ϕ2 =
i
2
ln
[
b1
b2
]
, (25)
we diagonalize the Hamiltonians of equation (16) to obtain
H ′su(1,1) =
√
a20 − 4a1a2K0, H ′su(2) =
√
a20 + 4a1a2J0 (26)
Finally, if the eigenfunctions Φ
(1)
n and Φ
(2)
n of K0 and J0 are known, we have found the eigenvalues of the Hamiltoni-
ans of equation (9). The eigenfunctions are obtained by applying the operators D(ξi) on the functions Φ
(i)
n . Hence,
the eigenfunctions of the Hamiltonian Hsu(1,1) are given by the SU(1, 1) Perelomov number coherent states [39]
|ζ1, k, n〉 =
∞∑
s=0
ζs1
s!
n∑
j=0
(−ζ∗1 )j
j!
eη1(k+n−j)
√
Γ(2k + n)Γ(2k + n− j + s)
Γ(2k + n− j)
×
√
Γ(n+ 1)Γ(n− j + s+ 1)
Γ(n− j + 1) |k, n− j + s〉. (27)
Similarly, the eigenfunctions of the Hamiltonian Hsu(2) are given by the SU(2) Perelomov number coherent states
[39]
|ζ2, j, µ〉 =
j−µ+n∑
s=0
ζs2
s!
µ+j∑
n=0
(−ζ∗2 )n
n!
eη2(µ−n)
Γ(j − µ+ n+ 1)
Γ(j + µ− n+ 1)
×
[
Γ(j + µ+ 1)Γ(j + µ− n+ s+ 1)
Γ(j − µ+ 1)Γ(j − µ+ n− s+ 1)
] 1
2
|j, µ− n+ s〉, (28)
where ζ1 = − tanh( τ12 )e−iϕ1 , η1 = ln(1− |ζ1|2) and ζ2 = − tan( τ22 )e−iϕ2 and η2 = ln(1 + |ζ2|2).
Therefore, it is convenient that K0 and J0 be operators such that we know their eigenfunctions and eigenvalues.
Moreover, notice that if the coefficients a0, a1 and a2 are equal, the problem does not have an exact solution.
3 Time-dependent Hamiltonians with a linear su(1, 1) or su(2) Lie al-
gebraic structure
In this Section, we shall consider systems whose Hamiltonian H(t) is an explicit function of time and has a linear
su(1, 1) or su(2) Lie algebra structure, i.e.,
H(t)su(1,1) = a0(t)K0 + a1(t)K+ + a2(t)K−, H(t)su(2) = b0(t)J0 + b1(t)J+ + b2(t)J−. (29)
Now, because the Hamiltonians H(t)su(1,1) and H(t)su(2) are Hermitian operators, we have a2(t) = a
∗
1(t), b2(t) =
b∗1(t). Moreover, we can write the coefficients a1(t) and b1(t) as
a1(t) = λ1(t)e
iϕ1(t), b1(t) = λ2(t)e
iϕ2(t), (30)
4
where λi(t) and ϕi(t) are arbitrary real functions of time.
Since the Hamiltonians are time-dependent, in describing quantum dynamics we shall use the Schro¨dinger picture
in which state vectors depend explicitly on time, but operators do not
i~
d
dt
|ψ(t)〉 = H(t)|ψ(t)〉. (31)
Thus, in order to study the time evolution of the states of Hamiltonians H(t)su(1,1) and H(t)su(2), we will use the
time-dependent nontrivial invariant Hermitian operator I(t) [40, 41], which satisfies the conditions
i
∂
∂t
I(t) + [I(t), H(t)] = 0. (32)
By using the SU(1, 1) and SU(2) time-dependent displacement operators D(ξi(t)) given by the expressions (12),
with ξi(t) = − 12θi(t)e−iγi(t) and where now θi(t) and γi(t) are arbitrary real functions of time, we can define the
invariant operators I(t)su(1,1) and I(t)su(2) as (see reference [42])
I(t)su(1,1) = D(ξ1(t))K0D
†(ξ1(t)), I(t)su(2) = D(ξ2(t))J0D
†(ξ2(t)), (33)
or explicitly as
I(t)su(1,1) = cosh(θ1)K0 +
sinh(θ1)
2
e−iγ1K+ +
sinh(θ1)
2
eiγ1K−, (34)
and
I(t)su(2) = cos(θ2)J0 +
sin(θ2)
2
e−iγ2J+ +
sin(θ2)
2
eiγ2J−. (35)
From the condition of equation (32) and the invariant operators I(t)su(1,1) and I(t)su(2), the time-dependent physical
parameters b0(t), a0(t), λi(t) and ϕi(t) are related to parameters θi(t) and γi(t) as follows
θ˙1 = −2λ1 sin(ϕ1 + γ1), (γ˙1 − a0) sinh(θ1) = −2λ1 cosh(θ1) cos(ϕ1 + γ1), (36)
θ˙2 = −2λ2 sin(ϕ2 + γ2), (γ˙2 − b0) sin(θ2) = −2λ2 cos(θ2) cos(ϕ2 + γ2). (37)
On the other hand, the transformations of the generators {K0,K±} and {J0, J±} under its respective time-
dependent displacement operators D(ξ(t)) remain unchanged and are given by the expressions (15). In addition,
by using of the BCH identity (equation (2)) the operator i ∂∂t is transformed under the SU(1, 1) time-dependent
displacement operators D(ξ1) as
D
†
1(t)
(
i
∂
∂t
)
D1(t) = i
∂
∂t
+ γ˙1(cosh(θ1)−1)K0− e
−iγ1
2
(
γ˙1 sinh(θ1) + iθ˙1
)
K+− e
iγ1
2
(
γ˙1 sinh(θ1)− iθ˙1
)
K−, (38)
Analogously, the transformation of i ∂∂t under the SU(2) time-dependent displacement operator D(ξ2) is given by
D
†
2(t)
(
i
∂
∂t
)
D2(t) = i
∂
∂t
+ γ˙2(cos(θ2)− 1)J0 − e
−iγ2
2
(
γ˙2 sin(θ2) + iθ˙2
)
J+ − e
iγ2
2
(
γ˙2 sin(θ2)− iθ˙2
)
J−. (39)
As it is shown in reference [41], if the eigenstates of the invariant operator satisfy the Schro¨dinger equation its
eigenvalues are real. Therefore, given that K0|k, n〉 = (k + n)|k, n〉 and J0|j, µ〉 = µ|j, µ〉 we have
D(ξ1)K0|k, n〉 = (k + n)D(ξ1)|k, n〉, D(ξ2)J0|j, µ〉 = µD(ξ2)|j, µ〉,
I(t)su(1,1)D(ξ1)|k, n〉 = (k + n)D(ξ1)|k, n〉, I(t)su(2)D(ξ2)|j, µ〉 = µD(ξ2)|j, µ〉.
Thus, the invariant operators I(t)su(1,1) and I(t)su(2) have as eigenstates, the states D(ξ1)|k, n〉 = |ζ1(t), k, n〉 and
D(ξ2)|j, µ〉 = |ζ2(t), j, µ〉 respectively, which are the SU(1, 1) and SU(2) Perelomov number coherent states. These
states are given by the expressions (27) and (28) but now these are functions of time through the parameters
ζ1(t) = − tanh
(
θ1(t)
2
)
e−iγ1(t), η1 = ln(1− |ζ1(t)|2), (40)
5
ζ2(t) = − tan
(
θ2(t)
2
)
e−iγ2(t), η2 = ln(1 + |ζ2(t)|2). (41)
Finally, the eigenvalues of I(t)su(1,1) are (k + n) and the eigenvalues of I(t)su(2) are µ.
Moreover, if the states |ψ(t)〉su(1,1) and |ψ(t)〉su(2) satisfy the relationship (31) for the Hamiltonians H(t)su(1,1)
and H(t)su(2), these states can be expanded through the sates |ζ1(t), k, n〉 and |ζ2(t), j, µ〉 in the form
|ψ(t)〉su(1,1) =
∑
n
ane
iα(1)n |ζ1(t), k, n〉, |ψ(t)〉su(2) =
∑
j
aje
iα
(2)
j |ζ2(t), j, µ〉, (42)
where according to reference [41] the phase α is given as
α =
∫ t
0
dt′〈λ, κ|i~ ∂
∂t′
−H(t′)|λ, κ〉. (43)
Here, |λ, κ〉 are the eigenstates and λ are the eigenvalues of the invariant operator I(t). Therefore, the phase of the
eigenstate |ζ1(t), k, n〉 and |ζ2(t), j, µ〉 in a non-adiabatic process is given by
α(1)n = (n+ k)
∫ t
0
[(γ˙1 + a0)(cosh(θ1)− 1) + 2λ1 cos(γ1 + ϕ1) sin(θ1)− a0] dt′, (44)
α
(2)
j = µ
∫ t
0
[(γ˙2 − b0)(cos(θ2)− 1)− 2λ2 cos(γ2 + ϕ2) sin(θ2)− a0] dt′. (45)
Unlike in a non-adiabatic process, in an adiabatic process we have that θ˙i = γ˙i = 0 and so the expressions (36) and
(37) become
ϕ1 + γ1 = nπ, tanh(θ1) =
2λ1
a0
cos(nπ), (46)
ϕ2 + γ2 = nπ, tan(θ2) =
2λ2
b0
cos(nπ). (47)
If we set n = 1, the above conditions are reduced to the time-dependent versions of the expressions (24) and (25).
Therefore, in an adiabatic process the phase of the states |ζ1(t), k, n〉 and |ζ2(t), j, µ〉 are reduced to
α(1)n = −(n+ k)
∫ t
0
√
a0(t′)2 − 4λ21(t′)dt′, (48)
α
(2)
j = −µ
∫ t
0
√
a20(t
′) + 4λ22(t
′)dt′. (49)
These are known as the dynamical phases and are defined as
ǫ˙n = 〈λ, κ|H(t′)|λ, κ〉, (50)
while the Berry phase is written as
γ˙κ = i〈λ, κ| ∂
∂t
|λ, κ〉. (51)
Thus, the Berry phases of the states |ζ1(t), k, n〉 and |ζ2(t), j, µ〉 are obtained in the adiabatic limit as follows
γ(1)n (T ) = (n+ k)
∮
(cosh(θ1)− 1)dϕ1, (52)
γ(2)n (T ) = µ
∮
(cos(θ2)− 1)dϕ2, (53)
where T denotes the period. It is obvious that in these cases the Berry phases do not depend on an explicit form
of the functions ϕ1(t) or ϕ2(t).
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4 SU(1, 1) and SU(2) Berry phase of the Tavis-Cummings model
In this Section, we shall consider a trilinear time-dependent Hamiltonian which vary slowly in the time. This
Hamiltonian can be considered as the model of Tucker and Walls [43,44] where only three modes interact with each
other [45–47]. This Hamiltonian has the form (with ~ = 1)
Hˆ(t) = ω1(t)aˆ
†aˆ+ ω2(t)bˆ
†bˆ+ ω3cˆ
†cˆ+ λ(t)(aˆ†bˆcˆe−iϕ(t) + aˆbˆ†cˆ†eiϕ(t)), (54)
where the set of operators aˆ, aˆ†, bˆ, bˆ† and cˆ, cˆ† satisfy the bosonic algebra [a, a†] = [b, b†] = [c, c†] = 1. Moreover,
ωj(t) with j = 1, 2, 3, λ(t) and ϕ(t) are physical time-dependent constants that vary slowly.
In what follows it will be convenient to use the bosonic su(1, 1) and su(2) Lie algebras realizations
Kˆ0 =
1
2
(
bˆ†bˆ+ cˆ†cˆ+ 1
)
, Kˆ+ = bˆ
†cˆ† Kˆ− = bˆcˆ Nd = bˆ
†bˆ− cˆ†cˆ, (55)
Jˆ0 =
1
2
(
aˆ†aˆ− bˆ†bˆ
)
, Jˆ+ = aˆ
†bˆ, Jˆ− = bˆ
†aˆ Nˆs = aˆ
†aˆ+ bˆ†bˆ, (56)
such that these operators satisfy the commutation relations (10) and (11). Thus, in terms of these operators the
Hamiltonian (54) can be rewritten in the following forms
Hˆ(t)su(1,1) = ω1(t)aˆ
†aˆ+ (ω2(t) + ω3(t))K0 + λ(t)(aˆ
†K−e
−iϕ(t) + aˆK+e
iϕ(t)) +
ω2(t)− ω3(t)
2
Nd − ω2(t) + ω3(t)
2
,
(57)
Hˆ(t)su(2) = ω3(t)cˆ
†cˆ+ (ω2(t)− ω1(t))Jˆ0 + λ(t)(cˆJˆ+e−iϕ(t) + cˆ†Jˆ−eiϕ(t)) + ω1(t) + ω2(t)
2
Nˆs. (58)
Therefore, the Hamiltonian (54) possesses the SU(1, 1) and SU(2) symmetries. By considering the SU(1, 1) Hamil-
tonian of (57) and using the theory developed in Section 3, we have that the exact solution of the Schro¨dinger
equation is obtained in terms of the eigenstates of the invariant operator Iˆ(t)su(1,1) = D(ξ1)K0D
†(ξ)
|ψ(t)〉su(1,1) =
∑
n
ane
iα(1)n |ζ1(t), k, n〉 ⊗ |na〉. (59)
In this expression, |na〉 are the states of the one-dimensional harmonic oscillator and the states |ζ1(t), k, n〉 =
D(ξ1)|k, n〉 are given in terms of the quantum numbers nl and mn as
ψζ1,nl,mn =
√
2Γ(nl + 1)
Γ(nl +mn + 1)
(−1)nl√
π
eimnφ
(−ζ∗1 )nl(1− |ζ1|2)
mn
2 +
1
2 (1 + σ)nl
(1 − ζ1)mn+1
× e−
ρ2(ζ1+1)
2(1−ζ1) ρmnLmmnl
(
ρ2σ
(1− ζ1)(1− σ)
)
, (60)
where ζ1(t) = − tanh( θ1(t)2 )e−iγ1(t) and σ(t) is defined as
σ(t) =
1− |ζ1(t)|2
(1 − ζ1(t))(−ζ∗1 (t))
.
On the other hand, the total phase α
(1)
n is given by the expression (43), which consist of the usual dynamical
phase ǫ
(1)
n and the Berry phase γ(1)(T )n. Thus, the dynamical phase of the SU(1, 1) Tavis-Cummings model is
given by
ǫ(1)n (t) = −
∫ t
0
〈na| ⊗ 〈ζ1(t), k, n|Hsu(1,1)|ζ1(t), k, n〉 ⊗ |na〉dt′ (61)
=
∫ t
0
〈na| ⊗ 〈k, n|H ′su(1,1)|k, n〉 ⊗ |na〉dt′, (62)
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where H ′su(1,1) = D
†Hsu(1,1)D. Taking into account the adiabatic limit and by using the relationship aˆ
† 1
aˆ† =
1− |0〉〈0|, the equations (36) become
tanh(θ1(t)) =
2λ(t)
√
aˆ†aˆ
ω2(t) + ω3(t)
, γ1(t) =
i
2
ln
[
aˆ
aˆ†
]
]
− ϕ(t), (63)
which are the expression of the coherent state parameters in the reference [28]. Now, if we impose that na ≫ 1 and
use the following relationship
1
aˆ†
|na〉 = (1− δna,0)
1√
na
|na + 1〉, (64)
we have that
〈tanh(θ1(t))〉a = 2λ(t)
√
na
ω2(t) + ω3(t)
, 〈γ1(t)〉a = −ϕ(t). (65)
Therefore, the dynamical phase of the SU(1, 1) Tavis-Cummings model in the adiabatic limit is
ǫ(1)n (t) = −
∫ t
0
E(t′)su(1,1)dt
′, (66)
where explicitly the term E(t)su(1,1) is given by
E(t)su(1,1) =
√
(ω2(t) + ω3(t))2 − 4λ(t)2na
(
nl +
mn
2
+
1
2
)
+ ω1(t)na +
ω3(t)− ω2(t)
2
mn − ω2(t) + ω3(t)
2
. (67)
In the same way, from expression (52) we obtain for the Berry phase of the SU(1, 1) Tavis-Cummings model in the
adiabatic limit the following result
γ(1)n (T ) =
(
nl +
mn
2
+
1
2
)
〈na|(cosh(θ1)− 1)|na〉
∮
dϕ, (68)
γ(1)nl,na,mn(T ) = (2nl +mn + 1)
(ω2(t) + ω3(t))−
√
(ω2(t) + ω3(t))2 − 4λ(t)2na√
(ω2(t) + ω3(t))2 − 4λ(t)2na
π. (69)
Now, form the SU(2) Tavis-Cummings model the invariant operator of the Hamiltonian H(t)su(2) is given by
Iˆ(t)su(2) = D(ξ2)J0D
†(ξ2. (70)
The general solution of the Schro¨dinger equation is given by the eigenstates of the invariant operator Iˆsu(2)
|ψ(t)〉su(2) =
∑
j
aje
iα
(2)
j |ζ2(t), j, µ〉 ⊗ |nc〉, (71)
where |nc〉 are the states of the one-dimensional harmonic oscillator for the oscillation mode cˆ and |ζ2(t), j, µ〉 are
the SU(2) Perelomov number coherent states for the two-dimensional harmonic oscillator. The states |ζ2(t), j, µ〉
in the coordinate space are given in terms of the quantum numbers nl and mn by
ψζ2,nl,mn =
e−
ρ2
2√
π
nl+n∑
s=0
ζs2
s!
nl+mn∑
n=0
(−ζ∗2 )n
n!
e
η
2 (mn−2n)ei(mn−2n+2s)ϕ(−1)nl+n−s
× Γ(nl + n+ 1)
Γ(nl +mn − n+ 1)
[
2Γ(nl +mn + 1)
Γ(nl + 1)
]1/2
ρ(mn−2n+2s)L
(mn−2n+2s)
nl+n−s
(ρ2), (72)
where ζ2(t) = − tan( θ2(t)2 )e−iγ2(t).
On the other hand, the total phase α
(2)
j is splitted into the dynamical phase ǫ
(2)
j and the Berry phase γ
(2)
j (T ).
From the relationship cˆ† 1cˆ† = 1− |0〉〈0|, we obtain that in the adiabatic limit the equations (37) become
tan(θ2(t)) =
2λ(t)
√
cˆ†cˆ
ω2(t)− ω1(t) , γ2(t) =
i
2
ln
[
cˆ
cˆ†
]
]
+ ϕ. (73)
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If we consider that na ≫ 1 and use the relationship
1
cˆ†
|nc〉 = (1− δnc,0)
1√
n
|nc + 1〉, (74)
we obtain that 〈γ2(t)〉c = ϕ(t). Therefore, the dynamical phase for the SU(2) Tavis-Cummings model is given by
ǫ
(2)
j (t) = −
∫ t
0
E(t′)su(2)dt
′, (75)
where explicitly the term E(t)su(2) is
Esu(2) =
1
2
√
(ω2(t)− ω1(t))2 + 4λ2(t)ncmn + (ω2(t) + ω1(t))(nl + mn
2
) + ω3(t)nc. (76)
Finally, the Berry phase γ(2)(T )j of the SU(2) Tavis-Cummings model in the adiabatic limit is given by
γ
(2)
j (T ) =
(mn
2
)
〈nc|(cos(θ2)− 1)|nc〉
∮
dϕ, (77)
γ(2)mn,nc(T ) = (πmn)
(ω2(t)− ω1(t))−
√
(ω2(t)− ω1(t))2 + 4λ(t)2nc√
(ω2(t)− ω3(t))2 + 4λ(t)2nc
. (78)
5 Concluding remarks
In this paper we first introduced a method to diagonalize Hamiltonians with an SU(1, 1) and SU(2) linear algebraic
structure. For this method, we applied the similarity transformations of the displacement operator to the generators
of each group. With these transformations we were able to obtain in a general way the Berry phase of time-dependent
Hamiltonians with an SU(1, 1) and SU(2) linear structure. Then, we introduced a trilinear time-dependent form of
the Tavis-Cummings model, which possesses the SU(1, 1) and SU(2) symmetry. Therefore, all the previous results
allowed us to compute the SU(1, 1) and SU(2) Berry phases for the Tavis-Cummings model with three modes of
oscillation.
It is important to note that the method developed in this work not only allowed us to calculate the Berry
phase exactly, but also allowed us to obtain the dynamical phase of the Tavis-Cummings model for each symmetry.
Moreover, the general method developed to obtain the Berry phase and the dynamical phase can be applied to
more Hamiltonians who have these symmetries.
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