Abstract. In C 2 with the standard symplectic structure we consider the complex bidisc ∆ 2 constructed as the product of two open complex discs of radius 1 and the real bidisc D 2 constructed as the product of two open real discs of radius 1. We prove that there exists no symplectic embedding of ∆ 2 into D 2 . This statement provides a converse to the result of Shukov and Tumanov that there is no symplectic embedding of D 2 into ∆ 2 . Moreover, letting ∆ R be the complex disc of radius R, we prove that D 2 × ∆ R is not symplectomorphic to
Introduction and Main Results
The first striking result about a non-trivial obstruction to the existence of a symplectic embedding was obtained by Gromov [11] . He proved that one can symplectically embed a sphere into a cylinder only if the radius of the sphere is less than or equal to the radius of the cylinder. Since this celebrated non-squeezing theorem appeared, many similar results of symplectic rigidity have been obtained for a variety of domains. For instance, McDuff studied symplectic embeddings of evendimensional open ellipsoids into one another [16, 17] (see also Hutchings [14, 15] and McDuff-Schlenk [18] ), and Guth [12] gave asymptotic results on when a complex polydisc can be symplectically embedded into another one.
Shukov and Tumanov [20] recently applied techniques from classical complex analysis to derive the following rigidity result. In the complex space C 2 with coordinates z j = x j + iy j , j = 1, 2 endowed with the standard symplectic structure dx 1 ∧ dy 1 + dx 2 ∧ dy 2 , consider the complex bidisc Since the two bidiscs have the same volume, it is natural to ask if they are symplectomorphic. Shukov and Tumanov gave a negative answer to this question by proving that there exists no symplectic embedding of D 2 into ∆ 2 . In this paper, we prove (Theorem 5.1) that no symplectic embedding is possible in the other direction. Theorem 1. There is no symplectic embedding of ∆ 2 into D 2 .
Symplectic embeddings are closely related to global symplectic invariants for symplectic manifolds called capacities. Roughly speaking, a symplectic capacity is a functor c that assigns to every symplectic manifold (M, ω) a non-negative (possibly infinite) number in such a way that if (M 1 , ω 1 ) embeds symplectically into (M 2 , ω 2 ), then c(M 1 , ω 1 ) ≤ c(M 2 , ω 2 ). Additionally, c is well-behaved under rescaling (conformality) and satisfies other mild conditions (the reader can consult any standard textbook in the subject such as [19, Chapter 12] for a detailed definition). A trivial example of a symplectic capacity is given by the volume, but a priori it is not at all clear that other capacities exist. The first non-trivial capacity arose in Gromov's proof of the non-squeezing theorem, and over the years many more of such symplectic invariants have been constructed by Ekeland and Hofer [5, 6] , Hofer and Zender [13] , Viterbo and others [9, 21] .
In this paper we exploit the construction of Ekeland and Hofer (which is recalled in Section 2.3). For any subset of a symplectic vector space, they define an infinite sequence c n of symplectic capacities. Our Theorem 1 is obtained as a corollary of the computation, for the real bidisc D 2 , of some of the capacities c n . These calculations are carried out in Section 4, where the following result is proved (Theorems 4.2, 4.4 and 4.6).
Theorem 2. For the unit real bidisc D
2 we have
The fact that c 1 (D 2 ) = 4 is known to the experts [2] . While finishing this paper, we discovered that the inequality c 2 (D 2 ) ≤ 3 √ 3 also follows from work of Gripp Barros Ramos [10] on the ECH (embedded contact homology) capacities of D
2
(see Remark 4.5). The computation of the third capacity c 3 (D 2 ) is, as far as we know, new. We consider Theorem 2 of independent interest, since explicit values for Ekeland-Hofer symplectic capacities appear in the literature only for very special classes of domains, such as ellipsoids and polydiscs.
In Section 5 we present a further application of Theorem 2 by proving the following result.
. Theorem 3 partially answers a question raised in [22] , where the same result is proved for R ≥ 1.
2. Background 2.1. Basic definitions and notations. Let C n denote the standard complex vector space of dimension n with variables z j = x j + iy j . We endow C n with the Euclidean scalar product 
All symplectic embeddings considered in this paper will be with respect to the standard symplectic form.
Let Ω be a bounded subset of C n with smooth boundary ∂Ω. We denote by T C n the (real) tangent bundle of C n and by T ∂Ω the tangent bundle of ∂Ω. We write Y ∈ T C n to mean that Y is a local section of T C n . Consider a smooth defining equation ρ of ∂Ω such that |dρ(z)| = 1 for z ∈ ∂Ω. The characteristic vector field of ∂Ω is the unique vector field X such that
The characteristic vector field X is tangent to ∂Ω and its restriction to ∂Ω does not depend on the choice of ρ. Moreover, X generates the kernel of the restricted form ω |T ∂Ω . Let J denote the standard complex structure on C n . For all z ∈ ∂Ω we have X(z) = J∇ρ(z), where ∇ρ is the Euclidean gradient of ρ. Hence an integral curve of X on ∂Ω is the solution of a system
where z 0 ∈ ∂Ω. These integral curves are called the characteristics of ∂Ω.
Of particular interest in symplectic geometry is the study of closed characteristics, that is, the solutions to (2.1) for which there exists a time t 0 > 0 such that z(t 0 ) = z 0 . Let T be the smallest such t 0 . The image {z(t), 0 ≤ t ≤ T } is called an orbit and T the period of the orbit. It is unknown whether there exist closed characteristics on a general hypersurface. However, for Ω convex, it is known that there are closed characteristics, generically finitely many.
If γ : [0, T ] → ∂Ω is a closed characteristic, the action of γ is defined to be
If Ω is a bounded convex subset of C n and {γ i } i∈I is the set of closed characteristics of ∂Ω, we can define the action spectrum of Ω as the set
Following Ekeland and Hofer [6] , we will see how it is possible to choose some elements of Σ(Ω) called capacities that are symplectic invariants (see Section 2.3). We now describe how to adapt the concepts introduced above to non-smooth domains.
Let Ω ⊂ C n be a convex bounded domain and p ∈ ∂Ω. We say that a unit vector n(p) is normal at p for ∂Ω if
If p is a smooth boundary point, then n(p) is the usual exterior normal vector. If ∂Ω is not smooth at p, then there could be more than one choice for a normal vector. In this case, we let n(p) denote the set of all vectors satisfying (2.2).
Definition 2.1. Let Ω be a Lipschitz convex domain in C n . We say that z : R → Ω is a characteristic if z(t) has right and left derivativeż ± (t) for all t, anḋ z ± (t) ∈ Jn(z(t)).
Note that, for Ω smooth, this definition coincides with the definition of a characteristic given before.
Let n(z) for z = (z 1 , z 2 ) ∈ ∂D be the unit-normal to the boundary as defined in Section 2.1. Then
The intersection of a characteristic with X 3 (or Y 3 ) is clearly a straight segment. The intersection with T 2 of a characteristic that is not entirely contained in T 2 is made of corner points. Since each integral curve passes through some points of T 2 , we can use T 2 as a set of parameters to describe (almost) all the possible characteristics, as we now show.
Let z = (z 1 , z 2 ) ∈ T 2 and assume without loss of generality that (x 1 , x 2 ) = (1, 0) and (y 1 , y 2 ) = (cos θ, sin θ) for some θ ∈ [0, π/2). It is now convenient to identify the (x 1 , x 2 )-plane and the (y 1 , y 2 )-plane with two complex spaces. We use the following notation:
We make the obvious remark that the complex structure described in (2.4) is not related to the complex structure of
) be a point in T 2 . We now compute the corners of the characteristic passing through P 0 . Assume that 0 ≤ ϕ 2 − ϕ 1 ≤ π 2 . For increasing t, the first side of the characteristic lies inside X 3 and therefore the first corner after P 0 is given by P 1 = (e iϕ1 − te iϕ2 , e iϕ2 ), where t > 0 is such that |e iϕ1 − te iϕ2 | 2 = 1. Hence t 2 − 2tRe e i(ϕ1−ϕ2) = 0, which implies t = e i(ϕ2−ϕ1) + e i(ϕ1−ϕ2) and P 1 = (e i(2ϕ2−ϕ1+π) , e iϕ2 ).
The second side of the characteristic lies in Y 3 and the second corner is
where t > 0 is such that |e iϕ2 + te i(2ϕ2−ϕ1+π) | 2 = 1. We obtain
Inductively,
The characteristic is closed if P 2n = P 0 for some n. For n even, P 2n = P 0 if and only if 2nϕ 2 − (2n − 1)ϕ 1 = ϕ 1 + 2kπ. Hence
For n odd with n > 1, we have P 2n = P 0 if and only if
which implies
Let γ be one of the closed characteristics described so far. One can easily check that if γ corresponds to the parameters ϕ 1 , ϕ 2 and n, then the corresponding action is
There are also two closed characteristics contained in T 2 that are left out by the description above, namely γ 1 0 (t) := (e 2πit , ie 2πit ) and γ 2 0 (t) := (e 2πit , −ie 2πit ). These two curves are commonly called the gliding trajectories. The action of these characteristics is 2π for the simple ones and 2kπ for the k-multiples. Putting together all the possible values for the action of a closed characteristic of D 2 , we obtain the description of the action spectrum given in (2.3).
2.3. Ekeland-Hofer symplectic capacities. We recall, following [6] , the definition of the symplectic capacities. We first set up the functional analytical framework. For more details see also [5, Section II] . Let E be the Hilbert space of all functions f ∈ L 2 (R/Z, C n ) such that the Fourier series
The inner product in E is defined by
E is the most natural space on which the action functional A can be defined. It is easy to see that
Note that there is a natural action T :
The space E has a natural orthogonal splitting, compatible with the phase shift action, given by
Here we have defined
We denote by P + , P 0 and P − the corresponding orthogonal projections. We now need to introduce the notion of the index of a subspace. Let X be a Hilbert space over C, and let T :
1 . Let Y be another Hilbert space, and R :
1 . Let A ⊆ X be an invariant subset. We define the index of A as the quantity
The functions f considered on the right side of (2.6) are such that • f is continuous.
• There exists a positive integer n such that f (T (θ)(x)) = e 2πniθ f (x) for all θ ∈ S 1 and for all x ∈ X.
If no such function exists, then we set α(A) = +∞. Moreover we set α(∅) = 0. Observe that if F is the set of fixed points of X for T , that is,
In the following paragraph we describe a pseudoindex theory in the sense of Benci relative to E + . In our exposition we mainly follow [3] (see also [6] ). Consider the group of homeomorphisms
such that the following conditions are satisfied:
• K is a compact equivariant operator.
• γ + , γ − : E → R + map bounded sets in precompact sets and are invariant.
• There exists a constant c > 0 such that A(x) ≤ 0 or x > c implies that γ + (x) = γ − (x) = 0 and K(x) = 0.
Let S := {x ∈ E | x E = 1} and let ξ ⊆ E be an invariant subset of E. We define the pseudoindex of ξ as
For the basic properties of the pseudoindex we refer to [6] . In particular, the following result is often useful.
We need to introduce one last concept before defining the symplectic capacities. We call a smooth function H : C n → (0, +∞) an admissible Hamiltonian for a bounded domain Ω ⊂ C n if
• H is 0 on some open neighborhood of Ω.
• H(z) = c|z| 2 for |z| large enough, where c > π and c / ∈ Zπ. We denote by H(Ω) the set of the admissible Hamiltonians for Ω. For j a positive integer and H ∈ H(Ω), we define a number c H,j ∈ (0, +∞) ∪ {∞} by
Here A H : E → R is the action functional associated to a Hamiltonian H defined by
Every number c H,j is non-negative and, if finite, is a critical value of A H [6, page 559].
We can now define the j-th Ekeland-Hofer symplectic capacity of Ω as
The next theorem characterizes the first symplectic capacity as the infimum of the action spectrum Σ(Ω). The result is known, but we provide a proof since we are not aware of a reference.
Theorem 2.5. Let Ω be a smoothly bounded convex domain in C n and let α = min Σ(Ω). Then c 1 (Ω) = α.
Proof. Assume without loss of generality that 0 ∈ Ω and that Σ(Ω) is discrete. Let r be the gauge function of Ω, that is, r is such that Ω = {z ∈ C n | r(z) < 1} and r(λz) = λ 2 r(z) for all λ > 0. We will use r to construct a family of Hamiltonians. Let f : [0, +∞) → [0, +∞) be a smooth increasing function such that
We also require that f ′ (s) < α+2ǫ. Here ǫ > 0 is chosen so that Σ∩[0, α+2ǫ] = {α}. Moreover, we choose f such that there exists only one s 0 with f ′ (s 0 ) = α. We now consider the Hamiltonian H(z) := f (r(z)) and the associated systeṁ
We look for the non-constant, periodic solutions to (2.9) with period equal to 1. We first remark that the energy level surfaces of H are the homothetic surfaces to ∂Ω. The closed periodic orbits of (2.9) are therefore the curves homothetic to the closed characteristics of ∂Ω. Let γ(t) be a closed characteristic of ∂Ω, that is, a solution ofż = J∇r(z) with z(0) ∈ ∂Ω. We want to find a λ > 0 such that λγ(t) is a solution of (2.9). If T is the period of γ, then
where the last equality follows from ∇r(z), z = 2. In particular, T ∈ Σ(Ω). We have that z(t) := λγ(T t) is a solution of (2.9) if and only iḟ
Note that the left side of (2.10) iṡ
and the right side of (2.10) is
Hence z(t) := λγ(T t) is a solution of (2.9) if and only if f ′ (r(z)) = T ∈ Σ(Ω), which is equivalent to the condition T = α, since α is the only element of Σ(Ω) in the range of f ′ . This argument shows that A H has only one stationary point in E, call it v, and only one critical value. Consider now the subset
W is an invariant set with ind(W ) = 1. We now prove that
We start by defining the functional
Note that Ψ ′ (λv(e 2πi(t−θ) )) = 0 for all λ and θ. Moreover, since r is a convex function and A is concave in the E − directions, we have that Ψ| W ≤ 0. Observing that A H ≤ C + Ψ for some constant C, we obtain (2.11). Note that (2.11) implies c H,1 < +∞. Since A H satisfies the Palais-Smale condition (see Remark 2.6 below), then c H,1 is a critical value of A H . We thus have
We can clearly choose f such that c H,1 is arbitrarily close to α. Taking the infimum over all possible admissible Hamiltonians H, we conclude that c 1 (Ω) = α. Remark 2.6. We remark here that in the proof of Theorem 2.5 we have used Hamiltonians modeled on the gauge function r instead of Hamiltonians with quadratic behavior at infinity (see [4, 8] ). This choice, however, does not affect the values obtained in the computation of the capacities, as one can easily prove by combining the following two facts:
• For Hamiltonians H 1 and H 2 we have
• For every f is as in the proof of Theorem 2.5 there exists H ∈ H(Ω) such that f (r) ≤ H. Similarly, for any H ∈ H(Ω) there exists f such that H ≤ f (r). Observe also that if we choose f such that the Hamiltonian f (r) has no periodic solutions of period 1 at infinity, then A f (r) satisfies the Palais-Smale condition. This implies that c f (r),k , if it is finite, is a critical value of A f (r) (see [1, page 71] ).
Note that we cannot apply Theorem 2.5 directly to the real bidisc, since its boundary ∂D 2 is not smooth. In the next section we show how to overcome this difficulty by appropriately approximating D 2 with smooth domains.
Approximation with smooth domains
We start by constructing a decreasing sequence of smooth convex domains D 2 n converging to D 2 . Let g : R → [0, +∞) be a convex, increasing function such that g(1) = 1 and g(s) = 0 for s < 0. Consider the following subsets of C 2 :
The domains defined in (3.1) are smooth and convex. Moreover, they satisfy the following properties:
• For all n ∈ N, we have 1
In particular, by the properties of the capacities, for any choice of positive integers k and n, the following double inequality holds:
The next proposition shows how the closed characteristics of the real bidisc D 
Here Σ(D 2 n ) denotes the action spectrum of D 2 n . Proposition 3.2. Let α ∈ Σ(D 2 ) and suppose that α = A(γ), where γ is a nongliding closed characteristic of D 2 . Then there exists a sequence γ n , where each γ n is a closed characteristic of D 2 n , such that γ n converges to γ and A(γ n ) converges to α. In particular, for all M > 0 and ε > 0, we have
where d(·, ·) is the Hausdorff distance between sets.
Proof. Note that, for every n, we can decompose the boundary ∂D 2 n of D 2 n into three components
and T
3) To find the closed characteristics of D 2 n we consider the system of differential equa-
where x = (x 1 , x 2 ), y = (y 1 , y 2 ). We first note that det(x, y) = x 1 y 2 − x 2 y 1 is constant along the solutions of (3.4) . It is convenient to use polar coordinates in the planes defined by the variables x and y respectively. We recall the notation already introduced in the proof of Proposition 2.2:
r 2 e iϕ2 := r 2 (cos ϕ 2 , sin ϕ 2 ) = (y 1 , y 2 ).
We can now rewrite the system (3.4) as 5) from which we obtain the two systems n (cos θ 0 , sin θ 0 ) for θ 0 ∈ (0, π/2). The corresponding solution of (3.4) enters X 3 n (this can be seen by inspection of (3.7), since r 3 (0) > 0 implies that r 1 is decreasing and r 2 is constant). Reasoning as in Proposition 2.2, we see that the solution reaches the point (x 1 , x 2 ) = cos(π + 2θ 0 ), sin(π + 2θ 0 ) , (y 1 , y 2 ) = 1 + 1 n (cos θ 0 , sin θ 0 ).
The solution then enters T 3 n at a time t 0 . From (3.7) we see that r 3 (t 0 ) < 0, r 1 increases and r 2 decreases. Let T > 0 be the smallest positive real number such thatṙ 3 (t 0 + T ) = 0. By simmetry we see that, r 1 (t) = r 2 (2T + 2t 0 − t), r 2 (t) = r 1 (2T + 2t 0 − t) and r 3 (t) = r 3 (2T + 2t 0 − t). In particular, this tells us that the solution eventually leaves T 3 n . By the third equation in (3.6), the angle between x(t 0 + 2T ) and y(t 0 + 2T ) is the same as the angle between x(t 0 ) and y(t 0 ) but ϕ 1 (t 0 ) = ϕ 1 (t 0 + 2T ). We want to compute ∆ϕ :
Using (3.9) inside (3.8) we obtain ∆ϕ = −
It follows from g(n(r
Plugging (3.11) into (3.10) we obtain ∆ϕ = −
From (3.12) we see that ∆ϕ is small for θ 0 < π 2 and n large. Following the same reasoning as in Proposition 2.2 we can see that after 2m straight sides the characteristic hits the point
The characteristic is closed if and only if
Since ∆ϕ depends continuously on θ 0 and is small if n is large, then the equations in (3.13) are solvable. In particular, if θ k,m ∈ J m (see Proposition 2.2), for n big enough there exists θ close to θ k,m such that (3.13) is satisfied. The corresponding characteristics of D 2 n and D 2 are close to each other and their actions are also close. Note that there could also be some characteristics that are entirely contained in T 3 n . These characteristics are left out by the description above. If n is large, they are close to the gliding trajectories of the bidisc D 2 and their actions are close to a multiple of 2π.
The Ekeland-Hofer symplectic capacities of the real bidisc
In this section we compute the symplectic capacities of the real bidisc D 2 . The following result will be the main tool for our computations.
Proposition 4.1. Let Ω be a smooth convex domain in C n containing 0, and let r be its gauge function. For all c > 0, let Ψ c : E → R be the functional
Proof. Let ǫ > 0 and choose a smooth function
Moreover, we require that 0 ≤ f ′ ǫ (s) ≤ c + 2ǫ for all s, and that f ′ ǫ (s) ∈ Σ(Ω) only for finitely many numbers s 1 , . . . , s m , which we can assume to be arbitrarily close to 1. Let f ′ ǫ (s j ) = α j ∈ Σ(Ω) and define H fǫ (z) := f ǫ (r(z)). The periodic orbits ofż = J∇H fǫ (z) of period 1 are obtained by scaling. Namely, they are the curves √ s j γ j (α j t), where γ j is the closed characteristic in ∂Ω such that A(γ j ) = α j . The corresponding critical values of A H fǫ are
As ǫ → 0, these critical values tend to α j , and each of them is less than c. Note that
for some constants C and D. Recalling that Ψ| W ≤ 0, then
for some new constant C. Equation (4.4) implies c H fǫ ,k < ∞. Since there are no periodic orbits at infinity of period 1, then A H fǫ satisfies the Palais-Smale condition and therefore c H fǫ ,k is a critical value of A H fǫ . Hence c H fǫ ,k ≤ c by (4.3). Since c k (Ω) ≤ c H fǫ ,k , the conclusion follows. 
The basic properties of the capacities then yield the double inequality
from which we can conclude that c 1 (D 2 ) = 4 by applying (4.5).
For the next theorem we need the following simple lemma.
Proof. For every n we have
Proof. Let W be the following invariant subset of E:
where γ : P 1 C → R is a non-negative continuous function which is non-zero only in a neighborhood of the two points [1 : i] and [1 : −i]. We will specify later how γ is chosen. We now prove that W has pseudoindex 2. First note that
and therefore W ∩ S ∩ E + has index 2. Assume now by contradiction that there exists h ∈ Γ such that F := h(W ) ∩ E + ∩ S has index strictly smaller than 2. Then, by the properties of the index, there exists an open neighborhood of U of F in E such that α(U ) = α(F ). Let E k = {f ∈ E| f j = 0 for |j| > k} and denote by Q k : E → E k the corresponding orthogonal projection. We claim, for k large, that
Assume by contradiction that (4.6) is false. Then there exists a sequence of functions
Recalling the structure of the homeomorphism h (see (2.7)), we have
Note that f k must be a bounded sequence, otherwise we have K(f k ) = 0, which together with (4.7) implies f + k = 1 and f 0 k = f − k = 0, thus giving a contradiction. We can therefore assume that K(f k ) and γ ± (f k ) converge. Hence, by (4.7), the sequences f − k and f 0 k also converge. Furthermore, the sequence f + k converges as well, since it lies in a finite dimensional space. We therefore have that f k converges to some element f ∞ ∈ W with h(f ∞ ) ∈ E + ∩ S and h(f ∞ ) / ∈ U , which is a contradiction.
In order to apply [7, Proposition 3.3] as done in [6, page 558], we consider the following "truncated" set: for M > 0 let
where χ is a smooth function such that χ(t) = 1 for t < 1 and χ(t) = 0 for t > 3 2 . Note that W M coincides with W inside the ball of radius M in E and that
By [7, Proposition 3.3] applied to the map Q k h(φ) we obtain
The conclusion that ind(W ) = 2 is achieved by taking M large enough. Let now r be the gauge function of D 2 and Ψ c : E → R the functional defined in (4.1):
We recall that
We will prove that Ψ c | W < 0 for c = 4
where v 1 = (α, β) and v 2 = γ α 3 |α| 3 (α, β) for some α, β ∈ C. We have
(4.9)
To estimate the integral on the right side of (4.9) we compute the Fourier coefficients of order 4 and 6 of Re ζ 
