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Abstract
There is a series of publications which have considered inequalities of Markov–Bernstein–Nikolskii type
for algebraic polynomials with the Jacobi weight (see [N.K. Bari, A generalization of the Bernstein and
Markov inequalities, Izv. Akad. Nauk SSSR Math. Ser. 18 (2) (1954) 159–176; B.D. Bojanov, An exten-
sion of the Markov inequality, J. Approx. Theory 35 (1982) 181–190; P. Borwein, T. Erdélyi, Polynomials
and Polynomial Inequalities, Springer, New York, 1995; I.K. Daugavet, S.Z. Rafalson, Some inequalities
of Markov–Nikolskii type for algebraic polynomials, Vestnik Leningrad. Univ. Mat. Mekh. Astronom. 1
(1972) 15–25; A. Guessab, G.V. Milovanovic, Weighted L2-analogues of Bernstein’s inequality and classi-
cal orthogonal polynomials, J. Math. Anal. Appl. 182 (1994) 244–249; I.I. Ibragimov, Some inequalities for
algebraic polynomials, in: V.I. Smirnov (Ed.), Fizmatgiz, 1961, Research on Modern Problems of Construc-
tive Functions Theory; G.K. Lebed, Inequalities for polynomials and their derivatives, Dokl. Akad. Nauk
SSSR 117 (4) (1957) 570–572; G.I. Natanson, To one theorem of Lozinski, Dokl. Akad. Nauk SSSR 117
(1) (1957) 32–35; M.K. Potapov, Some inequalities for polynomials and their derivatives, Vestnik Moskov.
Univ. Ser. Mat. Mekh. 2 (1960); E. Schmidt, Über die nebst ihren Ableitungen orthogonalen Polynomsys-
teme und das zugehörige Extremum, Math. Ann. 119 (1944) 165–209; P. Turán, Remark on a theorem of
Erhard Schmidt, Mathematica 2 (25) (1960) 373–378]). In this paper we ﬁnd an inequality of the same type
for algebraic polynomials on (0,∞) with the Laguerre weight function e−xx (> − 1).
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
Let N = {1, 2, . . .} be the set of all natural numbers. Let Pn be the set of all algebraic
polynomials with real coefﬁcients of degree at most n (n ∈ N). For Qn ∈ Pn (n ∈ N), x0,
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1p < ∞, + 1
p
> 0 we set
‖Qn‖p;;x =
{∫ ∞
x
(u − x)pe− up2 |Qn(u)|p du
}1/p
.
In this paper we ﬁnd estimates from above for e− x2 |Q(m)n (x)| (x0, m + 1, n ∈ N , nm)
by means of ‖Qn‖p;;x . These inequalities cannot be improved in terms of order of growth with
respect to n. For 1p < ∞we obtain explicit expression for constantC(,m, p) in the inequality
e−
x
2 |Q(m)n (x)|C(,m, p)(n + 1)+
1
p
+m‖Qn‖p;;x,
m + 1, n ∈ N, nm, x0, Qn ∈ Pn. (1)
Here and in the sequel C with arguments written in parentheses will denote positive constants
depending on these arguments.
2. Some auxiliary statements
For n + 1 ∈ N ,  > −1, we set
L()n (x) = (n!)−1exx−(e−xxn+)(n);
{L()n (x)}∞0 is the system of Laguerre polynomials orthogonal on (0,∞) with the weight e−xx.
The system
{Lˆ()n (x)}∞0 =
{
(−1)n
√
n!√
(n + + 1)L
()
n (x)
}∞
0
(2)
is the orthonormal system of Laguerre polynomials.
The point of the following lemma is that a certain linear combination of the polynomials L()i+m
(i = 0, 1, . . . , n − m), m + 1, n + 1 ∈ N , mn, can be represented as a linear combination of
the polynomials L(+m−k+1)n (k = 0, 1, . . . , m). This is substantial if m is small and n is much
larger than m.
Lemma 1. Let m + 1, n + 1 ∈ N , mn,  > −1. The following identity holds:
n−m∑
i=0
(m + i)!
i! L
()
i+m(x) = (−1)mm!
m∑
k=0
(−1)k
(
n + 1
k
)
L(+m−k+1)n (x). (3)
Proof. To prove (3) by induction we ﬁrst check it for m = 0. For m = 0 (3) becomes
n∑
i=0
L
()
i (x) = L(+1)n (x), (4)
which is true (see [17, p. 111]). We assume now that (3) holds for some m, m ∈ {0, 1, . . . , n− 1}
and for any  > −1; from this assumption we will derive that (3) holds also for m + 1 and for
any  > −1. By making use of the formula
L()n (x) = L(+1)n (x) − L(+1)n−1 (x) (n ∈ N,  > −1)
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(see [17, p. 111]), we get
n−m−1∑
i=0
(m + 1 + i)!
i! L
()
i+m+1(x)
=
n−m−1∑
i=0
(
m+1∏
=1
(i + )
)
L
(+1)
i+m+1(x) −
n−m−1∑
i=0
(
m+1∏
=1
(i + )
)
L
(+1)
i+m (x)
=
n−m∑
j=1
(
m∏
=0
(j + )
)
L
(+1)
j+m (x) −
n−m−1∑
j=0
(
m+1∏
=1
(j + )
)
L
(+1)
j+m (x)
= −(m + 1)
n−m−1∑
j=1
(
m∏
=1
(j + )
)
L
(+1)
j+m (x) − (m + 1)!L(+1)m (x)
+
(
n∏
=n−m

)
· L(+1)n (x)
= −(m + 1)
⎧⎨
⎩
n−m∑
j=0
(m + j)!
j ! L
(+1)
j+m (x) − m!L(+1)m (x) −
n!
(n − m)!L
(+1)
n (x)
⎫⎬
⎭
−(m + 1)!L(+1)m (x) +
(
n∏
=n−m

)
· L(+1)n (x)
= −(m + 1)
n−m∑
j=0
(m + j)!
j ! L
(+1)
j+m (x) +
(
(m + 1) · n!
(n − m)! +
(n − m)n!
(n − m)!
)
L(+1)n (x)
= (−1)m+1(m + 1)!
m∑
k=0
(−1)k
(
n + 1
k
)
L(+m−k+2)n (x) +
(n + 1)!
(n − m)!L
(+1)
n (x)
= (−1)m+1(m + 1)!
m+1∑
k=0
(−1)k
(
n + 1
k
)
L(+m−k+2)n (x),
so that (3) holds for m + 1. Lemma 1 is proved. 
Lemma 2. If m + 1, n ∈ N , nm,  > −1, the following equality is valid:
n∑
k=m
k!(k + + 1)
((k − m)!)2 =(m + + 1)m!
(
n + + 1
+ m
)
×
min(m,n−m+1)∑
k=0
((
m
k
)(
n − m + 1
k
)
· n − m + 1 − k
+ m + k + 1
)
. (5)
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Proof. Obviously,
n∑
k=m
k!(k + + 1)
((k − m)!)2 =(m + + 1)
n∑
k=m
⎛
⎝
⎛
⎝ k∏
j=k−m+1
j
⎞
⎠ · (k + 
+ m
)⎞⎠
=(m + + 1)
n−m∑
i=0
⎛
⎝
⎛
⎝ m∏
j=1
(i + j)
⎞
⎠(i + + m
+ m
)⎞⎠ . (6)
It follows from the formula
n∑
k=0
(
n
k
)(
m − n
k
)
=
(
m
n
)
(see [13, p. 616]) that
m∏
j=1
(i + j) = m!
m∑
k=0
(
m
k
)(
i
k
)
. (7)
We derive from (6), (7) and the formula
n−1∑
k=0
(
k
m
)(
k + 

)
=
(
n
m
)(
n + 

)
· n − m
 + m + 1
(see [13, p. 618]) that
n∑
k=m
k!(k + + 1)
((k − m)!)2 =(m + + 1)
n−m∑
i=0
(
i + + m
+ m
)
m!
m∑
k=0
(
m
k
)(
i
k
)
=(m + + 1)m!
m∑
k=0
(
m
k
) n−m∑
i=0
(
i + + m
+ m
)(
i
k
)
=(m + + 1)m!
(
n + + 1
+ m
) m∑
k=0
(
m
k
)(
n − m + 1
k
)
· n − m − k + 1
+ m + k + 1 .
It remains to take into consideration that for k > n − m + 1 we have
(
n−m+1
k
)
= 0. Lemma 2 is
proved. 
Remark. It is probable that Lemmas 1 and 2 are known.
Lemma 3. Let Z be the set of all integers, 0,  /∈ Z, n ∈ N , n = n + +12 . The following
estimates hold true:
x

2 + 14 e−
x
2 |L()n (x)|
⎧⎪⎨
⎪⎩
(+ 1)n 2 − 14 if 0x 1
n
,
n

2 − 141() + n

2 − 12 x
5
42() if x
1
n
,
(8)
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where
1() =
(+ 2)√

(
1 +
∣∣2 − 14 ∣∣
4
)
+ (+ 1)
√
2
(
4 + ∣∣2 − 14 ∣∣)+ (+ 1)3/2 ∣∣2 − 14 ∣∣√
2| sin |(4+ 14)
+
(+ 1) ∣∣2 − 14 ∣∣ (4√2 + √2 ∣∣2 − 14 ∣∣+ (+ 1)1/2 ∣∣2 − 14 ∣∣)√
2| sin |(16+ 40) ,
2() =
√
(+ 2)√
10| sin |
(
1 + 1
2
∣∣∣∣2 − 14
∣∣∣∣+ 116
(
2 − 1
4
)2)
.
Proof. The ﬁrst inequality in (8) follows directly from the estimate
e−
x
2 |L()n (x)|
(n + + 1)
(+ 1)n! (+ 1)n
, 0, x0, n ∈ N (9)
(see [2, p. 206], [11, p. 418]). We assume now that x 1
n
. Let J be the Bessel function of the ﬁrst
kind of order ,
J(z) =
∞∑
k=0
(−1)k · ( z2 )+2k
k!(k + + 1) .
We set
F(x, t) = J
(
2
√
nx
)
J−
(
2
√
nt
)
− J−
(
2
√
nx
)
J
(
2
√
nt
)
,
An(x) = x
−/2
4 sin 
·
∫ x
0
F(x, t)t

2 +1e−
t
2 L()n (t) dt.
The following formula is valid:
e−
x
2 L()n (x) =
(n + + 1)
n! (nx)
− 2 J
(
2
√
nx
)
+ An(x) (10)
(see [16, p. 221]). We will use the following asymptotic formula for the Bessel function J:
if x > 0 then
J(x) =
√
2
x
cos
(
x − 
2
− 
4
)
+  · 1√
2
∣∣∣∣2 − 14
∣∣∣∣ x−3/2, ||1 (11)
(see [8, p. 73]). We estimate F(x, t) (x, t > 0) by using formula (11):
|F(x, t)|  2−1n− 12 (xt)− 14 +
∣∣2 − 14 ∣∣
2
n−1
(
x−
3
4 t−
1
4 + x− 14 t− 34
)
+
(
2 − 14
)2
8
n−
3
2 (xt)−
3
4 . (12)
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We represent An(x) as
An(x) = x
− 2
4 sin 
∫ n−1
0
F(x, t)t

2 +1e−
t
2 L()n (t) dt
+ x
− 2
4 sin 
∫ x
n−1
F(x, t)t

2 +1e−
t
2 L()n (t) dt
= An(x; 0; n−1) + An(x; n−1; x). (13)
For estimating An(x; 0; n−1) we use (9) and (12). After simple calculations we obtain
|An(x; 0; n−1)|  + 1| sin |
(
2
2+ 7x
− 2 − 14 n

2 − 94
+
∣∣2 − 14 ∣∣
4+ 14 x
− 2 − 34 n

2 − 114 +
∣∣2 − 14 ∣∣
4+ 10 x
− 2 − 14 n

2 − 94
+
(
2 − 14
)2
16+ 40 x
− 2 − 34 n

2 − 114
)
. (14)
WhenestimatingAn(x; n−1; x)we take into account thatx, tn−1.Byapplying (12),Cauchy’s–
Bunyakovsky’s inequality, (2), and (9), we get after simple transformations that
|An(x; n−1; x)|
 1
2| sin | · x
− 2 − 14 n−
1
2
(
1 +
∣∣2 − 14 ∣∣
2
+
(
2 − 14
)2
16
)∫ x
n−1
t

2 + 34 e−
t
2 |L()n (t)| dt
 1
2| sin | · x
− 2 − 14 n−
1
2
(
1 + 1
2
∣∣∣∣2 − 14
∣∣∣∣+ 116
(
2 − 1
4
)2)
×
(∫ x
0
t
3
2 dt
) 1
2 ·
(∫ ∞
0
te−t
(
L()n (t)
)2
dt
) 1
2

√
(+ 2)√
10| sin |x
− 2 +1n

2 − 12
(
1 + 1
2
∣∣∣∣2 − 14
∣∣∣∣+ 116
(
2 − 1
4
)2)
. (15)
The estimate (8) (second line) follows from (10) if we take (11), (13)–(15) into consideration.

3. The main theorems
Theorem 1. Let m + 1, n ∈ N , nm, Qn ∈ Pn, 1 < p < 2, q = pp−1 , + 1p > 0, x0. Then
e−
x
2 |Q(m)n (x)|
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
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(m!) 1p (m + 1) 1q
2m + p + 1 (m + p + 1)
1
p−
1
q (m + p + 1)
×
(
m∑
k=0
1
k!(m + p − k + 2)
)1− 2
q
(n + 1)m++ 1p ‖Qn‖p;;x
if m ∈ N or
{
m = 0,
0,
−
1
p (p + 1)2 1q e−(n + 1)+ 1p ‖Qn‖p;;x if
{
m = 0
− 1
p
<  < 0.
(16)
Proof. We will prove (16) for x = 0 ﬁrst. Let  > −1. We represent Qn(x) as
Qn(x) =
n∑
k=0
c
()
k (Qn)Lˆ
()
k (x), (17)
c
()
k (Qn) =
∫ ∞
0
te−tQn(t)Lˆ()k (t) dt (k = 0, 1, . . . , n).
Taking formula (L()n (x))′ = −L(+1)n−1 (x) (see [17, p. 111]) into consideration we derive from
(17) that
Q(m)n (x) =
n∑
k=m
(−1)k+m
√
k!√
(k + + 1)L
(+m)
k−m (x)c
()
k (Qn)
=
n−m∑
i=0
(−1)i
√
(m + i)!√
(m + i + + 1)L
(+m)
i (x)c
()
m+i (Qn).
In particular,
Q(m)n (0) =
n−m∑
i=0
(−1)i
√
(m + i)!√
(m + i + + 1)L
(+m)
i (0)
×
∫ ∞
0
e−t tQn(t)Lˆ()i+m(t) dt. (18)
It is known (see [17, p. 110]) that
L()n (0) =
(n + + 1)
(+ 1)n! (n = 0, 1, . . .). (19)
It follows from (18), (19), and (2) that
Q(m)n (0) =
(−1)m
(m + + 1)
∫ ∞
0
e−t tQn(t)
n−m∑
i=0
(m + i)!
i! L
()
i+m(t) dt, (20)
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therefore due to (3) we have
Q(m)n (0) =
m!
(m + + 1)
∫ ∞
0
e−t tQn(t)
×
m∑
k=0
(−1)k
(
n + 1
k
)
L(+m−k+1)n (t) dt. (21)
We assume now that  = p. It follows from Hölder’s inequality and (3) that
|Q(m)n (0)| 
m!
(m + + 1) · ‖Qn‖p;;0
×
{∫ ∞
0
t
∣∣∣∣∣e−t/2
m∑
k=0
(−1)k
(
n + 1
k
)
L(+m−k+1)n (t)
∣∣∣∣∣
q
dt
}1/q
 m!
(m + + 1)‖Qn‖p;;0
·
⎧⎨
⎩supt0
⎡
⎣e t(2−q)2
∣∣∣∣∣
m∑
k=0
(−1)k
(
n + 1
k
)
L(+m−k+1)n (t)
∣∣∣∣∣
q−2⎤⎦
⎫⎬
⎭
1/q
×
⎧⎨
⎩
∫ ∞
0
e−t t
∣∣∣∣∣
m∑
k=0
(−1)k
(
n + 1
k
)
L(+m−k+1)n (t)
∣∣∣∣∣
2
dt
⎫⎬
⎭
1/q
 m!
(m + + 1) · ‖Qn‖p;;0
·
(
m∑
k=0
(
n + 1
k
)
sup
t0
[
e−
t
2 |L(+m−k+1)n (t)|
]) q−2q
×
⎧⎨
⎩ 1(m!)2
∫ ∞
0
e−t t
(
n−m∑
i=0
(m + i)!
i! L
()
i+m(t)
)2
dt
⎫⎬
⎭
1/q
.
It follows from (9) and the orthogonality of L()n that
|Q(m)n (0)| 
(m!)1− 2q
(m + p + 1)
(
n−m∑
i=0
(m + i)!(m + i + p + 1)
(i!)2
) 1
q
×
(
m∑
k=0
(
n + 1
k
)
(n + p + m − k + 2)
(m + p − k + 2)n!
)1− 2
q
‖Qn‖p;;0. (22)
We will make use of the following inequalities:
(a + b + q + 1)
(a + q + 1) 
(a + b + 2)
(a + 2)
(
a + q
a + 1
)b
(q ∈ N, a > −1, b0); (23)
(a + b + q + 1)
(a + q + 1) 
(a + b + 2)
(a + 2) e
− b
a+1
(
a + q
a + 1
)b
,
(q ∈ N, a > −1,−1 < b < 0) (24)
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(see [11, p. 418]). Let m ∈ N . For estimation of the expression
(m + i)!(m + i + p + 1)
(i!)2
we will apply inequality (23) twice. To estimate the fraction (m+i+1)(i+1) we put in (23) a = 0,
b = m, q = i; for estimation of the fraction (m+i+p+1)(i+1) we put in (23) a = 0, b = m + p,
q = i. We get for i ∈ N ,
(m + i)!(m + i + p + 1)
(i!)2 (m + 2)(m + p + 2)i
2m+p,
so that (
n−m∑
i=0
(m + i)!(m + i + p + 1)
(i!)2
)1/q

(
m!(m + p + 1) +
n−m∑
i=1
(m + 2)(m + p + 2)i2m+p
)1/q
= (m!(m + p + 1))1/q
[
1 + (m + 1)(m + p + 1)
n−m∑
i=1
i2m+p
]1/q
 (m!(m + p + 1))1/q
·
[
1 + (m + 1)(m + p + 1)
∫ n−m+1
1
x2m+p dx
]1/q
 
1/q(m + 2)1/q(m + p + 2)
(2m + p + 1)1/q (n − m + 1)
2m+p+1
q . (25)
In case of
{
m = 0
0 we will use inequality (23) once more; we put in (23) a = 0, b = p,
q = i:(
n∑
i=0
(i + p + 1)
(i + 1)
)1/q

(
(p + 1) +
n∑
i=1
(p + 2)ip
)1/q

(
(p + 1) + (p + 2)
∫ n+1
1
xp dx
)1/q
= 1/q(p + 1)(n + 1) p+1q ,
so that (25) holds also in case of
{
m = 0
0 .
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In case of
{
m = 0
 < 0 we will apply inequality (24) to estimate
(i+p+1)
(i+1) for i1. We set in
(24) a = 0, b = p, q = i:(
n∑
i=0
(i + p + 1)
(i + 1)
)1/q

(
(p + 1) +
n∑
i=1
(p + 2)e−pip
)1/q

(
(p + 1) + (p + 2)e−p
∫ n
0
xp dx
)1/q
= 1/q(p + 1)
(
1 + e−pnp+1
)1/q
. (26)
We will now estimate the expression
Sm,n,,p =
(
m∑
k=0
(
n + 1
k
)
(n + p + m − k + 2)
(m + p − k + 2)n!
)1− 2
q
= (n + 1)1− 2q
(
m∑
k=0
(n + p + m − k + 2)
(n − k + 2) ·
1
k!(m + p − k + 2)
)1− 2
q
for m ∈ N . We set in inequality (23) a = 0; b = p + m, q = n − k + 1. We get after simple
transformations that
Sm,n,,p  1−
2
q (p + m + 2)
(
m∑
k=0
1
k!(m + p − k + 2)
)1− 2
q
· (n + 1)(p+m+1)
(
1− 2
q
)
. (27)
In case of
{
m = 0
0 to estimate
(n+p+2)
(n+2) we set in inequality (23) a = 0, b = p, q = n + 1.
After simple calculations we obtain
S0,n,,p(n + 1)(p+1)
(
1− 2
q
)
. (28)
In case of
{
m = 0
−1/p <  < 0 for estimation of
(n+p+2)
(n+2) wewill follow the same line of reasoning
as in the previous case, only instead of inequality (23) we will apply inequality (24):
S0,n,,pe
−p
(
1− 2
q
)
(n + 1)(p+1)
(
1− 2
q
)
. (29)
The statement of Theorem 1 for x = 0 follows directly from (22), (25)–(29). If for any x > 0
and any polynomial Qn ∈ Pn we apply (16) written for x = 0 to the polynomial Qn(t + x) and
change the variable of integration t + x = u, then after simple transformations we obtain (16).
Theorem 1 is proved. 
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Theorem 2. Let m + 1, n ∈ N , nm, Qn ∈ Pn, 2 < p < ∞, q = pp−1 , + 1p > 0, x0,  is
any real number for which
max
{
2
(
+ 1
p
)
− 3, + 1
p
− 1
}
<  < 2
(
+ 1
p
)
− 1,  /∈ Z,
3(, , q) =
+ 2
((− )q + 1)1/q +
1(+ 1)(− q2 + q + 34q − 1)1/q
+ 2(+ 1)(q
2 − q + q2 + 1
)1/q + ((+ 3))1/2(2 − q)
2−q
2q
(−q + 2q + 2q − 2) 2−q2q
.
Then
|Q(m)n (x)|
2+
1
p
+m+1 · e · m!3(, , q)
(m + + 1) n
+ 1
p
+m‖Qn‖p;;x. (30)
Proof. It is sufﬁcient to prove (30) for x = 0. It follows from (21), Hölder’s and Minkowski
inequalities that
|Q(m)n (0)| 
m!
(m + + 1)‖Qn‖p;;0
·
m∑
k=0
(
n + 1
k
){∫ ∞
0
∣∣∣t−e− t2 L(+m−k+1)n (t)∣∣∣q dt
}1/q
. (31)
We set
Ik =
{∫ ∞
0
∣∣∣t−e− t2 L(+m−k+1)n (t)∣∣∣q dt
}1/q
, k = 0, 1, . . . , m.
We estimate Im ﬁrst. Obviously,
Im 
{∫ 1/n
0
t (−)q
∣∣∣e− t2 L(+1)n (t)∣∣∣q dt
}1/q
+
{∫ 1
1/n
t(−)q
∣∣∣e− t2 L(+1)n (t)∣∣∣q dt
}1/q
+
{∫ ∞
1
t (−)q
∣∣∣e− t2 L(+1)n (t)∣∣∣q dt
}1/q
= Im,1 + Im,2 + Im,3. (32)
To estimate Im,1 we use inequality (9):
Im,1
+ 2
((− )q + 1)1/q n
+ 1
p . (33)
For estimation of Im,2 we use (8) (second line). We obtain
Im,2
[
1(+ 1)(− q2 + q + 34q − 1)1/q +
2(+ 1)(q
2 − q + q2 + 1
)1/q
]
n
+ 1
p . (34)
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If we take (9) into account and apply Hölder’s inequality we get
Im,3 =
√
(n + + 2)√
n!
{∫ ∞
1
t (−)q
∣∣∣e− t2 Lˆ(+1)n (t)∣∣∣q dt
}1/q

√
(n + + 2)√
n!
{[∫ ∞
1
t+1e−t
∣∣∣Lˆ(+1)n (t)∣∣∣2 dt
]q/2
·
[∫ ∞
1
t
((−)q− +12 q) 22−q dt
] 2−q
2
⎫⎬
⎭
1/q

√
(+ 3)n +12 · (2 − q)
2−q
2q
(−q + 2q + 2q − 2) 2−q2q

√
(+ 3) · (2 − q) 2−q2q
(−q + 2q + 2q − 2) 2−q2q
n
+ 1
p . (35)
We conclude from (32)–(35) that
Im3(, , q)n
+ 1
p . (36)
If we apply the relation (4) and use mathematical induction we can easily derive from (36) that
Ik
3(, , q)(n + m − k)+
1
p
+m−k
m−k∏
i=1
(
+ 1
p
+ i
) (k = 0, 1, . . . , m),
hence
m∑
k=0
(
n + 1
k
)
Ik  3(, , q)(n + m)+
1
p
+m
m∑
k=0
(
n + 1
k
)
(n + m − k)−k
 3(, , q)(n + m)+
1
p
+m
n+1∑
k=0
(
n + 1
k
)
n−k
= 3(, , q)(n + m)+
1
p
+m
(
1 + 1
n
)n+1
 2e · 3(, , q)(n + m)+
1
p
+m
 2+
1
p
+m+1 · e · 3(, , q)n+
1
p
+m
. (37)
The statement of Theorem 2 follows directly from (31) and (37). Theorem 2 is proved. 
Theorem 3. If m + 1, n ∈ N , nm,  > −1, x0, Qn ∈ Pn, then
e−
x
2 |Q(m)n (x)|
1
(m + + 1) [(m + + 1)m!
S. Rafalson / Journal of Approximation Theory 143 (2006) 201–218 213
×
min(m,n−m+1)∑
k=0
(
m
k
)(
n − m + 1
k
)
·n − m + 1 − k
+ m + k + 1
(
n + + 1
+ m
)]1/2
· ‖Qn‖2; 2 ;x. (38)
The estimate (38) is sharp; for any ﬁxed x = x00 it turns into equality for the polynomial
Qn(x0 + x), where
Qn(x) =
n∑
k=m
k!
(k − m)!L
()
k (x).
Proof. It is sufﬁcient to prove Theorem 3 for x = 0 only. Let
Qn(x) =
n∑
k=0
ckLˆ
()
k (x) =
n∑
k=0
ck · (−1)k ·
√
k!√
(k + + 1)L
()
k (x).
Taking (20) into consideration we obtain after simple transformations
Q(m)n (0) =
(−1)m
(+ m + 1)
n∑
k=m
ck(−1)k
√
k!√(k + + 1)
(k − m)! . (39)
It follows directly from (39) that
|Q(m)n (0)|
1
(+ m + 1)‖Qn‖2; 2 ;0 ·
(
n∑
k=m
k!(k + + 1)
((k − m)!)2
)1/2
. (40)
It remains to take (5) into account to obtain (38) forx = 0. It is easy to check that for the polynomial
Qn(x) =
n∑
k=m
k!
(k−m)!L
()
k (x) the estimate (38) turns into equality. Theorem 3 is proved. 
Corollary. Under the conditions of Theorem 3 the following inequalities hold true:
|Q(m)n (x)| 
√
(m + 2)√m + + 1√
(m + + 1)√+ 2m + 1n
m+ +12
×‖Qn‖2; 2 ;x, m ∈ N; (41)
|Qn(x)| (1 + n
+1)1/2√
(+ 1) ‖Qn‖2; 2 ;x, 0; (42)
|Qn(x)| 1 +
√
en
+1
2√
(+ 1) ‖Qn‖2; 2 ;x, −1 <  < 0. (43)
Proof. It is sufﬁcient to prove (41)–(43) for x = 0 only. To prove (41) and (42) we will make
use of the inequality (23). In case of m ∈ N we estimate (k+1)(k−m+1) by setting in (23) a = 0,
b = m, q = k − m; to estimate (k++1)(k−m+1) we set in (23) a = 0, b =  + m, q = k − m. After
simple transformations we obtain (41). Inequality (42) can be proved in a similar manner. To get
inequality (43) we estimate (k++1)(k+1) by means of (24). 
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Theorem 4. If m + 1, n ∈ N , nm, x0,  > −1, Qn ∈ Pn, then
e−
x
2 |Q(m)n (x)| 
m!
(m + + 1)
·
m∑
k=0
(
n + 1
k
)
(n + + m − k + 2)
(m + − k + 2)n! ‖Qn‖1;;x. (44)
Proof. As before, it is sufﬁcient to prove (44) for x = 0 only. It follows from (21) that
|Q(m)n (0)| 
m!
(m + + 1)
m∑
k=0
(
n + 1
k
)
· sup
t0
{
t−e−
t
2
∣∣∣L(+m−k+1)n (t)∣∣∣} ‖Qn‖1;;0. (45)
We denote
Jk = sup
t0
{
t−e−
t
2 |L(+m−k+1)n (t)|
}
, k = 0, 1, . . . , m.
Let  = . We will estimate Jm ﬁrst by making use of (9):
Jm = sup
t0
{
e−
t
2 |L(+1)n (t)|
}
 (n + + 2)
(+ 2)n! .
Taking (4) into consideration we can prove by induction that
Jk
(n + + m − k + 2)
(m + − k + 2)n! (k = 0, 1, . . . , m). (46)
From (45) and (46) directly follows (44) for x = 0. Theorem 4 is proved. 
Corollary. Under the conditions of Theorem 4 we have
e−
x
2 |Q(m)n (x)|  m!(m + + 1)
(
+ m + 2
2+m+1
m−1∑
k=0
1
(m + − k + 2)k!
+ 1
(+ 2)m!
)
(n + 1)+m+1‖Qn‖1;;x, m ∈ N; (47)
e−
x
2 |Qn(x)| + 2
(+ 1)n
+1‖Qn‖1;;x. (48)
Proof. We have
m∑
k=0
(
n + 1
k
)
(n + + m − k + 2)
(m + − k + 2)n!
= (n + 1)
m∑
k=0
(n + + m − k + 2)
(n − k + 2)(m + − k + 2)k! .
Let m ∈ N . To estimate (n++m−k+2)(n−k+2) for 0km − 1 we set in (23) a = 1, b =  + m,
q = n − k. To estimate (n++2)(n−m+2) we set in (23) a = 0, b = + m, q = n − m + 1. After simple
S. Rafalson / Journal of Approximation Theory 143 (2006) 201–218 215
transformations we obtain (47). In case of m = 0 for estimation of (n++2)(n+1) we set in (23) a = 0,
b = + 1, q = n; then we get (48) with ease. Corollary is proved. 
4. On improvement of the estimate (1)
We will prove now that the estimate (1) cannot be improved in terms of order of growth with
respect to n. It sufﬁces to prove this statement for x = 0. For two sequences {an}∞n=0 and {bn}∞n=0 of
positive numbers we will write an ∼ bn, if there are constants C1, C2 > 0 such that C1 anbn C2
(n = 0, 1, . . .).
We set Qn(x) =
n∑
k=0
(−1)kLˆ()k (x). It follows from (20) that
Q
(m)
n (0) =
(−1)m
(+ m + 1)
n∑
k=m
√
k!(k + + 1)
(k − m + 1) . (49)
Our next aim is to prove that
|Q(m)n (0)| ∼ (n + 1)m+

2 +1,  > −1, m + 1, n ∈ N, nm. (50)
We will estimate |Q(m)n (0)| from above ﬁrst. To estimate (k+1)(k−m+1) we put in (23) a = 0, b = m,
q = k − m. To estimate (k++1)(k−m+1) we put in (23) a = 0, b = + m, q = k − m. We get
|Q(m)n (0)| =
1
(+ m + 1)
(√
(m + 1)(m + + 1)
+
n∑
k=m+1
√
(k + 1)
(k − m + 1)
√
(k + + 1)
(k − m + 1)
)
 1
(+ m + 1) ·
(√
(m + 1)(m + + 1)
+
n∑
k=m+1
√
(m + 2)(+ m + 2)(k − m)m+ 2
)
 C(,m)nm+ 2 +1,  > −1, m + 1, n ∈ N, nm. (51)
Now we will estimate |Q(m)n (0)| from below. We observe ﬁrst that
(k + 1)
(k − m + 1) =
m−1∏
=0
(k − )(k − m + 1)m. (52)
Further,
(k + + 1)
(k − m + 1) =
m−1∏
=0
(k − ) · (k + + 1)
(k + 1)
 (k − m + 1)m · (k + + 1)
(k + 1) . (53)
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Let −1 < 0. To estimate (k+1)(k++1) from above we put in (23) a = , b = −, q = k. We get
(k + 1)
(k + + 1)
(+ 1)
(+ 2) (k + )
−,
hence
(k + + 1)
(k + 1) 
(+ 2)
(+ 1) k
, k = m,m + 1, . . . , n. (54)
In case of  > 0 for estimation of (k++1)(k+1) from below we will use the Stirling’s formula: for
a > 0 we have
(a + 1) = √2a ·
(a
e
)a · [1 + ε√
2a
]
, 0 < ε < 1,
see [14, p. 392]. After simple calculations we obtain
(k + + 1)
(k + 1) >
e−k
2
. (55)
It follows directly from (49), (52)–(55) that
|Q(m)n (0)|C(,m)nm+

2 +1,  > −1, m + 1, n ∈ N, nm. (56)
The inequalities (51), (56) imply relation (50).
Our statements concerning improvement of the estimate (1) will be justiﬁed after we prove that
I =
{∫ ∞
0
tpe−
tp
2
∣∣∣∣∣
n∑
k=0
√
k!√
(k + + 1)L
()
k (t)
∣∣∣∣∣
p
dt
}1/p
 C(, p, )(n + 1) 2 +1−− 1p . (57)
Making use of Minkowski inequality we get
I 
n∑
k=0
√
k!√
(k + + 1)
{∫ ∞
0
tpe−
tp
2 |L()k (t)|p dt
}1/p
=
n∑
k=0
√
k!√
(k + + 1) I
1/p
k . (58)
We set
I 1k =
∫ 1
0
tpe−
tp
2 |L()k (t)|p dt,
I 2k =
∫ ∞
1
tpe−
tp
2 |L()k (t)|p dt, k = 0, 1, . . . , n,
so that
I k = I 1k + I 2k (k = 0, 1, . . . , n). (59)
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If we apply the relation
max
xa
{
e−
x
2 x

2 + 14 |L()n (x)|
}
∼ n 2 − 112 , a > 0
(see [17, p. 248]), we obtain that under condition
 > 2
(
+ 1
p
)
− 1
2
(60)
we have
I 2k =
∫ ∞
1
(
t

2 + 14 e−
t
2 |L()k (t)|
)p
t
p−
(

2 + 14
)
p
dt
 C(, , p)k
(

2 − 112
)
p
. (61)
Further,
I 1k =
∫ 1
k+1
0
tpe−
tp
2 |L()k (t)|p dt +
∫ 1
1
k+1
tpe−
tp
2 |L()k (t)|p dt
= I ′1k + I ′′1k. (62)
If we assume that 0 then by making use of (9) we get
I
′
1kC(, , p)(k + 1)p−(p+1). (63)
To estimate I ′′1k we will apply the following relation (see [17, p. 185]):
L()n (x) = x−

2 − 14 O
(
n

2 − 14
)
, cn−1x,  > −1, c > 0,  > 0.
We get
I
′′
1kC(, , p)(k + 1)p−(p+1). (64)
We derive from (58), (59), (61)–(64) that
I  C()
n∑
k=0
(k + 1)− 2 I
1
p
k
 C()
n∑
k=0
(k + 1)− 2 I
1
p
1k + C()
n∑
k=0
(k + 1)− 2 I
1
p
2k
 C(, , p)
n∑
k=0
(k + 1) 2 −− 1p + C(, , p)
n∑
k=0
(k + 1)− 112
 C(, , p)
(
(n + 1) 2 +1−− 1p + (n + 1) 1112
)
,
which implies that under condition  max
{
2
(
+ 1
p
)
− 16 , 0
}
we have
IC(, , p)(n + 1) 2 +1−− 1p ,
so that inequality (57) is proved and thereby our statement is proved completely.
218 S. Rafalson / Journal of Approximation Theory 143 (2006) 201–218
References
[1] N.K. Bari,A generalization of the Bernstein and Markov inequalities, Izv.Akad. Nauk SSSR Math. Ser. 18 (2) (1954)
159–176.
[2] H. Bateman, A. Erdélyi, Higher Transcendental Functions, vol. 2, McGraw-Hill Book Company, Inc., New York,
Toronto, London, 1953.
[3] B.D. Bojanov, An extension of the Markov inequality, J. Approx. Theory 35 (1982) 181–190.
[4] P. Borwein, T. Erdélyi, Polynomials and Polynomial Inequalities, Springer, NewYork, 1995.
[5] I.K. Daugavet, S.Z. Rafalson, Some inequalities of Markov–Nikolskii type for algebraic polynomials, Vestnik
Leningrad. Univ. Mat. Mekh. Astronom. 1 (1972) 15–25.
[6] A. Guessab, G.V. Milovanovic, Weighted L2-analogues of Bernstein’s inequality and classical orthogonal
polynomials, J. Math. Anal. Appl. 182 (1994) 244–249.
[7] I.I. Ibragimov, Some inequalities for algebraic polynomials, in: V.I. Smirnov (Ed.), Research on Modern Problems
of Constructive Functions Theory, Fizmatgiz, 1961.
[8] R.O. Kusmin, Bessel functions, Glavnaya Redacsia of General Technical Literature, Leningrad, Moscow, 1935.
[9] G.K. Lebed, Inequalities for polynomials and their derivatives, Dokl. Akad. Nauk SSSR 117 (4) (1957) 570–572.
[10] G.I. Natanson, To one theorem of Lozinski, Dokl. Akad. Nauk SSSR 117 (1) (1957) 32–35.
[11] I.P. Natanson, Constructive functions theory, Gos. Izdat. Tech. Theoretical Literature, Moscow, Leningrad, 1949.
[12] M.K. Potapov, Some inequalities for polynomials and their derivatives, Vestnik. Moskov. Univ. Ser. Mat. Mekh. 2
(1960).
[13] A.P. Prudnikov, Ju.A. Brichkov, O.I. Marichev, Integrals and Series, Nauka, Fizmatgiz, Moscow, 1981.
[14] G. Sansone, Orthogonal Functions, Dover Publications Inc., NewYork, 1991.
[15] E. Schmidt, Über die nebst ihren Ableitungen orthogonalen Polynomsysteme und das zugehörige Extremum, Math.
Ann. 119 (1944) 165–209.
[16] P.K. Suetin, Classical Orthogonal Polynomials, Nauka, Fizmatgiz, Moscow, 1976.
[17] G. Szegö, Orthogonal Polynomials, fourth ed., vol. 23, American Mathematical Society Colloqium Publication,
American Mathematical Society, Providence, RI, 1975.
[18] P. Turán, Remark on a theorem of Erhard Schmidt, Mathematica 2 (25) (1960) 373–378.
