Abstract. Let {ξ(t), ζ(0) = 0, t ≥ 0} be a process with stationary independent increments. We establish simplified versions of relations for spectral functions in Spitzer's formulas in terms of the exponential function whose index is determined by the corresponding root of Lundberg's equation for the case where ξ(t) is a semicontinuous or almost semicontinuous process.
The characteristic functions of extremal values of an arbitrary homogeneous process ξ(t), t ≥ 0, ξ(0) = 0, with independent increments are determined by the Spitzer formulas (see [1, 2] ). Namely 
and then for the unconditional moment-generating function ϕ + (s, iz).
In Section 2, we obtain a relationship between the minimum ξ − (t) of the underlying process and the distribution of the negative part of ξ(t) in the case of upper semicontinuous processes. It is worthwhile mentioning that relations (1)-(2) for N − s (x) are not used when deriving this relationship. 
and let the cumulant of the process be given by
where
The duality between the distributions of ξ(t) > 0 and τ + (x) is obtained independently and almost simultaneously by Keilson [4] , Zolotarev [5] , and Borovkov [6] for the processes ξ(t) whose cumulant is given by (1) (see (3.70) in [3] for F (t, x) = P{ξ(t) < x}). This duality is written as
A similar relationship between the conditional distribution of the first passage time {τ + (x)/τ + (0) < t} and the distribution of ξ(t) is obtained in [3] (see equality (5.45) therein), namely
for upper almost semicontinuous processes with exponential positive jumps and the cumulant
Using (4) and (3) we establish simple relations for the derivatives of the spectral functions 
and where ρ + (s) is the root of the Lundberg equation
Proof. According to (2) the Spitzer spectral function
Integrating by parts in the integral with respect to y and then in the integral with respect to t we find
as follows:
This implies relation (5), since P + (s, x) = e −ρ + (s)x , x > 0, for upper semicontinuous processes. If m < 0 and s → 0, then equality (5) implies (6). (4) . Then the conditional moment-generating function of ξ + (θ s ) > 0 is determined by the following relation:
Theorem 2. Let the cumulant of a process be given by
for the case of
admits the canonical representation with the spectral functionN s (x), x > 0, namely
Proof. According to (3), the spectral functionN s (x) in (7) can be rewritten as follows:
Thus the derivative ofN s (x) becomeŝ
This implies (8), since
for upper almost semicontinuous processes.
Passing to the limit in (8) as s → 0 we get equality (9) if m < 0.
Theorem 3.
According to relation (3.87) in [3] , the unconditional moment-generating function of ξ + (θ s ) ≥ 0 is given by
Moreover, the unconditional moment-generating function admits a canonical representation similar to (5) , where the derivative of the spectral function N s (x) is equal to
Proof. Equalities (10) imply that
where ln f (z) can be represented in the form of the Frullani integral as follows:
Taking the logarithm in (7), substituting the result to equality (13), and then using (14), we obtain equalities (11). Passing to the limit in (11) as s → 0 we prove (12) in the case of m < 0.
Theorems 1-3 yield the following result.
Corollary 1.
Averaged with respect to t, the tails of the distribution of ξ(t) > 0 are determined for x > 0 by the densities
the cumulant of ξ(t) is given by (4).

If m < 0, then
(16) − ∂ ∂x ∞ 0 F (t, x) d ln t = − ∂ ∂x ∞ −∞ F (e y , x) dy = x −1 e −ρ + x , if the cumulant of ξ(t) is given by (1), x −1 e −cx (e −cq + x − 1) , if
the cumulant of ξ(t) is given by (4)
for x > 0.
Example 1. Consider the process introduced in Example 3.3 in [3], namely (17) ξ(t) = w(t) − t + k≤ν(t)
where ν(t) is a Poisson process with intensity λ > 0 and where w(t) is a standard Wiener process. We find the derivative of the spectral functions It is easy to prove that the cumulant of ξ(t),
after the change iα = r, is expressed in terms of m = λc 
2(c − r) .
In this case, the Lundberg equation k(r)
The positive roots define the moment-generating function of ξ + (θ s ):
The logarithms of factors in (21) can be represented in the form of the Frullani integrals,
Taking the logarithms of both sides of relation (21) and then substituting (14) and (22), we obtain
If m < 0 and λ < c, then r 1 (s) → 0 and r 2,3 (s) → r 2,3 > 0 as s → 0. Hence
Substituting λ = 5 8 and c = 6 we find that D 0 = 9, r 2 = 2.5 < r 3 = 5.5, and
This example shows that the number of exponents in 
Example 2. Let ξ(t) = S(t)
− t be the process considered in Example 5.1 in [3] for which the characteristic function of jumps is of the type E(2); here
Our aim is to find the derivatives 
and these roots determine the distributions of ξ ± (θ s ): r 3 (s) + z) .
The moment-generating function of ξ + (θ s ) reduces to the form
, and c 2 = 7. Thus
Considering the representation of the logarithms in (26) via the Frullani integrals, we prove that
+ is obtained from the relation
Two exponents in (28) are explained by the exponential distributions that determine the distribution E(2) of claims ξ k with indices c 1 = 3 and c 2 = 7.
A formula for the distribution of ξ − (t) in terms of the distribution of ξ(t) < 0 for upper semicontinuous processes
Let ξ(t) be a process whose cumulant is given by (1) . In this section, we show that the distribution of ξ − (t) can explicitly be expressed in a simpler form in terms of the distribution of ξ(t) < 0 for the following two particular cases: 1) ξ(t) is of bounded variation; σ 2 = 0; a > 0; and
In what follows we will use the following notation:
Theorem 4. Let ξ(t) be an upper semicontinuous process whose cumulant is given by (1).
In the case 1 mentioned above put a = a −
In both cases 1 and 2 mentioned above we have
Proof. We use notation (29). Integrating by parts we prove that
Taking into account (35), we conclude from the main factorization equality (see Theorems 1.16 and 3.1 in [3] ) that in both cases
Applying the projection operator [·] − we get
Note that according to Corollary 3.1 in [3] ,
in the case 1 mentioned above. Thus (36) implies (30). Inverting (30) with respect to s and α we prove (31).
To prove (32) we note that
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Hence (37)
Inverting (37) with respect to s and using (4) we obtain (38)
whence (32) follows.
+ (s) in both cases, and thus (36) implies (33). Inverting (33) with respect to s and α, we prove the first relation in (34).
In view of (37),
Differentiating E ξ + (t) we get
Substituting d E ξ + (y) in the first line of (34) we prove the second relation in (34). The proof of the theorem is complete.
Considering the graph of the trajectory of the process ξ(t) = S(t) − t, an analogue of formula (32) is proved in [7] for the case of λ < ∞ (see Theorem 2.1 in [7] ). Relation (32) also holds for upper semicontinuous processes ξ(t) with a > 0 if λ = R Π(dx) ≤ ∞. An analogue of relation (32) holds for lower semicontinuous processes with a < 0 and λ ≤ ∞. The corresponding result generalizes the Seal formula in this case.
Relation (31) for x = −u defines the ruin probability in the bounded interval [0, t] for the classical risk process ξ u (t) = u + at − S(t), S(t) =
k≤ν(t)
ξ k , with the initial capital u > 0 and a > 0, where ν(t) is a Poisson process with intensity λ and where P {ξ k > 0} = 1. This provides a relationship between the ruin probability Ψ t (u) = P {ξ u (t ) < 0 for some t < t} = F − (t, −u)
for u > 0 and the survival probability for u = 0 defined by 
