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Abstract
The approximation properties of a quadratic iso-parametric finite ele-
ment method for a typical cavitation problem in nonlinear elasticity are
analyzed. More precisely, (1) the finite element interpolation errors are es-
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1 Introduction
Nonlinear soft elastic materials, such as polymers, biological tissues, rubbers,
etc., can display a particular singular deformation, referred to in the literature as
cavitation, when strong external force is applied [6, 7, 9, 17, 25]. The occurrence
and growth of cavities is considered closely related to the material instability and
to the damage and failure mechanisms of the materials [10, 14, 15, 16, 19]. A
huge number of work has been done by numerous authors analysing cavitation
experimentally, theoretically as well as numerically.
Generally speaking, there are two representative approaches characterizing
cavitation. One is the so-called defect model, which is based on the hypothesis
that cavities grow from pre-existing micro defects. Under this assumption, Gent
and Lindley [9] analysed the critical hydrostatic pressure at which a given unit
spherical void in an infinite extension of a Neo-Hookean material would blow up,
which was in a good agreement with their experiments therein. The other is the
perfect model established by Ball [3] based on the analytical evidence that, under
certain circumstances, a deformation with cavities created in an originally intact
material can be energetically favorable. It is shown that, under the assumption
that the cavities can appear only at a finite number of fixed points in the intact
materials, the solution of the defect model converges to the solution of the perfect
model [11, 32] as the radii of the pre-existing small voids go to zero. In addition,
analytical and numerical evidences indicate that whether a point can serve as a
possible position of cavitation can be evaluated by calculating the corresponding
configurational forces [22, 31].
The perfect model typically exhibits the Lavrentiev phenomenon [18] when
there is a cavitation solution, leading to the failure of the conventional finite
element methods [1, 4]. Though there are existing numerical methods developed
to deal with the Lavrentiev phenomenon [1, 4, 20, 28], they do not seem to be
suitable to tackle the cavitation problem. In fact, most of the numerical studies
on cavitation are based on the defect model, in which one considers to minimize
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the total energy of the form
E(u) =
∫
Ω̺
W (∇u(x))dx, (1.1)
in the set of admissible functions
A = {u ∈ W 1,p(Ω̺;R
n) is one-to-one a.e. : u|Γ0 = u0, det∇u > 0 a.e.}, (1.2)
where Ω̺ = Ω \
⋃m
i=1B̺i(ai) ⊂ R
n (n = 2, 3) denotes the region occupied by an
elastic body in its reference configuration, B̺i(ai) = {x ∈ R
n : |x − ai| < ̺i}
is the pre-existing spherical hole centered at ai with small radius ̺i > 0, W :
Mn×n+ → R
+ is the elastic stored energy density of the material, Mn×n+ denotes
the set of n× n matrices with positive determinant, Γ0 is the boundary of Ω.
A typical example of the elastic stored energy density is of the form
W (F ) = ω|F |p + g(detF ), ∀F ∈Mn×n+ , (1.3)
where ω > 0 is a material constant, n− 1 < p < n, and g : (0,∞)→ (0,∞) is a
continuously differentiable strictly convex function characterizing the compress-
ibility of the material and satisfies
g(d)→ +∞ as d→ 0, and
g(d)
d
→ +∞ as d→ +∞. (1.4)
As was shown by Ball [3], this kind of functional can have a singular minimizer
displaying cavitation. Further studies on the existence of singular minimizers in
Sobolev spaces are referred to [11, 27, 30].
One of the main difficulties in the computation of immense growth of voids
is the orientation-preservation of the finite element deformation, which is a cru-
cial constraint and is characterized by the pointwise positivity of the Jacobian
determinant of the deformation gradient. For the conforming piecewise affine
finite element, the condition leads to an unbearably large amount of degrees
of freedom [35]. Some numerical methods [21, 22, 23, 35] have been designed
to overcome the difficulty, and have shown some success numerically. However,
strict analytical results are insufficient. The only practical analytical results for
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the cavitation computation known to the authors so far are [34], where a suf-
ficient orientation-preservation condition and the interpolation error estimates
were given for a dual-parametric bi-quadratic finite element method, and [33],
where a set of sufficient and necessary orientation-preservation conditions for the
quadratic iso-parametric finite element interpolation functions of radially sym-
metric cavity deformations are derived.
In this paper, we analyze the approximation properties of a quadratic iso-
parametric finite element for the typical cavitation problem. The analytical re-
sults on the errors of finite element interpolation functions lead to a delicate
relationship between the elastic energy error and the mesh parameters, which
together with the orientation-preservation conditions (see Remark 3.4 and [33])
enable us to establish a mesh distribution strategy guaranteeing that the cor-
responding finite element cavitation solution is orientation preserving and its
relative error on the elastic energy is O(h2), where h is the mesh size in the far
field, i.e. a given distance away from the cavity. Above all, for the first time to
our knowledge, the convergence of the finite element cavitation solutions in W 1,p
norm is proved. In fact, the numerical experiments show that the optimal order
of convergence rate is achieved by the numerical cavitation solutions obtained on
the meshes produced by our meshing strategy.
Since the cavitation solution is generally considered to be quite regular except
in a neighborhood of the voids, where the material experiences extremely large
expansion dominant deformations and the difficulty of the computation as well as
analysis lies, we restrict ourselves to a simplified problem with Ω̺ = B1(0)\B̺(0)
in R2 and a simple expansionary boundary condition given by u0 = λx.
The structure of the paper is as follows. In § 2, we introduce the iso-parametric
finite element method and a radially symmetric large expansion accommodating
triangulation method briefly. § 3 is devoted to analyzing the interpolation errors
of the cavitation solutions. The meshing strategy is given in § 4, where the
convergence theorem is also established. The numerical results are presented in
§ 5. Some concluding remarks are made in § 6.
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2 Preliminaries
2.1 The quadratic iso-parametric FEM
Let (Tˆ , Pˆ , Σˆ) be a quadratic Lagrange reference element. Define FT : Tˆ → R
2


FT ∈ Pˆ
2 = (P2(Tˆ ))
2,
x = FT (xˆ) =
3∑
i=1
aiµˆi(xˆ) +
∑
1≤i<j≤3
aijµˆij(xˆ),
(2.1)
where ai, 1 ≤ i ≤ 3, and aij , 1 ≤ i < j ≤ 3 are given points in R
2, and
µˆi(xˆ) = λˆi(xˆ)(2λˆi(xˆ)− 1), µˆij(xˆ) = 4λˆi(xˆ)λˆj(xˆ),
with λˆi(xˆ), 1 ≤ i ≤ 3 being the barycentric coordinates of Tˆ . If the map FT
defined above is an injection, then, T = FT (Tˆ ) is a curved triangular element
as shown in Figure 2. The standard quadratic iso-parametric finite element is
defined as a finite element triple (T, PT ,ΣT ) with


T = FT (Tˆ ) being a curved triangle element,
PT = {p : T → R | p = pˆ ◦ F
−1
T , pˆ ∈ Pˆ = P2(Tˆ )},
ΣT = {p(ai), 1 ≤ i ≤ 3; p(aij), 1 ≤ i < j ≤ 3}.
(2.2)
xˆ1
xˆ2
Oˆ
aˆ1 aˆ2
aˆ3
aˆ12
aˆ23
aˆ13
1
1
Figure 1: The reference element Tˆ .
x1
x2
O
a1
a2
a3
a12 a23
a13
Figure 2: A curved triangular element T.
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2.2 Large expansion accommodating triangulations
Let’s have a look at how the iso-parametric FEM is applied in cavitation com-
putation. As introduced in [22], let xk (k = 1, · · · , m) be the center of the k−th
defect with small radius ̺k. In the domain far away from the defects where the
deformation is regular, the mesh is given by general straight edged triangulation.
To accommodate the large expansionary deformation around the defects, the tri-
angulation near the defects is given by the quadratic mapping as in (2.1), where
given 3 vertices ai, denote (rk(x), θk(x)) the local polar coordinates of x with
respect to xk, set
aij = (rij cos θij , rij sin θij) + xk, (2.3)
where
rij =
r(ai) + r(aj)
2
, θij =
θ(ai) + θ(aj)
2
.
Moreover, the elements on the boundary are also adjusted to achieve a better
approximation of the region. With this kind of curved elements near the defects
and general straight triangles elsewhere, the mesh can better accommodate the
locally large expansionary deformations. As an example, an EasyMesh produced
mesh J ′ with m = 2 is shown in Figure 3, and the final mesh J (see Figure 4)
is obtained by adding to J ′ around each defect two layers of radially symmetric
mesh of the kind shown in Figure 5(a), which is a standard curved triangulation
around a prescribed circular ring with inner radius ǫ = 0.01 and thickness τ =
0.01. Figure 5(b) shows that an outer layer of standard curved triangulation is
connected to a doubly refined inner one by a conforming layer of nonstandard
curved triangulation. For the convenience of reference, we classify the curved
triangular elements in Figure 5 into four basic types, and denote them as types
A, B, C and D.
3 Interpolation errors of cavity deformations
There are standard error estimates [5] on the interpolation functions in the
iso-parametric finite element function spaces, however, because of the highly
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Figure 3: An EasyMesh J ′.
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Figure 4: J , a mesh adapted to cavity.
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(a) A standard layer of curved triangulation.
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(b) A conforming layer links 2 standard ones.
Figure 5: Triangulation layers with elements of types A, B, C and D.
anisotropic deformation inevitably involved in the cavitation computation, the
error bounds so obtained depend generally on the size of the initial void ǫ0 and
blow up when ǫ0 → 0. In this section, with some more sophisticated manipula-
tions and calculations, we are able to establish the ǫ0-independent interpolation
error estimates, including those on the deformation and its Jacobian determinant,
and in particular the elastic energy, for the radially symmetric cavity deforma-
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tions in the quadratic iso-parametric finite element function spaces defined on the
meshes consisting of only elements of types A, B, C and D.
To have a better picture in our mind for the problem given below, we first
introduce some notations. Let ǫ and τ represent respectively the inner radius
and the thickness of the circular annulus as shown in Figure 5(a), let N be the
number of the evenly spaced nodes on the outer circle of the circular ring, and
denote Ω(ǫ,τ) = {x ∈ R
2 : ǫ ≤ |x| ≤ ǫ+ τ}. Throughout the paper, the notation
Φ . Ψ means that there exists a generic constant C independent of ǫ and τ such
that |Φ| ≤ CΨ, and Φ ∼ Ψ means that Ψ . Φ . Ψ.
3.1 The interpolation function and its Jacobian
For a radially symmetric function v(x) = s(|x|)|x| x, the iso-parametric finite ele-
ment interpolation function can be written as (see § 2)
Πv(x) =
3∑
i=1
biµˆi(xˆ) +
∑
1≤i<j≤3
bijµˆij(xˆ), (3.1)
where xˆ = F−1T (x), and where, for a representative of type A element, b1 = (s0, 0),
b2 = s1(cos
π
N
,− sin π
N
), b3 = s1(cos
π
N
, sin π
N
), b12 = s1/2(cos
π
2N
,− sin π
2N
), b13 =
s1/2(cos
π
2N
, sin π
2N
), b23 = (s1, 0). On this element, let y = xˆ1 + xˆ2 and z = xˆ1xˆ2,
we have
Πv(x) =
(
s0 + α2y + 2α1y
2 − 4s1 sin
2 π
2N
(xˆ21 + xˆ
2
2), (2γy − β)(xˆ2 − xˆ1)
)
, (3.2)
where
α1 = s0 + s1 − 2s1/2 cos
π
2N
, (3.3)
α2 = −3s0 − s1 cos
π
N
+ 4s1/2 cos
π
2N
, (3.4)
β = s1 sin
π
N
− 4s1/2 sin
π
2N
, (3.5)
γ = s1 sin
π
N
− 2s1/2 sin
π
2N
. (3.6)
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Hence
∂Πv
∂xˆ
=

 α− 8s1xˆ1 sin
2 π
2N
α− 8s1xˆ2 sin
2 π
2N
β − 4γxˆ1 −β + 4γxˆ2

 , (3.7)
where α = 4α1y + α2. It follows that
det
∂Πv
∂xˆ
(xˆ1, xˆ2) = H(y, z) , 16γα1y
2 − 64s1γ sin
2 π
2N
z
+
(
− 8β
(
α1 − s1 sin
2 π
2N
)
+ 4γα2
)
y − 2βα2. (3.8)
On a representative element of type B with b1 = (s1, 0), b2 = s0(cos
π
N
, sin π
N
),
b3 = s0(cos
π
N
,− sin π
N
), b12 = s1/2(cos
π
2N
, sin π
2N
), b13 = s1/2(cos
π
2N
,− sin π
2N
),
b23 = (s0, 0), again denote y = xˆ1 + xˆ2 and z = xˆ1xˆ2, one has
Πv(x) =
(
s1 + α¯2y + 2α¯1y
2 − 4s0 sin
2 π
2N
(xˆ21 + xˆ
2
2), (2γ¯y − β¯)(xˆ1 − xˆ2)
)
, (3.9)
where
α¯1 = s0 + s1 − 2s1/2 cos
π
2N
, (3.10)
α¯2 = −3s1 − s0 cos
π
N
+ 4s1/2 cos
π
2N
, (3.11)
β¯ = s0 sin
π
N
− 4s1/2 sin
π
2N
, (3.12)
γ¯ = s0 sin
π
N
− 2s1/2 sin
π
2N
. (3.13)
Hence
∂Πv
∂xˆ
=

 α¯− 8s0xˆ1 sin
2 π
2N
α¯− 8s0xˆ2 sin
2 π
2N
−β¯ + 4γ¯xˆ1 β¯ − 4γ¯xˆ2

 , (3.14)
det
∂Πv
∂xˆ
= H(y, z) = −16γ¯α¯1y
2 + 64s0γ¯ sin
2 π
2N
z
+ (8β¯(α¯1 − s0 sin
2 π
2N
)− 4γ¯α¯2)y + 2β¯α¯2. (3.15)
On a representative element of type C with b1 = (s0, 0), b2 = (s1, 0), b3 =
s0(cos
π
N
, sin π
N
), b12 = (s1/2, 0), b13 = s0(cos
π
2N
, sin π
2N
), b23 = s1/2(cos
π
2N
, sin π
2N
),
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one has
Πv(x) =
(
s0+α˜1xˆ1+s0α˜2xˆ2+2α˜3xˆ
2
1−8 sin
2 π
4N
xˆ2
(
s0 cos
π
2N
xˆ2−(s0−s1/2)xˆ1
)
,
2 sin
π
2N
xˆ2
(
s0(2− cos
π
2N
)− 4s0 sin
2 π
4N
xˆ2 + 2(s1/2 − s0)xˆ1
))
, (3.16)
where α˜1 = 4s1/2 − s1 − 3s0, α˜2 = 4 cos
π
2N
− cos π
N
− 3, α˜3 = s0 + s1 − 2s1/2.
Similarly, on a representative element of type D with b1 = (s0, 0), b2 =
s0(cos
π
N
,− sin π
N
), b3 = (s1, 0), b12 = s0(cos
π
2N
,− sin π
2N
), b13 = (s1/2, 0), b23 =
s1/2(cos
π
2N
,− sin π
2N
), one has
Πv(x) =
(
s0+s0α˜2xˆ1+α˜1xˆ2+2α˜3xˆ
2
2−8 sin
2 π
4N
xˆ1
(
s0 cos
π
2N
xˆ1−(s0−s1/2)xˆ2
)
,
− 2 sin
π
2N
xˆ1
(
s0(2− cos
π
2N
)− 4s0 sin
2 π
4N
xˆ1 + 2(s1/2 − s0)xˆ2
))
. (3.17)
Throughout this section, we assume that u(x) = r(|x|)|x| x represent a cavity
deformation, where r(R) defined on (0, 1] is smooth, positive, increasing, and
convex with r(j)(R)(j = 0, 1, 2, 3) bounded. Moreover, it satisfies inf
R∈(0,1]
r(R) > 0,
mR ≤ r′(R) ≤MR, with 0 < m < M which is shown to be naturally satisfied for
the energy minimizer of (1.3) in [33]. For simplicity of the notations, we denote
y = xˆ1 + xˆ2 ∈ [0, 1], z = xˆ1xˆ2 ∈ [0,
y2
4
], where xˆ = (xˆ1, xˆ2) ∈ Tˆ .
3.2 The error of the interpolation function
We will estimate, in this subsection, the errors between u(x) = r(|x|)|x| x and
its interpolation function Πu(x) in the polar coordinates. Let (R, θ) be the
polar coordinates of x on the reference configuration and let (ζ, ϕ) be the polar
coordinates of the interpolation function Πu(x) of u(x) = r(|x|)|x| x = (r(R), θ) on
the deformed configuration.
Lemma 3.1 Denote x = FT (xˆ) = R(cos θ, sin θ), then for the typical element A,
one has
R = ǫ+ τy +O(τN−2 + ǫN−4) = (ǫ+ τy)(1 +O(N−2)), (3.18)
θ =
π
N
(xˆ2 − xˆ1) +O(N
−3), (3.19)
det∇x = 4τ sin
π
2N
(ǫ+ τy + 2τ sin2
π
4N
)
(
1 +O(N−2 +
ǫ
τ
N−4)
)
; (3.20)
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for the typical element B, we have
R = ǫ+ τ(1 − y) +O(τ + ǫN−2)N−2 = (ǫ+ τ(1− y))(1 +O(N−2)), (3.21)
θ =
π
N
(xˆ1 − xˆ2) +O(N
−3), (3.22)
det∇x = 4τ sin
π
2N
(
ǫ+ τ(1− y)
)(
1 +O(N−2 +
ǫ
τ
N−4)
)
; (3.23)
for the typical element C, one has
R = ǫ+ τ xˆ1 +O(τN
−2 + ǫN−4) = (ǫ+ τ xˆ1)(1 +O(N−2)), (3.24)
θ =
π
N
xˆ2 +O(N
−3), (3.25)
det∇x = 2τ sin
π
2N
(ǫ+ τ xˆ1)
(
1 +O(N−2)
)
; (3.26)
while for the typical element D, one has
R = ǫ+ τ xˆ2 +O(τN
−2 + ǫN−4) = (ǫ+ τ xˆ2)(1 +O(N−2)), (3.27)
θ = −
π
N
xˆ1 +O(N
−3), (3.28)
det∇x = 2τ sin
π
2N
(ǫ+ τ xˆ2)
(
1 +O(N−2)
)
. (3.29)
Proof. For a typical type A element, it follows from (3.2) that x1 = t1+t2z, x2 =
t3(xˆ2 − xˆ1), where
t1 = ǫ+ αˆ2y + αˆ4y
2, t2 = 2γˆy − βˆ, t3 = 8(ǫ+ τ) sin
2 π
2N
,
αˆ4 = 2ǫ+ 2(ǫ+ τ) cos
π
N
− 4(ǫ+
τ
2
) cos
π
2N
= −2ǫ sin2
π
2N
+O(τN−2 + ǫN−4), (3.30)
αˆ2, βˆ, γˆ are given by (3.4)-(3.6) by taking s(t) = t, i.e.,
αˆ2 = −3ǫ+ 4(ǫ+
τ
2
) cos
π
2N
− (ǫ+ τ) cos
π
N
= τ +O(τN−2 + ǫN−4), (3.31)
βˆ = (ǫ+ τ) sin
π
N
− 4(ǫ+
τ
2
) sin
π
2N
= −2ǫ sin
π
2N
− 4(ǫ+ τ) sin
π
2N
sin2
π
4N
, (3.32)
γˆ = (ǫ+ τ) sin
π
N
− 2(ǫ+
τ
2
) sin
π
2N
= τ sin
π
2N
− 4(ǫ+ τ) sin
π
2N
sin2
π
4N
. (3.33)
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Thus, by 0 ≤ y ≤ 1, y
ǫ+τy
≤ 1
ǫ+τ
, one has
x1 = ǫ+ τy − 2ǫ sin
2 π
2N
(y2 − 4z) +O(τ + ǫN−2)N−2y
= (ǫ+ τy)(1 +O(N−2)),
x2 = 2 sin
π
2N
(ǫ+ τy − 2(ǫ+ τ) sin2
π
4N
(2y − 1))(xˆ2 − xˆ1),
hence
R2 = (ǫ+ τy)2 − 4ǫ(ǫ+ τy) sin2
π
2N
(y2 − 4z) + (ǫ+ τy)O(ǫN−4 + τN−2)y
+τ 2N−6y2 + 4(ǫ+ τy)2 sin2
π
2N
(y2 − 4z)
= (ǫ+ τy)2
(
1 +
O(τN−2 + ǫN−4)y
ǫ+ τy
+
O(τ 2N−6)y2
(ǫ+ τy)2
)
.
This gives (3.18). On the other hand,
| tan θ −
π
N
(xˆ2 − xˆ1)| = |
x2 −
π
N
x1(xˆ2 − xˆ1)
x1
|
.
(ǫ+ τy)(2 sin π
2N
− π
N
) +O((ǫ+ τ)N−3)
(ǫ+ τy)(1 +O(N−2))
y
. N−3,
which gives (3.19). Next consider det∇x. It follows from (3.4)-(3.6), (3.8) and
z ≤ y2/4 ≤ y/4 that
det∇x = 2t2αˆ2 +O((ǫ+ τ)τN
−3 + ǫ2N−5)y.
Note that αˆ2 = τ(1 + O(N
−2 + ǫ
τ
N−4)), t2 = 2(ǫ + τy + 2τ sin2 π4N ) sin
π
2N
(1 +
O(N−2)), thus (3.20) follows.
For the type B element, by (3.10)-(3.13),
x1 = ǫ+ (τ − 4τ sin
2 π
4N
y − 8ǫ sin4
π
4N
y)(1− y)− 2ǫ sin2
π
2N
(y2 − 4z),
x2 =
(
− 2 sin
π
2N
(ǫ+ τ(1− y))− 4ǫ sin
π
2N
sin2
π
4N
(1− 2y)
)
(xˆ2 − xˆ1),
which gives (3.21), (3.22). While by (3.15),
det∇x
= 4τ sin
π
2N
(
(ǫ+ τ(1− y)) + (2y2 − 3y + 1)O(τN−2) +O(ǫN−2 +
ǫ2
τ
N−4)
)
= 4τ sin
π
2N
(ǫ+ τ(1− y))
(
1 +O(N−2 +
ǫ
τ
N−4) +
2y2 − 3y + 1
ǫ+ τ(1 − y)
O(τN−2)
)
.
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Since sup
0≤y≤1
|2y
2−3y+1
ǫ+τ(1−y) | = sup
0≤y≤1
| (2y−1)y
ǫ+τy
| ≤ 1
ǫ+τ
, then we obtain (3.23).
For the type C element, by (3.16),
x1 = ǫ+ τ xˆ1 − 8ǫ sin
4 π
4N
xˆ2 − 8ǫ cos
π
2N
sin2
π
4N
xˆ22 − 4τ sin
2 π
4N
xˆ1xˆ2,
x2 = 2 sin
π
2N
xˆ2(ǫ+ τ xˆ1) + 4ǫ sin
π
2N
sin2
π
4N
xˆ2(1− 2xˆ2),
which gives (3.24), (3.25). Meanwhile, one has
det∇x = 2τ sin
π
2N
(
ǫ+ τ xˆ1 + 2ǫ sin
2 π
4N
(1− 6xˆ2 + 8xˆ
2
2)
)
,
which leads to (3.26).
Similar arguments yield (3.27)-(3.29) for the type D element. 
Theorem 3.2 The error between a cavity deformation u(x) = r(|x|)|x| x = (r(R), θ)
and its interpolation function Πu satisfies
θ − ϕ = O(τ 2N−1 +N−3), (3.34)
r(R)− ζ = O(τ 3 + ǫτN−2 +N−4), (3.35)
where the constants in O(·) depend on ‖r‖∞, ‖r′′‖∞, ‖r(3)‖∞, inf r(R), sup
r′(R)
R
.
Proof. For a typical type A element as used above, denote X = Πu(x) =
(X1, X2), where x = FT (xˆ). Some tedious manipulation yields that X1 = T1 +
T2z,X2 = T3(xˆ2 − xˆ1), where
T1 = r(ǫ) + α2y + α4y
2, T2 = 2γy − β, T3 = 8r(ǫ+ τ) sin
2 π
2N
,
α4 = −4r(ǫ+
τ
2
) cos
π
2N
+ 2r(ǫ) + 2r(ǫ+ τ) cos
π
N
,
αˆ4 = 2ǫ+ 2(ǫ+ τ) cos
π
N
− 4(ǫ+
τ
2
) cos
π
2N
,
and where α2, β, γ are given by (3.4)-(3.6). By the Taylor expansion,
α2 = r
′(ǫ)τ +O(τ 3 + τ 2N−2 + ǫτN−2 +N−4), (3.36)
α4 =
r′′(ǫ)
2
τ 2 − 2r(ǫ) sin2
π
2N
+O(τ 3 + τ 2N−2 + ǫτN−2 +N−4), (3.37)
β = −2r(ǫ) sin
π
2N
+O(τ 2N−1 +N−3), (3.38)
γ = r′(ǫ)τ sin
π
2N
+O(τ 2N−1 +N−3). (3.39)
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Hence
T1 = r(ǫ+ τy)− 2r(ǫ)y
2 sin2
π
2N
+O(τ 3 + τ 2N−2 + ǫτN−2 +N−4),
T2 = 2r(ǫ+ τy) sin
π
2N
+O(τ 2N−1 +N−3),
tanϕ =
xˆ2 − xˆ1
T1 + T3z
T2
=
r(ǫ+ τy) π
N
(1 +O(τ 2 +N−2))
r(ǫ+ τy)(1 +O(τ 3 +N−2))
(xˆ2 − xˆ1)
=
π
N
(xˆ2 − xˆ1) +O(τ
2N−1 +N−3).
This together with (3.19) gives (3.34). Thus (3.34) is established on the type A
element.
Next we estimate r(R)−ζ . Expand ζ2 = X21+X
2
2 = (T1+T3z)
2+T 22 (xˆ2− xˆ1)
2
as follows
ζ2 = (r(ǫ+ τy)− 2r(ǫ)(y2 − 4z) sin2
π
2N
+O(ǫτN−2 + τ 3 + τ 2N−2 +N−4))2
+(2r(ǫ+ τy) sin
π
2N
+ O(τ 2N−1 +N−3))2(y2 − 4z)
= r2(ǫ+ τy) + 4r(ǫ+ τy)(r(ǫ+ τy)− r(ǫ))(y2 − 4z) sin2
π
2N
+
O(ǫτN−2 + τ 3 + τ 2N−2 +N−4)
= r2(ǫ+ τy) +O(ǫτN−2 + τ 3 + τ 2N−2 +N−4).
Hence it follows from (3.18) and r′(R) ≤ MR that (3.35) holds on the type A
element.
Similarly, we can show that (3.34)-(3.35) hold on elements of types B, C and
D. 
3.3 The error on the Jacobian determinant
Theorem 3.3 The error between the Jacobian determinants of a cavity defor-
mation u(x) = r(|x|)|x| x = (r(R), θ) and its interpolation function Πu satisfies
det
∂Πu
∂x
(xˆ)− det
∂u
∂x
(xˆ) =
O(τ 3N−1 + (ǫ+ τ)τN−3 +N−5)
det∇x
(3.40)
= O
(
N−2 +
τ 2
ǫ
+
N−4
ǫτ
)
. (3.41)
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Proof. For the representative element of type A, it follows from (3.8), (3.36)-
(3.39) and
α1 − r(ǫ+ τ) sin
2 π
2N
= r′′(ǫ+
τ
2
)
τ 2
4
+O(τ 4 + (ǫ+ τ)τN−2 +N−4),
that
det
∂Πu
∂xˆ
= −2β(α2 + 4(α1 − r(ǫ+ τ) sin
2 π
2N
)y) + 4γα2y
+ O(τ 4N−1 + ǫτ 3N−1 + τ 2N−3 + ǫτN−3 +N−5)
= 4τ sin
π
2N
r(ǫ+ τy)r′(ǫ+ τy) +O(τ 3N−1 + (ǫ+ τ)τN−3 +N−5),
which gives (3.40). Hence by (3.20),
det
∂Πu
∂x
(xˆ) =
r(ǫ+ τy)r′(ǫ+ τy) +O(τ 2 + (ǫ+ τ)N−2 + τ−1N−4)
(ǫ+ τy)
(
1 +O( ǫ+τ
ǫ
N−2 + ǫ
τ
N−4)
)
=
r(ǫ+ τy)r′(ǫ+ τy)
ǫ+ τy
+O
(τ 2
ǫ
+
ǫ+ τ
ǫ
N−2 +
N−4
ǫτ
)
.
On the other hand , it follows from (3.18) that
det
∂u
∂x
(xˆ) =
r(R)r′(R)
R
=
r(ǫ+ τy)r′(ǫ+ τy)
ǫ+ τy
+O(N−2).
Hence
det
∂Πu
∂x
(xˆ)− det
∂u
∂x
(xˆ) = O
(τ 2
ǫ
+
ǫ+ τ
ǫ
N−2 +
N−4
ǫτ
)
.
Since τ
2
ǫ
+ N
−4
ǫτ
≥ 2
√
τ
ǫ2
N−4 = 2
√
τ
ǫ
N−2 > τ
ǫ
N−2, thus (3.41) holds on type A
elements.
The proof for types B, C, D elements is similar. 
Remark 3.4 The results above imply that, if there exits a constant d > 0 such
that det ∂u
∂x ≥ d which is in fact the case for the radially symmetric cavity solution,
then there exist C1 > 0, C2 > 0, C3 > 0 such that det
∂Πu
∂x > 0 as long as
τ ≤ C1ǫ
1/2 and N−1 ≤ min{C2(ǫτ)1/4, C3}, which is in a good agreement with the
result obtained in [33] for the orientation-preservation condition.
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3.4 The error on the elastic energy
Let J (Ω(ǫ,τ)) be a quadratic iso-parametric finite element triangulation of Ω(ǫ,τ)
consisting of either a layer of evenly distributed elements of types A and B as
shown in Figure 5(a), or a layer of evenly distributed elements of types A, C and
D as shown in Figure 5(b), and the corresponding elements are denoted by TA,
TB, TC and TD accordingly. Let Ω
J
(ǫ,τ) = ∪T∈J (Ω(ǫ,τ))T . For the energy density
function of the form (1.3), S ⊂ R2, denote
E1(u;S) = ω
∫
S
|∇u|p dx, (3.42)
E2(u;S) =
∫
S
g (det∇u) dx, (3.43)
A(ǫ, τ) = (2− p)
∫ ǫ+τ
ǫ
t1−pdt = (ǫ+ τ)2−p − ǫ2−p. (3.44)
Let Ei(Πu; Ω
J
(ǫ,τ)), E(Πu; Ω
J
(ǫ,τ)) be the corresponding counterparts of the elastic
energy of Πu on the elements in Ω(ǫ,τ). Then, we have the following result.
Theorem 3.5 The elastic energies of a cavity deformation u(x) = r(|x|)|x| x and
its interpolation function Πu satisfy
E1(Πu; Ω
J
(ǫ,τ)) = E1(u; Ω
J
(ǫ,τ))(1 + O(τ
2 +N−2 +
ǫ
τ
N−4)), (3.45)
E2(Πu; Ω
J
(ǫ,τ)) = E2(u; Ω
J
(ǫ,τ)) +O(τ
3 + (ǫ+ τ)τN−2 +N−4), (3.46)
E(Πu; ΩJ(ǫ,τ)) = E(u; Ω
J
(ǫ,τ))(1 +O(τ
2 +N−2 +
N−4
τ
)), (3.47)
E(u; ΩJ(ǫ,τ)) = E(u; Ω(ǫ,τ))(1 +O(τ
2 +N−2 +
ǫ
τ
N−4)) ∼ A(ǫ, τ). (3.48)
Proof. On an element of type A, it follows from (3.7) that
∇Πu(x) =
∂Πu
∂xˆ
(∇x)−1 =
1
det∇x

A11 A12
A21 A22

 ,
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where by (3.36)-(3.39), one has
A11 = 4τ sin
π
2N
(r′(ǫ)(ǫ+ τy) + r′′(ǫ+ τ/2)ǫτy) +O(τ 3N−1 + τN−3 + ǫN−5)
= 4r′(ǫ+ τy)(ǫ+ τy)τ sin
π
2N
+O(τ 3N−1 + τN−3 + ǫN−5),
A12 = O(τN
−2),
A21 = O(τN
−2),
A22 = 4r(ǫ+ τy)τ sin
π
2N
+O(τ 3N−1 + τN−3 + ǫN−5),
where y = xˆ1 + xˆ2, xˆ = F
−1
T (x). Thus, denote ξA(y) = ǫ + τy and Υ(y) =
r2(ξA(y)) + r
′(ξA(y))2ξA(y)2, one has
∣∣∣∂Πu
∂x
∣∣∣2 = 1
(det∇x)2
∑
i,j
A2ij =
(4τ sin π
2N
)2
(det∇x)2
Υ(y)(1 + ι1),
where ι1 = O(τ
2 +N−2 + ǫ
τ
N−4). Hence
∣∣∣∂Πu
∂x
∣∣∣p = (4τ sin
π
2N
)p
(det∇x)p
Υ(y)p/2(1 + ι1).
It follows from Lemma 3.1 or more precisely (3.20) that∫
TA
∣∣∣∂Πu
∂x
∣∣∣pdx =
∫
Tˆ
∣∣∣∂Πu
∂x
∣∣∣p det∇xdxˆ
= 4τ sin
π
2N
∫
Tˆ
Υ(y)p/2(ξA(y) + 2τ sin
2 π
4N
)1−pdxˆ(1 + ι1)
= 4τ sin
π
2N
∫ 1
0
yΥ(y)p/2(ξA(y) + 2τ sin
2 π
4N
)1−pdy(1 + ι1),
where Tˆ is the reference element as Figure 1. Similarly, by Lemma 3.1 or more
precisely (3.23), on the element of type B, one has
∫
TB
∣∣∣∂Πu
∂x
∣∣∣pdx = 4τ sin π
2N
∫ 1
0
yΥ(1− y)p/2ξA(1− y)
1−pdy(1 + ι1)
= 4τ sin
π
2N
∫ 1
0
(1− y)Υ(y)p/2ξA(y)
1−pdy(1 + ι1). (3.49)
Thus ∫
TA∪TB
∣∣∣∣∂Πu∂x
∣∣∣∣
p
dx = 4τ sin
π
2N
∫ 1
0
Υ(y)p/2ξA(y)
1−pdy(1 + ι1) +̥,
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where by the median formula,
|̥| = 4τ sin
π
2N
∫ 1
0
yΥ(y)p/2
(
ξA(y)
1−p − (ξA(y) + 2τ sin2
π
4N
)1−p
)
dy
≤ 4(p− 1)τ sin
π
2N
∫ 1
0
yΥ(y)p/2ξA(y)
−p2τ sin2
π
4N
dy
< 4(p− 1)τ sin
π
2N
sin2
π
4N
∫ 1
0
Υ(y)p/2ξA(y)
1−pdy.
This yields that
∫
TA∪TB
∣∣∣∣∂Πu∂x
∣∣∣∣
p
dx = 4τ sin
π
2N
∫ 1
0
Υ(y)p/2ξA(y)
1−pdy(1 + ι1). (3.50)
Similar calculations yield
∣∣∣∂Πu
∂x
∣∣∣p = (2τ sin
π
2N
)p
(det∇x)p
Υ(xˆ1)
p/2(1 +O(τ 2 +N−2)),
and ∣∣∣∂Πu
∂x
∣∣∣p = (2τ sin
π
2N
)p
(det∇x)p
Υ(xˆ2)
p/2(1 +O(τ 2 +N−2)),
on the elements of types C and D respectively. Thus it follows from Lemma 3.1
or more precisely (3.26) and (3.29) that
∫
TC∪TD
∣∣∣∣∂Πu∂x
∣∣∣∣
p
dx
= 2τ sin
π
2N
∫
Tˆ
(
Υ(xˆ1)
p/2ξA(xˆ1)
1−p +Υ(xˆ2)p/2ξA(xˆ2)1−p
)
dxˆ(1 +O(τ 2 +N−2))
= 4τ sin
π
2N
∫ 1
0
(1− y)Υ(y)p/2ξA(y)
1−pdy(1 +O(τ 2 +N−2)).
Comparing this with the corresponding estimate on element TB (compare (3.49)),
we are led to (compare (3.50))
∫
TA∪TC∪TD
∣∣∣∣∂Πu∂x
∣∣∣∣
p
dx = 4τ sin
π
2N
∫ 1
0
Υ(y)p/2ξA(y)
1−pdy(1 + ι1). (3.51)
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Similarly, by Lemma 3.1, one has
∫
TA
∣∣∣∣∂u∂x
∣∣∣∣
p
dx =
∫
TA
(
r2(|x|) + r′(|x|)2|x|2
)p/2
|x|−pdx
=
∫
T
Υ(xˆ1 + xˆ2)
p/2ξA(xˆ1 + xˆ2)
−p det∇xdxˆ(1 +O(N−2))
= 4τ sin
π
2N
∫ 1
0
yΥ(y)p/2ξA(y)
−p(ξA(y) + 2τ sin2
π
4N
)dy(1 + ι1),
∫
TB
∣∣∣∣∂u∂x
∣∣∣∣
p
dx = 4τ sin
π
2N
∫ 1
0
yΥ(1− y)p/2ξA(1− y)
1−pdy(1 + ι1)
= 4τ sin
π
2N
∫ 1
0
(1− y)Υ(y)p/2ξA(y)
1−pdy(1 + ι1),
which yield
∫
TA∪TB
∣∣∣∣∂u∂x
∣∣∣∣
p
dx = 4τ sin
π
2N
∫ 1
0
Υ(y)p/2ξA(y)
1−pdy(1 + ι1)
+4τ sin
π
2N
∫ 1
0
yΥ(y)p/2ξA(y)
−p2τ sin2
π
4N
dy
= 4τ sin
π
2N
∫ 1
0
Υ(y)p/2ξA(y)
1−pdy(1 + ι1), (3.52)
or, since TB = TC ∪ TD, equivalently∫
TA∪TC∪TD
∣∣∣∣∂u∂x
∣∣∣∣
p
dx = 4τ sin
π
2N
∫ 1
0
Υ(y)p/2ξA(y)
1−pdy(1 + ι1). (3.53)
Thus (3.45) follows as a direct consequence of (3.50)-(3.53). Moreover,
E1(u; Ω
J
(ǫ,τ)) = 4ωτN sin
π
2N
∫ 1
0
Υ(y)p/2ξA(y)
1−pdy(1 + ι1)
= 2πωτ
∫ 1
0
Υ(y)p/2ξA(y)
1−pdy(1 + ι1)
= 2πω
∫ ǫ+τ
ǫ
(r2(t) + r′(t)2t2)p/2t1−pdt(1 + ι1)
= E1(u; Ω(ǫ,τ))(1 + ι1)
∼ A(ǫ, τ).
Thus we get
E1(u; Ω
J
(ǫ,τ)) = E1(u; Ω(ǫ,τ))(1 +O(τ
2 +N−2 +
ǫ
τ
N−4)) ∼ A(ǫ, τ).
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On the other hand, by (3.40) and g(·) ∈ C2(0,+∞), on the elements of types
A, B, C and D, we have
g
(
det
∂Πu
∂x
)
= g(det
∂u
∂x
) +
N−1ι2
det∇x
,
where ι2 = O(τ
3 + (ǫ+ τ)τN−2 +N−4). Hence
|E2(Πu; Ω
J
(ǫ,τ))− E2(u; Ω
J
(ǫ,τ))| = N
∫
TA∪TB
1
det∇x
dxN−1ι2 = ι2,
which is (3.46). Similar arguments and the fact that g(det∇u) ≥ g0 > 0 lead to
E2(u; Ω
J
(ǫ,τ)) = E2(u; Ω(ǫ,τ))(1 + ι1) ∼ ǫτ + τ
2,
hence (3.48) holds, i.e., E(u; ΩJ(ǫ,τ)) ∼ E(u; Ω(ǫ,τ)) ∼ A(ǫ, τ) ∼ max{ǫ, τ}
1−pτ .
Thus, one has
|E2(Πu; Ω
J
(ǫ,τ))−E2(u; Ω
J
(ǫ,τ))|
E(u; ΩJ(ǫ,τ))
=
ι2
A(ǫ, τ)
∼ max{ǫ, τ}p−1ι2/τ,
which together with (3.45) gives (3.47). 
4 Meshing strategy and convergence theorem
In this section, by applying the error estimates given in § 3 and the orientation-
preservation condition given in [33] (see also Remark 3.4), we first establish a
meshing strategy on the domain Ωǫ0 = B1(0) \ Bǫ0(0). The mesh is assumed
to be introduced by J =
m⋃
i=0
ΩJ(ǫi,τi) with each Ω
J
(ǫi,τi)
being either a radially
symmetric mesh on a circular ring domain {x : ǫi ≤ |x| ≤ ǫi+1} consisting
of 2Ni iso-parametric quadratic finite elements of types A and B as shown in
Figure 5(a), or a slightly modified mesh consisting of 3Ni iso-parametric quadratic
finite elements of types A, C and D as shown in Figure 5(b). Our purpose is,
given a far field reference mesh size h > 0, to find m, and ǫi, Ni, i = 0, 1, · · · , m,
so that (1): the finite element interpolation function of the cavity deformation
is orientation preserving; (2): the relative errors of the elastic energy E on the
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circular ring domains {x : ǫi ≤ |x| ≤ ǫi+1} are all of the order O(h
2); and (3):
at the same time, the absolute errors of the elastic energy on each of the circular
domains are of the same order. The last requirement, which can be realized by
making (ǫi + τi)
2−p − ǫ2−pi ∼ E1(u; Ω(ǫi,τi)) ∼ E(u; Ω(ǫi,τi)) (see (3.48)) to be the
same order, implies that the absolute error of the elastic energy is in some sense
equi-distributed in the radial direction.
Let ǫ0 < ǫ1 · · · < ǫi < · · · < ǫm < ǫm+1 = 1.0, let τi = ǫi+1 − ǫi, and let Ni be
the number of the nodes on both the inner and outer boundaries of the circular
ring domain Ω(ǫi,τi) introduced by Ω
J
(ǫi,τi)
(see Figure 5(a)). For the simplicity of
the finite element coding, we require that either Ni = 2Ni+1 or Ni = Ni+1. By
Theorem 3.7 of [33] (see also Remark 3.4), to preserve the orientation of the finite
element interpolation functions, ǫi, τi, Ni must satisfy the conditions τi ≤ C1ǫ
1/2
i ,
and N−1i ≤ C2(ǫiτi)
1/4, where C1, C2 are constants depending on the solution
r(R). On the other hand, by (3.47), to ensure the relative error of E(Πu; ΩJ(ǫi,τi))
to be the order of O(h2), a necessary condition is that τi = O(h), ∀i. Moreover,
since A(ǫm, τm) = 1− (1− τm)
2−p ≤ (2− p)2p−1τm = O(h) if ǫm > 12 , it is natural
to require A(ǫi, τi) ≤ Ch, for all 0 ≤ i ≤ m, which imposes a condition on the
layer’s thickness: τi ≤ d(ǫi, h), where d(x, h) := (x
2−p + Ch)
1
2−p − x is defined by
A(x, d(x, h)) = Ch. As is shown in [34], τi ≤ d(ǫi, h) leads to τi = O(h) as h→ 0.
For given positive constants C1, C2, C ≥ (2 − p)2
p−1, h ≤ min{ 2−p
22−pC
, 2−p
2p−1C
}
(see [34]), A1 < A2 satisfying [(A2h)
−1, (A1h)−1] ∩ Z+ 6= ∅, the analysis above
leads to the following meshing strategy.
A meshing strategy of {ΩJh(ǫi,τi)}
m
i=0:
(1) Set τ0 = min{C1ǫ
1/2
0 , d(ǫ0, h)}. Take N˜m ∈ [(A2h)
−1, (A1h)−1] ∩ Z+. Let
N¯0 = min{N ∈ Z+ : N
−1 ≤ min{C2(ǫ0τ0)1/4, (C2τ0h2)1/4}}. Set k =
min{j : 2jN˜m ≥ N¯0}, and N0 = 2
kN˜m.
(2) Set k0 = 0. For i ≥ 1, set ǫi = ǫi−1 + τi−1, and
τi = min{1− ǫi, C1ǫ
1/2
i , d(ǫi, h)}. (4.1)
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If τi = 1 − ǫi, set m = i. The least admissible Ni such that N
−1
i ≤
min{C2(ǫiτi)
1/4, (C2τih
2)1/4} is determined as follows:
(i) If ki−1 < k, set N¯i =
Ni−1
2
. If N¯−1i ≤ min{C2(ǫiτi)
1/4, (C2τih
2)1/4},
then set ki = ki−1 + 1, Ni = N¯i; otherwise, set ki = ki−1, Ni = Ni−1.
(ii) If ki−1 = k, set ki = ki−1, Ni = Ni−1.
(3) Whenever Ni = 2Ni+1 occurs, each type B element in the circular ring Ω
J
(ǫi,τi)
is divided into a pair of elements of types C and D by introducing a straight
line right in the middle along the radial direction (see Figure 5(b)).
Remark 4.1 The step (3) above can be viewed as a conforming process. The
quadratic iso-parametric finite element function space established on a mesh pro-
duced according to the above meshing strategy is a conforming finite element func-
tion space. The analysis in § 3 shows that the orientation-preservation conditions
as well as the error bounds of the interpolation function of the cavity deformation
are not jeopardised by the conforming process.
On a mesh {ΩJh(ǫi,τi)}
m
i=0 produced according to the above meshing strategy, we
have the following results.
Theorem 4.2 Let Ωh = ∪
m
i=0Ω
Jh
(ǫi,τi)
, let u(x) be the radially symmetric cavity
deformation on Ωǫ0, then det∇Πu(x) > 0 a.e. on Ωh. Moreover, the error of the
elastic energy satisfies
E(Πu; Ωh) =
m∑
i=0
E(Πu; ΩJh(ǫi,τi)) = E(u; Ωǫ0)(1 +O(h
2)). (4.2)
Proof. Since N˜m ∼ 1/h, Ni ≥ N˜m, it follows that N
−1
i = O(h). It is eas-
ily verified that the orientation-preservation conditions τi ≤ C1ǫ
1/2
i and N
−1
i ≤
C2(ǫiτi)
1/4 are satisfied and τi = O(h),
1
τi
N−4i = O(h
2). Thus, det∇Πu(x) > 0
a.e. on Ωh by Theorem 3.7 of [33] (see also Remark 3.4). On the other hand, it
follows from (3.48) and (3.47) that, for all i, E(Πu; ΩJh(ǫi,τi)) = E(u; Ω(ǫi,τi))(1 +
O(h2)), which yield (4.2). 
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Theorem 4.3 Let Ωhk = ∪
m
i=0Ω
Jhk
(ǫi,τi)
with lim
k→∞
hk = 0, let Ahk be the corre-
sponding conforming finite element function spaces consist of piecewise quadratic
iso-parametric functions satisfying the boundary condition vhk(x) = λx for all
the mesh nodes on the boundary Γ0, and let uhk be a minimizer of E(·) in Ahk.
Suppose that the radially symmetric cavity deformation u is the unique minimizer
of E(·) in A, then uhkχΩǫ0 → u in W
1,p(Ωǫ0,R
2).
Proof. By Theorem 4.2 and the assumption that u is the energy minimizer, we
conclude that
lim
k→∞
E(uhk) = E(u) = infv∈A
E(v), (4.3)
and in particular {‖∇uhk‖p} is bounded, since g > 0. This, by the boundary
condition and the Poincare´ inequality [26], implies that {uhkχΩǫ0} is bounded in
W 1,p(Ωǫ0 ,R
2). Consequently, by the De La Valle´e Poussin criterion ([24]), both
{∇(uhkχΩǫ0 )} and {det∇(uhkχΩǫ0 )} are equi-integrable, since p > 1 and g is a
convex function satisfying (1.4). Thus, there exist a subsequence uhkχΩǫ0 (not
relabelled), u˜ ∈ W 1,p(Ωǫ0 ,R
2) and ϑ ∈ L1(Ωǫ0) such that
uhkχΩǫ0 ⇀ u˜ ∈ W
1,p(Ωǫ0 ,R
2), uhkχΩǫ0 → u˜ a.e., det∇(uhkχΩǫ0 )⇀ ϑ ∈ L
1(Ωǫ0).
Clearly ϑ ≥ 0 a.e., we claim that ϑ > 0 a.e.. Suppose otherwise, i.e. if ϑ
were zero in a set A of positive measure, then one would have
∫
A
| det∇uhk | → 0
and det∇uhk → 0 a.e. in A. Hence, by the assumption of g, one would have
g(det∇uhk) → ∞ a.e. in A, and as a consequence E(uhk) → ∞, which is a
contradiction.
The fact that uhkχΩǫ0 ⇀ u˜ in W
1,p(Ωǫ0 ,R
2) implies that ∇uhkχΩǫ0 ⇀ ∇u˜ in
Lp(Ωǫ0 ,R
2×2), cof∇uhkχΩǫ0 ⇀ cof∇u˜ in L
1(Ωǫ0 ,R
2×2). In addition, since uhk is
continuous, by Theorem 3 of [13], E(uhk) = 0, where
E(v) := sup{E(v, f) : f ∈ C∞c (Ω× R
n,Rn), ||f ||∞ ≤ 1},
E(v, f) :=
∫
Ω
[cof∇v(x) · ∇xf (x, v(x)) + det∇v(x) divv f (x, v(x))]dx,
and where ∇x and divv denote the gradient and divergence of f(x, v) with
respect to x and v respectively. Thus, by Theorem 2 of [12] u˜ is one-to-one
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almost everywhere, and by Theorem 3 of [12] ϑ = det∇u˜, a.e. and E(u˜) = 0.
Moreover, by the boundary condition of uhk on Γ0 and the relationship between
Ωhk and Ωǫ0 we conclude that u˜|Γ0 = limk→∞ uhk |Γ0 = λx, hence u˜ ∈ A. Thus,
by the lower semi-continuity theorem ([2], Theorem 5.4) and (4.3), we obtain that
inf
v∈A
E(v) ≤ E(u˜) ≤ lim inf
k→∞
E(uhk) = infv∈A
E(v), which implies that u˜ = u is the
unique minimizer of E(·) in A.
On the other hand, it follows from the convexity of g that
E(u)− ω
∫
Ωǫ0
|∇u|pdxdx =
∫
Ωǫ0
g(det∇u)dx
≤ lim inf
k→∞
∫
Ωǫ0
g(det∇uhk)dx
= lim inf
k→∞
(E(uhk)− ω
∫
Ωǫ0
|∇uhk |
pdx)
= E(u)− ω lim sup
k→∞
∫
Ωǫ0
|∇uhk |
pdx.
This implies that ‖∇u‖p = lim
k→∞
‖∇uhk‖p, which together with uhkχΩǫ0 ⇀ u ∈
W 1,p(Ωǫ0 ,R
2) yields uhkχΩǫ0 → u ∈ W
1,p(Ωǫ0 ,R
2) (see [8]). 
5 Numerical experiments and results
In this section, the numerical results are presented to illustrate the efficiency of
our meshing strategy. Before proceeding, we notice that, in the meshing strategy,
there are two solution-dependent constants C1 and C2, which are not known a
priori. However, in applications, we can always start with C1 := d(ǫ0, h)ǫ
−1/2
0
and C2 := N˜
−1
m (ǫ0d(ǫ0, h))
−1/4, which are the least C1 and C2 such that the
orientation-preservation conditions will practically not affect the mesh produced.
The numerical solutions on an improper mesh with the constants C1 or C2 too
large might still capture the cavitation phenomenon, but would typically fail to
be orientation preserving, which can be most easily detected on the corners of the
elements on the inner boundary of Ωǫ0 . Similar as in [34], whenever the failure
of orientation preservation is detected, the constant C1 or C2 or both should be
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reduced, say by half, or simply increase N0 instead, say by doubling, and the
process, repeat if necessary, will efficiently produce a proper mesh in the end.
The energy density in our numerical experiments is given by (1.3) with p =
3/2, ω = 2/3, and g(x) = 2−1/4(1
2
(x − 1)2 + 1
x
), the domain is Ωǫ0 = B1(0) \
Bǫ0(0) ⊆ R
2 with a displacement boundary condition u0(x) = 2x given on
Γ0 = ∂B1(0) and a traction free boundary condition given on Γ1 = {x : |x| = ǫ0},
and the meshes used are shown in Table 1 and Table 2, which are produced by
the meshing strategy with C = 2, C1 = 0.9, C2 = 0.5, A1 = 0.8, A2 = 1 for
ǫ0 = 0.01, ǫ0 = 0.0001 and various h.
Table 1: ǫ0 = 0.01.
h min τi max τi m Nh
0.06 0.0384 0.2112 7 15
0.04 0.0224 0.1504 11 20
0.03 0.0156 0.1164 14 27
0.02 0.0096 0.0768 22 40
0.01 0.0044 0.0396 44 80
Table 2: ǫ0 = 0.0001.
h min τi max τi m N0 Nm
0.06 0.009 0.21 8 16 64
0.04 0.008 0.1488 12 20 80
0.03 0.0048 0.1128 16 27 108
0.02 0.0024 0.076 24 46 92
0.01 0.0008 0.0392 49 80 160
It happens that, for ǫ0 = 0.01, Ni = Nh on each of the m + 1 mesh layers,
while for ǫ0 = 0.0001, the Ni = 2Ni+1 do occur in several of the innermost
layers, however in both cases the total degrees of freedom Nd is asymptotically a
quadratic function of h−1 as shown in Figure 6.
The convergence behavior of the elastic energy is shown in Figure 7, where it
is clearly seen that the convergence rate of the elastic energy of the finite element
solutions uh is more than one order higher than that of one could standardly
expect from a quadratic approximation (see also (3.47)) showing that the method
probably has some kind of super-convergence potential. In Figure 8 and Figure 9,
we see that ‖u − uh‖0,2 = O(h
3) and ‖u − uh‖1,p = O(h
2) respectively, which
show that our meshing strategy is optimal in the sense that the optimal order of
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convergence rates in ‖ · ‖0,2 and ‖ · ‖1,p norms can be achieved with the quadratic
iso-parametric FEM, recalling that Nd ∼ h
−2.
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Figure 6: Nd ∼ h
−2.
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Figure 7: The energy error.
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Figure 8: The L2 error of uh.
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Figure 9: The W 1,p error of uh.
Figure 10(a) compares the L2 error of the numerical cavity solutions obtained
on the meshes produced by our meshing strategy and on the meshes provided
according to the limited numerical experiences given in [22]. Figure 10(b) displays
the L2 error of the numerical cavity solutions obtained by the quadratic iso-
parametric FEM on the globally optimized meshes and locally optimized ones,
where the mesh is optimized by using our meshing strategy only on {x : ǫ0 ≤ |x| ≤
0.1}, and by the bi-quadratic dual-parametric FEM on the globally optimized
meshes (see [34]), denoted in the legend as Iso-para-global, Iso-para-local and
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Dual-para respectively. It is clearly seen that our meshing strategy efficiently
works.
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(a) Experience based vs. optimized meshes.
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(b) Iso- and dual-parametric FEM.
Figure 10: The comparison of the L2 errors of numerical solutions (ǫ0 = 0.01).
6 Concluding remarks
The error estimates obtained in this paper on the quadratic iso-parametric finite
element interpolation functions of the cavity deformations enable us to establish
the meshing strategy in a neighborhood of a pre-existing defect, and consequently
to bound the error of the elastic energy of the conforming finite element cavity
solutions in the order of O(h2), where h is the far field mesh size, and further to
prove the convergence of the finite element solutions.
Our numerical experiments show that the convergence behavior of the finite
element solutions in W 1,p and L2 norms with respect to h and Nd is essentially
asymptotically independent of ǫ0. In fact, for ǫ0 = 10
−2 and 10−4, the errors in
W 1,p and L2 norms drop to the levels below 10−3 and 10−5 respectively when
h = 0.01 and Nd reaches about 1.6 × 10
4. Furthermore, the numerical exper-
iments show that the rate of the elastic energy error of the numerical cavity
solutions reaches the level of O(h3.5), indicating that the numerical solutions ob-
tained by the quadratic iso-parametric FEM on the meshes produced according to
our meshing strategy might have certain super-convergence character, which yet
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remains to be explored. The results suggest that the quadratic iso-parametric
finite element method coupled with our meshing strategy could be considered
as a reliable and efficient tool to compute the cavitation problems in nonlinear
elasticity.
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