Matrix theory has an unlimited volume of applications in all branches of Science,
INTRODUCTION
The present world of big data [1] [2] [3] [4] [5] [6] 10] are expanding very fast in 4Vs : Volume, Varity, Velocity and Veracity, and also in many more directions. How to deal with big data, how to process big data in an efficient way within limited resources, etc. are of major concern to the computer scientists now-a-days. In particular, the 'Velocity' at which the big data have been expanding (or, the 4Vs in which big data have been expanding very fast in the present day world) does not have a one-to-one matching with the 'Velocity' at which the new hardware or new software or new mathematical theories or new models are being developed by the scientists. Let us designate the following two sets by 4V-set and 4N-set :
(i) 4V-set = { Volume, Varity, Velocity and Veracity}, and
(ii) 4N-set = {New Theories, New Hardware, New Software, New Models}.
It is obvious that big data can be efficiently processed by a faster development of the 4N-set only. If 4V-set continues its dominance over 4N-set with respect to time, then it will be difficult to the world to think of "BIG DATA : A Revolution That Will Transform How We Live, Work, and Think" [14] . As on today, the 3N-set lagging behind in the race with 4V-set.
In this paper the author works on two elements of the 3N-set. First of all the author introduces the notion of 'Solid Matrix' and of 'Solid Latrix', and then develops the 'Theory of Solid Matrices'. A solid matrix can be regarded as a mathematical object which can facilitate operations on big data in many cases.
Multidimensional structure [4] is quite popular for analytical databases that use online analytical processing (OLAP) applications. Analytical databases use these databases because of their ability to deliver answers to complex business queries
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swiftly. Data can be viewed from different angles, which gives a broader perspective of a problem unlike other models. Then the author introduces two new powerful data structures MT and MA which can deal with big data. Finally some applications of the data structures MT and MA in some categories of big data are discussed. The notion of multi-dimensional matrices studied by Ashu M. G. Solo in [1] (and also by Christian Krattenthaler et.al. in [2] ) is almost analogous to our notion of solid matrices; but our 'Theory of Solid Matrices' is precise, complete and sound, compatible and scalable with the real life application domains of any organization, easy to implement in computer memory and easy to be applied in the real problems of various fields of Science, Engineering, Statistics, OR, etc.
SOLID MATRIX & SOLID LATRIX
We know that a matrix is a rectangular array of numbers or other mathematical objects, for which various operations such as addition and multiplication are defined [6] . Most commonly, a matrix over a field F is a rectangular array of scalars from F. But we may also consider a generalized kind of matrix whose elements are objects [13] over the region RR, or over any appropriate region R.
For details about the Region Algebra and the 'Theory of Objects' in a region, one could see Biswas [13] .
We define a solid matrix as an n-dimensional hyper-matrix where n > 2 and the elements are objects from the region RR or from any appropriate region R [13] , none being ε elements [11, 12] . We say that it has n number of hyper layers.
However, a solid matrix is a mathematical object and should not be confused with the data structure 'n-dimensional array' in computer science. For details about the n-dimensional array (multi-dimensional array) and its MATLAB implementation, one could see any good MATLAB book.
We define a latrix as a rectangular array of numbers (or, objects from the region RR or from any appropriate region R) and ε elements [11, 12] . We define a solid latrix as an n-dimensional hyper-latrix where n > 2 and the elements are objects from the region RR or from an appropriate region R [13] , and may be ε elements [11, 12] .
We use the notation n-SM to denote an n-dimensional solid matrix and n-SL to denote an n-dimensional solid latrix. An abstract bottom-up approach to view the structure of a n-SM is given below :-Imagine a classical two dimensional matrix S 2 of size m 1 ×m 2 . Suppose that the matrix S 2 expands in a new dimension upto a height m 2 to form a 3-SM S 3 . Now suppose that the matrix S 3 expands in another new dimension upto a height m 3 to form a 4-SM S 4, and so on. Finally, suppose that the matrix S n-1 expands in
another new dimension upto a height m n to form a n-SM S n . Thus we have an n-SM S n of size m 1 ×m 2 ×m 3 ×……×m n where n ≥ 3.
Height of a Solid Matrix (Solid Latrix)
Consider an n-SM (n-SL) S of size m 1 ×m 2 ×m 3 ×……×m n where n ≥ 3. The last suffix-index m n is called the height of the solid matrix (solid latrix) S. We write it as height (S) = m n . As a trivial case, we assume that the height of a classical matrix/latrix (i.e. of a two dimensional matrix/latrix) is 1.
Base Size, Base Matrix and Base Latrix
Consider an n-SM (n-SL) S of size m 1 ×m 2 ×m 3 ×……×m n where n ≥ 3. The same can be well extended for n-dimensional solid matrices (hyper matrices) or for n-dimensional solid latrices (hyper latrices) in an analogous way. Examination in course C 3 ?", the answer will be the data element s 3,29,8 of S.
Null Solid Matrix
The 3 
Unit Semi-Cube & Unit Cube
The semi-cube I = < I m×m , I m×m , I m×m ,………, I m×m > of size m×m×h, where 
ALGEBRA OF SOLID MATRICES
In this section we present few basic operations on SMs and their properties.
Addition/Subtraction of two SMs
Two SMs can be added (or subtracted) if they are of same size, and the resultant SM is also of the same size. Consider two SMs S 1 and S 2 , each of size m×n×h,
given by Obviously, if I be a unit semi-cube or a unit cube then I T = I.
For an n-SM A of size m 1 ×m 2 ×m 3 ×……×m n , the transpose of A is defined in a similar way but with respect to a given pair of indices ith and jth, where i ≠ j and i, j ≤ n. which yields a 3-SM M given by M = < bM 1 , bM 2 , bM 3 , …………, bM h > and we write M = bS.
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Consider an n-SM
Determinant-height of a semi-cube
Consider a semi-cube SM S of size m×m×h given by is a non-singular semi-cube defined by
The following propositions are straightforward and can be easily proved.
Proposition 3.2
If S is a non-singular semi-cube of size m×m×h, then SS -1 = S -1 S = I (unit semi-cube of size m×m×h).
Proposition 3.3
If A and B are two solid matrices (3-SMs) such that AB exists, then where the multiplications are compatible.
HETEROGENEOUS DATA STRUCTURE 'MA'
Today's supercomputers or multiprocessor systems which can provide huge parallelism has become the dominant computing platforms (through the proliferation of multi-core processors), and the time has come to stand for highly flexible advanced level of data structures that can be accessed by multiple threads which may actually access large volume of heterogeneous data simultaneously, that can run on different processors simultaneously, even for big data (which are the fast expanding universe in 4Vs : Volume, Varity, Velocity and Veracity) [3, 5, 7, 10, 14] . Not much literatures have been so far reported in journals or in publications; however to read about big data initially, the good book [14] may be seen. In most of the giant business organizations, the system has to deal with a large volume of heterogeneous data, an extension of the heterogeneous data structure 'Atrain' proposed by Biswas in [11] . For details about the properties, operations, algorithms and applications of heterogeneous data structure 'Atrain' and of the homogeneous data structure 'Train', one could see [11, 12] .
In the heterogeneous data structure Atrain, there are logically two layers : the pilot is the upper layer and the coaches are in the lower/inner layer. We extend If the total number of layers is called the height, then height(Atrain) = 2, and height(MA) ≥ 2.
In [11, 12] , two new data structures were proposed by Biswas for storing data while they are huge in volume or even big data. The data structure 'r-train' (or 'train' in
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short) is a homogeneous data structure which can deal with a large volume of homogeneous data very efficiently. The data structure r-atrain (or, atrain) is a robust kind of dynamic heterogeneous data structure. The term 'Atrain' stands for "Advanced train'. The datatype in a r-atrain may vary from coach to coach (unlike in r-train), but in a coach all data must be homogeneous i.e. of identical datatype. Thus each coach is homogeneous although the atrain is heterogeneous.
Analogous to the construction of MA from the heterogeneous data structure Atrain, we propose the construction of a new data structure MT from the homogeneous data structure Train [11, 12] . MT is the abbreviation for 'Multi Trains'. In the Clearly, an 'MT of height h' is a particular case of an 'MA of height h'.
Applications of the data structures MA, MT.
The (ii) implementation for multi-dimensional arrays, (iii) implementation of multi-dimensional larrays [11, 12] , where the matrix/latrix elements or array elements or the larray elements are the objects of the region RR or of any appropriate region R [13] .
If the data of a particular problem are of heterogeneous datatype, we shall use the
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data structure MA, not MT. If all the data are of homogeneous datatype, we shall use the data structure MT (or MA).
Implementation of a 3-SM (3-SL)
About details of implementation of a r-Train in a 8086 memory, one could see [11, 12] as a pre-requisite. For implementing a 3-SM (3-SL) of homogeneous data, we use MT of height 3 only. However, in general, for implementation of a n-SM (n-SL) of homogeneous data, we need to use MT of height n. If data are of heterogeneous datatype for many groups where every group is homogeneous in itself, but the datatype of different groups are different in the total database, then we need to use the heterogeneous MA of height n if the SM (SL) is n-dimensional.
We consider here homogeneous data only. Consider 
Middle Layer L 2 of the MT M :
It is the larray [11, 12] of h number of pilots corresponding to h number of independent Trains (i.e. h number of independent r-Trains where r = n for the present case), given by < T 1 , T 2 , T 3 , ……, T h > where each T i corresponds to m number of linked/shunted coaches given by :
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At the time of implementation, one has to take care of the 'status' of each coach [11, 12] . >. It is clear that status [11, 12] of each of these six coaches is 0, as there is no ε element in this 3-SM. However, it is obvious that for 3-SL, status [11, 12] of few coaches could be other than 0.
Suppose that the 'START' of the 3-SM S is the address 1A12h. Also suppose that the 7-train T 1 is stored in 8086 memory at the address E74Bh and the 7-train T 2 is stored at address D310h. Then the following will be incorporated in the MT :-
Upper Layer L 3 of the MT M :
The START M will point to the chief Pilot P = < M 1 , M 2 > = < E74Bh, D310h>. Now, suppose that the address of the coach C and C 2 3 . The figure-3 below shows the implementation of the data structure MT and figure-4 shows how the 3-SM S is stored in 8086 Memory. In this example we consider a SM of small data for which the r-Trains with r = 7 have been used. However, in case r be a large number then each of these six coach to be logically divided into many sub-coaches initially, and then to be implemented by regarding each of such coaches as a r-Train or r-Atrain and the sub-coaches as the coaches. During the implementation with the data structure MT (or MA), one can use as many Trains (Atrains) as required according to the size of big data (or, according to the 4V). But for any MT or MA the lowest layer L 1 shall always consist of coaches only, not of any Train (or Atrain). Figure-3 . Implementation of the data structure MT for the 3-SM S.
In this case, for storing every coach the 'GETNODE' will always provide sixteen number of free consecutive bytes from the memory. In each of such nodes, the first fourteen bytes contain the information and the last two bytes contain an address as explained earlier.
However, T 1 and T 2 being larrays will require six bytes each. The following figure shows how this 3-SM (3-SL) S is stored in 8086 Memory starting from START = 1A12h :- Figure-4 
CONCLUSION
The work reported in this paper could be divided into three parts. In the first part, we introduce the 'Theory of Solid Matrices'. It is expected that the notion of solid matrix (and solid latrix) will be useful mathematical objects in the mathematical modeling of problems and issues in every branch of Science, Engineering, Technology, Statistics, OR, Medical Science, etc., in particular in some cases of big data. In the second part, we introduce two powerful data structures MT and MA as useful tools to deal with big data [3, 5, 7, 10, 14] , those expanding very fast in 4Vs : Volume, Varity, Velocity and Veracity. It is a matter of great concern that 4V-set has been expanding at a faster rate than 4N-set. The homogeneous data structure MT is an advancement of the homogeneous data structure Train, and the heterogeneous data structure MA is an advancement of the heterogeneous data structure Atrain [11, 12] . The third part is about application potentials. The most powerful applications of MT or MA are in the three broad directions : (i) implementation of solid matrices/latrices, (ii) implementation for multi-dimensional arrays, (iii) implementation of multi-dimensional larrays [11, 12] . The various fundamental operations like: insertion, deletion, searching, sorting, etc. and the corresponding algorithms in the heterogeneous data structure Atrain (and also in the homogeneous data structure Train) are presented in [11, 12] . In an analogous way, we shall extend the notion of those fundamental operations and corresponding algorithms to the case of the data structures MA and MT, but in our future work.
