Abstract
Introduction
Data management is one of the most challenging issues in the Grid implementation. While most existing research on data grids prefer to a bring-program-todata approach, some applications such as astronomical observations, large-scale simulation and sensor networks require bring-data-to-program supports, especially when there is a shortage of CPU processing capability located at data sources. In those cases, data streaming supports are required in order to utilize remote CPU resources.
For example, LIGO (Laser Interferometer Gravitational-wave Observatory) [1] [2] is generating 1TB scientific data for gravitational wave detection per day but LIGO observatories are lack of enough processing capacity on sites. LIGO is trying to benefit from CPU cycles provided by the Open Science Grid (OSG) [3] . Since most OSG sites are CPU-rich and storage-constrained with no LIGO data available, data streaming supports are required in order to utilize OSG CPU resources.
In a data streaming scenario, data are transferred and processed continuously as if data were always available from local storage. Meanwhile, processed data have to be cleaned up for subsequently coming data. A data streaming environment is implemented with Condor [4] for job allocation and Globus [5] for data transfers using GridFTP [6] , as described in our previous work [7] .
Known as the "lots of small files" (LOSF) problem, a large number of small files bring new challenges to data streaming, since GridFTP is excellent to transfer large volumes of data, but suffers dramatically if the dataset is composed with many small files. For example, LIGO data are stored in time series binary files, each including 16-256 seconds of data from multiple channels.
A block-based data transferring method is proposed in this work to address the LOSF issue and improve data streaming performance, with considerations of three typical scenarios: faster processing, faster streaming and workflow manners. An example from LIGO burst data analysis is utilized to verify our scheduling algorithms. Experimental results show that block-based concurrent data streaming can achieve good performance in both makespan and storage usage with well-scheduled number of data blocks; concurrent data streaming provides better performance than sequential ones in terms of makespan with the same number of blocks; storage-aware data streaming can relax the storage requirement dramatically without decreasing processing efficiency.
Some existing researches on data streaming management are derived from database management systems, e.g. STREAM [8] , Aurora [9] , NiagaraCQ [10] , and Gigascope [11] . Most of data streaming research in context of grid computing [12] [13] [14] are application specific or just focus on computational resources. The following software implementation is most relevant to the work described in this paper:
Chirp [15] . Chirp is a distributed file system for grid computing, providing protocols to efficiently access to many small files. It is focused on how to improve small file performance. Our major concern is to establish a data streaming environment where data streaming and processing are considered simultaneously. GridFTP Pipelining [16] . GridFTP Pipelining is developed to cope with the LOSF situation to hide the latency of each transfer request by sending requests while a data transfer is in progress. Also, it focuses on the data transfers without data processing consideration. Our method emphases on concurrent and storageaware data streaming and processing in an integrated environment.
The rest of this paper is organized as follows: Section 2 provides an overall introduction to data streaming for grid applications; Section 3 analyzes three scenarios of data streaming, including their makespan and usage of storage in different scheduling algorithms; experimental results are included in Section 4 to verify our scheduling algorithms, and Section 5 concludes the paper.
Grid Data Streaming
In some data streaming scenarios, data should be pulled by end users rather than pushed to computational resources in the form of streams of tuples, and processing is continuous over these streams as if data were always available from local storage. What's more, data arrival rates must be controlled to match corresponding processing speeds to avoid waste of computational capacity or data overflow. Meanwhile, processed data have to be cleaned up to save space for subsequently coming data.
Concurrent Data Streaming
To make full use of computational capacity, data streaming should be concurrent with the processing, i.e., data should be streamed to local storage while the processing is going on. For data streaming applications, data transfers and processing take place simultaneously to overlap themselves as much as possible to decrease idle time.
Storage-aware Data Streaming
It is not always the case that data should be transferred as fast as possible. For data streaming applications, data transfers should be storage-aware instead of spontaneous because available storage is relatively small compared with high volumes of data to be processed. This is to say, data transfers should be controlled to make required data available according to actual data processing speeds and usage of storage. If data arrive too fast and cannot be processed in time, accumulated data may require large amount of storage space over time; on the other hand, if data transfer speed is lower than processing, corresponding jobs may become idle and computational power is not fully utilized.
In some cases where data processing takes longer than data streaming per tuple, data transferring should be intermittent rather than continuous to avoid data overflow. The so-called repertory policy is introduced, where an upper limit and a lower limit are set to control data streaming: when the amount of data in storage is less than the lower limit, data streaming will be invoked until the amount arrives the upper limit and then data streaming will be stopped. Due to data streaming and cleanup, such procedure will repeat. Both limits are set according to the size of blocks in which data are transferred as mentioned below and the available storage.
Block-based Data Streaming
The target data set in LIGO consists of lots of small files, and unfortunately, the data throughput of small file operations on both network and file systems is many orders of magnitude worse than the bulk transfer speeds available with large files, as known as the problem of LOSF.
In our scenario, small files are transferred in the unit of blocks. One block can be a group of data files, whose size can be adjusted as needed. Accordingly, data are processed by blocks, and it is not necessarily that such blocks have the same size with those in data transfers. The size of each block, or put it in another way, the number of blocks the whole data set is divided into, is the scheduling variable to achieve high processing efficiency, taking the available storage into account simultaneously.
Scheduling Algorithms
A well-made scheduling scheme will help to achieve high throughput with small storage in an efficient way. The main variable of scheduling here is the number of blocks, denoted as n, to minimize the required storage and makespan, denoted as T.
GridFTP is applied to transfer data once in a block, and every time the needed time to establish a connection, complete authentication, close the connection and so on is denoted as t a . Suppose that it will cost a short period of time, t c , to invoke the processing, and furthermore, both t a and t c are assumed to be a constant value.
Given the total amount of data to be processed and n, size of each block is set; denote the time period to transfer and process one block as t t and t p , respectively. Obviously, different n correspond to different t t and t p , denoted as t t (n) and t p (n). For the sake of analysis, suppose n*t t (n) and n*t p (n) are constants respectively, i.e., no matter how many blocks the total data set is divided into, the pure time to transfer and process all of data are fixed, eliminating the sum of all t a and t c .
Let A be the total amount of data to be processed and S be available storage. Three scenarios are discussed in the following sections, former two are for concurrent data streaming while the latter one is for sequential data streaming and processing in a workflow manner.
The Concurrent Manner with Faster Data Processing
Here, one block will be processed before the next one is arriving, so required storage is relatively small and no repertory policy is needed.
The total makespan, T 1 , during which all the data are streamed and processed, can be calculated as follows:
where C 1 is a constant and has nothing to do with n:
It can be observed that larger n leads to more n*t a but less t p (n), and vice versa. So there is an optimal n leading to the least T 1 , which is also demonstrated in experimental results in Section 4.
As far as storage is concerned, it can be inferred that double block size is enough. So, larger n means smaller size of each block, or smaller required storage. But as mentioned above, too large n leads to longer makespan. So there must be a tradeoff when setting the number of blocks, taking makespan and storage usage into account simultaneously.
The Concurrent Manner with Faster Data Streaming
In this circumstance, the processing of one block of data takes longer than corresponding data transfer. During the long run, there will be backlogs of data, which may result in data overflow if data transferring is not controlled according to available storage.
In this case, the time span to process all the blocks, T2, can be calculated as follows: and C 2 is another constant irrespective of n. The larger n makes larger n*t c but less t t (n), so there may also be another optimal n which leads to the minimal T 2 .
In this case, data streaming must be storage-aware, as mention in subsection 2.2. In general, the lower limit, n L, can be set to the double of a block, which is enough for concurrent data streaming and processing, and the upper limit, n P , is determined by the available storage. Higher values of lower and upper limits would not help decrease the total makespan, but may improve robustness of processing, especially when network failures occur and no more data can be streamed. In that case, data stored in local storage in advance can be processed. The processing survives at a cost of more local storage usage.
The Workflow Manner
In this case, data streaming and processing work in a sequential way, i.e., one data block is streamed to local storage and processed, after which another block is transferred and processed until all the blocks are processed.
The total time span, T 3 , can be calculated as follows:
( ) It can be observed that larger n leads to longer makespan since more authentications and system calls are involved. On the other hand the storage requirement is less as n increases, since each block is smaller in size. There is also a tradeoff between makespan and usage of storage.
Experimental Results
To verify the scheduling issues described in Section 3, experiments are carried out using our grid data streaming environment with an application from LIGO gravitational wave data analysis.
Experiment Design
In the work described in this paper, the LIGO application is a data analysis program that reads in two data streams from two LIGO observatories and calculates the correlation coefficients that can be used to characterize similarity of two curves. If two identified signals from two observatories (one in the Washington State and the other in the Louisiana State) occur simultaneously with similar curves, it would be very likely that a gravitational wave burst is detected. Note that this is only a simplified case study since actual LIGO burst analysis pipeline is much more sophisticated because many pre-and post-signal processing steps are required.
LIGO data streams are composed with small data files, each containing observational data acquired in 16 seconds. The data files used in the experiment is the LIGO level 3 data with reduced sizes that only include data from the gravitational wave channel. Each data file is about mega bytes in size. In the experiment, 1188 pairs of data files will be transferred and processed. A local grid is established where the nominal bandwidth among each computer is 10 Mbps and shared. Three computers are used, two as data processors and one as data storage. All of them are equipped with Intel Pentium IV processor, 1GB of memory and 160GB of disk. But the two data processors have different workload, which results in different data processing speeds and scenarios in Sections 3.1 and 3.2 are produced. Data transfer is implemented using GridFTP once a block.
Makespans
In both scenarios 3.1 and 3.2, makespans show similar characteristics varying with the number of blocks: when n is less than a certain number, makespan decreases dramatically with increasing n, while the makespan increases slowly with increasing n exceeding the certain number. The result justifies our allege in Sections 3.1 and 3.2, and we are confirmed that there must be an optimal n to achieve the minimum makespan, although we are not aware of the precise values of t a , t c , t t (n) and t p (n), and sometimes we need to find the optimal or at least satisfactory number of blocks or in other words, the size of each block, empirically. Figures 1 and 2 illustrate the makespans against different number of blocks in the scenario 3.1 and scenario 3.2 respectively.
From Figure 1 , it can be observed that (1) the makespan drops the most fiercely at the front part of the curve, i.e., when the number of blocks increases from 1 to 2, or 2 to 3 and so on because t p (n) decreases dramatically; (2) in the medium part of the curve, the makespan just vary gently because the decrease of t p (n) and increase of n*t a offset each other, and the optimal numbers of blocks can be located here; (3) in the tail of the curve, the makespan increases slowly as n increases because n*t a prevails. So the middle part of this curve represents optimized numbers of blocks in both terms of makespan and storage usage. In particular, the optimal number of blocks in this case is about 40, and in other words, each block includes 30 data files. In the scenario 3.3, makespans show different characteristics from those in 3.1 and 3.2. Makespans increase slowly with increasing number of blocks, due to the more overhead of authentications and system calls for processing programs, as shown in Figure 3 . But on the other hand, with increasing number of blocks, the size of each block decreases, or more exactly, the required storage for processing decreases. Just as the two sides of a coin, makespan and storage usage must be scheduled as a whole. It can be observed that makespans in scenarios of concurrent data streaming and processing are much less than those performed in a workflow manner, which verifies the advantage of the concurrent method. 
Storage Usage
In scenarios 3.1 and 3.3, required storage varies under the size of two data blocks and one data block, respectively, so the more blocks the whole data set is divided into, the less storage is required. Figures 4 and  5 demonstrate the storage usage of scenarios 3.1 and 3.3, respectively, in terms of the number of data files in storage.
In this experiment, the number of blocks is about 20 and each block includes 55 data files. As shown in Figure 4 , the total number of data files in local storage vibrates between 40 and 110 periodically. This is an overall effectiveness of concurrent data streaming, processing and cleanups. Since the processing speed is a bit faster than data streaming, total number of local data files cannot exceed two blocks (110) but can be less than one block (55). The whole process keeps the local storage usage within a reasonable scope and scales well over time. As shown in Figure 5 , the process survives with local storage usage of only one block (55) of data files under the workflow manner. In this scenario, data streaming, processing and cleanups are performed sequentially. While less storage is required, the period is much longer (almost doubled) than that of scenario 3.1. It is obvious that the whole data throughput decreases and system resources are not fully utilized.
As we can notice, the number of data files in storage is not continuous. There are some cliffes in the curves, which is due to the fact that we process and delete data files in the unit of blocks, not one file by another. And it also holds true in scenario 3.2, where the required storage increases persistently due to the backlogs of data and data overflow may occur, so some policy must be adopted to avoid it. Repertory policy is taken and its effect on storage usage and makespan is discussed in the next section.
Repertory Policies
Experimental results of scenario 3.2 are illustrated in Figure 6 that compares storage usage over time with or without repertory policies. It can be observed that, if no policy is applied, data files are streamed continuously all the way to local storage. Since data processing is slower than data streaming, data files are accumulated in local storage up to 1000 files and consequently the data will be processed in blocks one by one. The processing takes longer, so there is a large amount of backlogs of data, which leads to high volume of storage usage.
The performance is improved if repertory policy is adopted, where the upper and lower limits are set to 5 and 1 blocks, respectively. In this scenario, data streaming is intermittent rather than continuous, which helps confine the storage usage to a certain scope. Also this guarantees that there are always data blocks in storage to keep data processing going on constantly. In this way large amount of data can be processed with just reasonable storage and high processing efficiency. Not surprisingly, introduction of repertory policy dose not prolong the makespan, for as can be noticed, the same numbers of processing periods are included in curves in Figure 6 , and makespans of the two cases are almost the same. The makespan is not sensitive to the upper and lower limits of repertory policy as long as there are data files available in local storage. While higher limits do not result in higher processing performance, it can help to increase the robustness of data processing.
To achieve high processing performance with reasonable storage usage, it is important to divide the whole data set consisting of lots of small files into appropriate blocks and carry out concurrent data streaming, processing and cleanups. There is a tradeoff between makespan and storage usage, and experimental results show that medium sizes of blocks lead to a relatively better compromise. To be storageaware, the repertory policy must be introduced, when data streaming is faster than processing, to enable the processing of high volumes of data with relatively small available storage and to achieve similar makespan. It is also observed that the concurrent and storage aware data streaming for lots of small files in blocks prevails over the workflow manner by much in terms of data processing performance.
Conclusions
This work is focused on addressing the LOSF problem for grid data streaming applications. A block based method is applied together with consideration of concurrency and storage awareness. The number of blocks, or the size of each block, must be scheduled carefully to achieve high processing performance with reasonable storage usage. Compared with sequential data streaming, processing and cleanups usually performed in a workflow manner, the concurrent approach proposed in this work achieves higher performance in terms of data throughput, since data streaming and processing are overlapped as much as possible to get better utilization of grid resources. Storage-aware data streaming, implemented with the introduction of repertory policy, is used to confine storage usage to a limited scope without delaying processing, so that large amount of data can be processed with reasonable storage requirements.
A simplified application from LIGO gravitational wave data analysis is used in our work to verify our approach, which actually motivates all the work described in this paper. Ongoing work include the application of our data streaming environment for gravitational wave data analysis during the sixth LIGO science run to be started in 2009, in close collaboration with the MIT/LIGO laboratory.
We believe integrated and cooperative management of various grid resources is becoming essential for future grid development, since performance of grid applications are always associated with all aspects of these grid resources. A unified mechanism is critical for integrated management and scheduling of various grid resources.
