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Das Verständnis der Mechanismen hochgeordneten Wachstums, sprich der Epitaxie, dünner
Schichten aus organischen Molekülen ist entscheidend für die kontrollierte Herstellung
und weitere Effizienzsteigerung organischer Dünnschichtelektronik auf Basis optimierter
Grenzflächen und Schichtstrukturen. In dieser Arbeit wird hierzu zunächst eine umfassende
Übersicht über den aktuellen Wissensstand gegeben, um mit historisch bedingten doppelten
Bedeutungen oder Widersprüchen in der Terminologie der Epitaxietypen aufzuräumen und
gleichzeitig die Grundlagen für ihre Unterscheidbarkeit in Experiment und Theorie zu legen.
Ein besonderer Fokus liegt hier auf der Abgrenzung von Epitaxietypen auf Grundlage regel-
mäßiger Gitterstrukturen gegenüber der sogenannten Orientierungsepitaxie, die minimale
Auslenkungen von Atomen aus ihren Gitterplätzen heraus postuliert und somit Kristalle
beschreibt, die nicht strikt periodisch sind. In diesem Zusammenhang wird die in der Lite-
ratur meist kompliziert dargestellte Beugungstheorie modulierter Strukturen aufgegriffen,
um sie durch vereinfachende Annahmen greifbarer zu machen und sie auf den Fall von
niederenergetischer Elektronenbeugung (LEED) anzuwenden. Anhand beispielhafter Beu-
gungsexperimente an Strukturen wie Graphen auf Siliciumcarbid oder Blei-Phthalocyanin
auf Graphit und vergleichender Rechnungen werden die wichtigsten Konsequenzen der
Modulation von Atom-/Molekülgittern für LEED untersucht. Es wird dabei eine Mög-
lichkeit dargelegt, die Epitaxierelation zwischen der Schicht und dem Substrat in vielen
Fällen hochgenau mittels LEED oder Rastertunnelmikroskopie zu bestimmen. Zuletzt
münden viele dieser Schlussfolgerungen und methodischen Ansätze in der umfassenden
Aufklärung der Struktur einer Monolage Hexa-peri-hexabenzocoronen auf Graphit. Es
wird gezeigt, dass sie ein Beispiel der Orientierungsepitaxie darstellt, indem die dazu not-
wendigen minimalen Auslenkungen der Moleküle mittels Rastertunnelmikroskopie direkt
gemessen und durch ein Modell auf Grundlage von Dichtefunktionaltheorie-Berechnungen
als alleinige Ursache für die Schichtorientierung ausgemacht werden können. Die Datenlage
für dieses System stellt den ersten eindeutigen und direkten Nachweis dieses Effektes
dar und ermöglicht in Zukunft seine Modellierung und Berücksichtigung auch in anderen
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1 Introduction
The field of organic electronics is flourishing amidst successful applications and favorable
conditions in the entertainment and energy sectors. It is based on the discovery that organic
materials, such as polycyclic aromatic molecules or polymers, can be semiconductive or
even conductive [1]. While the conductivity is lower than in inorganic materials, organics
feature a higher degree of flexibility than inorganic materials without significantly further
decreasing conductivity [2, 3]. Since organic field effect transistors (OFETs) have been
created [2], flexible electronic devices are conceivable and have been demonstrated [4].
Another outstanding attribute of organic chemistry is that such organic semiconductors can
be tailored to feature a broad range of optical absorption (and emission) characteristics [5].
This allows for devices with unique properties such as flexible high-contrast displays [6],
transparent organic light-emitting diodes (OLEDs) [7], or flexible solar cells [8].
While in inorganic semiconductors p-n junctions can be created in the same material (e.g.,
silicon) by using different dopants in relatively low concentrations, typically stacks or
mixtures of different combinations of organic materials are needed in organic electronics.
In fact, it is common that an organic electronic device consists of a large number of
layers with different organic materials and inorganic electrodes [6]. Each layer or interface
between layers serves a special purpose. There may be injection, extraction, transport,
and blocking layers for charge carriers or excitons, all sandwiched between potentially
different electrode materials [9]. In order to achieve high efficiencies, every layer or interface
needs to be carefully optimized. For several reasons, much of the research is concerned
with well-ordered molecular films: While in industrial applications polycrystalline films
are often more cost-effective, it is films with a high degree of long-range order that excel
in performance since low molecular order [10, 11] and grain boundaries [12] reduce the
charge carrier mobility. Moreover, even in thicker organic films charge transport may be
dominated by only a few monolayers close to an interface [12]. And finally, the fundamental
properties and mechanisms governing molecular layers and interfaces can usually be studied
more easily and selectively with thin well-ordered structures. Therefore, it is important to
understand, characterize, and control ordered growth of molecular layers.
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Often, the method of choice to obtain such ordered molecular structures is organic molecular
beam epitaxy (OMBE), in which molecules are slowly evaporated onto a crystal surface
from a crucible mounted to an ultra-high vacuum (UHV) chamber. Under such conditions,
many molecular species are known to form crystalline structures on the surface with distinct
orientations that are governed by the underlying crystal [13]. This is the phenomenon of
epitaxy, which is derived from Greek and can be read as “on top, in an ordered manner”.
For decades, the epitaxy of inorganic layers has been studied and usually fits into rather
simple models within which the epitaxial orientations of the layers could be understood or
even predicted. With the rise of organic epitaxy, the increased complexity of the molecular
species compared to inorganic material was accompanied by an increased complexity in
models needed to explain epitaxial orientations of molecular films, many of which are not
consistent with the so-called commensurate epitaxy [13]. And while a lot of progress has
been made in that respect, there is still much room for improvement. Due to the long
history of epitaxy models there are common misconceptions about epitaxy mechanisms
and terms therefor. Moreover, improvements in experimental techniques such as electron
diffraction and scanning tunneling microscopy have not been exploited to full extent when
it comes to the determination of the epitaxial relation of molecular layers which could lead
to more insight into molecular interactions with the substrate.
Therefore, this work aims to improve the experimental determination and characterization
of epitaxy types governing the growth of highly ordered molecular films as well as the
understanding of the mechanisms driving the epitaxy of organic molecules. First, an up-to-
date, comprehensive classification of epitaxy types is given. Thereby, the foundation is laid
for their experimental distinction and for the discussion of potential energy calculations for
epitaxial layers. Thereafter, it is discussed which implications for diffraction experiments,
especially for low-energy electron diffraction (LEED), arise from non-commensurate epitaxy
types that are typical for molecular layers. For this, a simplified theoretical treatment in
the form of a derivation of a structure factor for such cases allows for a quite intuitive and
helpful insight into an otherwise complicated diffraction theory of modulated structures.
On that basis, a procedure to improve the experimental determination of the epitaxial
relation between a non-commensurate film and the substrate is described and tested with
exemplary structures, using LEED or scanning tunneling microscopy (STM). Finally, the
combination of these findings allows for the clarification of the epitaxy in an interesting
system, namely a monolayer of the molecule hexa-peri-hexabenzocoronene adsorbed on
graphite. By applying state-of-the-art analysis of LEED and STM images, as well as first-
principle based potential energy calculations, it is shown that the system unequivocally
represents an example of an epitaxy type called orientational epitaxy [14]. Moreover, the
findings constitute the first direct prove of the mechanism leading to this type of epitaxy.
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The experiments reported here are concerned with thin films of well-ordered organic
molecules that are deposited on inorganic crystal surfaces by organic molecular beam
epitaxy (OMBE). In the following, the used materials as well as the techniques for surface
characterization and the details of the sample preparation will be introduced.
2.1 Organic and substrate materials
Organic substances
Polycyclic aromatic hydrocarbons (PAHs) are a class of organic molecules with interesting
characteristics. They contain rings of sp2-hybridized carbon atoms bonded with each other
by forming hybrid orbitals from one s and two p orbitals. The bonds can be described
as a combination of strong σ bonds within the ring plane, made of the hybrid orbitals,
and weaker pi bonds above and below the ring plane, originating from the remaining
unhybridized pz orbitals. Both the σ and the pi bonding states are accompanied by anti-
bonding σ∗ and pi∗ states, respectively. This system of molecular orbitals (in the ground
state) is filled with electrons according to Hund’s rule [15], and the highest occupied
molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) can be
defined accordingly (cf. Fig. 2.1).
In an aromatic hydrocarbon the pi (and pi∗) states are conjugated, i.e., delocalized over
multiple atoms, and account for many of the characteristic electronic and optical features
of this class of molecules. However, whether or not a molecule is aromatic cannot be
ascertained by a simple rule and rather depends on the existence of favorable symmetries
in the molecule [18]. Because of the delocalization the electrons easily move throughout
the conjugated system and hence the polarizability in that plane is relatively high [15].
More importantly, the optical absorption depends roughly reciprocally on the size of the
delocalized electronic system [15] and therefore can be tuned by choosing the molecular
material according to the desired optical properties.
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Figure 2.1: Schematic illustration of the σ and pi bonds between two sp2-hybridized carbon
atoms in an ethylene molecule, and the corresponding molecular orbital diagram (based
on [16] and [17]).
In this work, two different PAHs are deployed, namely lead phthalocyanine (PbPc) and
hexa-peri-hexabenzocoronene (HBC) (cf. Fig. 2.2), both of which are large enough to
feature absorption bands in visible light.
Phthalocyanines are chemically and thermally very stable molecules that are used as
dye material [19, 20] and in OLEDs [21] or organic solar cells [22]. They can serve as
ligands for the inclusion of metal atoms in their centers which can slightly change the
molecular shape and therefore its packing behavior. In contrast to planar phthalocyanines
such as zinc(II) phthalocyanine [23], the ligand slightly bends to a shuttlecock shape if
large atoms like lead are incorporated [24]. However, different phthalocyanines are known
to form similar square unit cells with sidelengths of ≈ 14 . . . 15 Å and flat-lying molecules
when arranged in a single monolayer (ML) on different crystalline substrates [25–28]. For
the experiments presented here, the PbPc material was purchased by the group of Prof. Dr.
Toshiaki Munakata (Dept. of Chemistry, Osaka University, Japan) from Tokyo Chemical
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Figure 2.2: Experiments presented here involve these two molecules, lead phthalocyanine
(PbPc) and hexa-peri-hexabenzocoronene (HBC). Their shape is given in top and side view,
respectively.
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Figure 2.3: a) Crystal structure of graphite, adapted from [36]. The unit cell dimensions
of graphite are a = 2.461 Å and c = 6.71 Å [37]. b) A single sheet of graphene. It can be
regarded as a building block for both natural graphite (NG) and epitaxial graphene (EG).
c) Top view of the corrugated carbon buffer layer (green and blue) on top of a SiC(0001)
surface (brown). Blue carbon atoms lie lower than green ones. d) Side view of the buffer
layer and one graphene sheet on top of SiC(0001). The lattice constant of the hexagonal
SiC(0001) surface lattice is 3.073 Å [38]. Panels c and d were adopted from [39].
HBC is a planar molecule and a pure hydrocarbon. It features a high point symmetry
(D6h) and resembles a cutout of a sheet of graphene, albeit being hydrogen saturated. To
emphasize this similarity, it has been dubbed nanographene by some authors [29, 30]. Due
to its ability to form well-ordered films on different substrates [31–33] it is well suited for
studying fundamental growth processes in organic epitaxy. Further, it served as ultra-thin
but efficient decoupling layer for other organic molecules on gold [34] and is therefore
potentially interesting for interface optimization. The HBC used here was synthesized
and provided by the group Prof. Dr. Klaus Müllen (MPI for Polymer Research, Mainz,
Germany). Details on the synthesis process can be found elsewhere [35]. The material was
purified as well by means of temperature gradient sublimation.
Substrate material
Two forms of graphite are used as substrates for the molecular layers, namely single-
crystalline natural graphite (NG) and few-layer epitaxial graphene (EG) grown on the
(0001) face of silicon carbide (SiC) single crystals. NG features the standard hexagonal
graphite crystal structure depicted in Fig. 2.3a. There, the honeycomb graphite sheets are
arranged in ABAB (bernal) stacking. The crystals were obtained from Naturally Graphite,
Michigan Technological University, and range in diameter between 3 and 5 mm.
EG growths epitaxially on SiC(0001) via evaporation of Si and graphitization of the excess
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commensurate superstructure which includes 13× 13 graphene unit cells (cf. Fig. 2.3c),
the hexagonal graphene lattice being rotated by 30◦ with respect to the hexagonal SiC
surface lattice. Since the layer can include several graphene sheets, it can be regarded
as few-layer graphene or very thin graphite. The graphitic character of this surface has
long been known [40], however, its exact structure was contentious for long. While the
original suggestion only involved a flat graphite layer, later investigations invoked more
complex surface reconstruction models [41–43]. Today, the widely cited model is that
of a honeycomb-like buffer layer with graphene sheets on top and SiC below [39,44,45].
However, in that buffer layer about every third carbon atom binds to an underlying
adjacent silicon atom, leading to a corrugation of the buffer layer and preventing it from
developing the special electronic properties of graphene [44,45]. The density functional
theory (DFT) calculations in Ref. [39] confirming the corrugation (cf. Fig. 2.3d) suggest
that the buffer layer atoms bind to the silicon atoms if they lie close enough to each other.
Hence the corrugation constitutes a real surface reconstruction observable in STM [39]
and manifests the periodicity of the 6
√
3× 6√3− 30◦ registry with the SiC substrate. It
can even be reproduced approximately with a very simple model where the adsorption
height of a buffer layer atom is scaled with its lateral proximity to the underlying silicon
atoms [P1].
SiC can exhibit may polytypes that differ in terms of the order in which bilayers of silicon
and carbon atoms are stacked on top of each other. The lattice constant of 3.073 Å of the
hexagonal surface lattice, however, is the the same for the most common polytypes [38].
The EG on SiC(0001) samples used here were produced by Dr. Bernd Schröter (Institute
for Solid State Physics, FSU Jena, Germany) via high-temperature annealing SiC in an
argon atmosphere following a procedure proposed in Ref. [46] which allows for very uniform
graphene growth. The pristine SiC samples (4H polytype) were purchased from Sterling
Semiconductor. The nominal thickness was estimated previously to be 2 . . . 3 ML on the
buffer layer via X-ray photoelectron spectroscopy [47].
2.2 Characterization techniques
Differential reflectance spectroscopy (DRS)
With differential reflectance spectroscopy (DRS) the reflectance R of a sample in vacuum
is measured in situ as a function of time and photon energy E while depositing (organic)
material. Details of the optical setup can be found elsewhere [48, 49]. In short, the light of
a halogen or xenon lamp is focused onto, and reflected by, the sample at nearly normal
incidence. DRS is capable of detecting relative changes in the reflectance of well below
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10−3. This is usually much less than the typical reflectance change in the visible range due
to an adsorbed monolayer of aromatic polycyclic hydrocarbons (see Publication [P1] and
the Supplementary Material of Publication [P7]). Therefore, it is possible to determine the
nominal molecular layer thickness in situ with a resolution of typically 0.1 ML or better.
The DRS spectral signal is defined as the relative change of the reflectance R at a certain
layer thickness d with respect to the reflectance of the bare sample (d = 0):
DRS(E, d) = R(E, d)−R(E, d = 0)
R(E, d = 0) (2.1)
Typically, the spectra are accumulated over periods of 30 s each. From this measure it
is possible to obtain the complex dielectric function of the layer on the substrate if that
of the substrate is known from complementary measurements or from the literature. In
this work, however, the optical properties of the overlayers are not as much of interest
as the possibility of thickness control via DRS. The DRS spectra change in shape when
the optical properties of the molecular layer change. In the case of Frank-van der Merwe
(layer-by-layer) growth of the molecular layer, it has been found that the optical properties
of thin molecular layers depend (sometimes drastically) on the number of monolayers
that are stacked on top of each other [48]. In short, the reason is that, especially within
the first ML of flat polycyclic aromatic molecules, their centers are relatively far away
from each other as compared to a vertical stack of these molecules. In fact, on weakly
interacting substrates the optical properties of the first ML are often found to closely
resemble those of isolated molecular monomers, e.g., in a solution [P1, P3, P8]. Hence,
the optical and electronic coupling can be much stronger when molecules start stacking
on top of each other, changing the optical properties of the layer. Therefore, the layer
thickness can be concluded via DRS under favorable circumstances, which is often the
case. For this purpose, a measure called ∆DRS can be obtained from the data and is
more sensitive to sudden changes within the molecular layer. It is defined as the relative
change of reflectance compared to the preceding spectrum from the layer with thickness
d−∆d, not to the bare substrate:
∆DRS(E, d) = R(E, d)−R(E, d−∆d)
R(E, d−∆d) . (2.2)
The ∆DRS signal will be used for thickness control in the following. Note, however, that
the first ML is not necessarily completely closed when the molecules start stacking on top of
each other, depending on the growth dynamics. Therefore, it is useful to obtain information
about the structure with complementary techniques, such as scanning tunneling microscopy
(STM).
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Scanning tunneling microscopy (STM)
If the surface structure of a sample shall be determined with atomic or molecular resolution
in a non-destructive way, scanning tunneling microscopy (STM) is an ideal technique if
the sample is sufficiently conductive. By bringing a metallic tip in close proximity to the
surface (≈ 0.1 . . . 1 nm) and applying a suitable bias voltage between tip and sample, a
current can be measured because electrons tunnel through vacuum from occupied states
of the sample into the tip and from the tip into unoccupied states of the sample. STM
therefore approximately maps the so-called local density of states (LDOS) [50]. The tunnel
current sensitively depends on the distance between tip and sample, exponentially decaying
with increasing distance. Therefore, the sample surface can be imaged by scanning it with
the tip and measuring the tunnel current or keeping the current constant by adjusting the
tip-sample distance during the scan with a feedback loop.
Because of the strong distance sensitivity the topmost atom or atoms of the tip usually
dominate the total tunnel current, and it is possible to achieve atomic or submolecular
resolution with a sufficiently sharp tip. However, there can be physical limits to the resolu-
tion of structures. Since the above-mentioned pi-conjugated electron system is delocalized
over the entire molecule in the case of polycyclic aromatic hydrocarbons, the contrast is
usually not atomic. However, depending on the bias voltage [51] or a functionalization of
the tip [52] different molecular orbitals may be imaged.
Low-energy electron diffraction (LEED)
Besides imaging the surface of a crystal directly via STM it can be examined via diffraction
experiments which can contain important information on the quality and structure of
the surface. The most common diffraction technique for surface analysis is low-energy
electron diffraction (LEED). Therein, electrons are accelerated with voltages of typically
≈ 10 . . . 200 V from an electron gun onto the sample in UHV and the particle-wave
duality allows for an electron to diffract on the crystal. The interference pattern of the
backscattered electrons is detected by a phosphorous screen or a channeltron detector.
Except for spot-profile analysis LEED devices, that are not used here, inelastically scattered
electrons are partially filtered by a series of two to four spherical grids, depending on the
individual setup. Due to the relatively low kinetic energy the electrons hardly penetrate the
surface, by only one or few atomic layers of the crystal surface, before they are scattered
inelastically [53]. Hence, the elastic scattering that produces sharp LEED patterns is
very surface sensitive. More importantly, it allows for an easy observation of the sample’s
two-dimensional reciprocal surface lattice (cf. Sec. 4.1 for details).
The LEED devices from Scienta Omicron and OCI Vacuum Microengineering used here
are equipped with microchannel plates (MCPs) to amplify the scattered electrons. This
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allows for a large reduction of the incident beam intensity and therefore beam-induced
damage to the organic layers.
As-measured LEED images, especially those of MCP LEED devices, always suffer from
systematic distortions due to imaging techniques, the device setup, or experimental
conditions [P2,P4]. All LEED images discussed here are corrected for such distortions
using the software LEEDCal [54] so that they provide a nearly undistorted view of the
reciprocal space of the surface. This includes the correction of axial distortions occurring
if the sample normal is tilted with respect to the incident beam in order to observe
higher diffraction orders [P4]. The most important remaining source of error is the sample-
surface-to-LEED distance. If this distance is different from the one used in the device
calibration, the dominating effect is a deviating scaling of the resulting LEED image [P2].
The corrected and calibrated images are then analyzed with LEEDLab [55] to obtain
geometric information about the sample’s surface lattice via fitting of lattice parameters
to many spots simultaneously.
2.3 UHV chamber overview and sample preparation
All molecular films prepared for this work were grown by OMBE in three ultra-high
vacuum (UHV) chambers at base pressures of 10−9 mbar or better by evaporation from
custom-made effusion cells. To allow for an overview, the chambers are labeled and the
attached experimentation devices relevant for this work are listed in Table 2.1. Experiments
involved two UHV chambers in Jena, Germany (chambers A and B) and one UHV chamber
in Osaka, Japan (chamber C).
Prior to the introduction of NG samples into the vacuum they were glued to molybdenum
sample holders with PELCO High Temperature Carbon Paste (purchased from Plano
GmbH) and cleaved in air via tape exfoliation. After introduction into the vacuum, both
NG and EG samples were heated by electron bombardment to temperatures > 800 K to
remove any contaminants. Before any new deposition of organic material it was sufficient
to heat all samples with an adjacent filament to temperatures that ensured a desorption of
previously deposited molecular layers. Due to the lack of a reliable temperature calibration
in chambers A and B the bare samples were examined with LEED for indications of
remaining organic molecules (intensity rings, disks, or diffuse background). In the case of
PbPc experiments in chamber C, after heating PbPc-covered samples to temperatures of
≈ 500 K (determined by a calibrated type K thermocouple) no such indications where
observable anymore in LEED. Therefore a slightly higher cleaning temperature of ≈ 600 K
was chosen for all succeeding experiments in that chamber.
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Table 2.1: List of UHV chambers used for this work, including two chambers in Jena,
Germany (chambers A and B) and one in Osaka, Japan (chamber C), including the experi-
mentation techniques or devices relevant to further discussions.
chamber A chamber B chamber C
DRS DRS
OCI MCP LEED Omicron MCP LEED OCI MCP LEED
Specs JT-STM
Thickness control in chambers A and B was facilitated via DRS based on characteristic
changes in the spectral features of the first few molecular monolayers explained in the
previous section. In chamber C the LEED device and molecule evaporator are mounted
in such a geometry that LEED measurements could be performed during the material
deposition. Hence, it was possible to judge the layer thickness from characteristic changes
of the LEED patterns.
The STM measurements presented in this work were carried out in chamber A with
a commercial device from SPECS Surface Nano Analysis. It can be cooled with liquid
nitrogen (LN2), liquid helium (LHe), and a Joule-Thompson cooling stage to a minimum
temperature of 1.1 K. For all measurements, the tungsten KolibriSensors of SPECS
were used. They are capable of conducting STM measurements as well as scanning force
microscopy measurements at the same time. However, only the STM mode was used.
Post-measurement image processing was performed with Gwyddion [56]. Every image has
been corrected for plane tilt, additional image processing (if any) will be mentioned in the
caption of each figure.
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Historically, the term epitaxy refers to the phenomenon where a crystal grows on the surface
of another such that both share a common two-dimensional lattice at the interface [57].
One can say that their lattices match each other and that lattice points of one crystal
coincide with lattice points of the other. This understanding was based on the observation
of crystals of different inorganic materials, naturally grown on top of each other. They
assume fixed mutual alignments in which crystallographic directions of the adjacent crystals
coincide. Nowadays, this amounts to so-called commensurate epitaxy.
However, in surface physics, and especially in the field of organic thin films, a wider
variation of crystal growth modes required a more detailed classification of epitaxy for
understanding observed film growth modes. Such a classification has been detailed in
works of Hooks et al. [13] and Mannsfeld et al. [36, 58]. Assuming rigid crystals that can
be described with perfect lattices the authors are able to explain a range of epitaxial
systems which will therefore be referred to as examples of lattice epitaxy hereafter. This
model is often sufficient to theoretically describe an energetic minimum of an adsorbate-
substrate system and thereby the epitaxy between the two crystals. Since it is important
for the presented work to strictly distinguish between different types of lattice epitaxy, an
overview shall be given on the current state of knowledge in this regard. Thereby, it shall
be attempted to simplify the historically grown list of names for lattice epitaxy types and
to highlight the physical differences between the different types. Additional concepts not
requiring perfect lattices to explain epitaxy will be introduced thereafter.
3.1 Lattice epitaxy
The term lattice epitaxy implies that a distinct relation between two crystals is based
on their respective lattices. In the following, the 2D surface lattice of a substrate crystal
generated by the primitive lattice vectors s1 and s2 and the 2D lattice of an overlayer
(or adsorbate) crystal generated by the primitive lattice vectors a1 and a2 shall be
considered. The relation between these lattices can be given using different notations.
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The Wood notation [59] ascribes the term “substrate(surface orientation)”|a1|/|s1| ×
|a2|/|s2|−“rotation angle” to an overlayer. The term contains the ratios of the respective
vector lengths and a possible angle of rotation between the overlayer and the substrate, and
it is useful to easily define some simple cases. However, the notation can fail in many cases
of organic epitaxy due to incompatible symmetries, and, as Wood noted himself, it is not
a unique definition and inferior to a description in terms of vectors. Therefore, the latter
will be preferred in this work, except when referring to well-established overlayer structure
names in Wood notation from the literature such as the SiC(0001)6
√
3 × 6√3 − 30◦
reconstruction. Specifically, the epitaxy matrix notation [13, 36, 58, 60] will be applied
here. Therein, the so-called epitaxy matrix C links the primitive adsorbate vectors to the







 =: C S, (3.1)
with the matrices A and S containing the respective primitive vectors as rows.
Lattice epitaxy types can then be distinguished by discussing properties of the epitaxy
matrix C. An equally valid yet more instructive approach makes use of the reciprocal
space equivalents of the respective lattices. The construct of reciprocal space is helpful in
understanding diffraction experiments and essentially describes a real space structure in
terms of directed, spatial frequencies. The adsorbate and substrate lattices in real space
translate into respective lattices in reciprocal space and generated by primitive vectors a∗i
and s∗i , fulfilling the relations
a∗i · aj = 2piδij
s∗i · sj = 2piδij
(3.2)




Both concepts will be useful for this work. Therefore, Fig. 3.1 gives an overview of both
the real space and reciprocal space classification of all possible lattice epitaxy types by
means of general examples. In real space (left column), the lattice epitaxy types differ in
terms of the registries of adsorbate lattice points with the substrate lattice. Note that in
Fig. 3.1 only lattices without an atomic basis are displayed and compared to each other
and that real atoms or molecules may be shifted with respect to the lattice points. In



















Figure 3.1: All types of lattice epitaxy in real (left column) and reciprocal space (right
column). Commensurate and HOC types feature periodic coincidences of lattice points in
both real space (a-b, smallest commensurate cells marked with black lines) and reciprocal
space (e-f). Real space lattice points of point-on-line (POL) and line-on-line (LOL) types
(c-d) lie on primitive and non-primitive substrate lattice lines, respectively (exemplary
substrate lattice lines highlighted in red). Equivalently, in reciprocal space there is only a
single direction of coincidences (g-h). Dotted lines mark matching lattice lines in real space
and directions of coincidences in reciprocal space. Blue arrows mark exemplary coincidences.
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coincide exactly and hence in the spatial frequencies that match each other.
3.1.1 Lattice epitaxy in real space
The given examples display two general cases in real space: a mutual arrangement of
lattices which is two-dimensionally periodic, and one which is not. The first group
consists of commensurate (cf. Fig. 3.1a) and higher-order commensurate (HOC) structures
(cf. Fig. 3.1b). In the commensurate case, all adsorbate lattice points coincide exactly with
substrate lattice points, while this is only true for a sub-group of HOC lattice points. In
both cases, however, the mutual arrangements are periodic over the entire two-dimensional
surface because the HOC unit cell produces a supercell that is commensurate. Generally,
the supercell does not have a shape geometrically similar shape to the HOC unit cell
because the substrate and adsorbate symmetries are combined (cf. Fig. 3.1b). The epitaxy
matrix contains only integers for a commensurate structure and rational numbers in case
of an HOC structure.
In the second group, each adsorbate lattice point has a unique registry with the substrate
lattice – the arrangement is not periodic over the 2D surface. Therefore, they can be called
non-commensurate. At first glance, it is not obvious why such a structural characteristic
should provide any energetic advantage compared to an arbitrary orientation of the
adsorbate lattice with respect to the substrate where the adsorbate lattice points have a
statistical registry with the substrate lattice. However, at second glance, every overlayer
lattice point in Fig. 3.1c lies on a primitive (1,0) substrate lattice line, while every overlayer
lattice point in Fig. 3.1d lies on a non-primitive (1,2) substrate lattice line – the overlayer
and substrate lattices share common sets of lattice lines. While the latter is true in both
cases, it is useful from an adsorption energy point of view to distinguish between the
case of primitive and non-primitive substrate lattice lines (cf. Sec. 3.1.3), and the two
types have been termed point-on-line (POL) [61] and line-on-line (LOL) [58], respectivelya.
If conveniently defined (see the following paragraph), a POL epitaxy matrix features a
column with integers and a column with irrational numbers – all points lying on lattice
lines parallel to si correspond to the ith column containing irrational numbers. The matrix
of a LOL overlayer consists of exclusively irrational numbers as noted exemplarily in
Fig. 3.1d.
aAs a side note, the sharing of lattice lines is not to be confused with the necessary but not sufficient
condition for lattice epitaxy that the [1, 1] adsorbate direction is parallel to the [0, 1] substrate direction
in the POL example or that the [1, 1] adsorbate direction is parallel to [2, 1] of the substrate in the LOL
example. The parallelism of lattice directions is not sufficient to ensure that all overlayer lattice points
reside on the same set of substrate lattice lines.
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The distinction between POL and LOL is somewhat ambiguous since a lattice can be
defined based on different sets of primitive lattice vectors, and what is a non-primitive
lattice line in one set may be primitive in another. However, following the conventional
definition of 2D Bravais lattices, this ambiguity affects only the case of a hexagonal
substrate: For every definition of two primitive substrate lattice vectors there exists a
third lattice vector that is equivalent, but is not primitive in the sense of Equ. 3.1. As a
consequence, if the substrate lattice is chosen such that all overlayer lattice points of a
POL structure lie on substrate lattice lines parallel to that third vector, the epitaxy matrix
also contains only irrational numbers. However, this special case can be recognized by
both line differences being integers (if ∠(s1, s2) = 120◦) or both line sums being integers
(if ∠(s1, s2) = 60◦) [62]. Since the distinction of lattice epitaxy types by means of the
epitaxy matrix can obviously be challenging, it is highly recommendable to resort to the
means of reciprocal space (cf. Sec. 3.1.2).
The irrationality of (some of) the matrix elements prevents a 2D periodic registry of
POL/LOL structures with the substrate and sets them apart from commensurate or
HOC ones. This may seem only of academic interest since, of course, an experimental
determination of the epitaxy relation will always have a finite error margin. Therefore,
it can never be concluded with certainty from an experiment whether a matrix element
is truly irrational or a fraction of very large integers. However, energetic preference can
be explained analytically even for irrational epitaxy matrices (see Sec. 3.1.3), thereby
advancing the understanding of epitaxy from 2D periodic to more general cases and
justifying the classification.
3.1.2 Lattice epitaxy in reciprocal space
The non-commensurate epitaxy types POL/LOL, but also the HOC type, may be difficult
to be identified in real space. However, the mentioned sharing of lattice points or lines
translates into a coincidence of lattice points in reciprocal space [58], since the orientation
and magnitude of each reciprocal lattice vector represent the orientation and separation
of a set of real space lattice lines – the spatial frequencies match in the corresponding
directions. And such coincidences usually can be analyzed more easily and objectively
than atomic or molecular positions with respect to the substrate.
The right column of Fig. 3.1 shows the reciprocal lattices corresponding to the examples in
the left column. The commensurate and HOC types feature coincidences with the substrate
lattice in more than one direction (cf. panels e and f of Fig. 3.1). This is tantamount
to the 2D periodicity for both types since in two independent directions their lattices
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match in both orientation and lattice line separation. In a reverse fashion compared to the
real space, in the commensurate case all reciprocal substrate lattice points (including the
primitive ones) coincide with overlayer lattice points, while in the HOC case only a subset
of substrate spots coincides with overlayer lattice points, partly or completely excluding
the primitive substrate points.
The POL example displays coincidences only with one primitive reciprocal substrate vector
and multiples thereof, hence only in one reciprocal lattice direction. LOL-type adsorbate
lattice points only coincide with a non-primitive reciprocal substrate lattice point and
multiples thereof. Both epitaxy types therefore share only one distinct set of lattice lines
– one could say their lattices match only in one dimension, not in two as in the case of
commensurate and HOC types. However, it has been shown that such a coincidence of
reciprocal lattice points can produce an energy minimum for such a mutual orientation of
lattices compared to an arbitrary orientation [63, 64]. The formalism to this important
concept will be briefly addressed next.
3.1.3 Energy minima due to reciprocal space coincidences
Different approaches have been pursued to predict the epitaxial alignment of an adlayer
on a substrate, purely based on geometry or based on actual energy calculations in search
for energetically preferred arrangements. Especially in the community of epitaxial layers
of organic molecules epitaxy types are common that do not fit into the commensurate
category [58,65–68]. Due to the lack of (small) commensurate unit cells in such cases, a
realistic calculation of the adsorption energy had to cover a sufficiently large overlayer
domain. Since this proved computationally too demanding in the past, models with different
levels of simplification have been applied previously. Hoshino et al. proposed a geometric
measure for the magnitude of deviation of adsorbate lattice points from the nearest
substrate lattice points [61], later termed local misfit sum [36,60,62]. Though this measure
is not directly related to the adsorption energy of an overlayer it has been shown that it
features distinct minima for the different types of lattice epitaxy [61,62]. Subsequently, but
before the discovery of the LOL epitaxy type, it was argued that this geometric calculation
can be omitted in favor of a simple analysis of the epitaxy matrix elements, searching for
overlayer orientations which allow for integer matrix elements within a given margin of
lattice parameters [62]. While this approach is obviously not applicable to LOL structures
due to their irrational epitaxy matrices, it has been generalized [36] to a search of integer
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If such pairs exist then the reciprocal adsorbate lattice vector Gadshk = ha∗1 + ka∗2 coincides
with the reciprocal substrate vector Gsubmn = ms∗1 + ns∗2 and a corresponding type of lattice
epitaxy can be inferred (cf. Section 3.1.2). This is tantamount to simulating the reciprocal
lattices geometrically based on the epitaxy matrix and looking for a coincidence of lattice
points directly.
Others attempted to calculate a measure crudely proportional to the adsorption energy
of an overlayer domain with a given lattice: They approximated the adsorbate-substrate
potential energy Esingleads−sub of a single overlayer particle with a cosine function and summed
the respective phase terms of the cosine corresponding to the registries of the adsorbate
lattice points with the substrate lattice to obtain the domain energy Edomainads−sub [60]. More
sophisticated approaches to calculate actual adsorption energies of domains consisting of
aromatic polycyclic hydrocarbons on different substrates relied on force-field calculations
to model atomic interactions, applying various methods of simplification to keep numerical
costs manageable [69,70]. Such methods included that all molecules in a domain remained
rigid and their positions and orientations were exactly repeated with the unit cell, i.e., the
domain structure was strictly periodic.
Both the cosine and the force-field approaches have in common that they feature distinct
minima in Edomainads−sub when the adsorbate and substrate lattices share common sets of lattice
lines. A minimum in Edomainads−sub alone does not automatically predict a minimum in the total
adsorption energy because intralayer interactions within the adsorbate layer might prohibit
such a mutual arrangement with the substrate. However, obviously, a minimum in Edomainads−sub
is a necessary condition for (and the physical meaning behind) lattice epitaxy. And in turn,
it has been shown for rigid lattices that a necessary condition for the existence of such a
minimum in Edomainads−sub is a coincidence of reciprocal lattice vectors of the adsorbate and the
substrate, respectively [58,63,64,71]. This crucial fact will be briefly demonstrated again
below, thereby providing a full derivation which is not available in the cited works.
Assuming strictly additive potential energies at zero Kelvin, the adsorbate-substrate energy
of a crystalline overlayer domain is generally obtained by summing the single adsorbate
particle’s contribution Esingleads−sub(R+∆) over all adsorbate lattice vectors {R}, where ∆
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Since the substrates considered here are periodic crystals, Esingleads−sub(R) can be expanded

























is sometimes called the lock-in term [14,70,72]. In the limit of infinite lattices, i.e., if the
adsorbate domain is large enough, it will average the sum to zero unless Gsub matches a
reciprocal adsorbate lattice vector Gads. This can be understood via the so-called “Dirac
comb” of Dirac delta functions ∑∞m=−∞ δ(τ − m) and its Fourier series representation∑∞
m=−∞ δ(τ −m) =
∑∞
m=−∞ e−2piimτ [73]. The adsorbate lattice vector R in Equ. 3.7 can
be written as an integer linear combination of primitive vectors R = ma1 + na2, and the
reciprocal substrate vector Gsub as an arbitrary linear combination of reciprocal primitive
vectors Gsub = αa∗1 + βa∗2. In combination with Equ. 3.2 this leads to a lock-in term of∑
m,n e−2piimαe−2piinβ =
∑
m,n δ(α−m)δ(β−n). The coefficients α and β must hence be any
pair of integers for the term not to disappear. This in turn corresponds to Gsub equaling
a reciprocal adsorbate lattice vector Gsub = Gads = ma∗1 + na∗2. The component-wise
representation of the original sum over real space lattice vectors can therefore be written as
a sum over reciprocal adsorbate vectors∑m,n δ(α−m)δ(β−n) = ∑{Gads} δ(Gsub−Gads)b.
Making use thereof and separating the Gsub-independent term with ϕ(Gsub = 0), namely
E0, Equ. 3.7 can be written as







Two important and related definitions can be derived from Equ. 3.9 and will be used
busing the definition δ(r) = δ(x)δ(y)δ(z) [74, p. 26]
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throughout this work. If the adsorbate and substrate lattices don’t exhibit any coincidence
Gsub = Gads in reciprocal space (i.e., if the classification in Fig. 3.1 fails) the lock-in term
in Equ. 3.9 vanishes for all Gsub and the adsorption energy is equal to E0. Following
previous definitions [64, 70], such structures will be called incommensurate hereafter
and the associated adsorption energy Edomainads−sub = E0, which is independent of Gsub and
real space coordinates, will be called incommensurate energy. Note that contrary to
a comment in Ref. [64], an overlayer structure may have a well-defined epitaxial, yet
incommensurate relation to the underlying substrate (cf. Sec. 3.2). Further, the definition
of incommensurate structures used here explicitly excludes POL and LOL ones and thereby
follows other studies [13, 58] but deviates from works where POL/LOL structures were
called incommensurate [75–77]. Others used the terms “uniaxially incommensurate” [78] and
“one-dimensionally incommensurate” [79] for POL/LOL cases. However, these alternatives
do not directly give credit to the matching of a set of lattice lines between overlayer and
substrate which is the crucial mechanism behind the model of lattice epitaxy:
If a reciprocal adsorbate lattice vector Gads and its multiples do coincide with a reciprocal
substrate lattice vector Gsub and its multiples, i.e., if the corresponding sets of lattice
lines match in real space, the respective terms in Equ. 3.9 contribute to Edomainads−sub, provided
that the Fourier coefficients ϕ(Gsub) of the interaction energy are different from zero.
The contribution can be positive or negative, depending on the phase e−iGsub·∆ and thus
on the shift of the entire overlayer with respect to the wave corresponding to Gsub [36].
However, assuming that the physical solution generally is the one where the overlayer
exploits the chance to lower Edomainads−sub below the incommensurate energy by shifting to
an optimal ∆ [64], a single coincidence of reciprocal adsorbate and substrate lattice
vectors (and multiples thereof) can already lead to an energy decrease with respect to the
incommensurate energy.
This is the very nature of lattice epitaxy. The POL and LOL epitaxy types feature
coincidences in only one reciprocal lattice direction, preventing a two-dimensionally periodic
arrangement in real space. However, provided that the corresponding coefficients ϕ(Gsub)
are not zero, these coincidences lead to a decrease of Edomainads−sub below the incommensurate
energy even for infinitely large overlayers. This is why Equ. 3.9 is sometimes called the
lock-in term [14,70] – the entire domain is able to lock into registry in as many directions
as there are coincidence directions in reciprocal space. Hence, it can be understood why
an overlayer, with a structure that matches the substrate in at least one direction, prefers
such an orientation over an arbitrary one. Such a minimum in adsorption energy will be
called epitaxial energy minimum.
Additionally, the historically founded distinction between POL and LOL epitaxy types
21
3 Classification of epitaxy
-10 -8 -6 -4 -2 0 2 4 6 8 100 1 2
Figure 3.2: Comparison of the adsorption energies Esingleads−sub(R) of a hypothetical particle
on two different “surfaces”, shown left, and the corresponding frequency spectra, shown right.
The nearly sinusoidal function of the top example is represented by very few frequencies.
Conversely, the more complicated example below with more than one atom in the unit
cell (e.g., the surface of an organic crystal) requires much higher frequencies in the Fourier
representation.
obtains a physical meaning through the discussion of the Fourier coefficients ϕ(Gsub).
Simple surfaces such as metal crystals provide nearly sinusoidal interaction potentials
to adsorbates, leading to Fourier representations of the adsorbate-substrate interaction
Esingleads−sub(R) that quickly converge to zero with higher orders in reciprocal space, as is
schematically shown in Fig. 3.2. However, more complicated surfaces such as those of
organic crystals require higher frequencies in the Fourier series [58, 64]. This gives rise to
the possibility of higher-order coincidences with still significant values of ϕ(Gsub), which
is the driving force of LOL epitaxy on organic crystals [58,64].
On the other hand, it is convenient to emphasize again that an epitaxial alignment of
an overlayer cannot be explained or expected within this lattice epitaxy model if there
are no relevant coincidences with the substrate in reciprocal space. There are, however,
concepts for explaining reproducible overlayer orientations by abandoning perfect and
infinite lattices, as will be introduced next.
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3.2 Epitaxy concepts beyond lattice epitaxy
If two structures are incommensurate, yet reproducibly align in a distinct way, other
mechanisms than lattice epitaxy must be at play to provide epitaxial energy minima.
First, the concept of orientational epitaxy will be introduced which abandons the exact
translational symmetry of an overlayer lattice. The layer itself, however, is still assumed
to be infinite. Finally, for the sake of completeness, finite-size effects are discussed. They
can lead to multiple coexisting domains of similar or the same orientation but require the
domains to be of a certain, finite size.
3.2.1 Orientational epitaxy
Novaco and McTague suggested already decades ago that an overlayer, which is incom-
mensurate with the substrate lattice, can prefer a distinct orientation if the overlayer
atoms locally optimize their lateral position with respect to the substrate [14,72,80,81].
In an infinite, incommensurate overlayer with a rigid lattice all possible registries of
adsorbate lattice points with the substrate occur, favorable as well as unfavorable ones.
Hence, there is potential energy in the system that can be lowered by locally deviating
from the unfavorable adsorbate lattice points. The authors approached this idea from
a phonon perspective and analytically described the displacements from lattice sites as
static phonons (at zero Kelvin), calling the resulting displacements static distortion waves
(SDWs). The driving force is the potential energy in the adlayer-substrate interaction
and the resulting straining of intralayer bonds acts as a counterbalance. Therefore, both
interactions must be modeled in order to predict an epitaxial orientation.
The simplest way to describe an overlayer’s response to the periodic potential of a
substrate probably is its one-dimensional equivalent described in the Frenkel-Kontorova
model [82], or in works of Frank and van der Merwe [83,84]. The model assumes a chain
of atoms, connected by identical springs with harmonic potentials, which is exposed to
a sinusoidal potential Esingleads−sub with a different period, i.e., the substrate (cf. Fig. 3.3).
Due to the periodic potential, each atom experiences an individual force ∂
∂xi
Esingleads−sub and
moves accordingly. The springs are therefore compressed or stretched and build up stress
within the chain, i.e., adsorbate-adsorbate potential energy Edomainads−ads. The problem can be
solved analytically to obtain the resulting displacements and the system’s total (lowered)
energy. The energy is lowered because the springs start from a relaxed state: already
infinitesimal atomic displacements decrease Edomainads−sub but do not yet increase Edomainads−ads, due
to the vanishing slope at the bottom of the springs’ harmonic potentials. Hence, the
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Figure 3.3: Schematic illustration of the Frenkel-Kontorova model. A chain of atoms
connected by harmonic springs is subject to a sinusoidal potential, e.g., from an underlying
substrate. Without relaxation (left), the respective lattice constants do not match. Small
dots mark the individual atoms’ contributions to the adsorbate-substrate potential (black),
as well as the harmonic springs’ contributions to the intralayer potential (blue). The relaxed
chain (right) is locally distorted, building up intralayer stress in the springs, but lowering
the mean total energy.
Novaco-McTague effect can be expected if the corrugation of Esingleads−sub is large enough
against the springs to drive the relaxation, but not too large so that atoms are not forced
into commensurate registry.
The Frenkel-Kontorova model describes a relaxation of lateral atomic coordinates, i.e.,
parallel to the surface. In the model of Novaco and McTague (NM), displacements perpen-
dicular to the surface are generally included. However, perpendicular displacements do
not determine the overlayer orientation [72, 85]. On the other hand, the Novaco-McTague
theory (NM theory) has its own limits. Besides the harmonic springs, it assumes Esingleads−sub
to be purely sinusoidal, with sufficiently small corrugation [86]. Additionally, it is limited
to the so-called linear response regime [14] in which the modulation of the overlayer is
sinusoidal as well. This breaks down, however, if the overlayer structure is close to a
commensurate registry [87].
In the case discussed by NM, namely rare gases (Ar and Ne) adsorbed on graphite,
the approximations and assumptions seem reasonable. The result are overlayers that
are structurally modulated due to the interaction with the substrate. Strictly speaking,
since Novaco and McTague discussed incommensurate lattices, this modulation leads to
never-repeating patterns of displacements. The irrationality of the epitaxy matrix elements
prevents a periodic registry of both adsorbate and substrate structures. This means such
structures belong to one of the three possible deviations from crystals with translational
symmetry: quasicrystals, incommensurate composite crystals, and incommensurately
modulated crystals [88]. Nevertheless, they feature sharp diffraction patterns which will
be discussed in more detail in the following chapter.
Since the amplitudes of SDW displacements are expected to be small compared to the
separation of the overlayer atoms (or molecules) their influence has only been confirmed
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indirectly. For example, an experimental study on Ar adsorbed on graphite found overlayer
orientations consistent with the Novaco-McTague theory (NM theory) [89]. In organic-
inorganic heteroepitaxy, some regarded orientational epitaxy as unlikely to occur [36], while
others applied the NM theory to optimal-orientation calculations concerning one fullerene
monolayer on Pb(111), qualitatively agreeing with the experimental findings [90]. Of
course, structural relaxation at the interface between two crystals by itself has been studied
before [79,91–93]. But in none of these reports lattice epitaxy is excluded as the simpler
explanation for the overlayer orientations. In a study about rubrene molecules on Bi(001)
the authors report a modulated molecular orientation as a result of “incommensurate”
epitaxy and claim the NM mechanism to be responsible for the film growth [94]. However,
due to the STM resolution the orientational modulation can be suspected at best, and the
authors do not elaborate either on the possibility of POL or LOL epitaxy. Therefore, it
can hardly be regarded as a confirmation of the NM theory. Further, Novaco and McTague
state that the SDWs should lead to satellite peaks around the parent peaks in diffraction
experiments [14, 72], but they expected them to be weak [72]. Experimental studies such
as in Ref. [89] found such satellite peaks but attributed them fully to multiple scattering
effects. Hence, there is no unequivocal prove to date of SDWs that explicitly and solely
determine the orientation of an incommensurate overlayer.
3.2.2 Finite-size effects
The observation of epitaxy in the absence of “matching lattices” has been called “quasiepi-
taxy” in the past by Burrows et al. and Forrest et al. [69, 95, 96]. However, as has been
derived in Sec. 3.1.3 within the model of perfect lattices, which was applied by Burrows
and Forrest as well, such systems do not prefer any overlayer orientation. Rather, the small
energy minima concluded from calculations in the cited works must be a consequence
of the finite sizes of the calculated systems. Such a finite system leads to a lock-in term
(Equ. 3.8) that can be different from zero even if no adsorbate reciprocal lattice vector
Gads exactly matches a substrate reciprocal lattice vector Gsub. This is both reasonable,
since only in the limit of infinite lattices the Kronecker Delta appeared in Equ. 3.9, and
can be inferred from calculations directly considering the lock-in term [36] or a finite
adsorbate domain [97].
Alternatively, an overlayer may tolerate a certain amount of strain to adapt its lattice
over a finite region and become “locally commensurate” with the substrate [14]. The
accumulating stress is then relieved in form of domain walls and/or incommensurate
regions [93].
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Figure 3.4: Schematic overview of the different concepts for explaining the epitaxy of very
large (potentially infinite) domains. All types of lattice epitaxy rely on different degrees
of coincidence of overlayer and substrate reciprocal lattices. Without such coincidences,
orientational epitaxy abandons the strict translational symmetry of an (infinite) overlayer
lattice to lower the adsorption energy through local relaxation.
Film growth on a crystalline substrate may be governed by finite-size effects such that
domains of limited size (due to terrace sizes, growth dynamics,. . . ) prefer a domain-
size-dependent orientation with respect to the substrate [92, 97–100] and the final film
morphology is then an agglomeration of many domains with that orientation. Even though
this likely gives rise to a high concentration of domain boundaries such films may feature
sharp diffraction patterns. An imaging technique in real space might therefore be necessary
to confirm the growth mode of such a system.
3.2.3 Overview
Figure 3.4 summarizes the overview within this chapter about the various mechanisms
which can provide an epitaxial energy minimum to a large and potentially infinite overlayer
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on a crystalline substrate, i.e., which lead to distinct orientations that are preferred by the
overlayer. The concept of lattice epitaxy is likely the most commonly employed one due to
its simplicity and because many systems are sufficiently explained with it. The mechanism
behind epitaxial energy minima is a matching of sets of lattice lines between both the
adsorbate and the substrate lattices. This becomes most obvious through coincidences of
respective reciprocal lattice vectors.
If no such matches are present, yet the domains are still very large, the atoms/molecules
of the overlayer must relax locally for an epitaxial energy minimum to be conceivable.
This effect is therefore inherently different from lattice epitaxy. However, a combination of
lattice epitaxy and local relaxation (or finite-size effects) may be at work within the same
overlayer [79,101]. Note that, while POL and LOL epitaxy types are not commensurate,
they should not and will not be called incommensurate. This term is reserved for layers
without reciprocal space coincidences, which, of course, are not commensurate as well (cf.
gray box in Fig. 3.4).
This overview is thought to be generally complete for infinite domains – all known
possibilities of epitaxial energy minima, especially concerning lattice epitaxy, are assumed
to be included. Therefore, there is no need for additional terms of epitaxy types such as
“coincidence I/II(a/b)” proposed by Hooks et al. [13] which, as defined in the paper, do
not clearly distinguish between overlayers with 2D periodic registry (commensurate or
HOC) and those without (POL, LOL).
In the next chapter, the consequences of the non-commensurate epitaxy types common
in epitaxial organic films on diffraction experiments in general and low-energy electron
diffraction (LEED) in particular will be discussed.
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4 Modulated surfaces in reciprocal
space
In the previous chapter, epitaxy types have been presented that may produce structural
modulations within an epitaxial overlayer. A question arises quickly: How does a modula-
tion of the overlayer structure by the substrate influence a diffraction pattern thereof? The
question has been pursued in previous studies mostly in the context of structure determi-
nation for inorganic overlayers via complicated dynamic LEED simulations [102–104], fully
taking into account effects such as multiple scattering in order to predict LEED intensities.
For example, it has been found this way that a layer of graphene is incommensurate with
an Ir(111) surface and exhibits a corrugation, i.e., a structural modulation perpendicular
to the sample surface, due to the varying registry with the substrate [103]. A lateral
modulation was considered but could not be confirmed.
However, the dynamic LEED theory of modulated surface structures has not received
much attention [104] – possibly due to its complexity. The geometric analysis of LEED
patterns from modulated surface structures [105] is more commonly used instead. It is
known that an overlayer lattice on top of a substrate with a different lattice constant can
generally cause Moiré patterns in imaging experiments such as STM. This can be due to
merely electronic effects [106], or due to a real buckling of the overlayer [103]. Often, only
a modulation perpendicular to the surface is found [102, 103, 107]. Both such modulations
and multiple scattering, sometimes referred to as double diffraction/scattering, produce
additional (satellite) spots in LEED patterns. Geometrically, the resulting patterns cannot
be distinguished [108,109]. Therefore, it is seldom clear which effect produces or dominates
such satellites. Yet, they have been used to geometrically determine the expected period
of Moiré patterns, or to compare it with the directly observed one [105]. Due to their
apparent periodicity, Moiré patterns can lead to not independently verified conclusions of
a commensurate (periodic) superstructure [110], or a confirmed incommensurate registry is
intentionally approximated as HOC in order to efficiently perform dynamic LEED intensity
calculations [102].
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In the following, a structure factor shall be derived for modulated surface structures,
with a focus on incommensurately modulated structures, that allows for a more intuitive
insight into corresponding LEED patterns. Rather than describing the modulation in
terms of its resulting period like elsewhere [78, 104], the substrate and (unmodulated)
adsorbate unit cells will be used as a starting point for an approximation of LEED spot
intensities. This renders the approach more flexible than the above-mentioned ones where
the Moiré cell has to be redetermined every time the overlayer lattice or its orientation
changes slightly. The origin of the concept lies in a general X-ray diffraction theory of
incommensurately modulated 3D crystals by van Smaalen [73], which shall therefore be
introduced via a simple example first. Moreover, in combination with software developed
by Falko Sojka (Institute for Solid State Physics, FSU Jena, Germany) it is possible to
exploit the geometric consequences of this approach in order to obtain the epitaxy matrix
of an overlayer from LEED and STM images with drastically improved precision. This will
be shown based on two exemplary systems: One with an organic epitaxial layer, namely
PbPc on graphite, and an inorganic epitaxial layer, namely epitaxial graphene on SiC.
Beyond the examples discussed here, the algorithm has already proved very useful in
an additional publication [P7]. Consequences for other effects like disorder in modulated
layers or systematic absences of diffraction orders will also be discussed.
4.1 Diffraction theory for modulated crystals
4.1.1 Unmodulated crystals
In order to establish quantities and definitions necessary for the following chapters,
diffraction on periodic crystals in the kinematic limit shall be briefly covered first. In
that context, diffraction by X-rays, electrons, or other suitable probes is often discussed
in terms of the structure factor F , since it can be easily conceived, and the observed
diffraction intensities are proportional to |F |2 it in usually good approximationc. This
factor is a direct consequence of the translation symmetry of a periodic crystal when it
scatters a plane wave with wave vector k0 elastically. Depending on the outgoing wave k
being considered, the change in the wave vector S = k0−k, also referred to as momentum
transfer, determines the phases of the waves interfering at the detector. The wave function
cDepending on the situation, effects of multiple scattering may have a strong influence on LEED spot
intensities [108]. However, as will be explained in the following, the structure factor of modulated surfaces
can be the dominant quantity.
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is obtained by integrating the corresponding phase factors, multiplied with the scattering
density n(r), over the crystal. Since a crystal with a periodic lattice is considered here,
the scattering density n(r +R) = n(r) repeats with the lattice vectors {R}, where R
is an integer linear combination of the primitive lattice vectors ai. Hence, it is sufficient









Further, in the limit of an infinitely large lattice the phases eiS·R will average out and
Ψ(S) will vanish unless S equals a reciprocal lattice vectord Ghkl = ha∗1 +ka∗2 + la∗3, where
the primitive reciprocal lattice vectors a∗i satisfy the relation
a∗i · aj = 2piδij. (4.3)
In that case, every unit cell contributes the same phase leaving only the integral part of
Equ. 4.2 to be analyzed. Therefore, only S = Ghkl will be considered from here on. This
is also referred to as Laue equation.
Sometimes the scattering density in one unit cell can be split into N different contributions
nµ(r) at the positions
rµ = ξµ,1a1 + ξµ,2a2 + ξµ,3a3 (4.4)
with the relative coordinates ξµ. In case the individual contributions are atoms, this
constitutes the well-known independent-atom approximation [112]. However, they may be
defined to comprise whole molecules as well. In both cases the wave function turns into a









The remaining integral is usually called the scattering amplitude fµ(Ghkl) or (atomic) form
factor, as it contains the information about the scattering density of the µth contribution
dThis represents an alternative version of the well-known Bragg law [111] nλ = 2dhkl sin θ′ (with 2θ′ =
θ = ∠(k0,k)), because dhkl = 2pi/|Ghkl| and |S|/2 = 2pi sin θ′/λ. Hence, |S| = n|Ghkl|.
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nµ(r) and thus depends on its “shape”. The final result is the structure factor F (Ghkl)




Even though it has been derived from a scattering point of view it can be interpreted
as the Fourier coefficient F (G) of a series expansion of the scattering density n(r) =∑
G F (G)e−iG·r, underlining its close connection with the periodicity of the crystal. Hence,
in analogy to the illustrative discussion of Fourier coefficients in Fig. 3.2, more complicated
atomic bases such as those of organic molecules lead to significant Fourier coefficients for
relatively high orders (h, k, l).
Using Equs. 4.3 and 4.4, the phase of the structure factor only depends on the diffraction
order (h, k, l) of interest and the relative atomic basis coordinates ξµ:




In certain situations, a 3D translational symmetry of a crystal is not present or cannot be
probed. For example, in LEED the inelastic mean free path of the diffracting electrons is so
short that usually only one or few atomic layers contribute to the diffraction pattern [53].
Moreover, real 2D crystals exist, e.g., graphene or ordered monolayers of adsorbates on
surfaces. In these cases, there is no periodicity perpendicular to the 2D plane, and the
reciprocal space degenerates into so-called lattice rods along that direction [108]. As a
result, the momentum transfer S = Gadshk + S⊥e⊥ can be described by integer multiples of
reciprocal lattice vectors in only two dimensions and the component S⊥ along the surface





Therein, the last phase containing the basis’ third absolute (perpendicular) component can
only be discarded if the 2D crystal’s atomic basis is flat, i.e., all rµ,⊥ can be set to zero.
4.1.2 Incommensurately modulated 3D crystals
The above path towards a structure factor becomes more complicated if the crystal
does not have a strict translational symmetry. As mentioned in Chapter 3 in the case
of the Novaco-McTague orientational epitaxy, this is the case if the crystal structure is
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t
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Figure 4.1: Two-dimensional projection of
a crystal incommensurately modulated in
one dimension, adapted from Ref. [73]. Un-
modulated lattice sites are located at the
crossing of dashed lines and circles represent
the modulated atomic positions. Numbers
count periods of the modulating function
u(τ) which are incommensurate with the
lattice. Note that the period of displace-
ments (thin dotted line) is different from
the one of the modulating function.
modulated incommensurately. In his book about incommensurate crystallography [73] van
Smaalen derives an X-ray structure factor for an arbitrary 3D crystal modulated by a
one-dimensional periodic function with wave vector q of arbitrary orientation. In order to
help understanding the more complex case of modulated surface structures and in order
to synchronize van Smaalen’s definitions with the ones used here, this simplest possible
case will be introduced first.
While the incommensurate modulation can take the form of altered occupation probabil-
ities for lattice sites, only displacements u of the atomic positions (termed “displacive
modulation” in Ref. [73]) will be discussed here. Because of the assumed one-dimensionality
of the modulation, the displacement at the location r only depends on the (projected)
phase q · r with respect to the wave described by q. Due to the definitions in this work,
the modulating function u(q · r + 2pi) = u(q · r) would be 2pi-periodic, differing from
Ref. [73] where the period is 1. This arises because the definition of the reciprocal lattice
in Equ. 4.3 includes the factor of 2pi while van Smaalen’s equivalent definition does not.
Therefore, a phase τ = q · r/2pi is introduced, divided by 2pi as compared to Ref. [73], so
that the periodicity of the displacements becomes
u(τ + 1) = u(τ) (4.9)
and the following equations are directly comparable to Ref. [73] (see also Fig. 4.1). Note
that the period of the final displacements depends on how the lattice constant of the
unmodulated lattice scales in comparison to the modulating wave with wave vector q (cf.
Fig. 4.1).
It is also important to note again that van Smaalen’s structure factor is explicitly valid for
incommensurate modulations, i.e., modulations where q is an irrational linear combination
of the primitive lattice vectors such as in Fig. 4.1. This results in a crystal that, strictly
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speaking, is not translation-symmetric anymore. Nevertheless, for a sufficiently large lattice,
sharp diffraction orders arise at positions S = G+mq that consist of a reciprocal lattice
vector G of the crystal for the trivial case of a zero-amplitude modulation (unmodulated
crystal) and an integer multiple of the modulation vector q. Hence, geometrically a
diffraction pattern corresponds to a reciprocal space convolution of the unmodulated
crystal lattice and the 1D modulation lattice defined by q. In that, it is geometrically
equivalent to the optical diffraction on gratings resulting in the convolution of the gratings
in the Fourier plane [113–115].
In the limit of infinitely large lattices and incommensurate modulations, van Smaalen’s





Therein, fµ(S) is similar to the form factor of the unmodulated crystal’s atoms, with the
only difference that it is evaluated at the new reciprocal vectors S = G+mq instead of
merely G. Note that the momentum transfer in the exponent, however, is not S, but is
reduced to a reciprocal lattice vector G of the unmodulated crystal. Therefore, Equ. 4.10






Its integration interval runs over one period of the modulating function uµ(τ) for the
µth atom in the unit cell, and gµ is the only part of Equ. 4.10 that includes information
about the shape of the modulation. Even though the modulated crystal is not strictly
periodic the structure factor can be interpreted again as the coefficient of a regular 3D
Fourier series expansion of the scattering density, with an additional dimension due to
the 1D modulation: n(r) = ∑G∑m F (G+mq)e−i(G+mq)·r (adapted from [73]). Therefore,
even though the crystal does not have translational symmetry, it is regularly periodic in a
(3+1)D superspace [73] and gives rise to sharp diffraction patterns.
4.1.3 Incommensurately modulated surface structures
Up to this point, the source of the modulation was not relevant and it was purely 1D. In
the following, van Smaalen’s general equations for 3D crystals shall be adapted to explicitly
describe the case of a 2D crystalline overlayer modulated by a crystalline substrate.
Thereafter, approximations will be made to show specific characteristics of the structure
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Figure 4.2: Exemplary illustration
of the phases τ1/2 in Equ. 4.12.
They correspond to a relative posi-
tion within the substrate unit cell
(marked in white on an exemplary
map resembling the substrate sur-
face).
factor that can be used to more easily understand and analyze LEED images of such
systems.
Consider a 2D crystalline layer that is adsorbed incommensurately on the surface of a
crystal, and its lattice is modulated due to the interaction with the substrate’s surface
structure. This could be a modulation of the adsorption height (z), the lateral position
(x, y), or both, due to the varying adsorption sites of the overlayer atoms or molecules
(particles). Hence, the substrate, more precisely the interaction energy Esingleads−sub as in
Equ. 3.6, takes the role of the modulating function u(r). For simplicity, it is assumed
in the following that the substrate is the dominant driving force of the displacements
u(r). Intralayer interactions may influence the exact orientation and magnitude of the
displacements. However, if the displacements are small enough that influence will be
minor, and it will definitely not affect the periodicity of u(r). Therefore, if the substrate
is assumed rigid, the function modulating the particles’ positions must have the same
periodicity as the substrate surface lattice (with primitive vectors s1 and s2). For example,
the displacement u(r) of a particle at r would be the same as for a particle at r + s1.
Hence, in equivalence to Equ. 4.9, the displacements now depend periodically on the two
independent phases τ1/2 = s∗1/2 · r/2pi, with the corresponding reciprocal substrate vectors
s∗1/2:
u(τ1 + 1, τ2 + 1) = u(τ1, τ2). (4.12)
As depicted in Fig. 4.2, τ1 and τ2 can be read as relative coordinates with respect to the
substrate unit cell vectors s1 and s2. Figuratively speaking, depending on its relative
adsorption site (τ1, τ2) on the substrate unit cell, an adsorbate particle will be displaced
due to the interaction with the substrate by u(τ1, τ2).
Equivalently to the above-discussed case of a 1D modulation, the geometric diffraction
pattern will yield a convolution of the 2D reciprocal adsorbate lattice vectors Gadshk and
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the 2D reciprocal substrate lattice Gsubmn. Therefore, the possible reciprocal vectors are
S =Gadshk +Gsubmn + S⊥e⊥
=ha∗1 + ka∗2 +ms∗1 + ns∗2 + S⊥e⊥.
(4.13)
and each diffraction order can be thought of as being a combination of a substrate and an
(unmodulated) adsorbate reciprocal lattice point (cf. Fig. 4.3) – the diffraction orders could
be indexed in (2+2) dimensions with four integer numbers (h, k,m, n). This includes both
original lattices since either (h, k) or (m,n) can be (0, 0). Hence, each reciprocal adsorbate
lattice point obtains a number of satellite spots corresponding to the substrate reciprocal
lattice. Alternatively, the adsorbate reciprocal lattice may be viewed as originating from
the specular spot (0, 0, 0, 0), but additionally also from all other substrate diffraction orders
(m,n). This is illustrated in Fig. 4.3 where each lattice rod’s position is a combination of
both lattices. Depending on how the adsorbate lattice scales in comparison to the substrate
lattice, this can lead to satellite-like patterns as well as complicated intermixture patterns.
Note that this calculation only includes the overlayer atoms in a single-scattering process.
Yet, even without the modulation, multiple scattering can produce the same geometric
patterns [108,109] (see Sec. 4.2.2 for details).














In accordance with the above 1D case, the integration runs over one period of each
modulating wave, i.e., over one unit cell of the substrate surface lattice. Apart from this,
the factor gµ is not easy to grasp in its form in Equ. 4.15. The difficulty lies in the nature
of the modulating function u(τ1, τ2) as an exponent. However, if the product S · u(τ1, τ2)
is much smaller than 1, a Taylor series expansion ex = 1 + x+ 12!x
2 + . . . can be performed












iS · uµ(τ1, τ2)e2pii(mτ1+nτ2)dτ1dτ2.
(4.16)
Note that the condition S · u(τ1, τ2)  1 is fulfilled for sufficiently small displacement
amplitudes or momentum transfers S, or if their respective directions are close to perpen-
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Figure 4.3: Schematic Ewald constructions in backscattering LEED geometry [108] for two
different adsorbate lattices ({Gadsmn} rods up to the second diffraction order) modulated by
the same underlying substrate ({Gsubmn} rods). The resulting pattern is a convolution of both
lattices. The adsorbate lattice constant in the right panel is half the one in the left panel,
producing a much more complex intermixed LEED pattern. The thickness and faded colors of
the rods illustrate tendencies of intensities (see text) and increase the visual differentiability.
dicular. In a backward-scattering setup like LEED S⊥ is relatively close to the maximum
value of 2k0 (cf. Fig. 4.3)e. Therefore, LEED is very sensitive to modulations perpendicular
to the surface. However, in a typical beam energy range of 10. . . 100 eV the approxima-
tion requirement for the perpendicular modulation seems to become prohibitively small:
u⊥  0.01 . . . 0.1 Å. Yet, the main conclusions from this chapter still hold, as will be
shown in Section 4.2.2. Lateral displacements fulfill the condition more easily. S‖ vanishes
in the vicinity of the specular spot. Hence, spots due to lateral modulations are better
observable the further they are away from it. The minimal diffraction angle θ (cf. Fig. 4.3)
needed for a spot to be observable with the Omicron MCP LEED device used here is 150◦.
Therefore, the maximum value for S‖ is 12k, and a realistic u‖  0.4 . . . 1.2 Å is required
for the approximation in the mentioned energy range.
In its approximated form Equ. 4.16 can be understood more intuitively. The first term is
zero for any combination of the “substrate indexes” m and n except for (m,n) = (0, 0),
i.e., for the original (unmodulated) adlayer diffraction orders {Gadshk } originating from the
eFor clarity, absolute values of vectors such as S, k, G, etc. are written as S, k, and G in this chapter.
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specular spot, in which case the first term equals 1. For the more interesting new diffraction
orders due to the modulation it can thus be dropped. Taylor terms of higher than the linear
order are negligible within the approximation, but always lead to |gµ| < 1 for non-vanishing
modulations [73]. Hence, intensity of the spots from the unmodulated adsorbate lattice is
transferred to the satellites arising from the modulation, and a satellite spot is generally
weaker than the one it originates from, unless fµ(S) completely compensates this tendency.
This is illustrated by the line thicknesses and faded gray shades in Fig. 4.3.
Modulation of the adsorption height
Assuming for simplicity a pure height modulation u(τ1, τ2) = u⊥(τ1, τ2)e⊥ first, the integral
becomes






Alternatively, it can be written in terms of its dependence on Gsubmn as an integral over a
substrate unit cell (subUC):






Importantly, the integral can be recognized as the Fourier coefficient hµ,⊥(Gsubmn) of a 2D







Since the interaction between an adsorbate particle and the substrate (via Esingleads−sub) is
assumed to dominate the displacements as mentioned above, the modulation function
uµ,⊥(r) reflects symmetry of the substrate, more precisely that of Esingleads−sub. In the case
of atomic adsorbates and some molecules, the substrate’s atomic basis will be directly
reproduced in a map of Esingleads−sub(r). Hence, the factor gµ is comparable to the structure
factor of the substrate. The independent atom approximation allows for including the
atomic basis (M atoms in substrate unit cell at positions rν) into gµ and thus all the
substrate symmetries that come with it:






Therein, the coefficients hµν,⊥(Gsubmn) =
s
atom ν uµν,⊥(r)e
iGsubmn·rd2r are the form factors that
contain the information about how the µth adsorbate atom is displaced by the νth substrate
atom, i.e., they are not determined by scattering processes but by characteristics of the
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modulation.
In the case of a general molecular adsorbate, the Esingleads−sub(r) map can be more complex
because it contains the information of the extended molecular structure as well [64].
However, the periodicity of the substrate is retained as in the case of an atomic adsorbate,
and a more complex shape of Esingleads−sub(r) can in principal be described with an adapted
form factor in equivalence to Equ. 4.20.
Therefore, the structure factor of a 2D overlayer lattice with an incommensurately modu-
lated adsorption height due to the underlying substrate can be regarded as the combination
of two rather simple structure factors, one from the unmodulated overlayer (first one) and
one from the substrate (via Esingleads−sub) (second one):














Note that the only components in Equ. 4.21 that depend on the incident beam energy are
S⊥ = k(1− cos θ), and fµ(S), with the former being a smooth function of the diffraction
angle θ. Especially in the case of a flat adsorbate basisf (atoms or flat molecules), this
means that the total structure factor and thus the diffracted intensities are dominated
by characteristics of the modulating function and the atomic bases of the adsorbate and
the substrate, all of which are energy-independent. Since S⊥ decreases towards the LEED
screen edge, intensities of satellite spots due to a perpendicular modulation can be expected
to be tendentially weaker there. With θ > 150◦ in the case of the MCP LEED devices,





Hence, within the above assumptions and approximations only a weak energy dependence
of the diffraction pattern as a whole is expected from such structures – one could think of
the diffraction pattern as being imprinted by the modulation. Evidence for the validity
of this conclusion and a general description of the behavior of Equ. 4.21 will be given in
Sec. 4.2.2.
Modulation of the lateral positions
Similar conclusions can be drawn for a lateral modulation of the overlayer due to the
substrate. In the previous case of a modulated adsorption height, no explicit assumptions
had to be made concerning the exact shape of the displacement function u⊥(τ1, τ2) because
of its scalar character in only one dimension. It did not matter for the discussion whether
atoms moved up or down at a given site (τ1, τ2), only whether the displacement was periodic
with the substrate lattice, i.e., could be developed as a Fourier series of reciprocal substrate
f With all rµ,⊥ = 0, the value of S⊥ is not relevant in the exponents of Equ. 4.21.
39
4 Modulated surfaces in reciprocal space
lattice vectors. In order to keep the results for more complex lateral displacements as
simple as possible again, two rather natural assumptions are made, which will also be
corroborated in Chapt. 5:
i) The perpendicular displacement is proportional to (the corrugation of) the adsorbate-




. It follows immediately that
the coefficients of the Fourier expansion of u⊥(r) in Equ. 4.19 are identical to those
of Esingleads−sub, except for an offset and scaling c⊥.
ii) The lateral displacement u‖(r) is proportional to the gradient u‖(r) = c‖∇Esingleads−sub(r).
This can be pictured by the Frenkel-Kontorova model in Fig. 3.3 again. While the atoms
move sideways due to the driving force∇Esingleads−sub(r) to adopt more advantageous adsorption
sites, they can adjust their adsorption height accordingly.













the partial derivatives with respect to the substrate lattice vectors provide the displacements
























are merely modified versions of those of the height modulation u⊥ (cf. Equ. 4.22). Therefore,
with the above assumptions connecting the modulation to the adsorbate-substrate potential
energy, the Fourier coefficients of all components of the modulating function u(r) are
proportional to the Fourier coefficients ϕ(Gsubmn).
Now, the modulation form factor gµ of Equ. 4.16 can be stated in a rather simple form for
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the case including a lateral modulation. If S‖ is split into its projections S‖,1/2 along the
substrate vectors s1/2 as well, the scalar product S · uµ becomes S‖,1uµ,‖,1 + S‖,2uµ,‖,2 +
S⊥ · uµ,⊥, and Equ. 4.16 can be written as follows for diffraction orders (h, k,m, n) with

















Obviously, the modulation factor gµ(S) remains proportional to the Fourier coefficients
ϕ(Gsubmn) of E
single
ads−sub even if a lateral modulation is included in the above form. Further,
none of the factors or terms in Equ. 4.26, except for the last one, depend on the incident
beam energy since both Gsubmn and S‖ are fixed by the diffraction order (h, k,m, n) for which
the structure factor is to be determined – and the last term only adds the weak dependence
discussed above. The weak energy dependence of the LEED intensities concluded above
for the case of a height modulation is retained in the general case. Note again, however,
that spots in the vicinity of the specular spot lead to vanishing values of S‖,1/2. Hence,
spots dominantly due to a lateral modulation will hardly be observable there. As noted
above, however, the opposite is the case for a modulation perpendicular to the surface.
4.1.4 Debye-Waller factor - Disorder in modulated 2D crystals
Up to this point all real-space atomic positions have been assumed fixed, i.e., temperature
and other dynamical effects were not included. However, especially the former can be
important in order to understand the appearance of a LEED pattern, of modulated as well
as unmodulated structures. A standard approach to account for the increased movement
of particles at temperatures above 0 K is the Debye-Waller factor. In the most general
case it is introduced by calculating the structure factor for atomic positions rµ + δµ(t) and
averaging over time, since these movements will be fast compared to the observation time.
In the limit of small and isotropic mean displacements 〈δ(t)〉, this results in a structure
factor F0(S) that is reduced by the Debye-Waller factor [116]








The usual conclusion is that such a thermodynamically induced disorder reduces the
intensity of the Bragg reflections with increasing temperature due to the increasing
displacements. Static disorder induced by statistical defects in the crystal has the same
effect, with the averaging being performed over space instead of time, due to the space-
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averaging character of diffraction techniques probing macroscopic sample areas or volumes
[P5].
Note that with isotropic displacements δ, the Debye-Waller factor decreases with S,
becoming the smallest for a scattering angle of θ = 180◦ where S = 2k0, i.e., for the
reflection closest to the center in a LEED measurement. On the surface of crystals, however,




might be of different magnitude than the one
perpendicular to the surface 〈δ⊥〉. Hence, a distinction of these contributions, adapting an
approach from the literature [117], leads to independent Debye-Waller factors for lateral
and perpendicular disorder, respectivelyg





















is more than twice as large as the perpendicular one
〈δ2⊥〉, the lateral factor dominates and higher-order reflections (higher S‖) are weakened
more than the ones around the specular spot. This situation can easily occur on crystal
surfaces. On unmodulated surfaces this is part of the reason why higher-order reflections
are often weaker than low-order ones. Another reason is the atomic form factor which will
be discussed in Sec. 4.2.2.
For modulated crystals, the Debye-Waller factor has already been calculated [118–121], with
varying conclusions on the qualitative and quantitative consequences for the intensities.
However, all of those approaches start with modulated phases or amplitudes of the
modulating function in Equ. 4.12 themselves, treating the displacements in a correlated
(phonon-like) fashion. The resulting Debye-Waller factors are quite complicated and will
not be discussed here.
However, simply introducing a random anisotropic disorder δ as above into the real space
coordinate in the structure factor of a modulated overlayer (cf. Equ. 4.14) should be valid
in first approximation. Assuming that the average displacements of the different particles
in the lattice basis are similar 〈δµ〉 = 〈δ〉, this results again in the structure factor F0 from




























The second Debye-Waller factor is identical to the one in Equ. 4.28. The first one, however,
gFor a derivation of Equ. 4.28 see Appendix A.I.
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only depends on the length of the reciprocal adsorbate lattice vector Gadshk that contributes
to the vector Shkmn = Gadshk +Gsubmn + S⊥.
Figure 4.4: Calculated scattering cross
sections |f(θ)|2 for platinum in dependence
of the incident electron energy E, given in
Hartree h ≈ 27.2 eV [108, p. 130].
Hence, in the picture of the convoluted adsorbate
and substrate lattices, every set of reciprocal
adsorbate lattice points originating from any re-
ciprocal substrate lattice point is tendentially de-
creased in intensity for increasing distances from
the corresponding substrate lattice point, inde-
pendent of the total parallel momentum transfer
S‖. This, in addition to the arguments given in
Sec. 4.1.3, is why each set of Gadshk lattice rods
in Fig. 4.3 is depicted as decreasing in intensity
with increasing orders (h, k).
Of course, this tendency can be offset to some
degree by the shape of the adsorbate’s atomic






in the overlayer. A possible correlation with
atomic movements in the substrate is neglected
thereby. The Debye-Waller factor for the unmod-
ulated substrate can be obtained separately from
Equ. 4.28.
4.1.5 The role of the form factors
For a given structure, the atomic form factors
fµ(S) are the big unknowns in the calculation
of structure factors and hence the intensities of
LEED spots. In the case of low scattering poten-
tials or high-energy electrons (not valid in LEED)
the so-called Born approximation (perturbative
ansatz) can be applied and exchange correlation
effects between the scattered electrons and the
atomic electron shells can be neglected. This re-
sults in a scattering amplitude (form factor) pro-
portional to the Fourier transform the atom’s
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electron density [122]. As apparent from Fig. 4.4
this leads to dominant forward scattering (small momentum transfers) and decreasing form
factors for increasing scattering angles, with the lowest values for backward scattering – a
dependency disagreeing with general LEED patterns where the (0,0) reflection is usually
the strongest one.
For low-energy electrons in the range < 100 eV, however, the Born approximation is not
valid. In that case, more sophisticated approaches need to be deployed that take into
account the interaction with the atomic electron shells in the sample. Experiments with
rare gases and small molecules like CO [123–126] and theoretical models [108, 127, 128]
show that in this energy range the ratio of backscattered electrons increases again to values
comparable with forward-scattered electrons. Additionally, the shape in the backward-
scattering regime often qualitatively resembles the one for forward-scattered electrons (cf.
Fig. 4.4). Therefore, a scattering amplitude fµ tendentially decreasing towards the LEED
screen edge can be expected. As such, it adds to the same trend that has already been
concluded from Equ. 4.21 for spots arising from a perpendicular modulation, due to the
factor S⊥. In the case of lateral modulations, it counterbalances the decreasing intensity
towards the screen center to some degree. Yet, a vanishing value of S‖ erases any spots
solely due to lateral modulations, for any shape of fµ. Therefore, the atomic form factors
are not expected to strongly affect the other conclusions in this chapter.
The other form factors hµν,⊥(Gsubmn) in Equ. 4.20 for perpendicular modulations or ϕ(Gsubmn)
in Equ. 4.26 for general modulations describe how the displacements depend on the
(unmodulated) adsorption sites. It is reasonable to assume that a natural modulation of
an adsorbate’s lattice due to an underlying substrate is a smooth function of space. Hence,
it will always be possible to expand the modulating function u(τ1, τ2) into a Fourier series
with a finite number of coefficients hµν,⊥(Gsubmn) or ϕ(Gsubmn), becoming less relevant with
higher orders of (m,n). Hence, higher indexes (m,n) of the reciprocal substrate lattice
vector contributing to Shkmn lead to tendentially weaker spots. Note that this property
does not depend on the total momentum transfer S and therefore not on (h, k). However,
the same tendency was independently concluded for increasing orders (h, k) in the context
of Debye-Waller factors. Therefore, the longer either Gsubmn or Gadshk are, the less likely it is
for the spot at Gsubmn +Gadshk to be intense.
4.1.6 Summary of important conclusions
While low-energy electron diffraction on modulated lattices is a complicated matter, the
following simple conclusions were drawn in the previous sections:
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i) The LEED pattern of an overlayer modulated by the underlying substrate consists of
a convolution of the overlayer and substrate lattices, respectively.
ii) With sufficiently small modulation amplitudes, a generally weak energy dependence
of the entire LEED pattern is expected.
iii) Spots arising from modulations perpendicular to the surface are best observed in the
vicinity of the specular spot. Those due to lateral modulations disappear around the
specular spot, but may be observed further away from it.
iv) Satellite spots due to a modulation are generally weaker than the parent spot, and
the intensity of a (h, k,m, n) reflection tendentially decreases with increasing orders
(h, k) or (m,n).
The last point prevents the appearance of infinite orders in a LEED image, as one might
have intuitively assumed in the first place. Otherwise a convolution of incommensurate
adsorbate and substrate lattices would produce ever new spot positions with an increasing
number of lattice vectors incorporated into the convolution.
Note that the calculated structure factors are valid even if there are coincidences of
reciprocal adsorbate and substrate lattice points, e.g., in the case of POL or LOL epitaxy.
However, for a given reflection (h, k,m, n) in that case, an infinite number of additional
combinations of (h′, k′) and (m′, n′) orders exist that result in the same spot position,
i.e., they overlap. Hence, to be exact, one would have to sum up all of the corresponding
structure factors in order to obtain the intensity of this one spot. With conclusion iv),
however, it can be rationalized that only a limited number needs to be accounted for. If the
factors decrease quickly enough and the most intense combination (h, k,m, n) dominates
each spot, the above approach for incommensurate modulations is still valid. The advantage
is the avoidance of the definition of commensurate super cells as an approximation to
non-commensurate structures and therefore the retention of the convolution approach’s
flexibility: if one lattice, e.g., the overlayer lattice, changes in shape, scaling, or orientation,
no new supercell has to be defined to describe the geometric pattern in reciprocal space or
to calculate approximate intensities.
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4.2 Application to LEED measurements
4.2.1 Improving geometric LEED analysis
As mentioned in the beginning of this chapter, in a thin epitaxial layer on top of a
crystalline substrate, both multiple scattering and a substrate-induced modulation of the
top layer result in a geometric convolution of both lattices in reciprocal spaceh. If there
are diffraction spots due to either effect in a LEED experiment, they can be exploited
to obtain highly precise structural information about the epitaxial layer. Qualitatively,
this can be rationalized in the following way. Since the diffraction orders of those spots
can be thought of as originating from both a substrate and an adsorbate lattice point (cf.
Equ. 4.13), they carry the information of both lattices. Therefore, a simulation fitted to
the entire pattern via LEEDLab [55] is very sensitive to the relative relation between the
lattices, i.e., the epitaxy matrix.
Figure 4.5 shows a very illustrative example (same image twice with different overlays).
Since the beam diameter of ≈ 1 mm is much larger than typical domain sizes of organic
adsorbates deposited by OMBE, a LEED pattern usually consists of a superposition of
domains with different, but symmetry-equivalent orientations [P1]. However, Fig. 4.5
displays a LEED image of a monolayer of PbPc on NG, exhibiting a single (point-on-
line [129,130]) domain over the entire substrate. This conclusion can be drawn because
the LEED measurements feature only spots that can be explained with a single nearly
square unit cell, without employing rotational or mirror symmetries of the substrate.
Deviating from the other experiments in this work, the sample was prepared in chamber
C by evaporating the molecules onto a heated NG substrate, namely at 380 K, and then
cooled with liquid nitrogen. In contrast to the deposition of PbPc on NG as well as EG
at room temperature, where rotational and mirror domains are observable [129,130], the
elevated thermal energy likely causes a higher mobility of the molecules on the substrate,
facilitating the dominance of one domain and, supposedly, a mm-size organic 2D single
crystal. Repeating this procedure with different samples produced films with dominating
domains over large areas of the samples, even though falling short of a single domain
covering the entire surface, but confirming reproducibility in principal.
Besides this remarkable property, the sample provides a visual confirmation of a geometric
convolution, as a result of either multiple scattering between the PbPc lattice and the
substrate or a modulation of the PbPc film due to the substrate: The image contains
hNote that the results of this section do not depend on the physical origin of the convolution. For an
evaluation which process likely dominates see Sec. 4.2.2.
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a b
Figure 4.5: Intensity-inverted, distortion-corrected LEED image of 1 ML PbPc on NG at
63.1 eV and ≈ 130 K, with different overlays and featuring a single domain. The sample
normal was tilted by 10◦ with respect to the incident beam. a: (Unmodulated) PbPc lattice
originating from specular spot (green circles) is convoluted with a first order (1, 1) substrate
spot (blue circles). An exemplary diffraction order is denoted in (h, k,m, n) notation (see
text). b: Convolution of up to the second diffraction order with all first order substrate spots
to avoid overlap (blue circles, except for the green ones originating from the specular spot).
spots that cannot be explained with the bare PbPc lattice alone which originates from the
specular spot (0, 0). Yet, they can be simulated by the same PbPc unit cell, originating
from a first diffraction order of the substrate (depicted on the right-hand side of the
image). The entire spot pattern hence can only be described satisfactorily if both the
PbPc and the substrate unit cells have the correct shapes, sizes, and orientations. If,
e.g., the PbPc unit cell is described well but the substrate lattice slightly deviates from
the observed one, all adsorbate spots originating from substrate orders (except (0, 0))
will lie beside the corresponding observed spots as well. While the adsorbate lattice in
organic-inorganic epitaxy is usually the one of interest, the substrate lattice is known in
most cases. Nevertheless, as mentioned in Section 2.2 there are sources of error, such as
the distance between the sample surface and the LEED device, that can lead to a wrong
scaling of the LEED pattern [P2]. Instead of relying on only a few substrate spots to
overcome scaling errors, all spots of the convoluted lattices can be used to determine the
relation between adsorbate and substrate, which increases the reliability of the analysis
drastically.
Based on these facts, a new fit routine that allows to exploit the additional information
included in the convoluted lattices was suggested for LEEDLab. It was implemented by
Falko Sojka (Institute for Solid State Physics, FSU Jena, Germany). It not only varies
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Table 4.1: Epitaxy matrices of 1 ML PbPc on NG and EG, fitted with LEEDLab. Ex-
perimental uncertainties of the last significant digit, if available, are given in parentheses.
Left column: Previous result from a multiple-domain LEED image on EG [129] without
convoluted spots. An equivalent matrix has been chosen because the single domain in Fig. 4.5
represents a mirror domain with respect to Ref. [129]. Center column: Fit result of the
structure in Fig. 4.5a with overlapping simulated spots. Right column: Fit result of the
structure in Fig. 4.5b without overlapping simulated spots. For explanation see text.












a1 = 13.8(2) Å
a2 = 13.8(2) Å
Γ = 92.28(7)◦
Φ = 50.1◦
a1 = 13.84(7) Å
a2 = 13.91(7) Å
Γ = 91.8(1)◦
Φ = 50.38(8)◦
a1 = 13.9(1) Å
a2 = 14.0(1) Å
Γ = 92.2(3)◦
Φ = 50.1(3)◦
the adsorbate lattice vectors, but also scales and rotates the substrate lattice. Only for
a certain epitaxial relation (epitaxy matrix) both the simulated spots originating from
the (0, 0) specular spot and the ones starting from higher substrate diffraction orders will
match all the observable spots. With this analysis of the convoluted pattern, one can
obtain similarly precise epitaxy matrix elements in the presented case of single-domain
PbPc on NG and ≈ 70 evaluable spots as other works [129,130] with ≈ 200 spots but
without convolution analysis (cf. the first two columns of Table 4.1).
The epitaxy relation with respect to NG in this work does not differ significantly from
that with respect to EG [129], confirming a previous identical comparison [130]. More
importantly, the scaling error margin from the cited work is naturally canceled with the
convolution approach applied here while the integer column, representative for the POL
epitaxy, is perfectly met within the margin of error. Note that for this technique it is not
necessary to directly observe diffraction orders from the substrate in the same image. The
spots convoluted with a substrate diffraction order already carry the same information,
if indexed correctly. However, it is advisable to take images at energies that allow for
the observation of substrate spots in order to have a good starting point in terms of its
orientation and potential scaling errors.
Further, special care has to be applied if a point-on-line or line-on-line registry with the
substrate shall be verified objectively. In the point-on-line case of PbPc on NG for example,
both the PbPc and NG lattices coincide in the primitive (0, 1) substrate spot (out of range
to the top left of the LEED pattern in Fig. 4.5). Hence, PbPc diffraction orders originating
from the (0, 0) spot and the (0, 1) substrate spot begin to overlap if enough PbPc orders
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(>2 in this case) are simulated from each origin because, e.g., Gads32 +Gsub00 = Gads22 +G
sub
01 .
If a double assignment of such overlapping spots is allowed, the fitting routine has no way
to deviate from an integer column in the epitaxy matrix. To avoid such a potential bias
towards coincidences the overlap has to be evaded. In Fig. 4.5b the convolution of both
lattices has only been extended to the first substrate and the second PbPc orders so that
no orders overlap. Table 4.1 contains the fit result from these 31 spots. It independently
confirms the integer matrix elements without losing too much precision, which illustrates
once more of the power of this approach.
However, in other cases, the following small and unlikely bias towards integer columns
can hardly be excluded: If a structure is almost but not exactly in point-on-line registry
with the substrate, additional spots due to the convolution might be so close to the spots
originating from the specular spot that they cannot be distinguished by the peak finding
algorithm of LEEDLab. Such a case, however, would be difficult to be analyzed correctly
with any known technique. Fortunately, the intensity tendencies summarized in Sec. 4.1.6
may help to avoid this situation. One has to find spots where a low-index diffraction order
is almost overlapped by only high-index orders which are likely to be too weak to distort
the result of the peak finding algorithm (and thus the fit). Excluding all others from the
fit may then work sufficiently well to judge the coincidence of reciprocal lattice points
objectively.
Finally, the additional spots in Fig. 4.5 arising due to the convolution are stronger around
the first substrate diffraction order compared to around the specular spot. This is also
the case at various other incident beam energies (not shown). Moreover, while individual
spot intensities vary with the beam energy, convoluted spots are always visible around the
first-order substrate spot. Based on the discussion of the relatively weak energy dependence
in the presence of modulation and the sensitivity of LEED with respect to perpendicular
and lateral modulations, it is therefore concluded here that there likely is a sizeable
amount of lateral modulation within the PbPc layer. This has not yet been confirmed with
complementary techniques though.
4.2.2 Consequences for kinematic LEED
Modulation versus multiple scattering
Up to this point, only single-scattering processes have been considered, even though both
multiple scattering between two unmodulated lattices and single scattering on a lattice
modulated by another cannot be distinguished via geometric diffraction analysis, as stated
before. Hence, it is difficult to determine which effect dominates the appearance of a
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LEED pattern. However, it was possible to derive a rather simple LEED structure factor
for modulated structures that makes testable predictions. In the following, these will be
checked against calculations of a simplified multiple scattering model and compared to
real measurements. It will be shown that, even though considering multiple scattering is
necessary to calculate LEED intensities in detail (dynamic LEED) [108, 109], it might not
be the dominating effect for modulated structures.
Epitaxial graphene on SiC(0001) with its large SiC(0001)6
√
3× 6√3− 30◦ supercell is a
promising candidate for this comparison. It is well documented that the atomic positions
of the graphene layers directly in contact with or close to the underlying Si-terminated
SiC surface are modulated, mainly perpendicular to the surface (cf. Chap. 2 for structural
details of EG). In a previous work a rather qualitative approach was pursued to explain
the LEED pattern of EG in terms of a convolution of the graphene and the underlying
SiC lattice [P1]. The LEED pattern intensities of both lattices were simulated individually
in the kinematic limit and convoluted numerically. Even though a very simple procedure,
it reproduced an experimental LEED image quite well. Already this simple approach is
helpful because it produces only the spots observable in LEED. The definition of a large
SiC(0001)6
√
3× 6√3− 30◦ unit cell to describe all spots generates many more potential
spots than can be observed.
However, the effects due to the modulation of EG can now be studied in the context of
the structure factor in Equ. 4.21 for crystals incommensurately modulated perpendicular
to the surface, even though the modulation of EG produces a commensurate supercell
with the SiC(0001) lattice. As mentioned in Sec. 4.1.6, even in the case of coincidences in
reciprocal space, Equ. 4.21 is still valid. However, an infinite number of pairs of (h, k) and
(m,n) lead to the same spot position and, in general, all contributing structure factors
would have to be added. Consequently, the energy dependence of the intensity might
be complicated. However, contributions with high enough indexes cease to be relevant,
simplifying the situation and in the best case making it unnecessary to sum any structure
factors for a single reflection S.
Hence, it is interesting to compare single-scattering calculations on a modulated graphene
layer on top of SiC with calculations including multiple scattering for the case of a flat
graphene layer on SiC. A fully dynamic LEED calculation for this example would be
challenging due to the size of the supercell and was not available in this work. However, an
existing algorithm provided by Dr. Aimo Winkelmann (at that time: Max Planck Institute
of Microstructure Physics, Halle, Germany) was adapted, with the main programming
work done by Dr. Lars Matthes (at that time: Institute of Condensed Matter Theory and
Solid State Optics, FSU Jena, Germany). It performs calculations of double scattering
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Figure 4.6: Schematic illustration
of a simplified model for double scat-
tering between a cluster of atoms
and the necessary quantities (see
text for details).
between a cluster of atoms via a simplified model of an elastic single and double scattering
process (k0 = kout is preserved, cf. Fig. 4.6) which shall be described briefly below.
An incoming plane wave Ψ0(r) = A0eik0·r is scattered by an atom at rm into a spherical
wave centered at rm that is proportional to the incoming wave amplitude Ψ0. With the
scattering amplitude fm(Sm) (with the momentum transfer Sm = k0 − km) one obtains a
spherical wave originating from rm:
Ψm(r) = Ψ0(rm)fm(Sm)
eikm·(r−rm)
|r − rm| . (4.30)
This corresponds to the single-scattering part of the algorithm. If the wave functions Ψm(r)
are evaluated in the direction km = kout at a distance |r| ≈ R to the sample that is large
compared to atomic distances and summed over all contributing atoms, this would amount
to the single scattering wave function ΨSS only.
For a double scattering model, this spherical wave is taken as a new incoming wave and




= A0fm(Sm)fn(Sn)|r − rn||rn − rm|e
i(k0·rm+km·(rn−rm)+kn·(r−rn)).
(4.31)
If the interference pattern is detected in the direction of kn = kout at a large distance





|rn − rm| e
ikRei(k0·rm+k|rn−rm|−kout·rn), (4.32)
using the fact that km is parallel to rn − rm. Summing over all contributing atoms m and
n results in the double scattering wave function ΨDS.
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As it would not be physically meaningful to determine double scattering intensities without
single scattering processes that always take place, the total wave function Ψtotal = ΨSS+ΨDS
has to be calculated before obtaining the intensities |Ψtotal|2. This approach neglects more
complicated scattering paths and is thus less powerful in predicting correct LEED intensities
due to multiple scattering than more complex models [102]. However, it is deemed sufficient
for the following discussion. Moreover, it would allow to calculate even incommensurate
systems contrary to existing dynamic LEED methods [102].
Since the main conclusion from the structure factor in Equ. 4.21 was a low energy
dependence of the LEED pattern of modulated structures, only the interference part of the
scattering process shall be discussed. Hence, as a simplification the form factors in Equ. 4.32
are set to 1 for all atoms. In the present case of graphene on SiC, the only scattering
amplitudes of carbon and silicon should be similar enough to avoid a too large distortion
of the results. The scaling factor of A0eikR/R can be ignored as well. The remaining phases
are mapped for an incoming wave k0 = k(0, 0,−1) over all accessible values of kout. Even
though backward scattering is of interest here, forward scattering is calculated as well in
order to normalize the intensity over an entire 3D sphere. For this, kout is split into kout,‖
in the surface plane and kout,⊥ =
√
k2 − k2out,‖ (0, 0,±1) perpendicular to the surface (with
a positive kz for backward scattering and a negative one for forward scattering) and the
mapping is performed over all |kout,‖| ≤ k in both backward and forward direction. The
sum Itotal of all intensities obtained this way is used to normalize the backward scattering
intensity maps.
The atomic clusters for the calculations were assembled as follows. For the double scattering
calculation, flat graphene was positioned at 2.3 Å over one Si-terminated SiC bilayer and
a circular domain with a diameter of 20 graphene unit cells was cut out (for crystal
parameters see Chap. 2). In accordance with a model for modulations perpendicular to
the surface discussed in the context of lateral modulations in Sec. 4.1.3, the modulated
graphene layer (buffer layer) was obtained by vertically displacing the atoms proportional
to a “map” of the SiC surface. The latter was obtained via VESTA which can model the
electron density at the SiC surface based on Fourier transforms of atomic scattering factors
from free atoms [131]. The result is a nearly sinusoidal map with the lattice constant of
SiC and the resulting modulated graphene layer looks sufficiently similar to one that was
calculated via density functional theory (DFT) [39]. The modulation amplitude is 0.4 Å
with the mean separation to the SiC bilayer being the same as in the case of the flat
graphene, which seems reasonable based on DFT [39]. Different values for both separation
and modulation amplitude were tested as well with no significantly different conclusions.
Figure 4.8 shows the results of both the single scattering calculations for modulated
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Figure 4.7: a: Cluster for single/double-scattering calculations in top view and the side views
of the flat and modulated buffer layer configurations, respectively. b: Map of approximate SiC
surface electron density (with SiC periodicity) used as the modulating function u⊥(τ1, τ2). c,d:
Comparison of the simplified height modulation of the buffer layer within the commensurate
supercell generated in this work (height color-coded, bright is high) and that from Ref. [39]
calculated with DFT. The agreement is reasonable (note features marked in light blue).
graphene on a bilayer of SiC (left column) and double scattering calculations for flat
graphene on a bilayer of SiC (center column) at exemplary energies for which LEED
measurements were carried out as well, displayed in the right column. All maps represent
the backward scattering intensities. As is apparent from Fig. 4.8, the pattern of the
modulated structure remains mostly unaltered with increasing energy, except for the
widening range of accessible spots, and matches the corresponding measurements very well.
Especially the number of observable spots, which is much smaller than the geometrically
possible ones due to the large supercell, compares very well. Only in the 126 eV example
the similarity is less striking. Note that, while it would have been possible, it is not even
necessary to include a full supercell in the atomic cluster (cf. Fig. 4.7a).
Double scattering between the flat crystals, on the other hand, is much more energy-
dependent than single scattering on modulated crystals and the resulting patterns do not
describe the experiment very well. The different energy dependencies can be validated
by extracting the intensities of different reflections in dependence of the beam energy.
This has been done for the spots marked in Fig. 4.9b in the energy range of 10. . . 130 eV.
By comparing the two charts for single scattering on the modulated crystal and double
scattering between the flat layers it is obvious that the latter produces intensities in very
limited energy ranges for different spots, resulting in strongly varying LEED patterns at
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Figure 4.8: Single scattering intensities at energies given in eV for modulated EG (left
column), and single+double scattering intensities for unmodulated EG (center column),
each on one SiC bilayer. Right column: Corresponding LEED patterns with an overlay
of a convolution of SiC (red) and EG (green) lattices to the fourth order (blue circles).
Comparable regions (purple circles) and a first-order spot of SiC (crosses) are marked.
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Figure 4.9: a: Intensities of different reflections in the single scattering (top chart) and
double scattering (bottom chart) images in Fig. 4.8 in dependence of the beam energy. The
positions are marked as circles of corresponding color in panel b, which shows the 46 eV
single scattering calculation of Fig. 4.8 as a reference.
different energies. On the other hand, the curves in the modulated case are much smoother
and all spots are visible for an extended energy range. Further, even though the intensity
ratio of, e.g., the black and red spots in Fig. 4.9b switches in favor of the latter at ≈ 45 eV,
the change of ratios is rather slow. This leads to a slowly changing LEED pattern for the
modulated structure, as was concluded from Equ. 4.21. Hence, the approximation u ·S  1
used to conclude the low energy dependence of LEED patterns from modulated surfaces
seems to be justified even for such rather large modulation amplitudes and an energy
of ≈ 75 eV. Note that, even though a bilayer of SiC was included below the modulated
graphene layer for the sake of higher similarity of the two clusters, it only contributes to
the SiC main reflections. This contribution is energy-dependent and the entire pattern
would change even less with the incident beam energy with only the modulated layer.
In summary, the LEED pattern of the modulated buffer layer seems to be dominated by
the modulation, while multiple scattering effects can only play a minor role. Moreover,
the main predictions of the simplified approach to explain LEED patterns of modulated
structures are apparently confirmed. Therefore, the structure factors of Equ. 4.15 and
more specifically of Equ. 4.21,
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Figure 4.10: Result of the LEED pattern
simulation via Equations 4.33 and 4.34,
agreeing very well with the single-scattering
simulation and the experimental LEED
patterns in Fig. 4.8. Spots are plotted as
2D Gaussian functions with a height pro-
portional to the spot intensity. The overlay
on the right is the geometric convolution of
the SiC (red) and EG lattices (green) up
to the fourth order each.



















can be used to simulate the LEED intensities |F (S)D|2 of the modulated layer of graphene.
The spot positions are obtained via the convolution of both the SiC and graphene reciprocal
lattices, each up to the fourth diffraction order. Additional orders are only weaker and
thus not necessary. Moreover, no convoluted spots overlap at this level. Since the atomic
form factors fµ are expected to follow the same trend as S⊥ and not to have a significant
influence on the pattern, they are assumed as scalar. The atomic basis of graphene is
ξµ = {(0, 0, 0), (2/3, 1/3, 0)}.i Since the modulating function u⊥(τ1, τ2) is dominated by
the Si atoms and nearly 2D-sinusoidal (cf. map in Fig. 4.7), the substrate basis can
be set to ξν = (0, 0, 0) and the Fourier coefficients of the modulation hµν,⊥ = hµ,⊥ are
assumed to quickly converge to zero in equivalence to Fig. 3.2: hµ,⊥(Gsubmn [Å
−1]) ∼ e−Gsubmn/4.
The squared (thermal) disorder is assumed to be (δ⊥)2 ≈ (δ‖)2 = (0.05 Å)2, comparable
to graphite [132], but the factor is not as decisive here as it presumably is for organic
overlayers with more flexible bonds.
Figure 4.10 shows the result of the evaluation of the structure factor at the energy of
75 eV, however, the pattern’s appearance is nearly energy-independent. It resembles the
corresponding LEED pattern and the single-scattering calculation remarkably well. Hence,
it is a useful approach for the given system of EG on SiC(0001). The usefulness will be
even higher for overlayers which change the shape or orientation of their unit cells with
respect to the substrate. Already the system of graphene layers on the opposite face of
i The primitive lattice vectors of both the substrate and graphene are defined here as enclosing an angle
of 120◦.
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SiC(0001), i.e., the C-face, shows that a variety of different orientations of the same layer
results in widely different modulation periods [133]. This could easily be accounted for
with the presented approach by only changing one parameter, namely the orientation of
the overlayer lattice.
4.2.3 Systematic absences
Systematic absences in general diffraction
In crystallography, starting from the various symmetry elements like translations, rotations,
reflections, or combinations thereof, a maximum of 230 possible space groups are derived.
Selected space groups feature certain symmetry elements like glide planes (e.g., reflection
on the plane (010) and translation by 12a1) or screw axes (e.g., a 21 axis with 2-fold
rotation around a1 and translation by 12a1)
j, in which case specific selection rules apply to
diffraction orders that can be expected, or conversely, to orders that are systematically
extinguished – so-called systematic absences: Fh0l and Fh00, respectively, would be zero for
odd values of h in these two cases [134, p. 29].
It is a popular student exercise to validate these extinctions for simple examples by
calculating the orders for which the corresponding structure factor vanishes. Here, a brief
clarification shall be made on a very common misunderstanding concerning systematic
absences due to crystal symmetry versus ones merely due to a disappearing structure
factor, before discussing the implications for modulated crystals.
Apparently, the distinct absence of spots in the presence of certain symmetries has led
some researchers to assume that the underlying symmetry operations, and with them
the different space groups, can be inferred from these absences. For example, the author
of Ref. [135] states that the absent reflections “arise from the centring of the unit cell
and/or the presence of translational symmetry elements – glide planes and screw axes.
The identification of systematic absences is very useful since it provides the ‘first step’
in crystal structure determination” [135, p. 224]. Referring to the extinctions described
above, “Glide-plane symmetry is the only possible cause of this kind of extinction. . . ”,
according to Ref. [108, p. 76]. However, one counterexample will be presented below
to show that no symmetry besides the translational one is necessary to produce the
absences noted above. Moreover, it will be shown that under favorable circumstances even
incommensurately modulated layers, i.e., ones without strict translational symmetry, may
feature such systematic absences.
j Here, the three primitive vectors a1, a2, and a3 are used in agreement with the previous part of this
work, but contrary to the conventional a, b, and c.
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First, assume a general (triclinic) crystal with primitive vectors a1, a2, and a3 that has
no symmetry elements except for the translational symmetry. Further, the crystal shall
have an atomic basis consisting of an arbitrary molecule with N atoms at the relative
coordinates ξµ and a modified “copy” of that molecule whose atoms are shifted by 0.5
along a1 and by random values δµ along a2, essentially ripping apart the second molecule.






















Due to the random structure of the second molecule and the least symmetric triclinic
crystal there is no chance of symmetry-related systematic absences. Nevertheless, when





















using epihi = (−1)h due to the integer h, the same extinctions are found that would be








0 for odd h2∑Nµ=1 fµe2pi(hξµ,1+lξµ,3) for even h
(4.37)
While the example with one intact and one torn-apart molecule seems drastic, it corresponds
to the most general case and illustrates the necessary and sufficient condition for this
specific extinction: For every atom in the atomic basis and a set of lattice planes through
this atom ({100} in the above case) there needs to be a partner atom of the same kind
anywhere on a plane that halves the lattice plane distance of this set. Such a setup doubles
the frequencies in reciprocal space needed to describe this lattice plane set and hence leads
to systematically absent spots.
The condition can be fulfilled for arbitrary lattices, as only the relative basis coordinates
are relevant for the structure factor. Further, as can be seen from Equ. 4.37, this is true for
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any value of l, because the third coordinates of each pair of partner atoms were chosen to
be equal. Should the third coordinates of each pair of partner atoms be subject to random
changes, too, then Equ. 4.37 is only true for l = 0, i.e., Fh00 = 0 for odd h. This resembles
the selection rule for the exemplary screw axis mentioned above.
In the case of a tetragonal crystal the exemplary glide plane along a1 is simply a special
case of Equ. 4.37. The bases of such crystals could be described by Equ. 4.35 and merely
impose a restriction onto the δµ, i.e., they would not be independent of each other but need
to resemble a reflection on the glide plane. Similarly, a 21 screw axis along a1 extinguishing
Fh00 for odd h is included as a special case in which both the second and the third
coordinates of the partner atoms cannot be arbitrary anymore, but must conform to the
rotation around the screw axis.
For these reasons, systematic absences should not be seen as a consequence of special
symmetry operations but simply as a result of the atomic basis architecture – the former
are included as special cases in the latter. Consequently, even though oblique lattices
cannot have glide plane symmetry, they may feature the same absences as if they had it.
Systematic absences in LEED
It has been reported before that LEED spots may be systematically missing for all incident
beam energies solely due to the lattice basis [136]. The authors stated that this would
be possible only for a flat 2D basis. However, this is proven wrong by Equ. 4.37 which is
valid for a 2D crystal with a 3D basis if lξµ,3 is replaced with S⊥rµ,⊥. Hence, systematic
extinctions are possible for oblique lattices, 3D bases, and all S⊥, i.e., all beam energies, as
long as there are always partner atoms with matching (pairwise the same) values of r⊥.
Such an example is likely shown in Fig. 4.11. The images were provided by Christian Zwick
(Institute for Solid State Physics, FSU Jena, Germany). They show a STM measurement, its
fast Fourier transform (FFT), and a corresponding LEED image of another phthalocyanine
derivative, namely SnCl2Pc [137], deposited on the (111) face of a Ag crystal. Compared
to PbPc, the Pb atom is replaced with Sn, bonded to two Cl atoms above and below the
ligand plane. Hence, it is a molecule with a 3D structure. The coverage is ≈ 0.6 ML.
As can be seen easily in the STM image, the SnCl2Pc unit cell contains two molecules.
Apparently, both have the same orientation and height, and one is simply translated
with respect to the other by 12a1 + δa2 with a seemingly arbitrary factor δ, as depicted
in Fig. 4.11a. Note that the unit cell is not rectangular which is confirmed by LEED
measurements (cf. Fig. 4.11b). Nevertheless, in the LEED image and in the FFT of the
STM image all accessible (h, 0) orders are missing for odd h. The absences were retained
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a b
2 nm 1.5 V / 30 pA
22.8 eV
Figure 4.11: a: Zoom of a STM image of a 0.6 ML SnCl2Pc film on Ag(111). The two
molecules per unit cell are shifted by 0.5a1 + δa2 with respect to each other, with δ 6= 0.5.
Lattice lines containing molecular centers are marked with black and dotted white lines. The
FFT of the larger original image (not shown) in the inset features absences along a∗1 for odd
orders h, marked in red. Two adjacent lines of spots are marked in green for comparison.
b: LEED image of the structure with the same missing orders, equivalently marked for one
exemplary domain. To enhance the very faint higher-order spots the contrast is optimized
inhomogeneously. Two very faint, but indeed observable spots are marked with green arrows.
All images were kindly provided by Christian Zwick (see text).
as well at other LEED energies tested by Zwick in a range of ≈ 20 . . . 35 eV, validating
Equ. 4.37 for an oblique lattice and a 3D basis.
It is worth noting again, however, that it would break down if not every atom has a
correctly shifted partner atom with the same coordinate r⊥. If, for example, the SnCl2Pc
unit cell contained two shuttlecock-shaped phthalocyanine molecules instead (e.g., PbPc),
one with Pb pointing up at ξ1 = (0, 0) and one with Pb pointing down at ξ2 = (0.5, δ)
with an arbitrary δ, the partner atoms from each molecule would have different values of
rµ,⊥.k Hence, Fh0 would only systematically disappear for odd h in the reciprocal plane of
S⊥ = 0. However, that plane cannot be probed with LEED and the spots would not be
systematically absent.
Systematic absences in modulated 2D lattices
Even though Equ. 4.21 for height-modulated structures in its general form is not the
product of two structure factors that can vanish independently, there are (likely common)
cases where it is. The only prerequisite is an adsorbate containing exclusively parts (atoms
kThis specific example could be seen as a 21 screw axis in 2D.
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or moleculesl) of which each is modulated in the same way by the substrate, i.e., all
hµν = hν . Then, Equ. 4.21 can be split into two factors:













Should either of the (unmodulated) lattices exhibit systematic extinctions of its structure
factor this would translate into systematic absences for the modulated structure as well.
Hence, even though for glide-symmetry-like systematic absences in LEED the adsorption
heights of the respective partner atoms must be exactly the same in general, heights
that are regularly modulated by the substrate constitute an exception and allow for a
persistence of the absences. Specifically, systematic extinctions would not require the
occupation of distinct adsorption sites as assumed elsewhere [108, p. 312]. Unfortunately,
there is no data available yet on a potential modulation of the SnCl2Pc structure to confirm
or refute this expectation.
4.3 Application to Fourier-transformed STM images
The signal of a scanning tunneling microscope, i.e., the tunneling current or the tip position
perpendicular to the surface, is converted into a brightness scale and mapped as a 2D
function of space. If the structure in the image is periodic, the map can be expanded into




hk ·r with all vectors defined in R2 and a
fast Fourier transform (FFT) would show discrete spots at the spatial frequencies {Gadshk }.
STM images, especially of organic layers, frequently exhibit so-called Moiré patterns,
i.e., a longer-range modulation of the periodic brightness, if the overlayer lattice is not
commensurate with the substrate lattice. This can be due to a varying local density
of states or a real height modulation. Analogously to Section 4.1.3, a modulation of









mn)·r and produces additional spots geometrically
yielding a 2D convolution of the adlayer and substrate lattices. Hence, it is possible to
apply a geometric analysis to STM FFTs featuring Moiré patterns similar to the LEED
analysis in Section 4.2, allowing for a fit of the epitaxy matrix. The suggested approach
inherently differs from the simulation of Moiré patterns applied elsewhere, [58, 61] or [P5],
where a manual comparison with the experiment is necessary. However, there are some
l The sum over µ may as well be seen as a sum over all molecules in the unit cell, not atoms. In that case,
the form factors fµ contain the information about the scattering “shape” of each molecule, not each
atom.
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peculiarities that need to be addressed.
Distortions in STM images
STM images are usually distorted due to limitations of the piezo scanner. These range from
merely imperfect scaling calibrations and thermal drift to the non-linearity and hysteresis
of the piezo elements. A linear distortion can be described (and in principal corrected) by
a single transformation matrix M that maps position vectors from the distorted image
into a virtual undistorted image: Mvdistorted = vundistorted, the most important examples
being scaling and shear distortions. At the low temperatures of the STM used in this
work (1.1 . . . 4.4 K), the distortions due to thermal drift are very small and almost linear
throughout an image. Naturally, an imperfect calibration of the lateral scan dimensions
correspond to a linear distortion as well. Non-linear distortions will result in smeared
frequencies in the FFT and are hence undesirable. However, non-linear effects can be
reduced to nearly linear distortions by cropping parts of the STM image where the
non-linearity dominates. Usually this would be the edges of the image.
The advantage of having only linear distortions in an STM image is that the epitaxy matrix
resulting from the geometric Fourier analysis is not influenced by them. A sheared STM
image still produces sharp frequencies in a corresponding FFT with the shear translating
into reciprocal space as well. However, since both the adsorbate and the substrate are
sheared in the same way, the relation between them, i.e., the epitaxy matrix, is retained (cf.
Appendix A.II for a mathematical description) and can in principle be extracted without
systematic errors. For this LEEDLab can be employed.
Using LEEDLab with STM FFTs
Figure 4.12a shows an STM image of 1 ML of PbPc on NG, the system that exhibits a
point-on-line (POL) registry according to LEED measurements discussed in Sec. 4.2.1. As
is normally the case, only the top lattice (PbPc) is directly visible in the image while the
convolution approach in LEEDLab requires two lattices, i.e., those of the adsorbate and
the substrate. However, due to the POL epitaxy type, the adsorption sites of the PbPc
molecules with respect to the substrate unit cells vary across the domain producing a
Moiré pattern in form of a brightness modulation. This can be seen in the form of spots
besides the red PbPc lattice in the corresponding FFT in Fig. 4.12b.
If no starting point at all is available for the simulation of the substrate lattice, however, it
may be difficult to correctly assign the observed spots to the simulated convoluted spots.
The sensitivity of the pattern towards small changes of the substrate lattice is simply too
strong. The azimuthal rotation of the substrate might be unknown as well as the amount
of shear in the image. Nevertheless, there are three possible scenarios that might allow a
Fourier analysis of the Moiré pattern:
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20 nm
a b
Figure 4.12: a: STM image of 1 ML PbPc on NG at +1.2 V, 15 pA and 1.2 K. The contrast
has been enhanced in the right half of the image to make the Moiré pattern visible. b:
Inverted FFT of the normal-contrast image of panel a featuring the PbPc lattice (red) and
the convolution spots (blue) due to an assumed substrate lattice (green).
1. Direct information about the substrate lattice is available in the image either by
resolving the substrate below the adsorbate or by having an area next to the adsorbate
where the bare substrate is resolved.
2. There exist other STM images of the bare substrate from the same sample and under
similar conditions (which affect orientation and scaling) from which an estimate of
the substrate lattice can be inferred.
3. There is at least approximate information on the epitaxy matrix from other methods
like LEED.
In the first 2 cases, the reciprocal substrate lattice and hence the convolution with the
adsorbate lattice can be simulated directly. Here, the third way can be implemented
as LEED data is available in form of the epitaxy matrix C (cf. Section 4.2). Since the
adsorbate lattice can be measured directly in the image, the inverse of the epitaxy matrix
can be applied to the PbPc lattice C−1A = S in order to obtain an estimate of the
substrate lattice S with respect to the PbPc lattice and hence where to expect substrate
spots in the FFT. This works independently of a correct calibration of either the STM
image scale or the reciprocal scale in LEEDLab because it is based merely on the epitaxy
matrix’ relative character. However, if the STM scanner is well-calibrated it is possible
to state the correct calibration factor to be used in LEEDLab in order to obtain correct,
absolute reciprocal distances (cf. Appendix A.III).
The PbPc on graphite case illustrates the most difficult example for the Fourier analysis.
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b d
Figure 4.13: Inverted FFT of the STM image in Fig. 4.12a with four different definitions of
the PbPc unit cell (red) and the substrate lattice (green) resulting from applying the inverse
epitaxy matrix known from LEED to the PbPc unit cell vectors. The blue circles correspond
to the convolution of the two lattices.
It features a unit cell that is almost but not exactly a square - it is neither rectangular
nor equilateral. Hence, it is difficult to choose the unit cell vectors such that they are
directly comparable with the structure measured in LEED. As mentioned above, STM
images are always distorted to some degree, i.e., an obtuse-angled unit cell in the measured
image, with a1 being the shorter vector in accordance with Table 4.1, might actually be
acute-angled in a distortion-corrected version of the image. Applying the inverse epitaxy
matrix of Table 4.1 to a wrongly defined PbPc lattice would obviously result in the wrong
substrate lattice. Figure 4.13 shows the four possible definitions of the nearly square PbPc
unit cell that describes the same observed PbPc spot pattern. Note that this includes
right-handed and left-handed unit cells to also consider mirror domains with respect to
the unit cell definition in Table 4.1.
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Table 4.2: Epitaxy matrices of 1 ML PbPc on NG and corresponding lattice parameters
(experimental uncertainties of the last significant digit in parentheses), with Γ = ∠(a1,a2)
and θ = ∠(a1, s1). The columns contain the LEED result from the center column of Table 4.1
and the fit results of the structures in Fig. 4.13a and Fig. 4.13b.










|a1| = 13.84(7) Å
|a2| = 13.91(7) Å
Γ = 91.8(1)◦
θ = 50.38(8)◦
|a1| = 13.81 Å
|a2| = 13.90 Å
Γ = 91.65◦
θ = 50.52◦
|a1| = 13.81 Å
|a2| = 14.05 Å
Γ = 92.14◦
θ = 50.51◦
Although the same inverse matrix has been applied to each unit cell it obviously results
in different patterns of additional convolution spots – and without fitting, Figs. 4.13c
and 4.13d are not compatible with the FFT at all, while Fig. 4.13a represents the best
description of the FFT pattern. Therein, the identification of the spots is not a problem
and hence an epitaxy matrix can be fitted. It would not be useful here though to use the
same LEEDLab function as in Sec. 4.2.1 which allows the adsorbate lattice to vary freely
and the substrate lattice to only scale and rotate. The shear of the substrate makes it
necessary to fit the epitaxy matrix while freely varying all adsorbate and substrate lattice
parameters. Hence, a corresponding new fit routine was proposed for LEEDLab. Again,
it has been kindly implemented by Falko Sojka (Institute for Solid State Physics, FSU
Jena, Germany) as well. The result is an optimized epitaxy matrix that best describes the
observed pattern of spots. Additionally, information on how to rectify the linear distortion
of the STM image is included (see below).
The structure in Fig. 4.13a produces an epitaxy matrix in reasonable agreement with the
one obtained via LEED analysis (cf. the center and left columns of Table 4.2, respectively).
The fact that the margins of errors do not overlap might be due to the different temperatures
during each measurement. While the sample used for the LEED measurement was only
cooled to ≈ 130 K, the STM measurement was performed at 1.2 K. Even though there
never was a sign of a structural change in LEED during cooling, a small deviation as
implied by the above matrix cannot be ruled out – especially since structural changes due
to cooling within a bilayer of PbPc on graphite have been suggested by others [138]. The
given lattice parameters result from applying the fitted matrix to the undistorted known
substrate lattice and hence do not possess an error margin directly from the fit.
Further, it has to be pointed out that, as is common for analyses in reciprocal space, the
65
4 Modulated surfaces in reciprocal space
solution might not be unique, especially in a case with such similar unit cell vectors. The
structure in Fig. 4.13b produces convoluted spots close to observed frequencies. If each
convoluted diffraction order is assigned to the spot that lies closest to it, a subsequent
fit results in an epitaxy matrix which also describes the FFT pattern reasonably well (cf.
the right column in Table 4.2). However, this would imply a somewhat different shear of
the image and a very different substrate orientation. Moreover, the epitaxy matrix differs
significantly from that of Fig. 4.13a in one element. Of course, only one solution can be
correct. In order to distinguish between meaningful solutions and others, more information
about the image distortion or complementary structural data can be helpful. For example,
a subsequent reversal of the slow scan direction or a scan within a frame rotated by 90◦
directly after the original one can help to identify the shorter unit cell vector and the
obtuse unit cell angle.
Here, the identification of the shorter unit cell vector and the obtuse unit cell angle did
not change with a subsequent scan with reversed slow scan axis (not shown, as basically
identical to Fig. 4.12a). Therefore, Fig. 4.12a and the corresponding fit are the correct
description of the structure. Additionally, a comparison with the LEED fit result implies
that Fig. 4.12a indeed represents the correct solution. The very small error margins of
the fit results originate from statistical deviations of determined spot positions from the
simulated ones of the final fit result and do not account for potential systematic errors.
Obviously, the fit describes the pattern with very small statistical error. However, the spot
diameter in the FFT is very small compared to typical LEED spots, often only 2 to 4
pixels compared to 10 pixels or more. The peak-finding algorithm of LEEDLab, which fits
2D Gaussian functions to the spots, has very little information to mark the spot positions
in that case. Therefore, if the intensities of many FFT spots are unfavorably distributed
over the few pixels, i.e., if digitization errors are significant, small systematic errors are
possible which are not within the error margins.
A final remark is concerned with the similarity of this approach to a real space Moiré
pattern analysis. The Fourier-based analysis of Moiré patterns is related to the manual
comparisons between the observed Moiré pattern and simulated ones [61], since it also
relies on the size and shape of the Moiré pattern in relation to the adsorbate lattice.
While it is convenient to count the number of unit cells that are included in the apparent
Moiré period, the Moiré pattern is not necessarily periodic with the adsorbate lattice, i.e.,
non-commensurate, rendering the analysis subjective to some degree. On the other hand,
fitting the positions of modulation frequencies can be regarded as objective if sufficient
information for the spot identification is available.
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A new way to correct STM distortions
While the correction of drift or any linear distortions in STM images is easy in the case
of hexagonal or square lattices, it is difficult for arbitrary lattices if they are not known
exactly. Previously, it may have been necessary to use complementary means such as
LEED to calibrate such STM images and rectify distortions. However, if the STM images
exhibit Moiré patterns due to a known substrate lattice, this can potentially be used for
the correction without the need for an additional technique. If the spots due to the Moiré
pattern provide enough information to locate two linearly independent substrate lattice
vectors, the epitaxy matrix can be fitted. As a side product, the LEEDlab fit routine
that allows for a shearing of the substrate lattice produces the substrate unit cell vectors
Ssheared in Cartesian coordinates. Based on the desired (known) substrate vector matrix




can be calculated and used to rectify
the distortion by linear transformation. Such a matrix would transform a vector from the
sheared to the correct image: Mvsheared = v.
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5 Epitaxial ordering of an
incommensurate organic layer
In this chapter, many of the previously discussed topics will be applied to the case of a
hexa-peri-hexabenzocoronene (HBC) monolayer on graphite. This system has been studied
before, always with the conclusion of commensurate growth [30, 31, 139, 140]. Since the
structure and symmetry of this “nanographene” molecule can be likened to a small sheet
of graphene, the commensurate growth seemed like a natural consequence. Moreover,
other aromatic hydrocarbons with the same D6h symmetry, namely coronene and benzene,
likewise have been reported previously as commensurate on graphite [139, 141]. Some
authors reasoned that the molecular orientation is likely determined exclusively by the
underlying graphite lattice, with the respective honeycomb structures being aligned like
sheets of graphite [31].
It shall be shown in the following that a HBC monolayer is in fact not commensurate with
graphite (both with EG and NG) and, more importantly, serves as a comprehensive prove
of the epitaxy mechanism of orientational epitaxy described by Novaco and McTague
(cf. Sec. 3.2.1). Parts of the results in this chapter have been published previously in a
collaborative study [P9]. The HBC molecules were synthesized and provided by Prof. Dr.
Klaus Müllen and Prof. Dr. Xinliang Feng (both at that time: Max Planck Institute for
Polymer Research, Mainz, Germany). Falko Sojka (Institute for Solid State Physics, FSU
Jena, Germany) helped with the analysis of LEED and STM measurements, especially by
adapting code of the LEEDLab software to facilitate some of the non-standard fit procedures
to obtain epitaxy matrices from LEED and STM images with the convolution approach
and to use the same software for automatically locating molecules in an STM image. Dr.
Lars Matthes (at that time: Institute of Condensed Matter Theory and Solid State Optics,
FSU Jena, Germany) performed DFT calculations needed to model interaction energies
of HBC on graphite. For technical details on the DFT calculations the reader is referred
to Publication [P9]. In this chapter, the focus will be on how DFT data can be used to
model a monolayer of HBC on graphite. Prof. Dr. Stefan Mannsfeld provided software to
perform potential energy calculations based on force-field methods.
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Figure 5.1: a: DRS of ≈1 ML HBC on EG. b: Corresponding ∆DRS spectra. The layer
thickness is estimated based on the spectral change upon the start of the second monolayer
(thick red line in panel b) and given with 2 decimals to avoid large rounding errors.
5.1 Sample preparation
HBC-on-graphite samples were prepared in chambers A and B, with thickness control
facilitated via DRS as described in Chap. 2 with a xenon lamp as light source. Both NG and
EG were used as substrates, depending their suitability for the respective experiment (see
below), and were kept at room temperature during the deposition. Figure 5.1 shows DRS
and ∆DRS spectra, drift-corrected in the low energy range, of an exemplary measurement
during the deposition of HBC on EG. The deposition rate in the chosen example is about
40 % faster than the one used to prepare the samples discussed below. However, the
good signal-to-noise ratio renders it an illustrative example for the thickness control. The
accumulated spectra in Fig. 5.1a reveal a strong signal between 3 eV and 3.75 eV due to
a molecular absorption band in that range [142]. It increases nearly linearly over time,
corresponding to a film thickness increase in equal steps. However, in the last spectrum,
the signal growth slows promptly, indicating a change in the optical properties of the layer
due to the start of molecules stacking on top of each other. This can be recognized much
better in the ∆DRS in Fig. 5.1b where the spectral shape changes abruptly from one
spectrum to the next. In all measurements discussed in the following, the deposition was
stopped immediately when this change appeared. STM measurements discussed in the
next section indeed reveal that the sample coverage is slightly more than 1 ML under these
circumstances. Hence, the layer thickness is determined with respect to this spectrum.
Typical values of deposition rates used for the following samples are 0.1 ML/min, with 30 s
between subsequent accumulated spectra. Since it sometimes takes two consecutive ∆DRS
spectra to validate a spectral change, the nominal layer thicknesses can be conservatively
estimated to be 1.1± 0.1 ML and will be referred to as 1 ML in the following.
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Figure 5.2: Room temperature LEED
images of 1 ML HBC on EG (a and b)
and NG (c) at beam energies denoted in
eV. Green circles mark the HBC lattice
originating from the specular spot (0, 0).
Blue circles mark additional spots due to
a convolution of the HBC and EG (ma-
genta) lattices, with the most prominent
ones marked by arrows. a: Red dots mark
the commensurate structure reported in
the literature and do not fit to the obser-
vation here. b: The HBC lattice does not
coincide with the EG lattice (Zoom I).
5.2 Epitaxial relation of hexa-peri-hexabenzocoronene on
graphite
LEED measurements
The epitaxy of HBC on graphite can most easily be examined with LEED. Figure 5.2
shows LEED images of a monolayer of HBC on EG and NG at room temperature. The
pattern of HBC spots originating from the specular spot (green circles) constitute a
hexagonal HBC lattice similar to measurements in the literature [139], based on which a
commensurate HBC layer was concluded therein. Indeed, in the image of the non-tilted
sample in Fig. 5.2a, there is no obvious indication of a non-commensurate epitaxy type
in form of additional (convoluted) spots. The deviation from the reported commensurate
structure is very small which is illustrated by an additional overlay of the commensurate
lattice (red dots). However, in Fig. 5.2b, the sample is tilted by 15◦ and a beam energy
was chosen such that both the specular spot (0, 0) near the left screen edge and a first
diffraction order of graphite near the right edge are visible. With the tilt distortion having
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Table 5.1: HBC on graphite epitaxy matrices and lattice parameters at room temperature
(RT) and low temperature (LT), obtained with LEED and STM, respectively. The matrix in
the right column is equivalent to the reported commensurate structure [139]. Γ is the unit
cell opening angle enclosed by a1 and a2 and θ is the unit cell orientation angle enclosed by
a1 and s1. Experimental uncertainties of the last significant digit are given in parentheses.










a1/2 = 14.01(8) Å
Γ = 120.00(5)◦
θ = −8.48(4)◦
a1/2 = 13.95(2) Å
Γ = 120.00(3)◦
θ = −8.66(2)◦
a1/2 = 13.70 Å
Γ = 120◦
θ = −8.95◦
been corrected, the image reveals that the (1, 6) diffraction order of HBC and its equivalents
do not coincide with the nearby first-order reflection of EG (cf. Zoom I in Fig. 5.2b).
Commensurate epitaxy, as it was reported in the literature, can therefore be excluded.
Moreover, spots appear which cannot be explained with the green lattice originating
from (0, 0). The additional spots in the vicinity of (0, 0) arise from the 6
√
3× 6√3− 30◦
reconstruction of the underlying EG with respect to the SiC substrate, as described in
Sec. 4.2.2. Therefore, they are depicted in the same color as the EG substrate lattice. A
number of other spots mostly in the right half of the image can be explained with the
approach of Sec. 4.2.1, convoluting the green HBC lattice with the substrate lattice (cf.
Zooms II and III in Fig. 5.2b). Those spots are observable in a broad energy range of at
least ≈ 20 . . . 60 eV, but are never observed close to the specular spot. Hence, based on
the non-commensurability and the discussion in Sec. 4.1.3 about the sensitivity of LEED
with respect to lateral and perpendicular modulations, it can be expected that HBC layer
features a significant lateral modulation due to the underlying graphene lattice. On NG, the
same spot patterns are observed and there is no notable difference concerning the epitaxial
relation. Hence, even though EG features a surface reconstruction, the HBC molecules
arrange just like on natural graphite and EG can be regarded as graphite in that respect,
in agreement with a study on another molecule adsorbed on the same substrates [P1].
However, LEED measurements on EG exhibit a better diffraction quality compared to the
buckled natural graphite, which is why a quantitative LEED analysis is described next
using the EG sample.
Applying the geometric convolution approach in order to fit the epitaxy matrix, one obtains
from the image in Fig. 5.2b the result in the first column of Tab. 5.1, referred to as the
room-temperature (RT) structure in the following. While describing a perfectly hexagonal
unit cell within the margin of error, it deviates slightly, but significantly, from the matrix
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with strictly integer elements corresponding to the reported commensurate structure (cf.
right column of Tab. 5.1). The deviation translates into a value for the lattice constant
that is larger and an absolute value of the unit cell orientation θ that is smaller than
the respective commensurate values. Moreover, since the lattice is hexagonal like that of
the underlying substrate, there is no possibility that the two structures can constitute a
point-on-line (POL) or line-on-line (LOL) epitaxy type. Both types require a coincidence
of reciprocal adsorbate and substrate lattice points in only a single direction. However,
due to the same sixfold rotational symmetry of HBC and graphite, any coincidence would
repeat at multiples of 60◦. Such coincidences in different directions are only possible with
either commensurate (ruled out already) or higher-order commensurate (HOC) growth.
HOC epitaxy produces epitaxy matrices containing only rational numbers. However, the
measurement, as any experimental determination of an epitaxy matrix, contains a finite
margin of error. Hence, at this point, lattice epitaxy in form of the HOC type cannot be
ruled out yet. This requires a discussion of the layer’s energetic characteristics which will
follow in the next section.
The non-commensurability of the HBC LEED pattern is not obvious if the faint features
discussed above are overlooked and a lattice simulation is compared manually to the
measurement. Hence, it is possible that the convoluted spots originating from a first
order substrate spot are mistaken as ones originating from the specular spot due to the
relatively small differences in the spot positions. The presented system should therefore
serve as an example that the ability to fit lattices to many LEED spots at the same time in
distortion-corrected images may be crucial. In fact, the non-commensurability can already
be inferred from fitting the pattern in Fig. 5.2a, without the convolution approach. The
matrix is equivalent to the one given in Tab. 5.1, with an additional scaling uncertainty
due to the lack of convoluted spots, and is therefore not shown separately.
STM measurements
In order to obtain information about the molecular packing in real space, STM measure-
ments were performed on 1 ML of HBC on NG at low temperatures in chamber A. NG
was chosen over EG in this case because HBC is likewise not commensurate with it and
the absence of a surface reconstruction in the images renders an analysis easier. At small
scan ranges and negative sample bias (cf. Fig. 5.3) the HBC molecules are imaged with
sub-molecular resolution. The contrast can be predominantly attributed to the highest
occupied molecular orbital (HOMO) of HBC which is depicted in the inset of Fig. 5.3b
and was determined by Lars Matthes via DFT. The molecules lie flat or almost flat on the
surface. Deviations from a perfect D6h symmetry are most likely tip-induced, as can be
inferred from varying contrasts in Fig. 5.3a. Since HBC features a hexagonal lattice on the
hexagonal graphite, rotationally equivalent domains are identical to each other. Hence,
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Figure 5.3: Small-scale STM images of 1 ML HBC on NG, at 4.4 K, -3 V, and 3 pA in
all cases. a: Boundary between the two possible mirror domains, one on the left-hand side
(A) and one on the right-hand side (B) of the image. Panels b and c show close-ups of each
domain with sub-molecular resolution. Both images were corrected for a linear distortion
based on the hexagonal lattice determined via LEED. The combination of these images
with LEED data allows for determination of the molecular orientation within the unit cell
(marked in red, see text for details). The inset in panel b depicts the HOMO of HBC.
there are only two possible mirror domains and both are observable in the same image in
Fig. 5.3a. This information is very helpful to determine the molecular orientation within
the HBC unit cell and with respect to the substrate lattice (see Fig. 5.4a for an illustration
of the angles). Since the unit cell orientation θ = ∠(a1, s1) = −8.48(4)◦, measured from
s1, is known from LEEDm there is only one possible orientation of s1, depicted as a dotted
line in Figs. 5.3b and 5.3c, that encloses the angle |θ| with a1 of both mirror domains.
By determining the molecular orientation β with respect to a1, one therefore obtains the
angle α = β + θ as well, measured from s1.
For this, circular line profiles were extracted along the outmost benzene rings of all fully
imaged molecules in Fig. 5.3b and Fig. 5.3c using ImageJ with the Oval Profile Plot
plugin [143] (cf. Fig. 5.4b). Due to the symmetry of HBC the nodes along the full circle
should be separated by steps of 30◦, at least on average. Hence, by averaging the curves and
determining the position of every minimum, the angular position and hence the molecular
orientation can be fitted with a linear regression of multiples of 30◦. The orientation
of the lattice vector a1 is obtained directly by averaging over several nearest-neighbor
distances. With this, the molecular orientation with respect to a1 can be determined to
be β = 5.1(5)◦.
Large-scale STM measurements (cf. Fig. 5.5a) reveal molecularly resolved domains that
are hundreds of nanometers wide, proving that the observed HBC growth mode is not
merely a finite-size effect. In such images, the molecular centers appear dark at positive
mAs will be shown next, the HBC structure slightly changes upon cooling. However, those changes are
below the error margin of the molecular-angle determination and do not influence the result.
74
5.2 Epitaxial relation of hexa-peri-hexabenzocoronene on graphite































Figure 5.4: a: Molecular orientation angles determined via STM and LEED measurements.
The orientation and handedness of the figure correspond to domain B and the data in
Tab. 5.1. One molecule depicts the HOMO of HBC. b: Angular profiles (black) and their
averages (red) around 12 molecules in Fig. 5.3b (top curve; domain A) and 13 molecules in
Fig. 5.3c (bottom curve; domain B). Adapted from [36].
sample bias. Additionally, a two-dimensional Moiré pattern consisting of triangles becomes
visible, with most of them revealing a slight chirality (cf. contrast-enhanced right-hand
side of Fig. 5.5a). This further confirms in real space that the HBC layer is indeed not
commensurate since the adsorption sites of the molecules vary over a long distance. Even
though the Moiré pattern is locally disturbed by some bright point defects mostly at
the triangles’ corners, it is rather regular over the entire imagen. Moreover, it produces
sharp spots in a fast Fourier transform (FFT) of the STM image (cf. Fig. 5.5b) and
therefore allows for a convolution-based determination of the epitaxy matrix as described
in Sec. 4.3.
The spots marked with red circles correspond to the HBC lattice which can be fitted directly
using LEEDLab. By applying the inverse of the epitaxy matrix determined via LEED at
room temperature to this lattice C−1A = S, an approximate position of the reciprocal
substrate lattice can be derived, which in turn provides the positions of convoluted spots
(blue circles). In the presented case, those estimated positions are very close to the actually
observable spots, implying that the structure changed very little upon cooling and allowing
for an easy fit of the epitaxy matrix. The result is referred to as the LT structure in
Tab. 5.1. If applied to the undistorted graphite lattice, it reveals a slightly smaller lattice
constant and larger angle |θ| compared to the RT structure. The corresponding values are
nThe defects are too small to be HBC molecules and presumably are rest gas molecules adsorbed at prone
sites during the pre-cooling phase (≈ 80 K), prior to the sample insertion into the STM stage.
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Figure 5.5: a: Large-scale STM image of 1 ML HBC on NG, at 1.2 K, +3 V, and 2 pA. A
long-range Moiré pattern is visible, especially in the strongly constrast-enhanced right-hand
side, and marked with white triangles as guide to the eye. b: FFT of the image in panel a,
featuring spots due to the HBC lattice (red circles) and satellites (blue circles) describable
via a convolution with the substrate lattice (in the direction of the green lines).
given in Tab. 5.1 as well. Due to the relative character of the epitaxy matrix, the decrease
in the lattice constant is relative to graphite as well. However, the lattice constant of
graphite has been determined to hardly change with decreasing temperature [144], likely
rendering the decrease in the lattice constant at low temperatures absolute.
In combination with the analysis of the small-scale images in Fig. 5.3 the molecular
orientation with respect to the substrate can be given for the LT structure as α = β + θ =
−3.6(5)◦, measured from the substrate [0110] direction (cf. Fig. 5.4a). The angle α is
defined such that α = 0◦ corresponds to an alignment of the HBC honeycomb structure
with that of the substrate, as suggested in Ref. [31]. However, the molecules are apparently
rotated away from such a configuration.
5.3 Exclusion of lattice epitaxy
In the previous section, three types of lattice epitaxy could already be excluded as an
explanation for the orientation of the HBC monolayer with respect to graphite. The
HOC type, however, relies on the epitaxy matrix elements being all rational and not
irrational which is not possible to determine experimentally. Yet, it can be shown that the
LT structure determined above with high precision does not experience any meaningful
76







−3.6 −3.5 −3.4 −3.3
a








































Figure 5.6: a: Map of Esinglemol−sub(r, α) for the center position (x, y) of a single HBC molecule
with orientation α = 0◦, i.e., with its honeycomb aligned to that of the substrate, over one
graphite unit cell. It has been scaled to match DFT values (see text for details). Carbon
atoms of the top graphite layer are depicted and mark points with low-energy AB stacking of
HBC on graphite. White arrows depict the gradient (cf. Appendix A.IV) b: Domain energies
Edomainmol−sub per molecule of unmodulated HBC domains with the LT structure and a similar
structure producing a HOC coincidence at θ = −8.57◦ (only within zoom), rotated over
graphite. The energy varies only within a range of < 2 meV per molecule for the larger
domains and neither the LT nor the HOC structure produce a meaningful epitaxial energy
minimum.
epitaxial energy minimum if its structure is assumed unmodulated with strict translational
symmetry, even if HOC coincidence is enforced.
For this, force-field calculations using the grid technique of the software POWERGRID
[36,70] are performed. Therein, assuming only additive two-body interactions at zero Kelvin
and using the Merck molecular force field (mmff94) [145], the interaction of one flat-lying
HBC molecule with a large circular domain ( = 80 Å) of two layers of graphite in bernal
(AB) stacking is calculated via summing up pairwise atomic interaction potentials. The
resulting potential energy Esinglemol−sub(r, α) is mapped over one substrate unit cell for different
orientation angles α of the moleculeo,p with respect to the substrate (cf. Fig. 5.6a). The
lateral mapping resolution is 51× 51 points, and the angular resolution is 0.1◦, allowing for
a linear interpolation of the data. Additionally, for each configuration the adsorption height
is optimized. It is approximately directly proportional to Esinglemol−sub(r, α) and resembles the
map in Fig. 5.6a, in accordance to an assumption made at the end of Sec. 4.1.3, and is
therefore not shown separately.
oTo emphasize that the adsorbate consists of molecules, the index “mol-sub” is used from here.
pSince DFT results from Dr. Matthes were available, the DFT-optimized structure of HBC was used in
the force-field calculations as well.
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A different approach used for inorganic layers expands Esinglemol−sub in a Fourier series as in
Equ. 3.9, based on only the first few important Fourier coefficients [146]. However, it loses
its advantage here and is not applied since Esinglemol−sub(r, α) depends strongly on the molecular
orientation α due to the more complex shape of the molecule compared to an atom – the
coefficients would have to be recalculated for each α. On the other hand, it is known that
the corrugation of force-field energy maps on graphite is strongly underestimated, with
the one from DFT calculations being larger by a factor of more than 10 [147]. For these
reasons, the Esinglemol−sub(r, α) maps are obtained via POWERGRID as described, but scaled
based on selected DFT calculations of a single HBC molecule on a bilayer of graphite. Due
to the periodic boundary conditions of DFT a large 8 x 8 supercell of graphite was used to
obtain the single-molecule values. The Esinglemol−sub maps with the largest corrugation in both
methods, force-field and DFT, at α = 0◦ are matched by correcting the offset and scaling
of the force-field map. These corrections are then applied to the maps of all other angles α.
The lowest-energy configuration with an effective AB stacking between the HBC internal
structure and the top graphite layer corresponds to an adsorption energy of -3.62 eV, the
maximum energy in the AA stacking configuration is -3.20 eV, and the scaling factor is
14.6, in agreement with Ref. [147]. The minimum and maximum values for the adsorption
height based on the DFT calculations are 3.32 Å (AB stacking) and 3.46 Å (AA stacking),
respectively. The resulting map has been cross-checked with exemplary, additional DFT
calculations within the same map and for other angles α (not shown, see Publication [P9]
for details). They are in good agreement, rendering the scaling approach useful.
With this, the domain energy Edomainmol−sub(θ) of an unmodulated HBC domain can be calculated
in dependence of the unit cell orientation θ, with the experimental parameters of the LT
structure, i.e., a lattice constant of 13.95 Å and an angle β = 5.1◦. Hence, when the domain
is rotated over the substrate the molecular orientation β within the HBC unit cell is kept
fixed at the value obtained experimentally, while the molecular orientation α = θ+ β with
respect to the substrate changes. Importantly, the lateral registry of the entire domain with
respect to the substrate is optimized within one graphite unit cell in each step. Otherwise,
physically not meaningful maxima would occur [63]. The results are shown for two domains
of different sizes in Fig. 5.6b. While the red and gray curves show a number of sharp
minima, including some around the experimentally determined θ = −8.66(2)◦, the depths
of the minima are insignificant. Moreover, the positions and depths of the minima depend
strongly on the domain size, in contrast to cases of lattice epitaxy where the minima are
increasingly well-determined in both angular position and depth with increasing domain
sizes [70]. Here, however, the lack of any significant coincidences between the reciprocal
HBC and graphite lattices leads to an increasing number of different adsorption sites with
increasing domain size which suppresses the sharp minima. Within the unmodulated, and
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strictly periodic lattice concept, there is therefore no explanation for the experimentally
determined LT structure. The same is true for the RT structure, which, however, shall not
be discussed here (see Publication [P9] for more details in that regard).
To emphasize that this result does not depend on a deliberate avoidance of any exact HOC
configuration, the calculation was repeated with a lattice constant of 13.9552 Å which
would result in a HOC coincidence of the extremely high (h, k) = (39, 20) diffraction order
of HBC with the (m,n) = (8, 2) order of graphite at θ = −8.57◦. This would be close to
the experimental value of -8.66(2), even though outside of the error margin, and produce
a long-range Moiré pattern similar to the one seen in Fig. 5.5a. However, this structure
results in almost the same insignificant energy minima as the LT structure, which is why
the energy curve is only shown in the small zoom inset of Fig. 5.6b.
A small feature, which is present for all domain sizes though, is the very broad minimum
around θ ≈ −5◦. Through different simulations it was realized that this minimum always
appears at θ = −β, i.e., when the molecular honeycomb structure is aligned with the
substrate’s one at α = 0◦. Since this feature appears with and without coincidence lattices
for all domain sizes, the incommensurate energy E0 from Equ. 3.9 must depend on α.
Indeed, it was mentioned above that the Fourier coefficients of Esinglemol−sub(r, α) depend on
α, and E0 is simply the first Fourier coefficient of the series. This has not been reported
before, and in principle, it would allow an infinite (unmodulated) HBC domain without
any other epitaxial energy minima to prefer the angle θ = −β. However, the high precision
of the above structure analysis clearly excludes this possibility for the presented case as
well, since θ = −8.66(2)◦ in the case of the LT structure.
In summary, all types of (unmodulated) lattice epitaxy can be excluded as an explanation
for the orientation of a HBC monolayer on graphite and other mechanisms must be at
play. Therefore, a monolayer HBC on graphite can safely be regarded as incommensurate.
In order to determine whether the Novaco-McTague mechanism of orientational epitaxy
can explain the overlayer orientation, STM images are analyzed next with respect to the
static distortion waves (SDWs) this mechanism relies on.
5.4 Measuring static distortion waves
While the observation of Moiré patterns in STM images is very common, the presence of
a brightness modulation itself is not a proof for a displacive modulation of the surface
crystal, as it might represent a modulated local density of states. Moreover, even if a
displacive modulation perpendicular to the surface can be confirmed, this alone cannot
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Figure 5.7: a: STM image of 1 ML HBC on graphite showing again the Moiré pattern
marked by the triangles, at 1.2 K, +3 V, and 2 pA. Molecular centers are dark. b: Contrast-
inverted zoom (marked in green) of panel a. Found molecular positions are marked with
small dots, a (reference) lattice fitted to these positions is marked with circles. c: Reference
lattice (dots) and molecular displacements from it (red lines, magnified by a factor of 15),
determined from b. d: Histogram of nearest-neighbor distances within the green frames.
explain the relative orientation of structures [72,85]. However, lateral displacements in the
form of static distortion waves (SDWs) were proposed by Novaco and McTague to solve
the mystery of incommensurate yet epitaxial films.
In order to determine whether this effect is present in a monolayer of HBC on graphite,
large-scale STM images with still sufficient resolution such as in Fig. 5.7a are analyzed using
the peak-finding algorithm of LEEDLab. By fitting 2D Gaussian functions to intensity
distributions, it allows for the determination of the centers of sufficiently Gaussian-like
distributions with sub-pixel resolution [P2]. In the contrast-inverted image in Fig. 5.7b
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the symmetry of each molecular center is sufficient for the algorithm to reliably locate
each molecule (cf. red dots in Fig. 5.7b). A smaller area close to the center of the original
image was chosen to avoid the non-linear distortions discussed above. Therefore, in the
second step a lattice can be fitted that best describes all of those found positions and will
be referred to as reference lattice (cf. red circles in Fig. 5.7b).
Differences between the found positions and the reference lattice are hardly visible in
Fig. 5.7b. However, their magnified versions in Fig. 5.7c are clearly not random. Even
though the molecular positions are somewhat disturbed by the bright point defects, the
distribution of the molecular displacements resembles a smooth vector field as would be
expected for SDWs: the displacements approximately follow the Moiré triangle edges and
generally point away from the triangles’ corners. The average displacement is only 0.52 Å
while the resulting distribution of nearest-neighbor HBC bond lengths has a standard
deviation of 0.28 Å (see Fig. 5.7d for the corresponding histogram). This amounts to only
3.7 % and 2 %, respectively, of the average nearest-neighbor distance of 13.95 Å. In order
to obtain the histogram and these numbers from the data, it was necessary to correct for
a small linear distortion in the image. A molecule in the hexagonal lattice has nearest
neighbors in three independent directions. In general, a shear of the image distorts these
directions unequally and results in a broadened histogram. While the correction could
have been performed on the image itself before the fitting, it is tantamount to transform
the fitted lattice into the hexagonal one given in Tab. 5.1.
Hence, in agreement with implications of the LEED data at room temperature in Sec. 5.2,
a significant lateral modulation is present within the HBC layer at low temperatures.
Importantly, neither the Moiré pattern nor the pattern of displacements implies the
presence of a periodic supercell or an assembly of many commensurate patches separated
by incommensurate domain walls. Rather, they may be interpreted as a continuous domain
of HBC molecules whose positions are modulated with respect to an incommensurate
reference lattice. The incommensurability was already reasoned based on the discussion of
periodic lattice models which did not produce any sizable epitaxial energy minimum even in
the case of a HOC coincidence similar to the experimentally determined structure. As will
be shown next, the insignificance of a HOC coincidence is retained if local displacements are
allowed, and the HBC layer represents a true case of Novaco’s and McTague’s orientational
epitaxy.
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5.5 Calculation of local relaxation in organic layers
In order to verify that the measured distortions indeed represent SDWs in an incommen-
surate layer and that the SDWs decisively minimize the system’s total energy, a model
is introduced to simulate the spatial relaxation of each molecule away from exact lattice
points for realistically large domains of thousands of molecules. The approach is based on
a self-consistent iterative determination of the total force −∇Edomaintotal experienced by each
molecule due to gradients in the total energy landscape and moving a molecule a small
step in the corresponding direction, before re-evaluating the energy gradients again. These
forces generally change in every iteration step due to the varying molecular registry with
the substrate and the varying positions of each molecule’s nearest neighbors. Since the
intermolecular interaction is short-range, neighbors further away can be neglected. Hence,
the displacement u(s)p of molecule p in iteration step s, and those of its nearest neighbors
{u(s)q } are used to refine the displacements in the next iteration step s+ 1 by evaluating
the resulting change of gradients:
u(s+1)p = u(s)p − τ∇Edomaintotal (u(s)p ,u(s)q ) (5.1)
The step size τ needs to be small enough for a stable convergence of the relaxation, but is
otherwise not a critical parameter and is kept constant.
The DFT-based potential energy maps Esinglemol−sub(r, α), or rather the corresponding gradients
∇Esinglemol−sub(r, α) (cf. Fig. 5.6a), act as the driving force for the local relaxation. The counter
force is constituted by the straining of intermolecular bonds which can be modeled based
on DFT as well (see below). In the starting configuration, all molecules reside in their
respective unmodulated lattice sites rp, i.e., all displacements u(0)p are zero and the
intermolecular bonds are assumed relaxed. However, in a non-commensurate layer the
gradients ∇Esinglemol−sub(rp, α) will generally not be zero, causing the start of the relaxation.
No boundary conditions are applied, and a realistically large domain with thousands of
molecules can be simulated without the presence of any periodic arrangement with respect
to the substrate. However, in order to keep numerical costs manageable, the molecules
are assumed to be rigid, flat-lying, and retain their orientational angles β within the
unit cell throughout the energy minimization. Both assumptions are consistent with the
STM measurements while the latter assumption also can be rationalized by the steric
hindrance preventing the molecules from significant rotations in densely packed domains.
The algorithm outlined above is implemented in MATLAB.
The potential energy Esinglemol−sub(r, α) due to the interaction of a HBC molecule with the
substrate has already been determined in Sec. 5.3. Therein, the adsorption height was
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optimized for each data point of the map. Therefore, a lateral displacement in the final
relaxation algorithm automatically corresponds to effective three-dimensional adjustment
of the molecular position. However, due to the relatively small adsorption height differences
of less than 15 pm this minor effect is neglected in the intermolecular interaction. What is
yet missing, in the picture of the Frenkel-Kontorova model, are the springs between the
molecules. The original Novaco-McTague theory requires calculated or experimental data for
the phonon dispersion in the adsorbate layer [14]. However, the phonon dispersion relations
are usually not available for large aromatic molecules. Therefore, the intermolecular
interaction is modeled based on DFT calculations as well in the next section.
There are various other approaches to achieve similar goals, most of which, however,
are concerned with atomic adsorbates and cannot simply be applied here due to the
α-dependence of Esinglemol−sub(r, α). It has been argued that the orientation of incommensurate
layers may be governed solely by symmetry principles [97,98], but those would require the
difference vector between the two closest-lying reciprocal adsorbate and substrate spots
to be parallel to either a reciprocal adsorbate a∗1/2 or substrate vector s∗1/2. In the case
of HBC, e.g., the (1, 6)HBC order is the closest one to the (0, 1)EG order. It is a simple
geometry problem, and will not be explicitly demonstrated, to show that the difference
vector is not parallel to any of those vectors. Other models are more complex and include
dynamical processes [148–150]. Such effects, especially thermodynamical ones are not
needed to understand and describe the presented system. Rather, the algorithm proposed
in the following represents a quasi-static relaxation within the overlayer. Another previous
work on the epitaxy of HBC on graphite found a deviation from commensurate registry via
POWERGRID similar to the one found here in experiments [36]. However, the calculation
was based on a rigid lattice and a very small domain of 85 molecules. In the light of the
previous discussion, the result can therefore be attributed to the finite size of the system.
5.5.1 Extraction of intermolecular forces from first principles
calculations
In a modulated incommensurate overlayer, the bonds of a molecule to each of its nearest
neighbors may be strained differently, longitudinally as well as transversally. In order to
obtain intermolecular forces per bond from the DFT calculations provided by Dr. Matthes,
the following has to be considered: In a 2D hexagonal lattice such as the one of the HBC
monolayer, there are 3 times as many nearest-neighbor bonds as there are lattice points,
or in other words, a unit cell containing one HBC molecule contains the binding energy of
three nearest-neighbor bonds (not six). Due to the periodic boundary conditions in the
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Figure 5.8: DFT-based potential energies (black dots) of a single nearest-neighbor bond
between two HBC molecules for the case of a longitudinal strain (panel a) and a transversal
strain of the bond (panel b). Both contributions are fitted separately with Equs. 5.2 and 5.5,
respectively (red curves; see Tab. 5.2 for results).
DFT calculations, all of these bonds are included. Therefore, increasing the size of the DFT
cell a with one molecule to calculate the energy cost due to the longer nearest-neighbor
distances in fact corresponds to the cost of straining three nearest-neighbor bonds. Hence,
all intermolecular binding energies obtained from Dr. Matthes are divided by a factor of
three.
The equilibrium configuration of a free-standing HBC layer has been determined by Dr.
Matthes to be a hexagonal cell with a lattice constant of a0=14.15 Å and a molecular
angle of β0 = 6◦. The overestimation of both values compared to the experimental ones of
the LT structure (13.95 Å and 5.1◦, respectively) is in a reasonable range so that straining
of the bonds will be modeled with respect to the DFT equilibrium configuration and later
applied to the experimental structure parameters by rigidly shifting the corresponding
energy curves (see below).
Longitudinal strain
Figure 5.8a shows the resulting values for Ebondmol−mol(a) for the case of a simple size variation
of the DFT cell around the equilibrium value of 14.15 Å, with the HBC molecule rotated to
β0 = 6◦. This corresponds to a longitudinal (i.e., parallel) strain of a single intermolecular
















with the fit result given in Tab. 5.2. Using a′ = a + ∆a with ∆a = 0.2 Å instead of
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Table 5.2: Fit parameters of Equs. 5.2 and 5.5 for the curves in Fig. 5.8.
c1 [Å] c2 [Å] m n c3
16.01(2) 19.32(5) 35.8(2) 16.5(2) 16.4(2)
a, shifts the curve to match the minimum to the experimentally found lattice constant.
The shape of the curve allows the molecules to assume easily larger distances from one
another while preserving the short-distance repulsion. Note that the standard deviation of
nearest-neighbor distances was determined experimentally to be ≈ 0.3 Å which renders
this difference significant. This is the reason why a simple 2D Frenkel-Kontorova model
with harmonic springs would not be sufficient here.
Longitudinal displacements can now be accounted for: A molecule p shifted by up from
its unmodulated lattice site rp, and a nearest neighbor q shifted by uq from rq cause a
longitudinal deformation of their bond by the projection
upq,‖ = (up − uq) · (rp − rq)/|rp − rq| =: (up − uq) · rˆpq (5.3)













A transversal bond deformation (cf. inset of Fig. 5.8b) changes both the separation and
the mutual orientation of the molecules. The energy contribution due to this strain with
respect to the DFT equilibrium configuration is obtained as follows. The transversal mutual-
displacement component of the molecules p and q, namely upq,⊥ =
√
(up − uq)2 − u2pq,‖,
from the equilibrium position can be considered in DFT with a size change of the single-
molecule cell to a =
√
a20 + u2pq,⊥ and a simultaneous rotation of the HBC molecule in
the cell to an angle β = β0 + arctan(upq,⊥/a0). Such calculations were suggested to, and
performed by, Dr. Matthes and Fig. 5.8b shows the corresponding values. They can be
fitted satisfactorily within a displacement range of ±0.5 Å with a parabola:
Ebondmol−mol,⊥(up,uq) = E⊥,0 + c3u2pq,⊥. (5.5)
The fitted value of c3 is given in Tab. 5.2 as well. Since the energy minimum per bond
is already included in Ebondmol−mol,‖, the transversal contribution Ebondmol−mol,⊥ is simply c3u2⊥.
With this, the total bond energy in dependence of individual displacements can be fully
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Total energy and gradients
Finally, the total adsorption energy Edomaintotal of a domain with N molecules that are
individually displaced by up can be obtained by summing up the molecule-substrate
contributions Esinglemol−sub(r + up) and the contributions from each molecule due to the
interaction with its nearest neighbors Emol−mol(up, {uq}), over all molecules. Note however,
that due to the summing over molecules instead of bonds, each intermolecular bond (p, q)
contributes twice to the total sum – once when molecule q is the neighbor of molecule
p and vice versa the second time. Therefore, the intermolecular contribution per single
molecule is half that of the bond energy: Esinglemol−mol(up,uq) = 12E
bond
mol−mol(up,uq). With this,













Note that the number of nearest-neighbors may change at the domain boundary, but that
the second sum then simply runs over fewer neighbors and hence domain boundaries are
automatically accounted for. Due to the attractive potential between the molecules there
is no need to set any artificial boundary condition.
The advantage of this parametrization is the ability to analytically calculate the gradient
of the total domain energy with respect to the individual displacement up of a molecule p



















with the unit vector rˆpq,⊥ perpendicular to the bond direction. For the same reason that
the factor 1/2 was introduced in Equ. 5.7, i.e., because each nearest-neighbor bond appears
twice in the sum, the same gradient ∇pEbondmol−mol appears twice as well which cancels the
factor 1/2 in Equ. 5.8. These total gradients can now be used in Equ. 5.1 to locally relax
large incommensurate domains with computationally moderate means.
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Figure 5.9: Relaxation of a domain with the LT structure (see text for details). a: Total
domain energy per molecule and total intermolecular energy per molecule during the relax-
ation iteration. b: Histogram of the nearest-neighbor distances after the relaxation (initial
value marked with dotted line). c: Molecular positions over the substrate unit cells before the
relaxation, folded back into one substrate unit cell, with Esinglemol−sub(rp) color-coded. d: Same
plot as panel c after the relaxation. The final displacements from the original points in panel
c to the final points in panel d are depicted and shortened for clarity. Note that the energy
scale has shrunk due to the relaxation, marked by comparable arrows. Panels c and d only
feature the innermost ≈ 10% of the domain’s molecules for a better data point distinction.
5.5.2 Calculation versus experiment
The calculations described above are first performed and discussed using the experimentally
determined LT structure of HBC on graphite in order to compare the results with the STM
observations in Sec. 5.4, before being applied in the next section to explain the orientation
of the overlayer altogether.
In order to simulate the relaxation of the LT structure, a hexagon-shaped domain containing
10981 molecules (diameter ≈ 170 nm) was initialized in the corresponding unmodulated
configuration: a hexagonal lattice with |a1/2| = 13.95 Å, a unit cell orientation θ = −8.66◦
with respect to graphite and a molecular orientation β = 5.1◦ within the unit cell (or
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α = θ+ β = −3.56◦ with respect to the substrate). While the domain size could have been
chosen smaller, this size has proved useful to prevent any notable influence of the domain
boundaries to these and the following results. The iterative relaxation is performed until
the total domain energy Edomaintotal has converged, approximately 85 meV/molecule below
the initial value in this case (cf. Fig. 5.9a). At the same time, stress builds up within the
HBC layer and converges as well, contributing about 20 meV/molecule.
As can be inferred already from the histogram of nearest-neighbor distances in the relaxed
layer (cf. Fig. 5.9b), some molecules moved closer together down to the lattice constant of
the reported commensurate structure, i.e., 13.7 Å, but many others ended up at larger
distances as well. This shows that the HBC layer is not simply one consisting of many
commensurate patches. The sharp cutoff at the “commensurate” value is due to the quasi-
static relaxation algorithm – the molecules will simply not get closer because there is no
such force once they reach the “commensurate” distance, with each lying in a corresponding
minimum of Esinglemol−sub. Yet, the shape of the histogram is in good agreement to the one
obtained experimentally (cf. Fig 5.7d), despite the broadening of the measured distribution
due to defects and statistical errors of the localization algorithm.
An intuitive visualization of the relaxation process is given in Figs. 5.9c and 5.9d. They
show the molecular (center) positions, folded back into one substrate unit cell with a color
corresponding to the energy Esinglemol−sub of their respective position. Only the innermost
≈ 10% of the domain’s molecules are included in both panels so that groups of data
points can still be distinguished. Nevertheless, in the initial configuration representing the
unmodulated lattice with the LT lattice constant and orientation (cf. 5.9c), the entire unit
cell is filled with spots due to the incommensurate relation between the HBC lattice and
graphite. This explains visually that the domain energy simply corresponds to the average
value of the entire map, i.e., the incommensurate energy. However, after the relaxation
the molecules adopt more advantageous positions (cf. 5.9d). While by far not all occupy
the lowest-energy registry above a carbon atom of graphite (blue areas), they have been
driven towards them. Hence, the average energy Edomainmol−sub per molecule has decreased
substantially, as can be judged from the energy scales as well. The balance of locally
experienced gradients in Esinglemol−sub and favorable interactions with the nearest-neighbors
allowed many molecules to avoid energetically disadvantageous positions. This is also why
a mere height modulation will not result in any significant epitaxial energy minimum,
as has been reported before [85]. For any incommensurate orientation, the data points
would still fill the entire unit cell in Fig. 5.9d without lateral displacements, leading to
the domain’s energy corresponding to the incommensurate energy. Moreover, Fig. 5.9d
explains the absence of convoluted LEED spots in the vicinity of the specular spot. While
the lateral displacements are significant (see below for quantitative results), the difference
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Figure 5.10: For comparison, panels a and b are re-plots from Fig. 5.7. c: Calculated,
relaxed positions of HBC molecules, color-coded with Esinglemol−sub(rp +up). For the appearance
before the relaxation see inset. d: HBC lattice before the relaxation (dots) and simulated
molecular displacements (red lines; magnified by the same factor 15 as in panel b).
in adsorption heights diminishes proportionally to the energy scale to ≈ 2 pm. Hence,
even for maximum values of S⊥, the sensitivity with respect to such small perpendicular
modulations is not sufficient for an observation of the corresponding spots.
The short black lines in Fig. 5.9d originate from the spots in 5.9c and point to the direction
of the respective final spot positions after the relaxation – they have been shortened for
a better overview. It is obvious that the molecules approximately “slid down the hill”
according to the (negative) gradient of the Esinglemol−sub(r) energy map (cf. Fig. 5.6a). This
renders the second assumption at the end of Sec. 4.1.3 plausible with which the low energy
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dependence of a LEED pattern from such a structure was concluded.
Finally, the relaxed structure can be directly compared to the STM observations. Figs. 5.10a
and 5.10b again show the Moiré pattern and experimentally determined molecular dis-
placements from Fig. 5.7, respectively. Figure 5.10c displays the calculated positions of the
relaxed LT structure, this time in absolute coordinates, with the final molecule-substrate
potential energy Esinglemol−sub(rp + up) color-coded. The calculated molecular displacements
are shown in Figure 5.10d, magnified by the same factor as the experimental ones in 5.10b.
The similarities between the calculated patterns and their experimental counterparts are
striking, including the slight chirality and especially compared to the sinusoidal Moiré
pattern before the relaxation (cf. inset of Fig. 5.10c) which cannot explain the measurement.
In addition to the successful application of the convolution approach in the Fourier analysis
of this system, it is even more apparent in the context of this simulation that the measured
displacements are the result of the HBC layer’s interaction with the substrate lattice and
follow rather regular patterns. Hence, they constitute static distortion waves (SDWs) as
proposed by Novaco and McTague. Yet more importantly, the calculated mean displace-
ment of 0.44 Å and the standard deviation of the nearest-neighbor distances of 0.29 Å are
in excellent agreement with the experimentally determined values of 0.52 Å and 0.28 Å,
respectively. Since these values depend on how the driving force, i.e., the corrugation
of Esinglemol−sub(r) scales in comparison to the intermolecular forces, both contribution are
apparently described with a realistic relation to each other.
An additional conclusion can be drawn from the comparison of the calculated and ex-
perimental Moiré pattern. While the centers of the triangular regions in the STM image
appear brightest, they correspond to the lowest-energy areas in the calculated pattern. As
was stated before, the calculated adsorption height follows the energy map Esinglemol−sub(r) in
Fig. 5.6a proportionally. Hence, the (weak) brightness modulation in the STM is in fact
reversed compared to the topology of the surface and must be a result of a modulated
local density of states, with the lowest-lying molecules providing points of more efficient
electron tunneling.
5.5.3 Prediction of the epitaxial orientation
The model described above is able to simulate the local relaxation of the LT structure at
θ = −8.66◦ in remarkable consistency with the experiment. However, it can be used as
well to understand why the HBC layer reproducibly growths with the same orientation
with respect to graphite. For this, the relaxation is repeated with the same LT lattice
constant as the starting configuration, but for varying unit cell orientations θ with respect
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Figure 5.11: a: Total adsorption energy per molecule before (blue) and after relaxation
(black to red) of HBC domains with different sizes, with the initial LT lattice constant
of 13.95 Å. For better comparison, small offsets (increasing with decreasing domain size)
due to domain-edge molecules have been corrected for the two smaller domains, using the
values -6 meV and -14 meV. The experimental LT angle θ = −8.66◦ is marked by a dotted
line. b: Similar calculations as in panel a, but with a lattice constant of 13.9552 Å (blue
and black lines) that exactly produces a HOC coincidence at θ = −8.57◦ (dotted vertical
line), being comparable but not identical to the measured LT structure. Apparently, a HOC
coincidence in addition to local relaxation is not relevant in this case, with the curve being
almost identical to the incommensurate (LT) one re-plotted from panel a.
to graphite, i.e., the domain is rotated over graphite and relaxed for each angle. The
orientation β = 5.1◦ of the molecules with respect to the rotating unit cell is kept fixed. The
reasoning behind this condition is again the steric hindrance of the molecules in a dense
monolayer due to the interlocked hydrogen atoms. The optimization of the entire domain’s
registry with the substrate is not of the same importance for the relaxed structures below
as it is for the rigid, unrelaxed domains in Sec. 5.3. Due to the incommensurability of
the HBC layer and the local relaxation, an initially disadvantageous registry of the entire
domain is quickly compensated. However, in order to reduce the number of necessary
iteration steps, the initial domains are rigidly optimized over one substrate unit cell as
well.
The thick red curve in Fig. 5.11a is the corresponding result of such a series of relaxations,
with an angular resolution of 0.1◦ and the same domain size as the previous single-θ
calculation. It confirms that the total energy is indeed minimal for a unit cell orientation
θ = −8.5(2)◦, matching the experiments very well and differing significantly from the
commensurate value of -8.95◦. Moreover, it affirms that the optimal total domain energy
is substantially lower (by 85 meV/molecule) than the incommensurate energy. This can be
91
5 Epitaxial ordering of an incommensurate organic layer
seen in comparison to the blue curve which corresponds to the total domain energy before
the relaxation. Note that the blue curve is basically identical to the unmodulated-layer
curves in Fig. 5.6b, providing evidence that any minima in that figure are insignificant
compared to the global minimum here, obtained through local relaxation.
The location of the minimum represents the orientation at which the molecules are
able to take the most advantage from the molecule-substrate interaction before the
intermolecular bonds counterbalance the relaxation. In this angular range Esinglemol−sub(r)
features large gradients, and the apparent Moiré period is especially long, allowing for
larger displacements before strained nearest-neighbor bonds stop the relaxation. However,
neither condition is fulfilled to its maximum, and the optimal angle can only be found by
realistically describing the energy contributions and gradients.
The minimum’s shape is of very different nature than an epitaxial energy minimum
within the lattice epitaxy model. While the former is very broad, the latter is typically
extremely narrow and becomes narrower with increasing domain size [58, 70]. In contrast,
the minimum in Fig. 5.11a is very stable at various domain sizes (mostly smoother for
larger domains), as shown with additional calculations in the same graph using smaller
domains with the same LT starting configuration. Due to the increasing influence of the
domain boundaries in the smaller domains and the normalization of the total energy using
the total molecule number, small offsets in Edomainmol−mol would separate the total energy curves
and were corrected in order to improve the comparability (see also the caption of Fig. 5.11).
The offsets are due to the varying ratio of inner molecules and domain-edge molecules with
fewer than six nearest-neighbors, with the latter contributing less intermolecular binding
energy per molecule. It is also the domain-edge molecules that cause the “noise” in the
curves of smaller domains. They can be displaced further than molecules surrounded by
six nearest-neighbors. Hence, a domain containing a higher ratio of edge molecules is more
sensitive to varying forces at the domain boundary, which change with θ.
In Sec. 5.3 it was argued that a rigid, unmodulated HBC monolayer does not experience
any significant epitaxial energy minimum, even if a HOC coincidence is enforced (cf. also
the blue curve in Fig. 5.11b). In order to demonstrate that the hypothetical existence of a
HOC coincidence is of no advantage to the relaxed HBC layer either, the angle-dependent
relaxation series was repeated under the same conditions, however, with the lattice constant
slightly changed again to enforce a HOC coincidence close to the experimental LT structure.
The result is given in form of the black curve in Fig. 5.11b, together with the thick red
curve of the incommensurate relaxed structure from Fig. 5.11a for comparison. Both
curves are practically indistinguishable and there is no additional energy minimum when
the HOC condition is met as compared to the incommensurate relaxed layer. Hence, the
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formation of the static distortion waves (SDWs) constitutes the only mechanism behind
the epitaxial energy minimum. Therefore, based on the insignificance of a HOC coincidence
to the epitaxy of a monolayer of HBC on graphite even in the presence of SDWs, it can
be concluded that this system has no reason to prefer such a special case and is indeed
incommensurate.
All of the calculations were repeated for the RT structure as well with almost identical
results in terms of the correct prediction of the epitaxial alignment, even without the
inclusion of temperature effects (see Publication [P9] for details). Therefore there is no
reason to believe at this point, that this effect is limited to low temperatures. However,




6 General conclusions and outlook
The main objectives of this study were to focus on the often non-commensurate epitaxy of
organic overlayers on inorganic substrates, to improve the understanding of the mechanisms
driving the epitaxy in such cases, and to examine the layers’ structural properties both in
real and reciprocal space. Based on a complete overview of known types of epitaxy it was
concluded that a variety of structures, including those explained by lattice epitaxy, may
feature a modulation of the overlayer due to the substrate. Therefore, it was analyzed how
such modulated layers affect diffraction experiments and the reciprocal space in general.
The existing diffraction theory of modulated crystals is quite complicated. However, it
was possible to extract essential properties of modulated crystal surfaces from a simplified
theoretical approach deriving a corresponding LEED structure factor in Chap. 4, based on
a more general theory from Ref. [73].
While LEED patterns and spot intensities generally change with the energy of the incident
beam electrons and multiple scattering is normally necessary to calculate spot intensities,
the pattern of modulated overlayers is remarkably insensitive to a change of this energy, in
agreement with the derived structure factor, and multiple scattering only seems to play a
minor role. This could be evidenced with both simplified calculations of electron scattering
and experimental LEED data of epitaxial graphene on SiC(0001). Therefore, rather than
viewing modulated overlayers as long-range reconstructions of the surface leading to large
lattice bases and complex energy dependencies, they should be understood based on their
primitive unit cells which are then regularly modulated by a function determined by the
periodic substrate. This regular modulation manifests itself via a pattern of additional
(satellite) spots with well-defined positions and intensities (the latter only approximately,
for small modulation amplitudes). Due to the general character of the structure factor
these assertions are expected to be valid for inorganic as well as organic overlayers. In
fact, LEED experiments on non-commensurate organic overlayers, namely PbPc and HBC
monolayers, on graphite corroborated many of the conclusions derived theoretically.
Additionally, an analytical method was proposed that combines the geometrical predictions
of the structure factor, namely a convolution-based description of the LEED pattern,
and the distortion correction of LEED patterns in order to extract highly precise epitaxy
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matrices. The advantage of this approach is that the substrate lattice can be indirectly fitted
to a pattern which does not even include the first diffraction orders of the substrate. This
cancels any scaling uncertainties of quantitative LEED analyses which normally remain
even after a calibration and correction of distortions [P2]. Moreover, it was demonstrated
that this method can even be applied to extract precise epitaxy matrices from fast Fourier-
transformed (FFT) STM images of overlayers modulated by the substrate, since those
feature the same convoluted spot patterns. A helpful side effect is the ability to use this
information to correct linear distortions which are always present in STM images.
Finally, both the theoretical and methodological approaches from Chap. 4 could be applied
to the interesting case of a monolayer HBC on graphite. In contrast to previous studies
which reported a commensurate registry, the observation of convoluted spot patterns in
LEED and STM FFTs, as well as the application of the suggested approach to fit the
epitaxy matrix to such a pattern, proved that this system is neither commensurate nor a
case of point-on-line (POL) or line-on-line (LOL) epitaxy. The analysis of the adsorption
energy of HBC molecules with the substrate via DFT-scaled force-field calculations proved
that no epitaxy concept based on strictly periodic lattices can explain the overlayer
orientation, rendering the layer incommensurate yet epitaxial. Only the direct observation
of lateral molecular displacements in the form of static distortion waves (SDWs) provided
clues for the mechanism behind the epitaxy. Via modeling the intermolecular forces based
on DFT calculations as well it was possible to simulate the local relaxation with a gradient
approach which reproduced all experimental findings excellently and confirmed that the
found overlayer orientation is indeed the energetically most favorable one. For the first
time, this directly confirmed the stabilizing role of SDWs for incommensurate layers, as
proposed by Novaco and McTague decades ago for rare gas overlayers [14]. Since the
incommensurability, in combination with the local relaxation, results in the abandonment
of strict translational symmetry, this system represents an example of aperiodic crystals
in which the positions of the displaced components (molecules) can be studied directly.
HBC on graphite was especially suited to study this phenomenon due to the high symmetry
of both the adsorbate and the substrate so that certain epitaxy types could be quickly
excluded, due to the disk-like shape of HBC in the STM images allowing for an automatic
localization of each molecule therein, and due to the relatively soft intermolecular bonds
producing displacements large enough for direct detection. Yet, it is assumed that other
incommensurate (organic) overlayers with not fully understood epitaxy [151,152] may be
governed by the same effect and could likewise be explained with the algorithm presented
here. Moreover, in addition to implications of the LEED measurements on a monolayer of
PbPc on graphite in Sec. 4.2.1, there is evidence in the literature that local relaxation is
present in POL or LOL layers [79,101] as well. It remains to be examined via an approach
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fully flexible in terms of local relaxations, such as the one introduced in this work, how the
presence of both local relaxation and common sets of lattice lines influences the epitaxial




A.I Anisotropic Debye-Waller factor
The usual Debye-Waller factor from Equ. 4.27, before taking the average, modifies the
static structure factor F0(S) [116]:
F (S, t) = F0(S) exp
(




The prefactor of 16 in Equ. 4.27 in comparison to
1
2 in Equ. A.1 is a result of assuming
isotropic three-dimensional displacements and calculating a time average [116].
However, the result is different for anisotropic displacements. Splitting both S and δ(t)
into their components parallel and perpendicular to the crystal surface, one obtains in the
exponent (S · δ(t))2 = (S‖ · δ‖(t) +S⊥δ⊥(t))2. Since S⊥ and δ⊥(t) are always aligned, their
scalar product is merely the product of their magnitudes. The parallel components are
generally not aligned though. Due to the fixed nature of the momentum transfer S under
evaluation, the time-dependent orientation angle φ(t) of δ‖(t) with respect to of S‖ changes




In a standard procedure for Debye-Waller factors, a time average on Equ. A.1 is equivalent
to performing an angular average of the cosine factors if the orientation φ(t) is evenly
distributed in the surface plane for sufficiently large time intervals. Therefore, the term
containing cosφ(t) is canceled in an average over a full circle. The average of cos2 φ(t)
results in 1/2pi
∫ 2pi
0 cos2 φ dφ = 1/2. With this, the average of Equ. A.1 is

















For an unknown reason, the different prefactors due to averaging in two instead of three
dimensions are not correctly accounted for in other works [102,117].
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A.II Epitaxy matrix properties
Epitaxy matrix in reciprocal space








AA*> = A*A> = 2pi1. (A.3)
Thus, the reciprocal vector matrix is A* = 2piA>−1 . So an epitaxy matrix C in real space
A = CS




















Behavior under linear transformations
An epitaxy matrix is not a transform matrix in the classic sense. A linear transform matrix
M (rotation, reflection, shear, compression/dilation for example in an STM image) that
transforms a column vector v according to v′ = Mv, has to be transposed and applied to








With this, it becomes clear that a linear transformation of an STM image leaves the
epitaxy matrix C unchanged:
A′ = AM> = CSM> = CS ′.
This can be translated into reciprocal space with









= A*M−1 = C*S*M−1 = C*S ′*,
meaning the epitaxial relation remains unchanged in real and reciprocal space when an STM
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or LEED image is linearly transformed (rotation, reflection, shear, compression/dilation).
When such a linear transform is applied only to the top structure A and the new epitaxy
matrix due to this change is of interest it can easily be calculated by
Cnew = CSM>S−1. (A.5)
This, for example, is relevant when a symmetrically equivalent domain on a symmetric
substrate shall be found. With a rotation matrix
MRot =
 cos(α) − sin(α)
sin(α) cos(α)
 ,





where β is the angle between s1 and the x-axis, all equivalent domains are attainable. If






Epitaxy matrix properties of point-on-line structures
The matrices transforming C in equation A.5 can be combined to a transformation
matrix T = SM>S−1. For hexagonal lattices the transformation matrices for rotationally
equivalent domains are summarized in table A.1. A POL structure “wrongly” defined with
C consisting of only irrational numbers can be transformed by T 60/120/240/300 to obtain
an equivalent domain with an integer column. With ∠(s1, s2) = 120◦ the transformation
matrix elements obviously require line differences in C to be integers in such a case.
Table A.1: Matrices that transform epitaxy matrices according to Equ. A.5 for the case of
hexagonal substrates (s1/2) and adsorbate lattice rotations of multiples of 60◦. The condition
for POL matrices with only irrational elements is given as well.







































A.III LEEDLab calibration factor for fast Fourier
transforms
In LEEDLab, the calibration factor CF normally is determined from known samples and
used to correctly scale LEED images in reciprocal space for all incident beam energies.
In order to correctly scale STM FFTs in reciprocal space as well, it must be determined
differently.
As a result of the definition of CF [P2], it corresponds to the ratio between a length in
pixels in the image and the corresponding reciprocal length if the beam energy is set to 1 eV
(with the offset in the LEEDLab interface set to zero): CF [pxÅ
√
eV] = r[px]/r∗[Å−1]. In
an N [px]×N [px] STM image of an L [Å]×L [Å] area the highest measurable frequency
with LEEDLab is r∗max = 122pi
N
L
due to the Nyquist theorem. At the same time, an FFT
retains the number of pixels of the original image. Hence, the corresponding vector from






= L[Å]2pi . (A.6)
A.IV Gradient of the molecule-substrate energy
The Esinglemol−sub(r) maps resulting from DFT-scaled force-field calculations are stored as
matrices for each alpha, i.e., in a kind of relative Cartesian coordinate system E(x, y) which







 due to the definition of S (cf. Appendix A.II). Because of this
transformation, ∂u
∂x
= S11, ∂u∂y = S21,
∂v
∂x
= S12, and ∂v∂x = S22. In Matlab, it is easiest to
perform the calculation of ∇xyE(x, y) in the Cartesian system with MATLAB-provided
functions first. It follows that





















E∗(u, v) = S∇uvE∗(u, v)
(A.7)
Therefore, from the calculated gradient in the relative coordinate system ∇xyE(x, y) the
gradient in the coordinate system of the substrate can be obtained by ∇uvE∗(u, v) =
S−1∇xyE(x, y). The resulting gradient correctly fits the map in Fig. 5.6a.
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