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Povzetek
Naslov: Dolocˇanje mere v nesingularnem kvarticˇnem momentnem problemu
s sledjo v dveh spremenljivkah
Avtor: Nace Gorenc
Koncˇen momentni problem s sledjo je vprasˇanje, kdaj lahko dano zaporedje
realnih sˇtevil predstavimo kot integracijo po neki meri, ki jo racˇunamo kot
sled ovrednotenj nekomutativnih polinomov na neki mnozˇici simetricˇnih ma-
trik. Za resˇevanje problema lahko uporabimo orodja linearne algebre, tako da
zaporedju priredimo momentno matriko in prek obravnave njenih lastnosti
sklepamo o obstoju mere.
V diplomskem delu statisticˇno preverjamo domnevo, da v kvarticˇnem pri-
meru v dveh spremenljivkah s pozitivno definitno 7 × 7 momentno matriko,
obstaja mera iz enega atoma velikosti 2 in najvecˇ sˇestih atomov velikosti
1. Glavno tehnika za to je odsˇtevanje vecˇkratnika momentne matrike ranga
1, tako da pridemo do momentne matrike ranga 6, za katero pa uporabimo
znane rezultate, ki prevedejo problem na problem dopustnosti nekaj semide-
finitnih programov.
Kljucˇne besede: momentni problem, mera, semidefinitno programiranje.

Abstract
Title: Determining a type of a measure in a nonsingular bivariate quartic
tracial moment problem
Author: Nace Gorenc
The truncated tracial moment problem asks to characterize when a finite se-
quence of real numbers can be represented with tracial moments of matrices,
i.e., the measure is the trace of the evaluations of monomials on the set of
symmetric matrices. To tackle the problem we can use the tools from linear
algebra. We associate to the sequence the truncated moment matrix and
study its properties, which ether prove or disprove existence of the measure.
In the diploma thesis we statistically analyze the conjecture, that in the
quartic bivariate case with a positive definite 7 × 7 moment matrix, there
exists a measure consisting of one atom of size 2 and at most six atoms of
size 1. The main technique is to subtract the multiple of a moment matrix
of rank 1, such that we get a moment matrix of rank 6, for which we can use
known results about the existence of a measure, that translate the problem
to the feasibility of certain semidefinite programs.
Keywords: moment problem, measure, semidefinite programming.

Poglavje 1
Uvod
Poln momentni problem v eni spremenljivki je klasicˇno vprasˇanje iz ana-
lize, ki sprasˇuje, kdaj lahko dan linearni funkcional na prostoru polinomov v
eni spremenljivki predstavimo kot integracijo po neki Borelovi meri z nosil-
cem na dani zaprti podmnozˇici K realne osi. Ekvivalentna formulacija tega
problema je naslednja: za dano zaporedje
β0, β1, β2, . . . , βm, . . .
realnih sˇtevil poiˇscˇi Borelovo mero z nosilcem na K, tako da velja
βi = ∫
K
x
i
dµ.
Zgornji problem lahko posplosˇimo na primer dveh spremenljivk, pri cˇemer
so indeksi zaporedja pari naravnih sˇtevil, iˇscˇemo pa Borelovo mero µ na zaprti
podmnozˇici K v R2, ki reprezentira dano zaporedje.
Koncˇen momentni problem stopnje 2n v dveh spremenljivkah
se od polnega razlikuje v tem, da imamo podano le koncˇno bizaporedje realnih
sˇtevil
β0,0, β1,0, β0,1, β2,0, β1,1, β0,2, . . . , βi,j, . . . , β0,2n za 0 ≤ i + j ≤ 2n, (1.1)
mero µ pa iˇscˇemo na podmnozˇici K ⊆ R2, tako da velja
βi,j = ∫
K
x
i
y
j
dµ.
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Po Bayer-Teichmannovem izreku [1] zadosˇcˇa namesto splosˇnih Borelovih
mer sˇtudirati samo koncˇne konveksne kombinacije mer skoncentriranih na
tocˇkah v R.
Enega izmed pristopov resˇevanja koncˇnega momentnega problema v dveh
spremenljivkah sta uvedla Raul Curto in Lawrence Fiakow v seriji cˇlankov
od leta 1990 naprej. Njun pristop temelji na opazovanju potrebnih in za-
dostnih lastnosti pripadajocˇe momentne matrike Mn, s cˇimer glavno orodje
obravnave postane linearna algebra.
V kvarticˇnem primeru, tj. i+ j ≤ 4 v (1.1), je momentna matrika M2 ve-
likosti 6× 6. Curto in Fialkow sta ta primer v celoti resˇila tako, da sta sprva
razdelila analizo glede na rang matrike, potem pa naprej sˇe na nekaj mozˇnih
stolpicˇnih relacij, ki se lahko pojavijo v posameznem rangu. Momentni pro-
blem za vse primere singularnih matrik sta resˇila z njunim slavnim izrekom o
ploskih razsˇiritvah [12], ki pove, da ima koncˇno momentno zaporedje stopnje
2n mero, cˇe se ga da nadaljevati do momentnega zaporedja stopnje 2n + 2
tako, da imata pripadajocˇi matriki Mn in Mn+1 isti rang. Poleg tega potem
obstaja mera, v kateri nastopa toliko atomov, kolikor je rang matrike Mn.
Za singularno matriko M2 nam stolpicˇne relacije dajo pogoje na mozˇna na-
daljevanja, s cˇimer analiza problema postane izvedljiva. Poleg tega dobimo
konkretne atome v meri. Izkazˇe se, da je v vecˇini primerov stopnje 4 obstoj
ploske razsˇiritve ekvivalenten obstoju mere. V nekaterih primerih pa je po-
trebno narediti razsˇiritev do stopnje 8, tako da imata matrikiM3 inM4 enak
rang (npr. v primeru stolpicˇne relacije XY + YX = 0 [13]). Pri nesingularni
matriki M2 relacij nimamo, parametrov pa je prevecˇ, tako da direktna upo-
raba izreka o ploskih razsˇiritvah ni izvedljiva. Sprva sta nesingularni primer
z metodami konveksne geometrije resˇila Fialkow in Nie [15]. Pokazala sta, da
v primeru pozitivno definitne matrike mera vedno obstaja, vendar pa njun
dokaz ni konstruktiven. Kasneje sta Curto in Yoo [14] problem konstruk-
tivno resˇila tako, da sta od momentne matrike odsˇtela vecˇkratnik momentne
matrike ranga 1, generirane z nekim atomom, da sta dobila pozitivno semi-
definitno momentno matriko ranga 5, za katero sta lahko uporabila znane
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rezultate o obstoju mere.
Sabine Burgdorf in Igor Klep sta v cˇlankih [5, 6] uvedla nekomutativno
posplosˇitev klasicˇnega momentnega problema, pri kateri so mere sledi ovre-
dnotenj polinomov na parih simetricˇnih matrih. Njuna posplosˇitev je po-
membna na mnogih podrocˇjih, kot so operatorska algebra, funkcionalna ana-
liza in linearna algebra, tesno pa je povezana z nekaterimi znameniti pro-
blemi, kot sta Connesova domneva in Hornov problem. Spremenljivki X
in Y vecˇ ne komutirata, polinome v X, Y pa vrednotimo na matrikah in
racˇunamo sled ovrednotenj. Burgdorf in Klep sta dokazala, da za nesingu-
larni kvarticˇni momentni problem s sledjo v dveh spremenljivkah, tj. indeksi
tecˇejo po nekomutativnih monomih v dveh spremenljivkah stopnje najvecˇ
4, pripadajocˇa momentna matrika velikosti 7 × 7 pa je pozitivno definitna,
vedno obstaja reprezentirajocˇa mera, pri cˇemer zadosˇcˇa 15 atomov velikosti
2. Analogno kot Fialkow in Nie v komutativnem primeru, sta tudi onadva
uporabila abstrakten pristop, tako da njun dokaz ni konstruktiven. Ker pa
je singularni momentni problem resˇen v [2, 3], lahko tudi v nekomutativ-
nem oponasˇamo pristop Curta in Yooja iz komutativnega, tj. z odsˇtevanjem
vecˇkratnika momentne matrike ranga 1 pridemo v momentno matriko ko-
ranga 1 in uporabimo rezultate o obstoju mere, ki veljajo za take matrike. V
primerjavi z komutativnim obstoj mere v primeru koranga 1 ni vecˇ ekviva-
lenten obstoju ploske razsˇitive, pacˇ pa dopustnosti dolocˇenih semidefinitnih
programov. Tako ni jasno, kako iz konkretne momentne matrike dolocˇiti,
kateri atom izbrati pri tem postopku. Rezultati o tipu mere v primeru sin-
gularne momentne matrike, ki jih predstavimo v poglavju 2, pa nakazujejo
na veljavnost naslednje domneve.
Domneva 1.1. Momentno zaporedje s sledjo stopnje 4 s pozitivno definitno
momentno matriko izhaja iz mere, ki je sestavljena iz enega atoma velikosti
2 in i atomov velikosti 1, kjer je i med 3 in 6.
Ker atom velikosti 2 generira momentno matriko ranga najvecˇ 4, atom ve-
likosti 1 pa momentno matriko ranga 1, potrebujemo v primeru enega atoma
velikosti 2 vsaj sˇe tri atome velikosti 1. Iz resˇitve klasicˇnega momentnega
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problema stopnje 4 pa vemo, da lahko matriko, generirano z atomi velikosti
1, reprezentiramo zˇe s sˇestimi atomi. Zato je i v domnevi najmanj 3 in najvecˇ
6.
Glavna motivacija diplomske naloge je raziskati veljavnost domneve 1.1 s
statisticˇno analizo.
V poglavju 2 s pomocˇjo zgledov predstavimo teoreticˇno ozadje momen-
tnega problema s sledjo, matematicˇno definiramo nasˇ problem, navedemo
orodja linearne algebre, ki jih potrebujemo za obravnavo problema, in si po-
gledamo zˇe znane rezultate. V poglavju 3 se ukvarjamo s semidefinitnim
programiranjem, ki ga uporabimo pri preverjanju dopustnosti linearnih ma-
tricˇnih neenakosti, saj je to po rezultatih iz poglavja 2 ekvivalentno obstoju
mere v primeru momentnih matrik koranga 1. Pogledamo si resˇevanje se-
midefinitnih programov z metodo srediˇscˇne poti, ki spada v druzˇino metod
notranje tocˇke. Postopek preverjanja zgornje domneve o meri nesingularne
momentne matrike natancˇno opiˇsemo v poglavju 4, kjer predstavimo algori-
tem za nakljucˇno generiranje momentne matrike ter parametre, ki jih bomo
spreminjali v statisticˇni analizi. V poglavju 5 predstavimo rezultate nasˇe
analize.
Poglavje 2
Momentni problem s sledjo
V tem poglavju predstavimo mometni problem s sledjo (MPS), ki sta ga
zacˇela sˇtudirati Burgdorf in Klep v [5, 6]. Motivacija za sˇtudij MPS-ja iz-
haja iz sˇtudija pozitivnih polinomov s sledjo, ki imajo nekaj zelo pomembnih
uporab (npr. Connova injektivnostna domneva [11] iz funkcionalne analize
in Bessis-Moussa-Villanijeva domneva iz statisticˇne kvantne mehanike imata
ekvivalentni formulaciji v teoriji pozitivnih polinomov s sledjo [17, 18, 7],
Hornov problem pa ekvivalentno formulacijo v teoriji MPS-ja [10]). Ugo-
tovljanje, ali je polinom s sledjo pozitiven, je tesno povezano z resˇevanjem
MPS-ja, kar je glavno orodje za resˇitev kvarticˇnega MPS-ja s pozitivno de-
finitno matriko M2 [5] (alternativen dokaz je v [9]). Za resˇevanje MPS-ja s
singularno matriko M2 pa deluje pristop z analizo stolpicˇnih relacij [3, 2], ki
jim zadosˇcˇa M2, kar do ranga 5 omogocˇa konstruktiven dokaz obstoja mera,
v rangu 6 pa problem prevede na problem dopustnosti nekaj semidefinitnih
programov.
5
6 Nace Gorenc
2.1 Nekomutativni kvarticˇni momentni pro-
blem s sledjo
2.1.1 Nekomutativni polinomi v dveh spremenljivkah
Prost monoid , generiran z nekomutativnima cˇrkama X, Y , je mnozˇica
vseh izrazov oblike X
i1Y
j1X
i2Y
j2⋯X ikY jk , kjer je k ∈ N0, i`, j` ∈ N0 za
` = 1, . . . , k. Oznacˇimo ga z ⟨X, Y ⟩. Njegove elemente imenujemo besede v
X in Y . Prazno besedo oznacˇimo z 1. Z R⟨X, Y ⟩ oznacˇimo prosto algebro
polinomov v X, Y s koeficienti v R, tj. realni vektorski prostor z bazo ⟨X, Y ⟩,
pri cˇemer mnozˇenje besed w1, w2 definiramo s stikanjem w1 ⋅ w2 = w1w2 in
razsˇirimo po linearnosti. Njene elemente imenujemo nekomutativni (nk)
polinomi .
Primer 2.1. Primer nekomutativnega polinoma je
1 + 3X + 5X2 + 4XY + 7Y X + 8XYX.
Primer produkta nk polinomov je
(1 +X)(2XY + 3Y X) = 2XY + 3Y X + 2X2Y + 3XYX.
Definicija 2.2. Involucija je funkcija f , ki je sama svoj inverz, tj.
f (f (x)) = x
za vsak x iz njenega definicijskega obmocˇja.
Na R⟨X, Y ⟩ definiramo involucijo p ↦ p∗, ki deluje trivialno na realnih
sˇtevilih in cˇrkah X, Y , obracˇa pa vrstni red cˇrk v besedah.
Primer 2.3. Za nk polinom w = XY − 3Y 2X je w∗ = Y X − 3XY 2.
Dolzˇino najdaljˇse besede polinoma p ∈ R⟨X, Y ⟩ imenujemo stopnja po-
linoma p in jo oznacˇimo z deg(p). Z R⟨X, Y ⟩≤k oznacˇimo vse polinome
stopnje najvecˇ k.
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Primer 2.4. Razlicˇnih besed dolzˇine k v ⟨X, Y ⟩ je 2k, dolzˇine najvecˇ k pa
∑ki=0 2i = 2k+1 − 1.
Pravimo, da sta besedi w ∈ ⟨X, Y ⟩ in v ∈ ⟨X, Y ⟩ ciklicˇno ek-
vivalentni , cˇe je v ciklicˇna permutacija besede w, tj. obstajata besedi
u1, u2 ∈ ⟨X, Y ⟩, tako da je w = u1u2 in v = u2u1. To oznacˇimo z v cyc∼ w.
Primer 2.5. Besede XYX
2
Y , Y X
2
Y X, X
2
Y XY , XYXYX in Y XY X
2
so
ciklicˇno ekvivalentne.
2.1.2 Vprasˇanje momentnega problema s sledjo
Naj bo dano zaporedje realnih sˇtevil β
(4) = (βw)deg(w)≤4 indeksirano z bese-
dami w ∈ ⟨X, Y ⟩ dolzˇine najvecˇ 4, ki zadosˇcˇa pogojema
βv = βw, cˇe je v
cyc∼ w, in βw = βw∗ za vsak w. (2.1)
Iz pogojev (2.1) sledijo naslednje enakosti med cˇleni zaporedja β
(4)
:
βXY = βY X ,
βX2Y = βXYX = βY X2 ,
βXY 2 = βY XY = βY 2X ,
βX3Y = βX2Y X = βXYX2 = βY X3 ,
βX2Y 2 = βXY 2X = βY 2X2 = βY X2Y ,
βXYXY = βY XY X ,
βXY 3 = βY XY 2 = βY 2XY = βY 3X .
Iz primera 2.4 vemo, da je besed dolzˇine najvecˇ 4 enako 2
5−1 = 31. Zgornjih
15 enakosti pa pomeni, da je β
(4)
16-parametricˇno zaporedje, odvisno od
parametrov
(β1, βX , βY , βX2 , βXY , βY 2 , βX3 , βX2Y , βXY 2 ,
βY 3 , βX4 , βX3Y , βX2Y 2 , βXYXY , βXY 3 , βY 4) ∈ R16.
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Vsakemu zaporedju β
(4)
, ki zadosˇcˇa pogojema v (2.1), pravimo zaporedje s
sledjo.
Mnozˇico matrik velikosti t × t oznacˇimo z Rt×t, podmnozˇico simetricˇnih
matrik pa z SRt×t.
Definicija 2.6. Za matriko A ∈ Rt×t definiramo normalizirano sled s
predpisom
Tr(A) = 1
t
tr(A).
Primer 2.7.
(i) Ker sled tr(⋅) zadosˇcˇa enakostima tr(X) = tr(XT ) in tr(XY ) = tr(Y X)
za vsaki matrikiX, Y ∈ Rt×t, je za poljubni simetricˇni matrikiA,B ∈ SRt×t, t ∈ N,
zaporedje β
(4)(A,B), definirano s predpisom
β
(A,B)
w ∶= Tr(w(A,B)), kjer je w dolzˇine najvecˇ 4,
zaporedje s sledjo.
(ii) Naj bodo t ∈ N in (A1, B1), . . . , (AN , BN) ∈ (SRt×t)2, N ∈ N, pari
simetricˇnih matrik velikosti t. Vsaka konveksna kombinacija
β
(4) ∶= N∑
i=1
λiβ
(4)(Ai,Bi),
kjer je λi > 0 za vsak i in ∑Ni=1 λi = 1, je zaporedje s sledjo.
Koncˇen realen momentni problem v dveh spremenljivkah sto-
pnje 4 je vprasˇanje, pri katerih pogojih za dano zaporedje s sledjo β
(4)
obstajajo naravni sˇtevili N, t ∈ N, pozitivna realna sˇtevila λi ∈ R>0 z vsoto
∑Ni=1 λi = 1 in pari realnih simetricˇnih matrik (Ai, Bi) ∈ (SRt×t)2, tako da
velja
βw =
N
∑
i=1
λiTr (w(Ai, Bi)) , (2.2)
kjer w tecˇe po vseh besedah stopnje najvecˇ 4. Cˇe taki N , t, λi in pari (Ai, Bi)
obstajajo, pravimo, da obstaja pripadajocˇa mera za β
(4)
ali da β
(4)
izhaja
iz mere . Pari matrik (Ai, Bi) so atomi velikosti t, sˇtevila λi pa gostote .
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Opomba 2.8. Normalizirana sled je zgolj tehnicˇna predpostavka, brez nje
bi namrecˇ namesto gostote λ pri atomu (A,B) vzeli gostoto λ
t
in dodali(0t×t,0t×t) z gostoto λ− λt , kjer je 0t×t matrika velikosti t× t iz samih nicˇel.
Primer 2.9. Za w = X2Y , λ1 = 13 , λ2 =
2
3
,
(A1, B1) = ([1 1
1 1
] , [0 2
2 0
]) in (A2, B2) = ([2 3
3 1
] , [1 3
3 1
]) ,
dobimo
βX2Y =
1
3
Tr
⎛⎜⎝[1 11 1]
2 [0 2
2 0
]⎞⎟⎠ + 23Tr⎛⎜⎝[2 33 1]
2 [1 3
3 1
]⎞⎟⎠
= 1
3
⋅
1
2
tr([4 4
4 4
]) + 2
3
⋅
1
2
tr([40 48
39 37
])
= 8
6
+
77
3
= 27,
celotno zaporedje β
(4)
pa je enako
(1, 4
3
,
2
3
,
25
3
,
23
3
,
23
3
, 8,
94
3
, 27, 27, 27,
70
3
,
70
3
,
70
3
,
56
3
,
439
3
,
386
3
,
386
3
,
386
3
,
386
3
,
346
3
,
346
3
,
346
3
,
346
3
,
337
3
,
337
3
,
308
3
,
308
3
,
308
3
,
308
3
, 96).
2.1.3 Prirejena momentna matrika
Zaporedju β
(4)
priredimo koncˇno momentno matriko M2 =M2 (β(4))
reda 2 z vrsticami in stolpci indeksiranimi z besedami iz R⟨X, Y ⟩≤2 v obratni
stopnicˇasti leksikografski ureditvi , tj. 1, X, Y,X
2
, XY, Y X, Y
2
. Vrstica
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U in stolpec V vsebuje element βU∗V , tj.
M2 =
1 X Y X2 XY YX Y2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
1 β1 βX βY βX2 βXY βXY βY 2
X βX βX2 βXY βX3 βX2Y βX2Y βXY 2
Y βY βXY βY 2 βX2Y βXY 2 βXY 2 βY 3
X2 βX2 βX3 βX2Y βX4 βX3Y βX3Y βX2Y 2
XY βXY βX2Y βXY 2 βX3Y βX2Y 2 βXYXY βXY 3
YX βXY βX2Y βXY 2 βX3Y βXYXY βX2Y 2 βXY 3
Y2 βY 2 βXY 2 βY 3 βX2Y 2 βXY 3 βXY 3 βY 4
.
(2.3)
Opazimo, da je matrika M2 simetricˇna.
Primer 2.10. Za β
(4)
kot v primeru 2.9 je matrika M2 enaka
M2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 4
3
2
3
25
3
23
3
23
3
8
4
3
25
3
23
3
94
3
27 27 70
3
2
3
23
3
8 27 70
3
70
3
56
3
25
3
94
3
27 439
3
386
3
386
3
346
3
23
3
27 70
3
386
3
346
3
337
3
308
3
23
3
27 70
3
386
3
337
3
346
3
308
3
8 70
3
56
3
346
3
308
3
308
3
96
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
2.1.4 Rieszov funkcional zaporedja
Za polinom p ∈ R⟨X, Y ⟩≤4 oznacˇimo s pˆ = (aw)w vektor njegovih koe-
ficientov , kjer so komponente urejene v obratni stopnicˇasti leksikografsko
urejeni bazi za R⟨X, Y ⟩≤4
{1, X, Y,X2, XY, Y X, Y 2, X3, X2Y,XY X,XY 2, Y X2, Y XY,
Y
2
X, Y
3
, X
4
, X
3
Y,X
2
Y X,X
2
Y
2
, XY X
2
, XY XY,XY
2
X,
XY
3
, Y X
3
, Y X
2
Y, Y XY X, Y XY
2
, Y
2
X
2
, Y
2
XY, Y
3
X, Y
4}.
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Vsako zaporedje β
(4)
, ki zadosˇcˇa (2.1), definira Rieszov funkcional
Lβ(4) ∶ R⟨X, Y ⟩≤4 → R s predpisom
Lβ(4)( ∑
deg(w)≤4 aww) ∶= ∑deg(w)≤4 awβw.
Opazimo, da je βw = Lβ(4)(w) za vsako besedo w.
Primer 2.11. Za polinom
p = 1+3X+5X2+4XY +7Y X+3X2Y +2Y XY +X3Y +2XYXY +4Y X2Y +7Y 4
je vektor njegovih koeficientov enak
pˆ = [1, 3, 0, 5, 4, 7, 0, 0, 3, 0, 0, 0, 2, 0, 0, 0, 1, 0, 0, 0, 2, 0, 0, 0, 4, 0, 0, 0, 0, 0, 7]T .
Pri preslikavi vektorja p z Rieszovim funkcionalom Lβ(4) , pri cˇemer je β(4)
kot v primeru 2.9, dobimo
Lβ(4)(p) = a1 ⋅ β1 + aX ⋅ βX + aX2 ⋅ βX2 + aXY ⋅ βXY + aY X ⋅ βY X
+ aX2Y ⋅ βX2Y + aY XY ⋅ βY XY + aX3Y ⋅ βX3Y
+ aXYXY ⋅ βXYXY + aY X2Y ⋅ βY X2Y + aY 4 ⋅ βY 4
= 1 ⋅ 1 + 3 ⋅ 4
3
+ 5 ⋅
25
3
+ 4 ⋅
23
3
+ 7 ⋅
23
3
+ 3 ⋅ 27 + 2 ⋅
70
3
+ 1 ⋅
386
3
+ 2 ⋅
337
3
+ 4 ⋅
346
3
+ 7 ⋅ 96
= 5236
3
.
2.1.5 Povezava med M2 in Lβ(4)
V nadaljevanju se bomo prepricˇali, da je M2 ravno enolicˇna matrika, ki
zadosˇcˇa enakosti ⟨M2pˆ, qˆ⟩ = Lβ(4)(pq∗)
za vsak p, q ∈ R⟨X, Y ⟩≤2, kjer je skalarni produkt definiran s predpisom⟨pˆ, qˆ⟩ ∶= pˆT qˆ.
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Naj bosta p = ∑w aww, q = ∑w bww polinoma. Velja q∗ = ∑w bww∗ in po
definiciji Lβ(4) sledi
Lβ(4)(pq∗) = ∑
w,w′
awbw′βw(w′)∗ . (2.4)
Vektorja pˆ, qˆ koeficientov polinomov p in q sta enaka
pˆ = [a1, aX , aY , . . . , aY 2]T in qˆ = [b1, bX , bY , . . . , bY 2]T .
Iz (2.3) se spomnimo, da je matrika M2 definirana kot M2 = [βU∗V ]U,V ,
kjer U in V tecˇeta po mnozˇici besed iz R⟨X, Y ⟩≤2 v obratni stopnicˇasti
leksikografski ureditvi. Zato velja
M2pˆ = [∑
V
βU∗V aV ]
U
.
Od tod sledi, da je
⟨M2pˆ, qˆ⟩ =∑
U
(∑
V
βU∗V aV ) bU =∑
U
∑
V
βU∗V aV bU = ∑
w,w′
β(w′)∗wawbw′ ,
(2.5)
pri cˇemer smo v tretji enakosti uporabili substitucijo U → w′, V → w. Za
enakost (2.4) in (2.5) moramo premisliti sˇe, da velja βw(w′)∗ = β(w′)∗w. To pa
sledi iz prvega pogoja v (2.1).
Tako za vrstico w1 in stolpec w2 v matriki M2 dobimo enakost⟨M2ŵ2, ŵ1⟩ = Lβ(4)(w2w∗1 ),
kar dokazˇe sˇe enolicˇnost matrike M2.
2.1.6 Potrebne lastnosti prirejene momentne matrike
Cˇe zaporedje β
(4)
izhaja iz mere, potem ima prirejena momentna matrika
M2 nekaj pomembnih lastnosti. Prva izmed teh lastnosti je pozitivna se-
midefinitnost (psd).
Trditev 2.1. Cˇe β
(4)
izhaja iz mere, potem je matrika M2 pozitivno semi-
definitna.
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Dokaz. Ker β
(4)
izhaja iz mere, obstajajo naravni sˇtevili N, t ∈ N, pozitivna
realna sˇtevila λi ∈ R>0 z vsoto ∑Ni=1 λi = 1 in pari realnih simetricˇnih matrik(Ai, Bi) ∈ (SRt×t)2, tako da velja (2.2). Za vsak p ∈ R⟨X, Y ⟩≤2 velja⟨M2pˆ, pˆ⟩ = Lβ(4) (pp∗) = Lβ(4)(∑
w,w′
awaw′w (w′)∗ ) = ∑
w,w
′
,
deg(w)≤4,
deg(w′)≤4
awaw′βw(w′)∗
= ∑
w,w
′
,
deg(w)≤4,
deg(w′)≤4
awaw′
N
∑
i=1
λiTr (w(w′)∗ (Ai, Bi))
=
N
∑
i=1
λiTr( ∑
w,w
′
,
deg(w)≤4,
deg(w′)≤4
awaw′w (w′)∗ (Ai, Bi) )
=
N
∑
i=1
λiTr (p (Xi, Yi) p∗ (Xi, Yi)) ≥ 0,
pri cˇemer smo v zadnji enakosti uposˇtevali, da je p
∗(Xi, Yi) = p(Xi, Yi)∗ in
je zato p(Xi, Yi)p∗(Xi, Yi) psd matrika.
Za (A,B) ∈ (SRt×t)2 oznacˇimo z M(A,B)2 momentno matriko, ki pripada
zaporedju β
(4)(A,B). Ker je vsaka momentna matrika M(A,B)2 psd, naslednja
trditev pove, da v primeru enakosti βX2Y 2 = βXYXY zadosˇcˇa iskati mero za
zaporedje β
(4)
samo med atomi velikosti 1.
Trditev 2.2. Naj bo β
(4)
zaporedje s sledjo in naj velja βX2Y 2 = βXYXY . Cˇe
β
(4)
izhaja iz mere, potem obstaja mera, sestavljena iz atomov iz R2.
Dokaz. Naj bo (A,B) ∈ (SRt×t)2 nek atom v meri za β(4). Dokazali bomo, da
lahko atom (A,B) nadomestimo z atomi (xi, yi) ∈ R2, i = 1, . . . , t, velikosti
1.
Ker je po trditvi 2.1M(A,B)2 psd, z opazovanjem podmatrike na vrsticah in
stolpcih XY, YX sledi, da je β(A,B)
X2Y 2
≥ β(A,B)XYXY . Cˇe bi veljala stroga neenakost,
potem ne more veljati enakost βX2Y 2 = βXYXY . Torej je β
(A,B)
X2Y 2
= β(A,B)XYXY . V
nadaljevanju bomo dokazali, da od tod sledi enakost AB = BA.
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V nasprotnem bi namrecˇ veljalo AB −BA ≠ 0 in zato
(AB −BA)2 = (AB −BA)(AB −BA) = −(AB −BA)T (AB −BA)
je matrika negativno semidefinitna in nenicˇelna. Torej je
0 > Tr ((AB −BA)2)
= Tr(ABAB −BAAB − ABBA +BABA)
= 2Tr(ABAB) − 2Tr(A2B2)
= 2(β(A,B)XYXY − β(A,B)X2Y 2) = 0,
kar je protislovje. Torej A in B komutirata.
Ker simetricˇni matriki A in B komutirata, obstaja ortogonalna matrika
U , tako da sta UAU
T
in UBU
T
diagonalni matriki. Za vsako besedo w velja
w(UAUT , UBUT ) = Uw(A,B)UT ,
zato je
β
(UAUT ,UBUT )
w = Tr(w(UAUT , UBUT )) = Tr(Uw(A,B)UT )
= Tr(w(A,B)UTU) = Tr(w(A,B))
= β(A,B)w .
Torej velja M(A,B)2 = M(UAUT ,UBUT )2 , kar pomeni, da lahko atom (A,B)
zamenjamo z atomom (UAUT , UBUT ). Piˇsimo
UXU
T = diag(x1, . . . , xt) in UY UT = diag(y1, . . . , yt),
kjer so xi oz. yi ∈ R, i = 1, . . . , t, diagonalni elementi matrike UXUT oz.
UY U
T
. Velja
M(UAUT ,UBUT )2 = t∑
i=1
1
t
M(xi,yi)2 ,
kar koncˇa dokaz trditve.
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S CM2 oznacˇimo linearno ogrinjacˇo L {1,X,Y,X2,Y2} stolpcev matrike
M2. Za polinom p = ∑w aww ∈ R⟨X, Y ⟩≤2 definiramo
p(X,Y) ∶=∑
w
aww(X,Y) ∈ CM2 ,
kjer w(X,Y) predstavlja stolpec matrike M2, z indeksom w(X,Y). Z 0 ∈ R7
oznacˇimo vektor samih nicˇel. Linearno odvisnost med stolpci matrike M2
lahko izrazimo kot
p1(X,Y) = 0, . . . , pm(X,Y) = 0,
kjer so p1, . . . , pm ∈ R⟨X, Y ⟩≤2. Z 0t×t oznacˇimo matriko samih nicˇel velikosti
t × t.
Definicija 2.12. Prosta nekomutativna nicˇelna mnozˇica Z(p) poli-
noma p ∈ R⟨X, Y ⟩≤2 je definirana s predpisom
Z(p) ∶= {(A,B) ∈ (SRt×t)2 ∶ t ∈ N, p(A,B) =∑
w
aww(A,B) = 0t×t},
pri cˇemer w(A,B) izracˇunamo z obicˇajnim matricˇnim mnozˇenjem.
Opomba 2.13. Kadar za spremenljivki X, Y polinoma p ∈ R⟨X, Y ⟩≤2 vsta-
vimo X,Y, ovrednotenje p(X,Y) pomeni linearno kombinacijo stolpcev ma-
trike M2, kadar pa za spremenljivki vstavimo matriki A,B ∈ (SRt×t)2, je
rezultat p(A,B) ∈ Mt(R) matrika, w(A,B) pa izracˇunamo z matricˇnim
mnozˇenjem.
Primer 2.14. Naj bo p(X, Y ) = 1 + X + XY , β(4) in (A1, B1) pa kot v
primerih 2.9 in 2.10. Potem je
p(X,Y) = 1 + X + XY =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
4
3
2
3
25
3
23
3
23
8
8
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
4
3
25
3
23
3
94
3
27
27
70
3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
23
3
27
70
3
386
3
346
3
337
3
308
3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
10
110
3
95
3
505
3
150
147
134
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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in
p(A1, B1) = [1 0
0 1
] + [1 1
1 1
] + [1 1
1 1
] [0 2
2 0
] = [4 3
3 4
] .
Druga pomembna lastnost, ki jo mora imeti momentna matrika M2 v
primeru, da β
(4)
izhaja iz mere, je rekurzivna generiranost , tj. tocˇka (ii)
spodnjega izreka.
Izrek 2.3. Naj β
(4)
izhaja iz mere, sestavljene iz koncˇno mnogo atomov(Xi, Yi) ∈ (SRt×t)2, t ∈ N, s pripadajocˇimi gostotami λi ∈ (0, 1). Naj bo
p = ∑
deg(w)≤2 aww ∈ R⟨X, Y ⟩≤2 nk polinom. Tedaj veljajo naslednje trditve:
(i) ⋃
i
(Xi, Yi) ⊆ Z(p) ⇔ p(X,Y) = 0.
(ii) (Rekurzivna generiranost) Za p, q ∈ R⟨X, Y ⟩≤1 velja
p(X,Y) = 0 ⇒ (pq)(X,Y) = (qp)(X,Y) = 0
Dokaz. Vemo, da je⟨M2pˆ, pˆ⟩ = Lβ(4)(pp∗) = ∑
deg(w)≤2,
deg(v)≤2
awavβwv∗
= ∑
deg(w)≤2,
deg(v)≤2
awav(∑
i
λiTr (w (Xi, Yi) v∗ (Xi, Yi)) )
=∑
i
λi ∑
deg(w)≤2,
deg(v)≤2
awavTr (w (Xi, Yi) v∗ (Xi, Yi))
=∑
i
λiTr( ∑
deg(w)≤2,
deg(v)≤2
awavw (Xi, Yi) v∗ (Xi, Yi) )
=∑
i
λiTr (p (Xi, Yi) p∗ (Xi, Yi)) .
Opazimo, da velja
M2pˆ = p(X,Y). (2.6)
Ker je M2 psd, velja
M2pˆ = 0 ⇔ ⟨M2pˆ, pˆ⟩ = 0. (2.7)
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Ker je p(Xi, Yi)p∗(Xi, Yi) = p(Xi, Yi)p(Xi, Yi)∗ psd za vsak i, dobimo
∑
i
λiTr(p(Xi, Yi)p∗(Xi, Yi)) = 0 ⇔ p(Xi, Yi) = 0t×t za vsak i. (2.8)
Iz (2.6)-(2.8) dobimo tocˇko (i).
Dokazati moramo sˇe tocˇko (ii). Zadosˇcˇa preveriti, da je
(Xp)(X,Y) = (pX)(X,Y) = (Y p)(X,Y) = (pY )(X,Y) = 0. (2.9)
Dokazˇimo, da je (Xp)(X,Y) = 0. Iz tocˇke (i) vemo, da veljata ekvivalenci
⋃
i
(Xi, Yi) ⊆ Z(p) ⇔ p(X,Y) = 0, (2.10)
⋃
i
(Xi, Yi) ⊆ Z(Xp) ⇔ (Xp)(X,Y) = 0. (2.11)
Iz predpostavke p(X,Y) = 0, vsebovanosti Z(p) ⊆ Z(Xp), (2.10) in (2.11)
sledi, da je (Xp)(X,Y) = 0. Analogno dokazˇemo tudi ostale tri enakosti iz
(2.9).
2.1.7 Afine linearne transformacije
Na zaporedju β
(4)
lahko uporabimo afine linearne transformacije, pri cˇemer
ne spremenimo problema obstoja mere, momentno matriko pa prevedemo v
obliko, ki je bolj primerna za obravnavo.
Za a, b, c, d, e, f ∈ R, kjer je bf − ce ≠ 0, definirajmo preslikavo
φ(x, y) = (φ1(x, y), φ2(x, y)) ∶= (a+bx+cy, d+ex+fy), (x, y) ∈ R2. (2.12)
Preslikava φ je v matricˇni obliki enaka
[x
y
]↦ [a
d
] + [b c
e f
] [x
y
] .
Pogoj bf − ce ≠ 0 nam pove, da je determinanta matrike [b c
e f
] nenicˇelna,
kar pomeni, da je matrika obrnljiva, transformacija φ pa bijekcija.
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Naj bo novo zaporedje β̃
(4)
definirano s pravilom
β̃w = Lβ(4)(w ◦ φ) za vsako besedo w stopnje 4. (2.13)
Zaradi linearnosti velja
Lβ̃(p) = Lβ(4)(p ◦ φ) za vsak p ∈ R⟨X, Y ⟩≤4.
Primer 2.15.
β̃1 = Lβ(4)(1 ◦ φ) = Lβ(4)(1) = β1,
β̃X = Lβ(4)(X ◦ φ) = Lβ(4)(a + bX + cY ) = aβ1 + bβX + cβY ,
β̃Y = Lβ(4)(Y ◦ φ) = Lβ(4)(d + eX + fY ) = dβ1 + eβX + fβY ,
β̃X2 = Lβ(4)(X2 ◦ φ) = Lβ(4)((a + bX + cY )2)
= Lβ(4)((a2 + b2X2 + c2Y 2 + 2abX + 2acY + bc(XY + Y X))
= a2β1 + b
2
βX2 + c
2
βY 2 + 2abβX + 2acβY + bc(βXY + βY X),
β̃XY = Lβ(4)(XY ◦ φ) = Lβ(4)((a + bX + cY )(d + eX + fY ))
= Lβ(4)((ad + beX2 + cfY 2 + (ae + bd)X + (af + cd)Y + bfXY + ceY X)
= adβ1 + beβX2 + cfβY 2 + (ae + bd)βX + (af + cd)βY + bfβXY + ceβY X
Naslednja trditev nam omogocˇa uporabo afinih linearnih transformacij
spremenljivk, pri cˇemer ne spremenimo odgovora na vprasˇanje o obstoju
mere in tipu mere.
Trditev 2.4. Naj bo β
(4)
zaporedje s sledjo, β̃
(4)
pa zaporedje, definirano s
predpisom (2.13). Naj bosta M2 in M̃2 pripadajocˇi momentni matriki in
Jφ ∶ R⟨X, Y ⟩≤4 → R⟨X, Y ⟩≤4 linearna preslikava, definirana s predpisom
Jφpˆ ∶= p̂ ◦ φ.
Potem veljajo naslednje trditve:
(i) M̃2 = (Jφ)TM2Jφ.
(ii) Jφ je obrnljiva.
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(iii) M̃2 je psd natanko tedaj, ko je M2 psd.
(iv) rang M̃2 = rangM2
(v) Formula µ = µ̃◦φ podaja bijekcijo med mnozˇicama reprezentajocˇih mer
za zaporedij β
(4)
in β̃
(4)
.
Dokaz. Najprej dokazˇemo tocˇko (i). Iz ⟨M2pˆ, qˆ⟩ = Lβ(4)(pq∗) sledi, da je⟨(Jφ)TM2Jφpˆ, qˆ⟩ = ⟨M2Jφpˆ, Jφqˆ⟩ = ⟨M2p̂ ◦ φ, q̂ ◦ φ⟩ = Lβ(4) ((p ◦ φ) (q ◦ φ)∗)
= Lβ(4) ((pq∗) ◦ φ) = Lβ̃(4)(pq∗) = ⟨M̃2pˆ, qˆ⟩.
Tocˇko (ii) dokazˇemo sledecˇe. Naj bo pˆ ∈ Ker(Jφ). Cˇe je polinom p
nenicˇelen, potem po [4, Lemma 6.38] obstajata matriki A,B ∈M3(R), da
je p(A,B) ≠ 0. Dokazali bomo, da to ni mozˇno, kajti potem bi obstajali ma-
triki C,D ∈M3(R), ki zadosˇcˇata (p ◦ φ)(C,D) ≠ 0. To bo ravno par matrik(C,D), ki ga transformacija φ preslika v par (A,B). Torej moramo resˇiti
linearen matricˇni sistem
aI3 + bC + cD = A in dI3 + eC + fD = B, (2.14)
kjer je I3 identicˇna matrika velikosti 3. Locˇimo dve mozˇnosti glede na c:
• c ≠ 0: Resˇitev sistema (2.14) je
C = c
ec − bf
(B + af − dcc I3 + fc A) in D = 1c (A − bC − aI3).
• c = 0: Iz 0 ≠ bf − ce = bf sledi b ≠ 0 in f ≠ 0. Resˇitev sistema (2.14)
je
C = 1
b
(A − aI3) in D = 1f (B − eCX − dI3).
Torej mora biti p nicˇelni polinom. Sledi pˆ = 0, kar pomeni, da je
Ker(Jφ) = {0}. Zato je Jφ obrnljiva.
Tocˇki (iii) in (iv) sledita iz tocˇk (i) in (ii), po definiciji zaporedja β̃
(4)
pa
iz atomov, ki reprezentirajo β
(4)
, dobimo atome, ki reprezentirajo β̃
(4)
tako,
da jih preslikamo z φ.
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Primer 2.16. Za preslikavo φ oblike (2.12) preslikavi Jφ pripada matrika
Jφ =
1 X Y X2 XY YX Y2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
1 1 a d a
2
ad ad d
2
X 0 b e 2ab ae + bd ae + bd 2de
Y 0 c f 2ac af + cd af + cd 2df
X2 0 0 0 b2 be be e2
XY 0 0 0 bc bf ce ef
YX 0 0 0 bc ce bf ef
Y2 0 0 0 c2 cf cf f 2
.
2.2 Znani rezultati
V tem razdelku predstavimo znane rezultate o resˇitvi kvarticˇnega momen-
tnega problema s sledjo, ki jih bomo potrebovali tudi v statisticˇni analizi v
diplomskem delu.
Definicija 2.17. Zaporedje s sledjo β
(4)
je nekomutativno, cˇe velja
βX2Y 2 ≠ βXYXY . Sicer je β(4) komutativno zaporedje.
2.2.1 rangM2 < 4
Cˇe so stolpci 1, X, Y in XY linearno odvisni, potem po naslednji trditvi
β
(4)
ne izhaja iz mere.
Trditev 2.5. Naj bo β
(4)
nekomutativno zaporedje, matrika M2 pa rekur-
zivno generirana. Potem so stolpci 1,X,Y,XY matrike M2 linearno neodvi-
sni.
Dokaz. Naj bo 0 = a1 + bX + cY + dXY za neke a, b, c, d ∈ R. Cˇe je d ≠ 0,
potem s primerjavo vrstic XY in YX dobimo βX2Y 2 = βXYXY , saj imajo
stolpci 1, X in Y v teh dveh vrsticah iste vrednosti. To pa je v protislovju
s predpostavko, kar pomeni, da je d = 0. Iz enakosti 0 = a1 + bX + cY in
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rekurzivne generiranosti M2 sledita enakosti
0 = aX + bX2 + cXY = aY + bXY + cY2,
pri cˇemer do prve pridemo z mnozˇenjem z X z leve, do druge pa z mnozˇenjem
z Y z desne. Cˇe je b ≠ 0 ali c ≠ 0, z istim sklepom kot zgoraj s primerjavo
vrstic XY in YX dobimo βX2Y 2 = βXYXY . Zato mora veljati b = c = 0. Toda
iz 0 = a1 sledi a = 0, kar dokazˇe trditev.
2.2.2 rangM2 = 4
Cˇe je rangM2 = 4, potem je resˇitev koncˇnega momentnega problema na-
sledja.
Izrek 2.6 ([3, Theorem 3.1]). Naj bo β
(4)
nekomutativno zaporedje z mo-
mentno matriko M2 ranga 4 in naj bodo stolpci 1,X,Y,XY baza stolpicˇnega
prostora CM2. Potem so naslednje trditve ekvivalentne:
(i) β
(4)
izhaja iz mere.
(ii) β
(4)
izhaja iz mere, ki je sestavljena iz enega atoma velikosti 2.
(iii) M2 je pozitivno semidefinitna in rekurzivno generirana.
2.2.3 rangM2 = 5
Cˇe je rangM2 = 5, potem po uporabi primerne afine linearne transformacije
[3, Proposition 4.1.(1)] zadostuje obravnava sˇtirih posebnih primerov, ko M2
zadosˇcˇa stolpicˇni relaciji
XY + YX = 0
in eni od stolpicˇnih relacij
X2 + Y2 = 1 ali Y2 = 1 ali Y2 − X2 = 1 ali Y2 = X2.
Poglejmo si prvega od primerov.
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Izrek 2.7 ([3, §6.1]). Naj bo β(4) nekomutativno zaporedje z momentno ma-
triko M2 ranga 5 in relacijama XY+YX = 0 ter X2+Y2 = 1. Potem veljajo
naslednje trditve:
(i) M2 je oblike⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
β1 βX βY βX2 0 0 β1 − βX2
βX βX2 0 βX 0 0 0
βY 0 β1 − βX2 0 0 0 βY
βX2 βX 0 βX4 0 0 βX2 − βX4
0 0 0 0 βX2 − βX4 −βX2 + βX4 0
0 0 0 0 −βX2 + βX4 βX2 − βX4 0
β1 − βX2 0 βY βX2 − βX4 0 0 β1 − 2βX2 + βX4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(ii) M2 je pozitivno semidefinitna natanko tedaj, ko veljajo neenakosti∣βX∣ < βX2 < 1, ∣βY ∣ < (1 − βX2), c < βX4 < βX2 ,
kjer je
c =
−β3X2 + β
4
X2 − β
2
X + β
2
Y β
2
X + 3βX2β
2
X − 2β
2
X2β
2
X
−βX2 + β
2
Y βX2 + β
2
X2
+ β2X − βX2β
2
X
.
(iii) M2 ima mero natanko tedaj, ko veljajo neenakosti∣βY ∣ < 1 − ∣βX∣, ∣βX∣ < βX2 < 1 − ∣βY ∣, c ≤ βX4 < βX2 ,
kjer je
c =
−β2X2 − ∣βX∣ + 2βX2∣βX∣ + ∣βY βX∣
−1 + ∣βY ∣ + ∣βX∣ .
(iv) Cˇe ima M2 mero, potem obstaja mera, ki je sestavljena iz enega atoma
velikosti 2 in najvecˇ treh atomov velikosti 1.
Opomba 2.18. Iz zgornjega izreka opazimo naslednje:
1. Vsaka momentna matrika M2, ki zadosˇcˇa pogojem zgornjega izreka, je
rekurzivno generirana, saj relacij stopnje 1 nimamo.
2. Za razliko od ranga 4 tu vidimo, da pozitivna semidefinitnost in rekur-
zivna generiranost nista ekvivalentni obstoju mere.
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2.2.4 rangM2 = 6
Cˇe je rangM2 = 6, potem po uporabi primerne afine linearne transformacije
[3, Proposition 4.1.(2)] zadostuje obravnava sˇtirih posebnih primerov, ko M2
zadosˇcˇa eni od stolpicˇnih relacij
X2 + Y2 = 1 ali XY + YX = 0 ali Y2 − X2 = 1 ali Y2 = 1. (2.15)
Definicija 2.19. Momentna matrika ranga 6 je v kanonicˇni obliki, cˇe
zadosˇcˇa eni od relacij iz (2.15).
Ker moramo v nasˇem algoritmu za preverjanje obstoja mere dano matriko
ranga 6 preoblikovati v kanonicˇno obliko, navedimo korake v pretvorbi. (Za
dokaz pravilnosti glej [3, §4].)
Algoritem za pretvorbo v kanonicˇno obliko:
Primer 1: {1,X,Y,X2,XY,YX} je baza za CM2 . Velja
Y2 = a11 + a2X + a3Y + a4X
2 + a5XY + a5YX za neke a1, . . . , a5 ∈ R.
Uporabimo φ1(x, y) = (x, y − a5x) in dobimo M̃2, ki zadosˇcˇa
Y2 = a11 + (a2 + a3a5)X + a3Y + a˜4X2,
kjer je a˜4 ∶= a4 + a25.
Primer 1.1: a˜4 < 0. Uporabimo φ2(x, y) = (√∣a˜4∣x − a2+a3a52√∣a˜4∣ , y − a32 ) in
dobimo M2, ki zadosˇcˇa
Y2 = −X2 + (a1 + a234 + (a2 + a3a5)24a˜4 )1.
Uporabimo φ3(X, y) = ( X√C1 , y√C1 ), kjer je C1 ∶= a1 + a234 + (a2+a3a5)24a˜4 > 0, in
dobimo M̂2, ki zadosˇcˇa
Y2 = 1 − X2.
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Primer 1.2: a˜4 = 0. Uporabimo φ4(x, y) = (x, y − a32 ) in dobimo M2, ki
zadosˇcˇa
Y2 = (a1 + a234 )1.
Uporabimo φ5(x, y) = (x, y√C2 ), kjer je C2 ∶= a1 + a234 > 0, in dobimo M̂2, ki
zadosˇcˇa
Y2 = 1.
Primer 1.3: a˜4 < 0. Uporabimo φ6(x, y) = (√a˜4x + a2+a3a52√a˜4 , y − a32 ) in
dobimo M2, ki zadosˇcˇa
Y2 = X2 + (a1 + a234 − (a2 + a3a5)24a˜4 )1.
Naj bo C3 ∶= a1 + a
2
3
4
− (a2+a3a5)2
4a˜4
.
Primer 1.3.1: C3 > 0. Uporabimo φ7(x, y) = ( x√C3 , y√C3 ) in dobimo M̂2, ki
zadosˇcˇa
Y2 = 1 + X2.
Primer 1.3.2: C3 = 0. Uporabimo φ8(x, y) = (x− y, x+ y) in dobimo M2,
ki zadosˇcˇa
XY + YX = 0.
Primer 1.3.3: C3 < 0. Uporabimo φ9(x, y) = (y, x) in pridemo v primer
1.3.1.
Primer 2: {1,X,Y,X2,XY,Y2} je baza za CM2 . Velja
YX = a11 + a2X + a3Y + a4X
2 − XY + a5Y
2
za neke a1, . . . , a5 ∈ R.
Primer 2.1: a4 ≠ 0 ali a5 ≠ 0. Cˇe je a5 ≠ 0, potem lahko (2.2.4) prepiˇsemo
kot
Y2 = −a1a51 −
a2
a5
X −
a3
a5
Y −
a4
a5
X2 +
1
a5
XY +
1
a5
YX.
in nadaljujemo kot v primeru 1. Cˇe je a5 = 0, potem lahko (2.2.4) prepiˇsemo
kot
X2 = −a1a41 −
a2
a4
X −
a3
a4
Y +
1
a4
XY +
1
a4
YX,
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uporabimo φ9 in pridemo v primer 1.
Primer 2.2: a4 = 0 in a5 = 0. Uporabimo φ10(x, y) = (x + y, y) in dobimo
M̃2, ki zadosˇcˇa
XY + YX − 2Y2 = a11 + a2X + (a3 − a2)Y.
Izrazimo Y2 in nadaljujemo kot v primeru 1.
Primer 3: {1,X,Y,XY,YX.Y2} je baza za CM2 . Uporabimo φ9 in pridemo
v primer 1.
Opomba 2.20. Iz dokaza pretvorbe je razvidno, da se primera Y2 = 1 in
XY + YX = 0 pojavita z verjetnostjo 0, saj se prvi pojavi le v primeru 1.2,
tj. a˜4 = 0, kar je samo ena tocˇka v R, drugi pa v primeru 1.3.2., tj. C3 = 0,
kar je ponovno le ena tocˇka v R.
Zaradi opombe 2.20 nas bosta pri obravnavi v nasˇi statisticˇni analizi zani-
mala samo primera X2 + Y2 = 1 in Y2 − X2 = 1, ki ima pripadata momentni
matriki oblike⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
β1 βX βY βX2 βXY βXY β1 ± βX2
βX βX2 βXY βX3 βX2Y βX2Y βX ± βX3
βY βXY β1 ± βX2 βX2Y βX ± βX3 βX ± βX3 βY ± βX2Y
βX2 βX3 βX2Y βX4 βX3Y βX3Y βX2 ± βX4
βXY βX2Y βX ± βX3 βX3Y βX2 ± βX4 βXYXY βXY ± βX3Y
βXY βX2Y βX ± βX3 βX3Y βXYXY βX2 ± βX4 βXY ± βX3Y
β1 ± βX2 βX ± βX3 βY ± βX2Y βX2 ± βX4 βXY ± βX3Y βXY ± βX3Y β1 ± 2βX2 + βX4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
pri cˇemer predznak + pripada relaciji Y2−X2 = 1, predznak − pa X2+Y2 = 1.
Naslednji izrek pove, da je obstoj mere v teh dveh primerih ekvivalenten
resˇljivosti nekaj linearnih matricˇnih neenakosti in neenakosti med rangom
momentne matrike komutativnega zaporedja s sledjo ter kardinalnostjo pri-
padajocˇe algebraicˇne raznoterosti.
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Izrek 2.8 ([3, §7.1],[2, §3]). Naj bo β(4) nekomutativno zaporedje z momentno
matriko M2 ranga 6, ki zadosˇcˇa relaciji Y2 = 1 ± X2, je pozitivno semide-
finitna in ima linearno neodvisne stolpce 1,X,Y,XY. Naj bo L(a, b, c, d, e)
linearni matricˇni polinom⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a βX βY b c c a ± b
βX b c βX3 βX2Y βX2Y βX ± βX3
βY c a ± b βX2Y βX ± βX3 βX ± βX3 βY ± βX2Y
b βX3 βX2Y d e e b ± d
c βX2Y βX ± βX3 e b ± d b ± d c ± e
c βX2Y βX ± βX3 e b ± d b ± d c ± e
a ± b βX ± βX3 βY ± βX2Y b ± d c ± e c ± e a ± 2b + d
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
kjer so a, b, c, d, e spremenljivke. Potem β
(4)
izhaja iz mere, cˇe in samo cˇe
obstajajo taki a0, b0, c0, d0, e0 ∈ R, da velja naslednje:
(i) L(a0, b0, c0, d0, e0) je pozitivno semidefinitna.
(ii) M2 − L(a0, b0, c0, d0, e0) je pozitivno semidefinitna.
(iii) Podmatrika matrike M2 − L(a0, b0, c0, d0, e0) na stolpcih in vrsticah
1,X,Y,XY, je pozitivno definitna.
(iv) rangL(a0, b0, c0, d0, e0) ≤ cardVL, kjer je VL raznoterost definirana kot
VL = ⋂
p∈R[x,y]≤2,
p(X,Y)=0 v L(a0,b0,c0,d0,e0)
Z1(p),
kjer je R[x, y]≤2 mnozˇica obicˇajnih (komutativnih) polinomov stopnje
najvecˇ 2 in Z1(p) ∶= {(x, y) ∈ R2 ∶ p(x, y) = 0}.
Cˇe ima M2 mero, potem obstaja mera, ki je sestavljena iz enega atoma
velikosti 2 in najvecˇ petih atomov velikosti 1.
Opomba 2.21. Tocˇki (iii) in (iv) v nasˇi statisticˇni analizi ne preverjamo, ker
bosta obe zadosˇcˇeni z verjetnostjo 1. Zozˇitev matrike M2−L(0, 0, 0, 0, 0) na
stolpce in vrstice 1,X,Y,XY je pozitivno definitna, algoritmi za resˇevanje
semidefinitnih programov pa iˇscˇejo dopustne resˇitve v notranjosti mnozˇice
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vseh dopustnih resˇitev, zato bo z verjetnostjo 1 tocˇka (iii) izpolnjena. Z istim
sklepom L(a0, b0, c0, d0, e0) z verjetnostjo 1 ne bo zadosˇcˇal drugim relacijam
kot Y2 = 1 ± X2 in zaradi komutativnosti XY = YX. VL bo potem krozˇnica
ali hiperbola in zato cardVL =∞.
Primer 2.22 ([2, Example 3.6]). Matriki⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 1
2
0 0 3
2
0 1
2
0 0 0 0 0
0 0 3
2
0 0 0 0
1
2
0 0 1 0 0 3
2
0 0 0 0 3
2
0 0
0 0 0 0 0 3
2
0
3
2
0 0 3
2
0 0 3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 4
15
2
3
−32
33
−32
33
5
3
0 2
3
−32
33
4
15
− 8
27
− 8
27
4
15
4
15
−32
33
5
3
− 8
27
4
15
4
15
− 4
135
2
3
4
15
− 8
27
2
3
−8
9
−8
9
4
3
−32
33
− 8
27
4
15
−8
9
4
3
10
9
−184
99
−32
33
− 8
27
4
15
−8
9
10
9
4
3
−184
99
5
3
4
15
− 4
135
4
3
−184
99
−184
99
3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
sta psd momentni matriki ranga 6, ki zadosˇcˇata relaciji Y2−X2 = 1. Za prvo
obstajajo a0, b0, c0, d0, e0, ki zadosˇcˇajo tocˇkam (i)-(iv) izreka 2.8, za drugo pa
taka sˇtevila ne obstajajo. To pomeni, da prva matrika izhaja iz mere, druga
pa ne.
2.2.5 rangM2 = 7
Sabine Burgdorf in Igor Klep sta dokazala [5, 6], da v primeru pozitivno de-
finitne matrike M2 mera vedno obstaja, pri cˇemer zadosˇcˇajo atomi velikosti
2. Po [8, Remark 3.9] pa velja, da zadosˇcˇa 15 atomov velikosti 2.
Izrek 2.9 ([5]). Naj bo β
(4)
nekomutativno zaporedje s pozitivno definitno
momentno matriko M2. Potem β(4) izhaja iz mere, ki je sestavljena iz najvecˇ
15 atomov velikosti 2.
2.3 Cilj diplomskega dela
V diplomskem delu zˇelimo statisticˇno raziskati, kaj je mocˇ povedati o ato-
mih v primeru zaporedja β
(4)
, ki mu pripada pozitivno definitna momentna
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matrika M2. Na podlagi resˇitev singularnega problema, ko ima matrika M2
rang 6 (glej razdelek 2.2.4), domnevamo, da vedno obstaja mera, ki sestoji iz
1 atoma velikosti 2 in i, 3 ≤ i ≤ 6, atomov velikosti 1. Cˇe namrecˇ oponasˇamo
postopek Curta in Yooja, opisan v uvodu, in odM2, ki ima rang 7, odsˇtejemo
taksˇen vecˇkratnik momentne matrike, generirane z nekim atomom velikosti
1, da je nova momentna matrika sˇe vedno pozitivno semidefinitna in ima rang
6, potem v primeru obstoja mere za to novo matriko po izreku 2.8 zadosˇcˇa
en atom velikosti 2 in najvecˇ pet atomov velikosti 1. Torej za M2 zadosˇcˇa
1 atom velikosti 2 in sˇest atomov velikosti 1. Ker pa atom (X, Y ) veliko-
sti 2 generira momentno matriko ranga najvecˇ 4 (kar sledi iz dejstva, da so
med matrikami [1 0
0 1
] , X, Y,X2, Y 2, XY, Y X najvecˇ 4 linearno neodvisne,
saj pripadajo 4-dimenzionalnemu vektorskemu prostoru R2×2), potrebujemo
vsaj 3 atome velikosti 1.
Nasˇo domnevo bomo poskusˇali statisticˇno potrditi tako, da bomo ge-
nerirali nakljucˇne pozitivno definitne momentne matrike M2, nato odsˇteli
najmanjˇsi pozitivni vecˇkratnik momentne matrike M(x,y)2 , generirane z ato-
mom (x, y) ∈ R2, da dobimo momentno matriko ranga 6, jo po algoritmu
opisanem v 2.2.4 preoblikovali v kanonicˇno obliko, nato pa v Mathematici
s funkcijo SemidefiniteOptimization preverili dopustnost semidefinitnih pro-
gramov iz izreka 2.8. Natancˇen opis postopka in parametrov, ki jih pri tem
spreminjamo, je opisan v poglavju 4. Ker bo kljucˇno orodje za preverjanje
nasˇe domneve semidefinitno programiranje, si v naslednjem poglavju ogle-
damo osnove o resˇevanju semidefinitnih programov.
Poglavje 3
Semidefinitno programiranje
Definicija 3.1. Skalarni produkt simetricˇnih realnih matrik A,B ∈ SRn×n
je enak
A •B =
n
∑
i=1
n
∑
j=1
aijbij = tr(ATB).
Za simetricˇno matriko A ∈ SRn×n oznaka A ≻ 0 pomeni, da je pozitivno
definitna, oznaka A ⪰ 0 pa, da je pozitivno semidefinitna.
Definicija 3.2. Semidefinitni program (SDP) v standardni obliki je
optimizacijski problem:
max C •X
pri pogojih Ai •X = bi, i = 1, 2, . . . ,m
X ⪰ 0,
(3.1)
kjer so matrike A1, A2, . . . , Am, C ∈ SRn×n in vektor b ∈ Rm dani, matriko
X pa iˇscˇemo v mnozˇici SRn×n.
Funkcijo C • X, ki jo v (3.1) maksimiziramo, imenujemo kriterijska
funkcija . Vsaki matriki X, ki zadosˇcˇa pogojem v (3.1), pravimo dopustna
resˇitev za SDP. Dopustna resˇitev X je krepko dopustna , cˇe je X pozitivno
definitna matrika. SDP (3.1) je (krepko) dopusten , cˇe ima kaksˇno (krepko)
dopustno resˇitev. Vrednost dopustnega SDP-ja je definirana kot
sup{C •X∶ Ai •X = bi za i = 1, . . . ,m,X ⪰ 0},
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kar vkljucˇuje tudi mozˇnost ∞. Cˇe je vrednost ∞, potem pravimo, da je SDP
neomejen . Sicer je SDP omejen .
Optimalna resˇitev X
∗
je taka dopustna resˇitev, ki zadosˇcˇa neenakosti
C •X
∗ ≥ C •X za vsako dopustno resˇitev X. Vrednost kriterijske funkcije v
optimalni resˇitvi imenujemo optimalna vrednost programa (3.1).
Definicija 3.3. Dualna oblika SDP (3.1) je naslednja:
min b
T
y
pri pogojih
m
∑
i=1
yiAi − C ⪰ 0,
(3.2)
kjer so matrike A1, A2, . . . , Am, C ∈ SRn×n in vektor b ∈ Rm dani, vektor y
pa iˇscˇemo v mnozˇici Rm.
Funkcijo b
T
y, ki jo v (3.2) minimiziramo, imenujemo kriterijska funk-
cija . Vsakemu vektorju y, ki zadosˇcˇa pogojem v (3.2), pravimo dopu-
stna resˇitev za (3.2). Dopustna resˇitev y je krepko dopustna , cˇe je
∑mi=1 yiAi − C pozitivno definitna matrika. SDP (3.2) je (krepko) dopu-
sten , cˇe ima kaksˇno (krepko) dopustno resˇitev. Vrednost dopustnega SDP-
ja (3.2) je definirana kot
inf{bTy∶ m∑
i=1
yiAi − C ⪰ 0, y ∈ R
m},
kar vkljucˇuje tudi mozˇnost −∞. Cˇe je vrednost −∞, potem pravimo, da je
SDP neomejen . Sicer je SDP omejen .
Optimalna resˇitev y
∗
je taka dopustna resˇitev, ki zadosˇcˇa neenakosti
b
T
y
∗ ≤ bTy za vsako dopustno resˇitev y. Vrednost kriterijske funkcije v
optimalni resˇitvi imenujemo optimalna vrednost programa (3.2).
Trditev 3.1. Cˇe sta matriki A,B ∈ SRn×n pozitivno semidefinitni, potem je
skalarni produkt A •B ≥ 0 nenegativen.
Dokaz. Ker sta matriki A in B psd, obstajata matriki U, V ∈ Rn×n, tako da
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velja A = UTU in B = V TV . Sledi
A ⋅B =tr(ATB) = tr(UTUV TV ) = tr(V UTUV T )
=tr((UV T )T (UV T )) ≥ 0,
kjer smo v tretji enakosti uporabili dejstvo tr(PQ) = tr(QP ) za P = UTUV T
in Q = V , v neenakosti pa dejstvo, da je matrika v argumentu funkcije tr(⋅)
psd.
Izrek 3.2 (Sˇibki izrek o dualnosti). Naj bo X dopustna resˇitev za (3.1) in y
dopustna resˇitev za (3.2). Potem je C •X ≤ bTy.
Dokaz.
b
T
y − C •X =
m
∑
i=1
yibi − C •X =
m
∑
i=1
yiAi •X − C •X
=( m∑
i=1
yiAi − C) •X ≥ 0,
kjer smo v zadnji neenakosti uporabili trditev 3.1 in dejstvo, da sta matriki
∑mi=1 yiAi − C in X psd.
Definicija 3.4. Razliko med vrednostima omejenih SDP-jev (3.1) in (3.2)
imenujemo dualna vrzel .
Obstaja vecˇ metod za resˇevanje programa (3.1). V naslednjem razdelku
predstavimo metodo sredisˇcˇne poti , ki spada v druzˇino metod notranje
tocˇke .
3.1 Metoda srediˇscˇne poti
Pri metodi srediˇscˇne poti se hocˇemo znebiti omejitveX ⪰ 0 s preoblikovanjem
kriterijske funkcije. Priˇstejemo ji funkcijo, ki zagotovi, da gre vrednost nove
kriterijske funkcije proti −∞, ko se iz notranjosti priblizˇamo robu mnozˇice
SRn×n⪰0 ∶= {X ∈ SRn×n ∶ X ⪰ 0}. Vsako tako funkcijo zato imenujemo
odbojni cˇlen . Omejitve X ⪰ 0 se sedaj lahko znebimo, saj bo za optimalno
resˇitev veljalo X ≻ 0.
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Zgornjo idejo realiziramo na naslednji nacˇin. Za realno sˇtevilo µ > 0
konstruiramo pomozˇni problem:
max fµ(X) ∶= C •X + µ ln detX
pri pogojih Ai •X = bi, i = 1, 2, . . . ,m
X ≻ 0.
(3.3)
Ker ima vsaka matrika A iz roba mnozˇice SRn×n⪰0 vsaj eno lastno vrednost
enako 0, velja detA = 0. To pomeni, da je funkcija µ ln detX odbojni cˇlen.
Naj sedaj veljajo naslednje tri predpostavke:
1. SDP (3.1) je krepko dopusten.
2. SDP (3.2) je krepko dopusten.
3. Matrike A1, . . . , Am so linearno neodvisne.
Izkazˇe se [16, Lemma 6.4.1], da ima za vsak µ > 0 program (3.3) pod
temi predpostavkami enolicˇno optimalno resˇitev X
∗(µ), optimalne vredno-
sti C • X
∗(µ) pa konvergirajo proti optimalni vrednosti programa (3.1), ko
gre µ → 0. Ker se optimalna resˇitev X∗(µ) vse bolj odmika od roba proti
srediˇscˇu mnozˇice dopustnih resˇitev programa (3.1), mnozˇico {X∗(µ)∶µ > 0}
imenujemo sredisˇcˇna pot .
Da dolocˇimo priblizˇek vrednosti programa (3.1), moramo za vsak µ > 0
znati resˇiti program (3.3), hkrati pa oceniti, koliko se razlikujeta njuni vre-
dnosti.
Problem maksimizacije funkcije fµ, pri cˇemer morajo veljati enakosti iz
(3.3), lahko resˇujemo z metodo Lagrangeovih mnozˇiteljev. Izkazˇe se [16,
Lemma 6.3.2], da mora za optimalno resˇitev X
∗(µ) ≻ 0 obstajati vektor
y˜ = (y˜1, . . . , y˜m) ∈ Rm, tako da veljajo enakosti
Ai •X
∗(µ) = bi, i = 1, 2, . . . ,m,
C + µ(X∗(µ))−1 = m∑
i=1
y˜iAi.
(3.4)
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Od tod sledi, da mora X
∗(µ) ≻ 0 zadosˇcˇati Lagrangeovemu sistemu
Ai •X = bi, i = 1, 2, . . . ,m
∑mi=1 yiAi − S = C
SX = µIn
S,X ≻ 0,
(3.5)
kjer je y ∈ Rm nek vektor, S ∈ SRn×n pa neka matrika.
Cˇe namrecˇ za y vzamemo y˜, za S pa ∑mi=1 y˜iAi−C = µ(X∗(µ))−1, potem
iz enakosti (3.4) sklepamo na zadosˇcˇenost sistema (3.5).
Iz zadosˇcˇenosti sistema (3.5) v optimalni resˇitvi X
∗(µ) ≻ 0 pa sledi trdi-
tev o konvergenci C•X
∗(µ) proti vrednosti (3.1) in ocena napake pri izbranem
µ > 0.
Lema 3.3. Naj bo µ > 0. Za X˜, S˜ ∈ SRn×n in y˜ ∈ Rm, ki zadosˇcˇajo sistemu
(3.5), veljajo naslednje trditve:
(i) Matrika X˜ je krepko dopustna resˇitev za (3.1).
(ii) Vektor y˜ je krepko dopustna resˇitev za (3.2).
(iii) Dualna vrzel para resˇitev (X˜, y˜) je enaka bT y˜ − C • X˜ = nµ.
Dokaz. Iz X˜, S˜ ≻ 0 je ocˇitno, da je X˜ krepko dopustna resˇitev za (3.1) in y˜
krepko dupustna resˇitev za (3.2). Dokaz tocˇke (iii) pa sledi po naslednjem
racˇunu
C • X˜ =( m∑
i=1
y˜iAi − S˜) • X˜ = m∑
i=1
y˜i(Ai • X˜) − S˜ • X˜
=
m
∑
i=1
y˜ibi − tr(S˜X˜) = bT y˜ − nµ,
kjer smo v drugi enakosti uporabili linearnost skalarnega produkta, v zadnji
pa enakost SX = µIn iz (3.5).
Ker po izreku 3.2 za vsako dopustno resˇitev X za (3.1) velja C •X ≤ bT y˜,
iz tocˇke (iii) leme 3.3 sledi, da je C •X
∗(µ) za najvecˇ nµ oddaljen od vrednosti
(3.1).
34 Nace Gorenc
Poglejmo si sˇe, kako resˇimo Lagrangeov sistem (3.5). S SRn×n≻0 oznacˇimo
mnozˇico vseh pozitivno definitnih simetricˇnih matrik. Mnozˇico
{(X∗(µ), y∗(µ), S∗(µ)) ∈ SRn×n≻0 × Rm × SRn×n≻0 ∶ µ > 0}
imenujemo primarno-dualna sredisˇcˇna pot programa (3.1). Pri fiksnem
µ > 0 definiramo preslikavo sredisˇcˇne poti Fµ s predpisom
Fµ ∶ SR
n×n × Rm × SRn×n → Rm × SRn×n × SRn×n,
Fµ(X, y, S) = (Pµ(X, y, S) Qµ(X, y, S) Rµ(X, y, S)) ,
kjer so
Pµ(X, y, S) = (A1 •X − b1 A2 •X − b2 . . . Am •X − bm) ,
Qµ(X, y, S) = m∑
i=1
yiAi − S − C,
Rµ(X, y, S) = SX − µIn.
Ker je (X∗(µ), y∗(µ), S∗(µ)) enolicˇna resˇitev sistema (3.5), je to tudi edina
nicˇla preslikave Fµ pri pogoju X,S ≻ 0. Resˇili bi radi sistem
Fµ(X, y, S) = 0. (3.6)
Ker je sistem Rµ(X, y, S) = 0 nelinearen, analiticˇno sistema (3.6) ne mo-
remo resˇiti. Z uporabo Newtonove metode za resˇevanje sistemov nelinearnih
enacˇb pa lahko poiˇscˇemo priblizˇek z algoritmom, ki si ga bomo pogledali v
nadaljevanju.
Z (X(i), y(i), S(i)) oznacˇimo priblizˇek resˇitve sistema (3.6) po i korakih
Newtonove metode z nekim zacˇetnim priblizˇkom (X(0), y(0), S(0)). Izkazˇe se
[16, str. 110-112], da naslednji priblizˇek
(X(i+1), y(i+1), S(i+1)) ∶= (X(i), y(i), S(i)) + (∆X(i),∆y(i),∆S(i))
dobimo tako, da resˇimo sistem
Ai • ((S(i))−1( m∑
j=1
(∆y(i))jAj)X(i)) = µAi • (S(i))−1 − bi, i = 1, 2, . . . ,m
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v spremenljivki ∆y
(i)
, nato izracˇunamo
∆S
(i) = m∑
j=1
(∆y(i))jAj
in na koncu sˇe
∆X
(i) = µ(S(i))−1 −X(i) − (S(i))−1 ( m∑
j=1
(∆y(i))jAj)X(i).
Spomnimo se, da na vsakem koraku Newtonove metode zˇelimo najti sime-
tricˇni matriki X
(i+1)
in S
(i+1)
. Ker ∆X
(i)
in ∆S
(i)
nista nujno simetricˇni, z
zgornjim postopkom to ne bo nujno res. Enostavna resˇitev je simetrizacija
∆X
(i)
in ∆S
(i)
:
X
(i+1) = X(i) + 1
2
(∆X(i) + (∆X(i))T ),
S
(i+1) = S(i) + 1
2
(∆S(i) + (∆S(i))T ). (3.7)
(3.7) imenujemo modifikacija koraka Newtonove metode . Teoreticˇno je
dokazana konvergenca te modifikacije, prav tako pa se tudi v praksi dobro ob-
nese. Obstajajo pa sˇe druge izboljˇsave, ki zagotovijo sˇe hitrejˇso konvergenco,
prav tako pa se ukvarjajo z vprasˇanjem izbire dobrega zacˇetnega priblizˇka in
zagotavljanjem pozitivine definitnosti iteratov X
(i+1)
, S
(i+1)
. Podrobnosti in
reference lahko bralec najde v [16, str. 112-116].
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Poglavje 4
Iskanje mere za nesingularen
M2
V tem poglavju natancˇno opiˇsemo, kako bomo testirali domnevo 1.1 o sˇtevilu
in velikosti atomov v meri za zaporedje s sledjo β
(4)
s pozitivno definitno (pd)
matriko M2. V razdelku 4.1 je opis postopka iskanja mere iz domneve pri
dani pd matriki M2, v razdelku 4.2 opiˇsemo, kako generiramo nakljucˇno
pd momentno matriko M2, v razdelku 4.3 pa opiˇsemo, katere parametre
spreminjamo pri testiranju nasˇe domneve.
4.1 Iskanja mere za dano matriko M2
Kot pri resˇevanju nesingularnega komutativnega momentnega problema (glej
§1), od pd mometne matrike M2 odsˇtejemo najmanjˇsi pozitiven vecˇkratnik
λ > 0 momentne matrike M(x,y)2 , kjer je (x, y) ∈ R2 nek atom, pri katerem
je rang matrike F (λ) =M2−λM (x,y)2 enak 6. Nato z uporabo ustrezne afine
linearne transformacije prevedemo to matriko v kanonicˇno obliko, tj. zadosˇcˇa
eni od relacij X2+Y2 = 1, X2−Y2 = 1, XY+YX = 0 ali Y2 = 1 (glej §2.2.4).
Po opombi 2.20 sta pomembni zgolj prvi dve relaciji, pri katerih je obstoj
mere po izreku 2.8 ekvivalenten dopustnosti nekaj semidefinitnih programov.
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Algoritem za iskanje mere za dano matriko M2 zapiˇsemo v naslednjem
podrazdelku.
4.1.1 Algoritem za iskanje mere za dano matriko M2
1. Izberemo par sˇtevil (x, y) ∈ R2.
2. Izracˇunamo matriko
M(x,y)2 = [w1(x, y)∗w2(x, y)] w1,w2∈⟨X,Y ⟩
deg(w1),deg(w2)≤2 .
3. Med resˇitvami enacˇbe det (M2 − λM(x,y)2 ) = 0 izberemo najmanjˇso
pozitivno resˇitev λ0.
4. Z uporabo algoritma iz §2.2.4 pretvorimo M2 − λ0M(x,y)2 v kanonicˇno
obliko M̃2(λ0).
5. (a) Cˇe M̃2(λ0) zadosˇcˇa XY + YX = 0 ali Y2 = 1, koncˇamo in par(x, y) ∈ R2 proglasimo za neustrezen.
(b) Cˇe M̃2(λ0) zadosˇcˇa Y2 − X2 = 1, tvorimo L(a, b, c, d, e) iz izreka
2.8, kjer za predznake izberemo +.
(c) Cˇe M̃2(λ0) zadosˇcˇa X2 + Y2 = 1, tvorimo L(a, b, c, d, e) iz izreka
2.8, kjer za predznake izberemo −.
(d) Tvorimo SDP
min 0
pri pogojih L(a, b, c, d, e) ⪰ 0,
M̃2(λ0) − L(a, b, c, d, e) ⪰ 0, (4.1)
in z uporabo funkcije SemidefiniteOptimization v Mathematici
preverimo, ali ima (4.1) kaksˇno dopustno resˇitev. Cˇe je odgo-
vor da, potem ima M2 neko mero, sestavljeno iz 1 atoma velikosti
2 in i, 3 ≤ i ≤ 7, atomov velikosti 1. Sicer izbran par (x, y) iz
tocˇke 1 ni ustrezen.
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Opomba 4.1. Program (4.1) je SDP oblike (3.2). L(a, b, c, d, e) lahko na-
mrecˇ zapiˇsemo v obliki
L(a, b, c, d, e) = aA1 + bA2 + cA3 + dA4 + eA5 + C,
kjer so A1, . . . , A5, C simetricˇne matrike. Pogoja v (4.1) pa zdruzˇimo v en
pogoj
aA˜1 + bA˜2 + cA˜3 + dA˜4 + eA˜5 − C˜ ⪰ 0,
kjer je
A˜i ∶= [Ai 0
0 −Ai
] za i = 1, . . . , 5, in C˜ ∶= [−C 0
0 C − M̃2(λ0)] .
4.2 Generiranje nakljucˇne matrike M2
Ker domnevo 1.1 preverjamo za nakljucˇno zaporedje β
(4)
pozitivno definitno
matriko M2 oblike (2.3), moramo znati generirati nakljucˇno matriko M2.
Po izreku 2.9 je vsaka taka matrika M2 konveksna kombinacija najvecˇ 15
matrik oblike M(A,B)2 , kjer je (A,B) ∈ (SR2×2)2. Torej moramo nakljucˇno
izbrati N , 2 ≤ N ≤ 15, parov simetricˇnih matrik (Ai, Bi) ∈ (SR2×2)2, M2
pa generiramo kot 1
N
∑Ni=1M(Ai,Bi)2 .
Opomba 4.2.
1. Neenakost 2 ≤ N sledi iz dejstva, da je rang matrike M(A,B)2 najvecˇ 4
(glej §2.3), torej za matriko polnega ranga potrebujemo vsaj dva para(A1, B1), (A2, B2). Cˇe ju nakljucˇno izberemo, bo z verjetnostjo 1 rang
matrike 1
2
(M(A1,B1)2 +M(A2,B2)2 ) res poln.
2. Gostot λi atomov (Ai, Bi) v konveksni kombinaciji∑Ni=1 λiM(Ai,Bi)2 nam
ni potrebno nakljucˇno izbirati, saj so zˇe elementi matrik M(Ai,Bi)2 na-
kljucˇno generirani. Zato vzamemo vse gostote med seboj enake, tj.
λi = 1N , i = 1, . . . , N.
Algoritem za generiranje matrike M2 zapiˇsemo v naslednjem podraz-
delku.
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4.2.1 Algoritem za generiranje nakljucˇne matrike M2
1. Izberemo zvezno porazdelitev (ZP).
2. Izberemo sˇtevilo N , 2 ≤ N ≤ 15.
3. Generiramo pare matrik (Ai, Bi) ∈ (SR2×2)2, i = 1, . . . , N , katerih
elementi so nakljucˇna sˇtevila, generirana z ZP.
4. Za i = 1, . . . , N izracˇunamo matrike
M(Ai,Bi)2 = [12tr (w1(Ai, Bi)∗w2(Ai, Bi))] w1,w2∈⟨X,Y ⟩
deg(w1),deg(w2)≤2 .
5. Izracˇunamo matriko
M2 =
1
N
N
∑
i=1
M(Ai,Bi)2 .
4.3 Spreminjajocˇi parametri pri testiranju do-
mneve
Pri testiranju nasˇe domneve 1.1 o meri lahko spreminjamo vecˇ parametrov v
algoritmih §4.1.1 in §4.2.1:
1. Par sˇtevil, ki ju izberemo v tocˇki 1 algoritma §4.1.1.
2. Zvezno porazdelitev, ki jo izberemo v tocˇki 1 algoritma §4.2.1.
3. Sˇtevilo N , ki ga izberemo v tocˇki 2 algoritma §4.2.1.
Pri testiranju domneve 1.1 opazujemo vpliv izbire teh parametrov na nasˇe
rezultate. Parameter, ki teoreticˇno ne bi smel imeti vpliva na nasˇe rezultate,
vendar zaradi numericˇnega racˇunanja v praksi lahko ima vpliv, je:
4. Izbira kriterijske funkcije programa 4.1 v algoritmu §4.1.1.
Sˇe en parameter, ki ga bomo opazovali, je:
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5. Vpliv ranga momentne matrike, ki jo odsˇtevamo od M2 v tocˇki 3 al-
goritma §4.1.1.
V naslednji podrazdelkih opiˇsemo, kaj bomo spreminjali pri vsakem od
nasˇtetih parametrov.
4.3.1 Par (x, y) v tocˇki 1 algoritma §4.1.1
Pare (x, y) bomo izbirali iz kvadrata [−1, 1] × [−1, 1]. Za vsako od matrik
M2 bomo algoritem §4.1.1 izvedli na vsakem paru (−1 + i10 ,−1 + j10), i, j =
0, 1, . . . , 20.
4.3.2 Zvezna porazdelitev v tocˇki 1 algoritma §4.2.1
Domnevo bomo testirali za standardno normalno porazdelitev N (0, 1) in
enakomerno zvezno porazdelitev U(−1, 1) na intervalu [−1, 1].
4.3.3 Sˇtevilo N v tocˇki 2 algoritma §4.2.1
Domnevo testiramo za vse N med 2 in 15.
4.3.4 Kriterijska funkcija programa 4.1 algoritma §4.1.1
Testiramo resˇljivost programa (4.1) za kriterijske funkcije 0, a (s cˇimer mi-
nimiziramo gostoto komutativnih atomov v merih) in −a (s cˇimer maksimi-
ziramo gostoto komutativnih atomov v meri).
4.3.5 Rang momentne matrike, ki jo odsˇtevamo od M2
v tocˇki 3 algoritma §4.1.1
Iz intervala [−1, 1] izberemo 2 sˇtevili x1, x2 oblike −1 + i10 in −1 + j10 ,
i, j = 0, 1, . . . , 20, z atomoma (x1, x1), (x2, x2) generiramo momentni matriki
M(x1,x1)2 in M(x2,x2)2 , ju sesˇtejemo, nato pa vecˇkratnik te matrike odsˇtevamo
od nesingularne matrike M2 v tocˇki 3 algoritma §4.1.1.
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Poglavje 5
Rezultati
V tem poglavju predstavimo statisticˇne rezultate testiranja domneve 1.1 o
sˇtevilu in velikosti atomov v meri za zaporedje s sledjo β
(4)
s pozitivno
definitno (pd) matriko M2. Pri spremembi vsakega parametra n-krat ge-
neriramo matriko M2 in si sproti belezˇimo, v koliko izmed n iteracij smo
uspesˇno nasˇli mero. Zaradi velike cˇasovne zahtevnosti racˇunanja bomo za
nasˇe potrebe vzeli n = 100. Zvezek iz Mathematice je dostopen na https:
//github.com/gorencnace/diploma.
5.1 Izbira kriterijske funkcije programa 4.1
algoritma §4.1.1
V tocˇki 5 algoritma §4.1.1 nas zanima zgolj dopustnost SDP-ja. Zato izbira
kriterijske funkcije teoreticˇno ni pomembna. Ker pa imajo linearni matricˇni
polinomi v pogojih nicˇelne lastne vrednosti, lahko numericˇne napake zaradi
zaokrozˇevanja in velikostne razlike med najvecˇjo in najmanjˇso lastno vredno-
stjo povzrocˇijo navidezno dopustnost programa.
Testiranje smo za vsako od kriterijskih funkcij 0, a, in −a opravili na 500
nakljucˇnih primerih matrik M2, pri cˇemer smo za vsakega od primerov te-
stirali uspesˇnost algoritma §4.1.1 pri izbiri vsakega od parov (x, x) v tocˇki 1,
kjer je x = −1+ i
10
, i = 0, . . . , 20. Tabela 5.1 prikazuje delezˇe matrik M2, pri
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kateri je bil pri dani kriterijski funkciji (KF) in izbranem atomu (x, x) SDP
resˇljiv in posebej tudi dopusten. Zato smo sˇli preverjati dopustnost SDP-jev
na resˇitvi (a0, b0, c0, d0, e0) za (4.1), ki jo vrne funkcija SemidefiniteOptimi-
zation, tako, da smo izracˇunali lastne vrednosti matrik L(a0, b0, c0, d0, e0) in
M̃2(λ0)−L(a0, b0, c0, d0, e0). Pri KF a in −a smo nasˇli primere, kjer je imela
ena od teh dveh matik negativno lastno vrednost, pri KF 0 pa takega primera
nismo nasˇli. Zato sklepamo, da so rezultati, pridobljeni s KF enako 0, bolj
tocˇni.
Opomba 5.1. Zanimivo bi bilo raziskati, zakaj funkcija SemidefiniteOptimi-
zation v Mathematici neko resˇitev (a0, b0, c0, d0, e0) razglasi za optimalno in
posebej zato tudi dopustno, ko pa dopustnost omejitev na resˇitvi preverimo
s funkcijo PositiveSemidefiniteMatrixQ, pa dobimo negativen odgovor.
Iz tabele 5.1 je razvidno, da izbira kriterijske funkcije v okolici atoma(0, 0), kjer sta porazdelitvi definirani, ne vpliva na koncˇen rezultat, zato
bomo za nadaljno analizo izbrali konstantno funkcijo 0.
5.2 Vpliv izbire para (x, y) v tocˇki 1 algoritma
§4.1.1 in zvezne porazdelitve v tocˇki 1 al-
goritma §4.2.1
Pri testiranju smo z algoritmom §4.2.1 generirali 100 nakljucˇnih matrik M2
s standardno normalno porazdelitvijo N (0, 1) in 100 nakljucˇnih matrik M2
z enakomerno zvezno porazdelitvijo U(−1, 1) na intervalu [−1, 1], pri cˇemer
smo za N v tocˇki 2 izbrali 15. Za vsako od matrik smo testirali uspesˇnost al-
goritma §4.1.1 pri izbiri vsakega od parov (x, y) v tocˇki 1, kjer je x = −1 + i
10
,
y = −1 + j
10
, i, j = 0, . . . , 20.
Sliki 5.1 in 5.2 prikazujeta, kaksˇen delezˇ momentnih matrik M2, generi-
ranih z N (0, 1) oz. U(−1, 1), je imel mero iz domneve 1.1 v primeru para(x, y), kjer abscisa predstavlja vrednost x, ordinata pa vrednost y.
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Normalna porazdelitev Enakomerna porazdelitev
atom
KF
0 a −a 0 a −a
-1.0 0.428 0.46 0.49 0.738 0.764 0.764
-0.9 0.374 0.44 0.446 0.736 0.74 0.762
-0.8 0.408 0.454 0.494 0.634 0.664 0.676
-0.7 0.466 0.568 0.572 0.486 0.462 0.482
-0.6 0.612 0.68 0.658 0.354 0.44 0.39
-0.5 0.744 0.796 0.798 0.392 0.516 0.454
-0.4 0.868 0.892 0.908 0.608 0.7 0.69
-0.3 0.94 0.946 0.958 0.878 0.898 0.892
-0.2 0.984 0.996 0.99 0.972 0.978 0.974
-0.1 0.996 1.0 0.998 0.994 0.996 0.994
0.0 0.996 1.0 0.998 0.998 1.0 0.998
0.1 0.988 0.998 1.0 0.992 0.996 0.996
0.2 0.988 0.984 0.986 0.968 0.988 0.982
0.3 0.944 0.974 0.964 0.856 0.878 0.856
0.4 0.862 0.894 0.878 0.616 0.694 0.708
0.5 0.758 0.832 0.82 0.346 0.49 0.502
0.6 0.648 0.626 0.628 0.35 0.422 0.384
0.7 0.434 0.546 0.536 0.54 0.564 0.476
0.8 0.408 0.49 0.466 0.644 0.646 0.658
0.9 0.414 0.47 0.462 0.712 0.746 0.754
1.0 0.482 0.51 0.48 0.756 0.738 0.79
Tabela 5.1: Delezˇi primerov matrik M2 z dopustnimi SDP-ji.
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Slika 5.1: Delezˇ matrik M2, generiranih s standardno normalno porazdeli-
tvijo, N (0, 1), ki imajo zˇeljeno mero v primeru atoma (x, y).
Slika 5.2: Delezˇ matrik M2, generiranih z enakomerno porazdelitvijo
U(−1, 1), ki imajo zˇeljeno mero v primeru atoma (x, y).
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Opazimo, da imajo v primeru obeh porazdelitev najboljˇso uspesˇnost pari(x, y) v okolici tocˇke (0, 0). Uspesˇnost parov (x, y) se pri obeh zvezno radi-
alno spreminja, ko se odmikamo od izhodiˇscˇa, pri cˇemer je spreminanje hi-
trejˇse pri enakomerni porazdelitvi. Pri N (0, 1) gre za padanje, pri U(−1, 1)
pa sicer pada povsod, razen pri vrednostih x blizu −1 spet naraste. Eden od
mozˇnih vzrokov za to izboljˇsanje je lahko premajhna gostota delitve inter-
vala [−1, 1], vendar pa to za nasˇo domnevo ni bistveno. Pomembno dejstvo
za nasˇo domnevo je predvsem to, da je delezˇ uspesˇno generiranih prime-
rov v okolici tocˇke (0, 0) zelo blizu 1. Cˇe pogledamo v tabelo 5.1, so imeli
pari (0, 0), (−0.1,−0.1), (0.1, 0.1), pri obeh porazdelitvi in KF enaki 0, delezˇ
uspesˇnost okoli 0.99. To nakazuje na dejstvo, da je nasˇa domneva statisticˇno
pravilna. Sicer noben par (x, y) ni bil dober za vsako matriko, vendar do-
mnevamo, da je pri vsaki matriki obstajal nek par (x, y) v okolici (0, 0), ki
je bil za to matriko dober.
Opomba 5.2. Dejstvo, da ne obstaja (x, y) ∈ R2, ki bi bil dober za vsako
pozitivno definitno matriko M2 v algoritmu §4.1.1, sledi zˇe iz primera 2.22.
Cˇe namrecˇ drugi matriki v tem primeru, ki jo oznacˇimo z M2, priˇstejemo
matriko M(x0,y0)2 za nek (x0, y0) ∈ R2, kjer je y20 − x20 ≠ 1 (cˇe je y20 − x20 = 1,
potem imata M2 in M(x0,y0)2 skupno jedro), pridemo do pozitivno definitne
matrike M̃2, in potem izvedemo algoritem §4.1.1 za M̃2 s parom (x0, y0),
pridemo v tocˇki 4 nazaj do M2, za katero pa vemo, da nima mere.
5.3 Izbira sˇtevila N v tocˇki 2 algoritma §4.2.1
V tocˇki 2 algoritma §4.2.1 izberemo sˇtevilo N parov, s katerimi generiramo
matriko M2. Da bi raziskali vpliv tega sˇtevila na rezulate, smo za vsak
N med 2 do 15 generirali 100 momentnih matrik za vsako od porazdelitev
N (0, 1) in U(−1,−1), nato pa za vsako od teh matrik testirali uspesˇnost al-
goritma §4.1.1 pri izbiri vsakega od parov (x, x) v tocˇki 1, kjer je x = −1 + i
10
,
i = 0, . . . , 20.
Iz prejˇsnjega razdelka vemo zˇe, da bi se lahko omejili le na pare (−0.1,−0.1),
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(0, 0), (0.1, 0.1), vendar smo kljub temu izvedli testiranje na celem intervalu[−1, 1].
Sliki 5.3 in 5.4 prikazujeta, kaksˇen delezˇ momentnih matrik M2, generi-
ranih z N pari atomov iz N (0, 1) oz. U(−1, 1), je imel mero v primeru atoma(x, x), kjer abscisa predstavlja vrednost x, ordinata pa sˇtevilo atomov, upo-
rabljenih za generiranje M2.
Kot smo pricˇakovali, najboljˇse rezultate dobimo s pari (x, x), kjer je x
enak −0.1, 0, 0.1., tako da je zadosti opazovati te tri pare. Opazimo, da ob
narasˇcˇanju sˇtevila N narasˇcˇa tudi delezˇ matrik z mero iz nasˇe domneve 1.1,
pri cˇemer je bil delezˇ za N = 2 zelo blizu 0 (pri x = −0.1 ∶ 0.17 in 0.11,
pri x = 0.0 ∶ 0.13 in 0.15, pri x = 0.1 ∶ 0.09 in 0.13) , delezˇ pri N = 10 pa
zˇe zelo blizu 1 (pri x = −0.1 ∶ 0.98 in 0.98, pri x = 0.0 ∶ 0.95 in 0.99, pri
x = 0.1 ∶ 0.97 in 0.96). To po eni strani lahko pomeni, da domneva 1.1 ne
drzˇi za vse pozitivno definitne matrike M2, po drugi stani pa lahko dejstvo,
da uspesˇnost pri N = 10 naraste skoraj na 1, pomeni, da so atomi v meri za
matrike, generirane z najvecˇ 9 pari, zelo specificˇni (kar bi zahtevalo nadaljno
testiranje). Kljub vsemu pa sˇe vedno lahko pricˇakujemo, da so statisticˇno
najpomembnejˇsi rezultati za vecˇji N . Cˇe namrecˇ opazujemo neko matriko
M2 = ∑Ni=1 1NM(Ai,Bi)2 , kjer je N < 15, v njeni poljubni okolici najdemo
matriko M̃2 = ∑15i=1 λiM(A˜i,B˜i)2 , kjer je ∑15i=1 λi = 1. To lahko dosezˇemo tako,
da izberemo sˇe pare (AN+1, BN+1), . . . , (A15, B15) in nato M̃2 definiramo kot
µM2 + (1 − µ) 15∑
i=N+1
1
15 −N
M(Ai,Bi)2 za µ blizu 1. Ker pa sedaj gostote
atomov niso vecˇ enake, bi to zahtevalo dodatno testiranje, pri cˇemer bi bile
sˇe gostote izbrane nakljucˇno in njihova vsota enaka 1.
5.4 Vpliv ranga momentne matrike, ki jo od-
sˇtevamo od M2 v tocˇki 3 algoritma §4.1.1
Z algoritmom §4.2.1 smo generirali 100 nakljucˇnih matrik M2 s standardno
normalno porazdelitev N (0, 1) in 100 nakljucˇnih matrik M2 z enakomerno
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Slika 5.3: Delezˇ matrik M2, generiranih s standardno normalno porazdeli-
tvijo, ki imajo mero v primeru atoma (x, x) v odvisnosti od sˇtevila atomov,
uporabljenih za generiranje M2.
Slika 5.4: Delezˇ matrik M2, generiranih z enakomerno porazdelitvijo, ki
imajo mero v primeru atoma (x, x) v odvisnosti od sˇtevila atomov, upora-
bljenih za generiranje M2.
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zvezno porazdelitev U(−1, 1) na intervalu [−1, 1], pri cˇemer smo za N v
tocˇki 2 izbrali 15. V tocˇki 3 algoritma §4.1.1 namesto odsˇtevanja vecˇkratnika
momentne matrike M(x,x)2 (Od zgoraj vemo zˇe, da pri parih z x = y do-
bimo najvecˇji delezˇ uspesˇnih primerov.), odsˇtejemo vecˇkratnik vsote M(x,x)2
in M(y,y)2 , kjer sta x, y oblike −1 + i10 in −1 + j10 , i, j = 0, 1, . . . , 20.
Sliki 5.5 in 5.6 prikazujeta, kaksˇen delezˇ momentnih matrik M2, generira-
nih s 15 pari atomov iz N (0, 1) oz. U(−1, 1), je imel mero v primeru atomov(x, x) in (y, y), kjer abcisa predstavlja vrednost x, ordinata pa vrednost y.
Opazimo, da najvecˇji delezˇ uspesˇnih primerov dobimo v primeru, ko je
razlika ∣x − y∣ majhna in sta hkrati x in y blizu 0. Majhna razlika ∣x − y∣
namrecˇ ustreza vrednosti v blizˇini diagonale, opazimo pa, da je za razlike
vecˇje od 0.2 v obeh primerih delezˇ uspesˇnih primerov blizu 0. Delezˇ uspesˇnih
primerov za ∣x−y∣ blizu 0 in x blizu 0 pa je skoraj 1, kar se ponovno ujema z
ugotovitvami prejˇsnjih razdelkov. Cˇe je namrecˇ ∣x−y∣ = 0, potem to sovpada
z odsˇtevanjem matrike M(x,x)2 . Sklepamo lahko, da z izbiro enega atoma(x, x) v meri, vsi ostali postanejo odvisni od njega, zato jih s preizkusˇanjem
ali celo nakljucˇnim izbiranjem ne moremo najti.
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Slika 5.5: Delezˇ matrik M2, generiranih s standardno normalno porazdeli-
tvijo, ki imajo mero v primeru atomov (x, x) in (y, y).
Slika 5.6: Delezˇ matrik M2, generiranih z enakomerno porazdelitvijo, ki
imajo mero v primeru atomov (x, x) in (y, y).
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Poglavje 6
Zakljucˇek
V diplomskem delu smo predstavili momentni problem s sledjo, ki je poleg
zanimivosti iz teoreticˇnega vidika zelo povezan tudi z nekaterimi znamenitimi
domnevami iz drugih podrocˇij matematike. Osredotocˇili smo se na kvarticˇni
primer v dveh spremenljivkah in si ogledali pristop k njegovemu resˇevanju s
pomocˇjo orodij linearne algebre, pri cˇemer sˇtudiramo lastnosti pripadajocˇe
momentne matrike. Navedli smo znane rezultate o kvarticˇnem problemu in
se nato seznanili z osnovami semidefinitnega programiranja, ki je kljucˇno
orodje za testiranje nasˇe domneve o obliki mere v nesingularnem kvarticˇnem
primeru. Slednje predstavlja tudi glavni cilj tega dela.
Algoritem za testiranje nasˇe domneve smo implementirali v programskem
okolju Mathematica, pri cˇemer smo opazovali vpliv vsakega od naslednjih
parametrov na rezultate:
1. izbira kriterijske funkcije v semidefinitnem programu;
2. izbira zvezne porazdelitve za generiranje nakljucˇne momentne matrike;
3. izbira momentne matrike ranga 1, ki jo odsˇtejemo od dane momentne
matrike;
4. izbira sˇtevila atomov, s katerimi generiramo nakljucˇno momentno ma-
triko;
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5. izbira ranga momentne matrike, ki jo odsˇtejemo od dane momentne
matrike.
Nasˇe ugotovitve so naslednje:
1. Za kriterijsko funkcijo je v nasˇem primeru najbolje izbrati konstanto
0, saj je funkcija SemidefiniteOptimization v Mathematici res vracˇala
dopustne resˇitve.
2. Z obema zveznima porazdelitvama, tj. standardno normalno N (0, 1)
in enakomerno zvezno U(−1, 1), uporabljenih za generiranje nakljucˇne
momentne matrike, smo priˇsli do enakih ugotovitev v zvezi z nasˇo do-
mnevo.
3. Momentne matrike ranga 1, ki smo jih odsˇtevali v algoritmu za prever-
janje domneve, pri katerih smo priˇsli do najboljˇsega delezˇa uspesˇnih
potrditev domneve, so bile generirane z atomi (−0.1,−0.1), (0, 0),(0.1, 0.1). Domnevamo, da bi v primeru poljubne zvezne porazdelitve
Z, najboljˇse rezultate dobili z atomi v okolici atoma (E(Z), E(Z)),
kjer je E(Z) pricˇakovana vrednost Z.
4. Pri generiranju matrik z maksimalnim sˇtevilom potrebnih atomov, tj.
N = 15, so imeli atomi (−0.1,−0.1), (0, 0), (0.1, 0.1) delezˇ uspesˇnih
potrditev domneve okoli 0.99. Z manjˇsanjem sˇtevila N se je ta delezˇ
zacˇel zmanjˇsevati, pri N = 2 je bil blizu 0. Domnevamo, da so stati-
sticˇno najpomembnejˇsi rezultati za vecˇje vrednosti N in da manjˇsi N
zahtevajo bolj skrbno izbiro atomov za odsˇtevanje.
5. S povecˇanjem ranga momentne matrike, ki jo odsˇtevamo od dane ma-
trike, imamo veliko slabsˇe mozˇnosti za potrditev domneve, saj so atomi
odvisni med seboj.
V prihodnosti bi bilo smiselno natancˇneje raziskati predvsem vpliv sˇtevila
atomov N za generiranje momentnih matrik na rezultate. To bi lahko pre-
izkusili tako, da bi pri odsˇtevanju izbirali nakljucˇne atome v okolici atoma
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(0, 0) in si belezˇili samo to, ali smo bili pri dani matriki uspesˇni, pri cˇemer
bi omejili sˇtevilo nakljucˇnih izbir. Poleg tega bi bilo smiselno raziskati, ali
so vecˇje vrednosti sˇtevila N statisticˇno res pomembnejˇse. Kot smo opisali v
poglavju z rezultati, bi to lahko naredili tako, da bi bile tudi gostote atomov
pri generiranju matrik nakljucˇna pozitivna sˇtevila z vsoto 1.
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