Abstract: Objective. Motor imagery brain-computer interfaces (MI-BCIs) based on electroencephalography (EEG), a promising technology to provide assistance and support rehabilitation of neurological patients with sensorimotor impairments, require a reliable and adaptable subject-specific model to efficiently decode motor intention. The most popular EEG feature extraction algorithm for MI-BCIs is the common spatial patterns (CSP) method, but its performance strongly depends on the predefined frequency band and time segment length for analyzing the EEG signal. Approach. In this work, a novel method for efficiently decoding motor intention for EEG-based BCIs performing multiple frequency band analysis in multiple EEG segments is presented. This decoding algorithm uses raw multichannel EEG data which are decomposed into specific T temporal and F frequency bands. Features are extracted at each t-f band by using CSP. Feature selection and classification are simultaneously performed by means of a fast procedure, based on elastic-net regression, which allows for the inclusion of a priori discriminative information into the model. The effectiveness of the proposed method is tested off-line on two public EEG-based MI-BCI datasets and on a self-acquired dataset in two configurations: multiple temporal windows and single temporal window. Main results. The experimental results show that the proposed multiple time-frequency band method yields overall accuracy improvements of up to 9% (average accuracy of 84.8%) as compared to the best current state-of-the-art methods based on filter bank analysis and CSP for MI detection. Also, classification variability is reduced, making the proposed method more robust to intra-subject EEG fluctuations. Significance. This paper presents a novel approach for improving motor intention detection by automatically selecting subject-specific spatio-temporal-spectral features, especially when MI has to be detected against rest condition. This technique contributes to the further advancement and application of EEG-based MI-BCIs for assistance and neurorehabilitation therapy.
INTRODUCTION
bank based on Fisher's ratio before feature extraction, was introduced yielding better classification accuracies than those achieved by FBCSP. More recently, the sparse filter bank CSP (SFBCSP) [21] was proposed, in which a small number of sub-band CSP features are automatically selected based on LASSO (least absolute shrinkage and selection operator) regression [22] . The SFBCSP method has shown better overall classification performances over publicly available BCI competition datasets as compared to the traditional CSP, FBCSP and DFBCSP methods [21] . As a drawback, SFBCSP requires cross-validation estimates of a regularization parameter (being a time consuming process) and it does not take into account any discriminative information among features, neglecting important prior knowledge for feature selection.
Although all of the above filter bank methods have shown better performance than the traditional wideband CSP, they all use a pre-defined time window in which the filtering procedure is performed (typically from 0.5 to 2.5 s after onset of the MI cue). For the selection of the optimal time window for MI classification, several groups have proposed approaches that automatically select the "optimal" time window segments for MI classification. In particular, Ang et al. [23] extended their previous FBCSP method by applying filter banks to three predefined time segments, in which the optimal time segment is selected after cross-validation as the one with highest mutual information. More recently, the sparse time-frequency segment common spatial pattern (STFSCSP) method was presented [24] . The STFSCSP method, after proper channel selection, improves the SFBCSP criterion by splitting up each frequency band into different time windows, showing the importance of optimizing both the frequency and temporal bands in an MI-BCI.
In this work we propose a method to overcome the limitations of fixed time segments and fixed frequencybands analysis in MI-BCI, called penalized time-frequency band CSP (PTFBCSP), in which the "optimal" subject-specific time-frequency bands are automatically selected. The main characteristics of the proposed method are: i) it enables the use of multiple time windows for analyzing the EEG trials in different time segments; ii) filter bank analysis is performed at each time window and iii) the time-frequency band CSP feature selection and classification are simultaneously made in a fast procedure based upon an integrated model, which takes into account a priori discriminative information across features. Here the spatio-temporal-spectral features extracted with CSP are assumed to be independent. Unlike in [24] , in which the time-frequency band feature selection is automatically made before classification by means of LASSO, in our work we use automatic time-frequency band feature selection simultaneously with classification by means of the generalized sparse linear discriminant analysis (GSDA) method [25] . We recall that GSDA was conceived as a regularized version of the traditional linear discriminant analysis (LDA), which simultaneously performs weighted feature selection, by means of a priori discriminative information between features, and classification. In [25] , GSDA was successfully used to tackle the binary classification of event-related potentials in small training size scenarios, yielding the best overall classification performance as compared to other regularized state-of-the-art LDA methods.
In this paper we detail the methodological steps of the proposed method and present experimental classification results in three off-line scenarios using two publicly available EEG-based MI datasets and a self-acquired dataset using two configurations of PTFBCSP, namely when multiple temporal windows are used and when a single temporal window is used. The latter, which we call penalized frequency band CSP (PFBCSP), is a particular case of PTFBCSP when T = 1. We hypothesize that: i) the introduction of a priori discriminative information for feature selection in an integrated model could enhance class separability, and ii) the combination of time and frequency features (information) could lead to more accurate and robust classification. Comparison results with the wide-band CSP method, as well as with the state-of-the-art filter bank-CSP-based methods are presented.
The organization of this article is as follows. In Subsection 2.1 the PTFBCSP method is presented. In particular, both CSP and GSDA are briefly introduced. The two public MI-EEG databases and our self-acquired dataset are described in Subsection 2.2. The experimental results can be found in Subsection 2.3. Comparative classification results over the three datasets are presented in Section 3. Finally, discussions, concluding remarks and future works are presented in Sections 4 and 5, respectively.
MATERIALS AND METHODS

PENALIZED TIME-FREQUENCY BAND COMMON SPATIAL PATTERNS
The proposed method for MI classification is schematically depicted in Figure 1 . PTFBCSP is a combination of signal processing and machine learning methods. As first step, each raw multichannel EEG signal is decomposed into T temporal windows (tb 1 , . . . , tb t , . . . tb T ). Secondly, each t th temporal segment is split up in F frequency bands (f b 1 , . . . , f b f , . . . , f b F ). Then, spatial features at each time-frequency band are extracted by means of CSP. The selection of the optimal spatio-temporal-spectral features together with classification is automatically made by GSDA.
Feature extraction based on CSP
The CSP method is one of the most popular feature extraction algorithms used in MI-BCIs. It was first used in multichannel EEG-based BCIs for left vs. right motor imagery [16] . Given two EEG single trials recorded under two MI conditions, CSP finds a linear transformation maximizing the variance of one condition while minimizing the variance of the other one.
be a set of n c band-pass filtered EEG trials, where c = 1, 2 represents each one of the two considered MI conditions. Here, each X i c is a p × m matrix, where p and m denote the number of channels and the number of sample points per channel, respectively. In the following we shall assume that each single trial T temporal windows. Afterwards, each t th temporal segment is divided into F frequency bands. The CSP is applied at each time-frequency segment. Finally, the selection of the optimal time-frequency CSP features is automatically performed together with classification by GSDA. w 1 , . . . , w p ∈ R p , for linearly transforming an input signal X according to:
where W = [w 1 , . . . , w p ] and denotes transpose. The optimization criterion followed by CSP to find the p spatial filters relies on pool estimates of the covariance matrices for each of the two classes:
The CSP analysis proceeds with the simultaneous diagonalization of the two covariance matrices Σ 1 and Σ 2 :
where each column of the matrix W is appropriately scaled so that the two strictly positive diagonal matrices
, where δ j c is the j th diagonal element of ∆ c , solving Eqs. (3) and (4) is equivalent to solving the following generalized eigenvalue problem:
The generalized eigenvalues γ j quantify the variance ratio between classes at feature j. A large γ j value indicates that the corresponding spatial filter w j yields high variance for class 1 and low variance for class 2, while the opposite happens for a small γ j value. Since the goal is to linearly transform the input signals into signals having the largest possible band-power differences between both classes, the extracted spatial filters w j are rearranged according to the corresponding γ j values in decreasing order. Note that W is non-singular since its columns w j are linearly independent. Thus, from Eq. (1) we obtained X = (W −1 ) Z. Each column vector a j ∈ R p , j = 1, . . . , p, of the matrix A = (W −1 ) ∈ R p×p is called a spatial pattern.
In general, only a small number K of spatial filters is used for feature computation. Let us define Z * K as the p × 2K matrix formed by stacking side-by-side the first and last K rows of the matrix Z, as follows 
with
In the context of the PTFBCSP, the CSP algorithm is implemented at each frequency band f coming from a particular time segment t. This results in 2KF extracted features per time-band for each single EEG trial. By concatenating these time-frequency band CSP features and piling up the corresponding resulting vector of each one of the n training samples, we construct the following feature matrix G of dimension n × q, q=2KF T :
where g i,j denotes the j th time-frequency feature extracted from the i th EEG trial.
Feature selection and classification via GSDA
Selecting the most relevant features from the feature matrix G is tantamount to detecting the most relevant frequency-bands along all time-segments. The interaction between those features must then be taken into account to properly analyze their discriminability contributions.
The GSDA method, just like traditional LDA, seeks to find a discriminant direction in which the linear separation between classes is maximized [25] . The feature selection and classification are simultaneously performed, aiming to obtain maximal class discriminability. A priori information about discrepancy between features is included into the model through appropriate ad-hoc anisotropic penalizers. Although complete details about GSDA can be found in [25] , a brief summary of this method is presented below.
Let G be, as before, the feature matrix, and Y be a n × 2 matrix of binary variables such that y ic is an indicator of whether the i th observation belongs to the c th class (c = 1, 2). Let θ ∈ R 2 be a score vector (which transforms binary variables into real ones by mapping the subspace R n×2 into R n , by Y → Yθ), and β ∈ R q the discriminant vector. Then GSDA consists of solving the following regularized constrained least squares problem:
where λ 1 and λ 2 are appropriately chosen positive regularization parameters, which balance the amount of sparsity and the number of correlated variables in the solution vector, respectively, and D 1 and D 2 are q × q positive definite matrices, appropriately constructed so as to point-wise weigh the solution as indicated by a priori discriminative information.
The solution to the optimization problem (8) can be approximated by iteratively alternating two steps (with an adequate initialization). Namely:
1. Keep θ fixed and findβ:
2. Keep β fixed and findθ:θ = arg min
The first step (Eq. (9)) is a generalized version of the well-known elastic-net (e-net) problem [26] , which can be re-written by means of LASSO [22] if D 1 is invertible. The GSDA is implemented with automatic regularization parameter selection [25] . This implementation makes use of the LARS-EN algorithm introduced in [27] in which a stop parameter, that sets an upper bound either for the 1 -penalizing term or for the number of non-zero values in the solution vectorβ, can be used for early stopping.
The GSDA method allows a priori discriminative information to be taken into account by the model. The discriminative power at each feature can be measured by means of a divergence measure. For that, we assume each one of the elements g i,j of the feature matrix G is a realization of either one of two random variables whose distributions uniquely characterize each one the two MI conditions. For any fixed j th feature, j = 1, . . . , q, let f j 1 (n) and f j 2 (n), n ∈ N , be the probability functions (corresponding to an appropriate discretization N ) associated to MI classes 1 and 2, respectively. Then, the discrepancy d between both classes at the j th feature can be measured by "distances" between these two probability functions. In particular, let us consider the Jensen-Shannon (JS) divergence [28] , defined as:
where H(·) is the Shannon entropy H(f )= − n∈N f (n) log(f (n)) [29] and π is a predefined parameter with 0 < π < 1. For balanced binary classification problems it is natural to set π = 1/2, in that case the JS divergence defined by (11) is symmetric and its square root is a metric in the strict mathematical sense [28] .
A large value of d(j) given by Eq. (11) means that there is relevant discriminative information at feature j.
Thus, since we wish to highlight those features containing a significant amount of discriminative information, matrices D 1 and D 2 in Eq. (8) can be constructed so as to strongly penalize those features which contains little or no discriminative information, while avoiding penalization in the remaining ones. Following these ideas, we define the anisotropy matrices D 1 and D 2 as follows:
where:
At the end of the procedure, the optimal discriminant vectorβ, solution of (8), will contain a few non-zero entries (due to the 1 -norm penalization) which correspond to the most discriminant t-f -band CSP features.
Finally, a simple linear classification rule can be constructed over the projected feature set G * = Gβ ∈ R n .
DATASETS
In order to evaluate the applicability of our proposed method in the context of a BCI-based functional hand motor rehabilitation scenario, a self-acquired dataset of kinesthetic MI vs. rest condition was designed and recorded with healthy subjects. In addition, two publicly available datasets, widely used for the evaluation of new algorithms in the MI-BCI community ( [19, 20, 21, 23, 24] ), were used to test and compare our method in off-line cross-validation scenarios.
Dataset 1: MI vs. rest
This dataset was collected from eleven healthy subjects (3 females, 4 left-handed, mean age ± SD = 25.45 ± EMG amplitude in each muscle. At the beginning of the session each subject was clearly instructed on the tasks, and asked to practice until they felt comfortable in performing motor imagery. To assess motor imagery ability, five kinesthetic items of the KVIQ-10 questionnaire [30] were administered. These items corresponded to trunk movement, as well as proximal and distal movements of the upper and lower limbs. The KVIQ-10 is a fast questionnaire which assesses the intensity of MI sensation on a five-point ordinal scale, ranging from 1 ("no kinesthetic sensation") to 5 ("as clear as executing an action"). At the end of the questionnaire the ability of each subject in performing MI could be assessed according to his/her final score value (maximal value:
KVIQ-10=25).
During the experiment, subjects were comfortably seated in front of a computer screen with both arms resting on a desk. The dominant hand with the attached EMG electrodes was placed inside a cardboard box (see Figure 2a ) in order to prevent subjects from seeing their hand which could lead to visual rather than kinesthetic MI. The experimental protocol is schematically depicted in Figure 2b . Each trial began with a fixation cross (t = −3 s), followed by an audible beep cue two seconds later (t = −1 s) in order to get the subject's attention.
At the start of the task (t = 0 s), the subject was asked to imagine grasping movements of the dominant hand for a period of 4 s if a visual cue (red right arrow) appeared (i.e., MI condition). For the Rest condition, i.e.
if no arrow was presented after the beep, the subject was asked to relax for the same duration. A randomly selected break-time (between 2.5 and 4.5 s) followed each trial in order to avoid subject routinization to the protocol timing. At the end of each run, a longer break (> 2 min) allowed the subject to relax.
Dataset 2: Dataset IVa of BCI competition III
This dataset contains EEG recordings of five healthy subjects (aa, al, av, aw, ay) acquired with 118 electrodes at the extended international 10-20 system positions. Signals were band-pass filtered between 0.05 and 200 Hz.
The signals were downsampled from 1000 Hz to 100 Hz. Each subject performed 280 trials of motor imagery of either their right hand or right foot (140 for each condition). The MI task was indicated by a visual cue and lasted 3.5 s. For further information about this dataset we refer the reader to [31] .
Dataset 3: Dataset IIb of BCI competition IV
This dataset consists of EEG data from nine right-hand dominant healthy subjects of a study published in [32] . Three bipolar recordings (C3, Cz and C4) were recorded with a sampling frequency of 250 Hz. For each subject five sessions were performed. In each session, the subjects were asked to perform MI of either their left or right hand. In this work, similarly to [20, 21] , the third session of the dataset (B0103T, B0203T,..., B0903T) was used. A total of 160 EEG trials (80 per each MI condition) is available for each subject, in which the MI task lasted 4.5 s. 
DATA ANALYSIS
Our self-acquired dataset (dataset 1) contains EEG signals simultaneously recorded with EMG of four muscles involved in grasping movements. These EMG data were analyzed in order to verify whether the MI tasks were corrupted by actual movement. Besides visual inspection of the EMG signals, a standard approach for detecting muscle activation consists of determing the onset times at which the EMG signal exceeds a pre-defined threshold [33] . The envelope of the EMG signal was estimated by means of a lowpass 4 th -order zero-phase
Butterworth filter with 50Hz cut-off frequency applied to the zero-mean rectified EMG signals. Sliding windows of 500 ms along each EMG segment, relative to the corresponding MI trial, were taken. For each trial and each one of the four muscles considered, the trial was considered contaminated with EMG activity if the mean value of the sliding window was greater than 20% of the corresponding maximum MVC envelope value. For one of the subjects, more than 50% of the trials in one run were contaminated with EMG activations, reason for which this subject was not taken into account in the subsequent analysis. Thus, dataset 1 includes EEG recording of 10 subjects.
To prevent crosstalk from non-motor related regions, to reduce the dimensionality of the signals as well as the setup time for real-time applications, for datasets 1 and 2, only 28 electrodes covering the sensorimotor areas, in accordance to [34] , were selected for further analysis.
The proposed PTFBCSP method in its two configurations, was tested with all three datasets. Since in literature it has been shown that SFBCSP provides the best overall classification accuracy as compared to both DFBCSP and to the original FBCSP methods [21] , in this work comparative experiments were done against CSP and SFBCSP.
In order to separately analyze the impact of using, on the one hand, GSDA for feature selection and, on the other hand, multiple time windows, our proposed PTFBCSP method was first tested in its single time window [20, 21] . The final number of CSP filter pairs was set to 1 (K = 1). Therefore, after applying CSP to each sub-band, a feature vector of dimension q = 2KF = 34 was constructed from each EEG segment. To avoid poor estimation of the covariance matrices (which generally occurs when too few training data are available), the CSP algorithm was implemented by automatic shrinkage covariance estimation as proposed in [35] . The dimension of the resulting feature matrix G was n × 34, where n is the number of available training samples.
The SFBCSP method was implemented as proposed in [21] . Thus, the LASSO optimization problem was solved by using the coordinate gradient descent algorithm [36] in which the regularization parameter λ is estimated by cross-validation on training data. A new matrixG of smaller dimension than G was constructed from those columns of G for which the sparse LASSO solution vector contained non-zero entries. The PFBCSP framework was implemented by automatic parameter selection with early stopping. In particular we chose the GSDA stop parameter equal to 8, i.e. β 0 ≤ 8. Note that while for SFBCSP the classification rule had to be learned from the optimized featured matrixG, in the case of PFBCSP, the classification rule was applied using the new feature vector G * = Gβ ∈ R n , for which the classes are maximally separated by a linear function. As suggested in [19] , the classification rule was implemented by means of the LDA classification algorithm.
The multiple time-windows analysis in the PTFBCSP method, is a straightforward extension of the single time-window frequency-band analysis described above. In this case, however, instead of using a single predefined EEG segment, a number T of EEG segment of 2 s with overlap of 1.5 s were extracted from each trial (tb 1 , . . . , tb t , . . . , tb T ) from 0 to T max s after the visual cue, where T max is the length of the MI trial. The window overlap of 1.5 s was selected in order to cover the entire length of an MI trial, optimize the number of temporal segments and include the specific 0.5-2. together with filter bank analysis yields remarkable classification improvements for subjects 2 and 3 of dataset 1, subject 4 of dataset 2 and subject 1 of dataset 3. On the other hand, there are also some subjects (e.g. subject 3 of dataset 1, subject 3 of dataset 2 and subject 5 of dataset 3) for which this procedure does not improve classification performance.
The overall classification results across subjects for each dataset is summarized in Table 1 . Best classification results are shown in bold. Note that both configurations of the proposed method outperform all the others, and all improvements were proved to be statistically significant at a level of α = 0.01. For dataset 1, the single time window PFBCSP method yielded accuracy increments of 15.2% and 3.9%, as compared to CSP and SFBCSP, respectively. In the case of datasets 2 and 3, those increments were 11.6% and 2.3%, and 10% and 2.9%, respectively. In the case of the window-time varying PTFBCSP procedure, accuracy increments of 20.9% and 9.0%, were obtained as compared to CSP and SFBCSP, respectively. The corresponding values for dataset 2 were found to be 12.6% and 3.3%, while for dataset 3 those values were 11.4% and 4.3%, respectively.
In addition, since an improvement in the BCI performance due to subject-specific models usually implies higher computational cost, we have evaluated the average required computation time on a PC with Intel R Core TM i7-6700K and 64 GB RAM under Matlab 2017a for each method considered. In particular, for training the SFBCSP method, the average computational costs were found to be around 1, 0.6, and 1.5 s for datasets 1, 2 and 3, respectively, while for PFBCSP these values were found to be 0.7, 0.4 and 1.1 s. In the case of the proposed PTFBCSP method the training time was found to be 3.8, 2.5 and 4.2 s, for datasets 1, 2 and 3, respectively.
For our dataset, the ability of each subject in performing MI was measured by five kinesthetic items and 
TOPOGRAPHICAL MAPS OF THE SPATIAL TIME-FREQUENCY PATTERNS
The application of CSP allows for a neurophysiological interpretation of the resulting patterns [37] . The spatial patterns, i.e. the column vector of the matrix A introduced in Subsection 2.1.1, illustrate how the presumed sources are projected to the scalp, while (due to their weighting function) the spatial filters, used to project the original signals to optimally discriminate two classes with respect to variance, may resemble the patterns [17] . The proposed PTFBCSP method yields a solution vector with a small number of non-zero entries, which precisely represent the selected time-frequency band features. By plotting the topography maps of the most significant spatial filter and pattern associated to the most relevant feature, the neural correlates of the analyzed signals can be investigated. For a randomly selected trial of subject 2 of dataset 1, the selected features and the most significant spatial filter and pattern (associated to the most relevant frequency band)
are represented in Figure 6 , for the single time window methods (SFBCSP and PFBCSP). Similarly, for the multiple time windows method (PTFBCSP), the selected features at each time segment considered as well as the first two most significant spatial filters and patterns (associated to the first two most relevant features) are depicted in Figure 7 .
DISCUSSION
In the present work a penalized time-frequency band common spatial pattern algorithm for efficiently decoding motor intention in EEG-based BCI systems was proposed. A standardized subject-specific method, which allows for multiple frequency band analysis in both single and multiple EEG time segments by considering a priori spatio-temporal-spectral information in a fast selection and classification procedure, was presented. Unlike most existing MI decoding methods, our approach provides an automatic way for choosing the "optimal" subject-specific time-frequency bands. The algorithm uses multichannel raw EEG data which are decomposed into T temporal segments and F frequency bands. By combining CSP and GSDA, the first spatial filter associated to each class is used for feature computation and then, feature selection and classification are simultaneously performed with automatic parameter selection. By subject-specifically optimizing both temporal and The sparse time-frequency segment common spatial pattern (STFSCSP) method [24] and the mutual information based selection of optimal spatial-temporal patterns (MIBS-OSTP) [23] are two state-of-the-art methods for MI classification based on multiple time windows and filter bank analysis. Unfortunately, we were unable to reproduce the results of these two methods (some signal processing steps used in the algorithms were not completely reported and the corresponding codes are not publicly available), being the reason for not having them included in our numerical experiments. However, the classification results obtained by PTFBCSP in the two publicly available datasets can be compared to those obtained by STFSCSP and MIBS-OSTP. In particular, in [23] , by using MIBS-OSTP, the average classification result over 10 × 10-fold cross-validation achieved with the BCI Competition IV Dataset IIb (dataset 3) was reported to be 78.25 ± 1.12 %, while for the PTFBCSP method the analogous result was 81.23±2.46 %, corresponding to a classification improvement of about 3.8 %.
A similar comparison can be made with respect to STFSCSP, which is applied after Fisher's linear discriminant criteria for automatic subject-specific channel selection. In fact, [24] reports an average classification result for the BCI competition III Dataset IVa (dataset 2) of 92.66 ± 4.44 %. Although the average accuracy value is slightly higher (presumably due to the channel selection procedure) than what is achieved by our PTFBCSP method (90.94 ± 1.06 %), the standard deviation is quite large, making PTFBCSP more robust.
The topography maps of the most relevant CSP pattern associated to the most relevant time-frequency feature allow for neurophysiological interpretations of the spatio-temporal-spectral patterns. For the single time window methods (Figure 6 ), the frequency band information is located between 22 and 26 Hz, while for the multiple time segments analysis ( Figure 7 ) the most relevant frequency bands vary from time segment to time segment. It is remarkable how both single time filter bank methods select the same feature as the most relevant, which, by visual analysis of the spatial filter, clearly corresponds to the sensorimotor area involved in the MI task (the subject was left-handed). In the case of multiple-time windows, the first most informative frequency band is found between 4 and 8 Hz. This 4-8 Hz sub-band corresponds to the theta EEG rhythms, which are highly correlated with relaxation states [38] . For the second most informative frequency band, enclosing the mu and beta rhythms, the topography maps here again can be clearly associated with the MI condition. Therefore, the analysis of the topography maps of the most relevant features suggest that the multiple-time windows method can identify the most relevant information from both conditions. Reliably detecting an MI task strongly depends on the subject's abilities to operate a BCI. It is known that between 15 and 30% of MI-BCI users fail to modulate their brain signals to effectively control a BCI [39] .
This phenomenon, known as BCI-illiteracy, should be taken into account in order to avoid frustrating training procedures. To control for motor imagery performance, we applied the kinesthetic KVIQ-10 questionnaire. No statistically significant correlation with classification accuracy was found, which is in accordance with previous work [40] , indicating that the reliability of such questionnaires to assess MI ability is low. In addition, and although for our self-acquired dataset the subjects were asked to perform cycling MI, the stimulation protocol did not present internal cues in order to ensure the beginning of a new MI task. This may cause beta-rebound effect within certain time segments which could perhaps negatively influence the proposed framework.
A limitation of this work is that the classifier was only tested off-line. Nevertheless, in light of the followed data processing steps and the low testing times (of only a few milliseconds), adapting the algorithm to an on-line implementation should be rather straightforward. Clearly, however, for these real-time scenarios, classification accuracy would need to be re-evaluated in the on-line context. In addition, for those datasets with a large number of channels, we selected 28 electrodes covering the sensorimotor areas. From the set-up time of the experiment and subject's comfort point of view, it is desired to find the minimal number of electrodes for efficient MI detection. An advantage of our method is that, independently from how the electrodes are selected, it offers the flexibility to adapt (without any modification) to such changes in the data structure. This claim is supported by the classification results achieved with dataset 3 (above 81%), which relies on only 3 channels.
The current version of the method was evaluated by setting the same GSDA stopping parameter and the same electrode set for all the subjects and datasets. It is expected that the presented classification accuracies can be further improved by making these selection subject-dependent. Future works include the study of inference methods for subject-specific regularization parameters estimation such as Bayesian learning [41] , the balancing principle [42] or aggregation [43] . In addition, regarding optimal channel selection, the approach known as "group LASSO" [44] can be included in our model for subject-specific selection of the best sub-set of EEG channels [45, 46] . Finally, real-time implementation of the proposed method must be studied, in order to conclude whether the trial duration is optimal, whether the multiple time segments is suitable for on-line feedback and whether the method is robust and accurate enough for establishing a good BCI communication.
CONCLUSION
A novel classification method combining multiple frequency bands and time windows to increase classification accuracy in MI-BCIs was proposed. Two configurations of the presented algorithm were tested with public datasets from BCI competitions as well as with our own dataset, showing better classification results when compared to other state-of-the-art time-frequency band CSP methods.
When MI has to be detected against a rest condition, the multiple-time windows framework on average improves MI detection as compared to the single time window methods. As a drawback it requires longer MI times after the onset of the cue. Hence, if faster detection speed is required, PFBCSP constitutes a good compromise between classification accuracy and time delay after the MI cue.
In addition to showing improvements with respect to state-of-the-art classification methods, several research directions for further increasing performance are highlighted. For instance, the subject-specific adaptation capabilities of the proposed method could be further improved by selecting the most relevant channels, time segments and hyperparameters for each subject. We consider the present work an important step towards improved motor intention detection, which could also find application in rehabilitation scenarios, e.g. in the form of an MI-BCI-triggered robotic hand orthosis.
