Abstract. The CT data acquired in combined PET/CT studies provide a fast and essentially noiseless source for the correction of photon attenuation in PET emission data. To this end, the CT values relating to attenuation of photons in the range of 40-140 keV must be transformed into linear attenuation coefficients at the PET energy of 511 keV. As attenuation depends on photon energy and the absorbing material, an accurate theoretical relation cannot be devised. The transformation implemented in the Discovery LS PET/CT scanner (GE Medical Systems, Milwaukee, Wis.) uses a bilinear function based on the attenuation of water and cortical bone at the CT and PET energies. The purpose of this study was to compare this transformation with experimental CT values and corresponding PET attenuation coefficients. In 14 patients, quantitative PET attenuation maps were calculated from germanium-68 transmission scans, and resolution-matched CT images were generated. A total of 114 volumes of interest were defined and the average PET attenuation coefficients and CT values measured. From the CT values the predicted PET attenuation coefficients were calculated using the bilinear transformation. When the transformation was based on the narrow-beam attenuation coefficient of water at 511 keV (0.096 cm -1 ), the predicted attenuation coefficients were higher in soft tissue than the measured values. This bias was reduced by replacing 0.096 cm -1 in the transformation by the linear attenuation coefficient of 0.093 cm -1 obtained from germanium-68 transmission scans. An analysis of the corrected emission activities shows that the resulting transformation is essentially equivalent to the transmission-based attenuation correction for human tissue. For non-human material, however, it may assign inaccurate attenuation coefficients which will also affect the correction in neighbouring tissue.
Introduction
The combination of a positron emission tomograph (PET) and an X-ray computer tomograph (CT) into a single scanner has several advantages. Such a PET/CT scanner allows acquisition of functional PET and anatomical CT data in one session without moving the patient and with minimal delay between the image data sets. The two image sets are perfectly co-registered, and thus the functional PET images and the anatomical CT images can be jointly reviewed. In addition, the CT images can be used to derive information for the correction of the PET emission data. CT images portray the attenuation properties of the tissue in the field of view for photons at the CT energies. While photon attenuation governs image contrast for CT, it causes severe distortions in PET images if not corrected for. For instance, only about 5% of the 511-keV PET emission photons from the centre of the body can be detected [1] ; the others are absorbed in the tissue. PET attenuation correction is straightforward and accurate [2] , if the distribution of attenuation coefficients in the tissue is known.
Traditionally, the attenuation coefficients are measured in an additional PET transmission scan. However, the transmission scan adds at least 50% to scanning time and results in data with a relatively high noise level. When these data are used for corrections, they propagate the noise into the emission images. In a combined PET/CT environment, therefore, it makes sense to replace the PET transmission scan by attenuation information derived from the CT images. To this end a transfor-C. Burger ( ✉ ) Nuclear Medicine, University Hospital, Rämistrasse 100, 8091 Zurich, Switzerland e-mail: burger@dmr.usz.ch Tel.: +41-1-2554015, Fax: +41- Original article PET attenuation coefficients from CT images: experimental evaluation of the transformation of CT into PET 511-keV attenuation coefficients mation of the CT values into PET attenuation coefficients is needed. To do this successfully, several facts must be considered. The attenuation of a given material depends on its effective atomic number and its density as well as the photon energy [3] . In CT, the attenuation measurement is based on a spectrum of photons from 40 keV to 140 keV, while the PET attenuation measurements use almost monochromatic 511-keV photons. Kinahan et al. [4] discussed several approaches for the transformation of CT into PET attenuation data, including a global scaling of the CT numbers assuming an average photon energy of 70 keV, segmentation of the CT images into different tissue types and assignment of predefined attenuation coefficients, and a hybrid method which applies different scaling factors to soft tissues and tissue with CT values above 200 Hounsfield units (HU) representing bone structures [5] . While their work was based on phantom studies, the aim of this study was to directly compare PET attenuation coefficients and CT values measured in combined PET/CT patient studies. Based on these data, the approach for CT-based attenuation correction in the Discovery LS PET/CT scanner (GE Medical Systems, Milwaukee, Wis.) was evaluated.
Materials and methods
Clinical acquisitions. We used the data of 14 oncological patients who underwent a clinical fluorine-18 fluorodeoxyglucose (FDG) study on a combined PET/CT system (GE Discovery LS) with the following clinical protocol: At 45-55 min post injection of FDG, a CT scan was performed from the head to the pelvic floor (scan length 86.7 cm) with a V max of 140 kV, 80 mA, 0.5 s tube rotation time, pitch 6, and 5-mm slice thickness. Immediately after CT scanning, a PET emission scan was obtained covering the same axial field of view (FOV). Acquisition time was 4 min at each of the six table positions. Then, a transmission scan was performed with two germanium-68 rod sources with 2 min per table position.
Data processing. Quantitative images of the linear attenuation coefficient at 511 keV [µ(511 keV) (cm -1 ), µ-maps] were obtained as a by-product of the segmented attenuation correction step in emission image reconstruction with the standard GE software. These µ-maps are calculated by filtered back-projection of the transmission sinograms after prior planar smoothing with an 8-mm Gaussian filter, and would in later processing steps be used as the input for the segmentation algorithm. The µ-maps covered the full PET FOV of 550 mm, and had a 4.25 mm slice thickness and a 128×128 image matrix with 4.3 mm pixel size. The reconstructed CT images were inherently aligned to the µ-maps, but initially had a smaller FOV of 497 mm and a 512×512 matrix. They were interpolated to the pixel size of the µ-maps using the fusion tool within the PMOD software [6] (PMOD Group, Zurich, Switzerland; www.pmod.com). The resulting 128×128 CT images were then smoothed by a three-dimensional Gaussian filter with 12 mm fullwidth at half-maximum (FWHM) in-plane and 5 mm FWHM axially to match them to the spatial resolution of the transmission data. Volumes of interest (VOI) were manually defined on different tissues such as brain, lung, fat, liver, muscle, bone and skull, and the average pixel value in Hounsfield units per VOI was calculated. The same VOIs were projected onto the corresponding µ-maps and the average regional PET attenuation coefficient in cm -1 calculated. A total of 114 polygonal VOIs were manually defined and evaluated in the 14 patient studies.
Adjustment of the CT spatial resolution to the µ-maps.
A combined PET/CT attenuation measurement of a single-photon emission tomography (SPET) phantom (Data Spectrum Corp, Chapel Hill, N.C.) in two orthogonal orientations was performed. Except for prolonged transmission scanning of 10 min, the acquisition and reconstruction parameters were the same as described above. Gaussian filters with FWHM ranging from 8 mm to 16 mm were applied to the CT images and the smoothed images displayed together with the PET µ-maps. To compare the point spread function of the PET attenuation data and the CT data after smoothing a combined measurement was performed with a steel ball of 4 mm diameter in the centre of the field of view. Acquisition duration of the transmission measurement was prolonged to 10 h. A Gaussian filter with 12-mm FWHM in-plane and 5 mm axially was applied to the CT data, and profiles plotted through the centre of the ball.
Transformation of CT values to µ(511 keV) on the Discovery LS.
The software in the Discovery LS performed the following steps. CT images were first interpolated to the resolution of the PET pixels. The CT values obtained were then transformed from Hounsfield units to linear PET attenuation coefficients in cm -1 by:
where the different µ represent the linear attenuation coefficients at the PET 511 keV energy and at the effective CT energy for water and bone. To determine the effective CT energy, a simulation of the CT measurement was performed for our particular scanner (data not shown). Assuming a patient attenuation equivalent to 300 mm of water yielded an effective CT energy of about 80 keV. The linear attenuation coefficients were initially calculated from the tables given by Hubbell and Seltzer [7] , which list the narrow beam mass attenuation values for different substances over a large range of energies, resulting in:
The attenuation maps calculated from the CT data by Eq. 1 were forward projected according to the PET acquisition geometry. Finally, the attenuation correction factors were obtained by exponentiation of the line integrals.
Experimental determination of PET attenuation coefficients.
In an attempt to obtain experimental values for the linear attenuation coefficients better defined than in the in vivo situation, two types of phantom measurement were performed. The first phantom was a NEMA PET phantom (Data Spectrum Corp, Chapel Hill, N.C.) filled with water, containing a Teflon insert as well as a piece of femoral bone from a cow. The second phantom was a CT calibration phantom (electron density phantom model 062, Computerized Imaging Reference Systems, Inc. Norfolk, Va.) normally used for quality control in radiation therapy. It included plugs of 3 cm di- Fig. 1A-F . CT images and matched PET attenuation maps. A-C show images of a SPET phantom containing rods of 5, 6.5, 8, 10, 11.5 and 13 mm diameter while D and E show patient images. A and D are the original CT images. B and E are the CT images resampled to the PET pixel size and smoothed with a 3D Gaussian filter (12 mm×12 mm×5 mm). C and F are the matched PET µ-maps ameter equivalent to tissues of different attenuation such as lung inhale, lung exhale, adipose, liver, muscle, breast, trabecular bone and dense bone. The dense bone plug had a 1 cm diameter only. Transmission scanning time was extended to 10 min; the other acquisition parameters remained as described above.
Results
The smoothed CT images derived from the resolution adjustment experiments with the Data Spectrum phantom were visually compared with the PET µ-maps. One example with an axially oriented phantom is shown in Fig. 1A- C. An approximate value of 12 mm FWHM was determined for the Gaussian smoothing filter to adjust the in-plane resolution of CT to the µ-maps. From images with the phantom rods parallel to the slice orientation an axial smoothing of about 5 mm FWHM was derived. The profiles through the steel ball had an FWHM of 13.7 mm (13.3 mm) in-plane and 6.6 mm (7.8 mm) axially for the PET µ-maps and the smoothed CT data, respectively. As a consequence, the CT images were smoothed with a 12×12×5mm Gaussian filter before all VOI analyses.
The VOI averages of the attenuation coefficients for the patient data are shown in Fig. 2 , together with the bilinear function (1) describing the CT-to-µ(511 keV) transformation implemented in the Discovery LS. The VOIs were 15.5 ml on average (±11.6 ml), ranging from 3 ml for bone structures to 65 ml for brain. Using the narrow-beam value of 0.096 cm -1 for the transformation resulted in an obvious discrepancy with the measurements in the range 0 HU to 200 HU ( Fig. 2A) . Therefore, the transformation was modified to be based on the experimentally determined value measured with the NEMA phantom.
The results obtained in the phantom measurements are shown in Fig. 3 . The tissue-equivalent materials from the radiation therapy phantom matched the transformation function well except for the trabecular and cortical bone equivalents, which showed less attenuation in PET measurements than expected. A similar effect was seen for the data from the cortical regions of the bovine bone and for a support structure for the head-holder fixation made out of carbon fibre. On the other hand, the attenuation of 511-keV photons in the Teflon insert of the NEMA phantom and in a metallic implant in a patient study was higher than predicted.
Discussion
The aim of this study was to directly compare the attenuation data from PET transmission measurements with those from CT measurements. As illustrated in and F, the spatial resolution in the PET µ-maps is poor, giving rise to partial volume effects in the calculation of the VOI averages. In order to have the same effects happen with CT, the high spatial resolution in the CT images had to be reduced to the resolution of the µ-maps. In phantom measurements, smoothing with a Gaussian filter of 12×12×5 mm FWHM was found to give images with approximately matched spatial resolution. The actual use of CT in PET attenuation correction, however, would presumably require some adjustments in pre-processing due to slight differences in the PET emission and transmission geometries.
Initially the VOI averages calculated did not match well the bilinear transformation function (1) formed using the narrow-beam attenuation coefficients from Eq. 2, especially in the soft tissue range 0 HU to 200 HU ( Fig. 2A) . Replacement of the narrow-beam value of (0.096 cm -1 ) by the experimental value of 0.093 cm -1 improved the agreement, as shown in Fig. 2B . The sum of squared residuals was thereby reduced by 3.2%. This adjustment of the transformation was also supported by the quantitative PET emission activities obtained with both variants of the CT-based attenuation correction. Using resulted in activities which were significantly higher than the activities obtained with the standard 68 Ge-based segmented attenuation correction. When using , the over-estimation was reduced. A Bland-Altman analysis [8] of the corrected activities in 27 soft tissue VOIs of six patients showed that a residual bias remained, but that the values were within the calculated limits of agreement of 2.1 kBq/cc. A comparison between CT-based attenuation correction and segmented attenuation correction with these data yielded a regression slope of 0.93 (r 2 =0.994). This residual bias can to some extent be explained by an effect reported by Visvikis et al. [9] . These authors evaluated the impact of segmentation and iterative reconstruction on attenuation correction with a GE Advance PET scanner, which is identical to the PET scanner in the Discovery LS used for this study. For 2-min transmission scans they found a regression slope of 0.96 when comparing SUV values obtained with segmented attenuation correction to values obtained without segmentation. The improvement achieved by using the empirical suggests that the effective attenuation seen by the PET transmission scan is lower than the attenuation occurring in narrow-beam experiments. A likely explanation for this reduced attenuation is the broad-beam acquisition geometry of PET event detection leading to some unremoved scatter components in the data. Therefore it seems to be more adequate to adjust the transformation accordingly rather than to postulate a narrow-beam situation which is not met by the physical arrangement.
While the bilinear transformation seems sufficiently accurate for human tissue, it may not predict accurately the attenuation coefficients of some non-human materials in the FOV. This is particularly the case for high Z materials, because photon interaction at the CT energies is primarily photoelectric (proportional to Z 4 ), while at the PET energy it is almost exclusively Compton scattering with an electron density dependence. In such situations, under-or over-correction of the neighbouring tissue activity will occur with CT-based attenuation correction owing to the limited spatial resolution of PET. As shown in Fig. 3 , PET attenuation would be underestimated based on the CT measurement of the Teflon insert in the NEMA phantom and on the metallic insert in a patient. To get an idea of the magnitude of the resulting under-correction, a vial of 0.9 cm diameter containing high activity was placed next to the Teflon insert. The CT corrected emission activity was decreased by 8.5% relative to the PET transmission corrected activity. The effect will be even more pronounced for metallic implants. In the example shown in Fig. 3 , a PET attenuation coefficient of 0.262 cm -1 was measured, but the CT value was only 2,070 HU whereas a value of 2,840 HU would be expected from Eq. 1. This reduction is likely due to the historical limitation of the dynamic CT range to 4,096 integer values covering -1,024 HU to 3,071 HU. Attenuation values higher than 3,071 HU are truncated, yielding distorted PET attenuation coefficients in addition to reconstruction artefacts. One remedy for this situation, which would also reduce the reconstruction artefacts, would be the use of an extended CT scale [10] , which, however, is not yet implemented in the current generation of commercial scanners. An even better solution would combine the extended CT scale with a segmentation approach whereby truncated or otherwise distorted CT numbers were replaced by adequate PET attenuation coefficients during the transformation.
In conclusion, a simple bilinear function to transform CT values into linear attenuation coefficients at 511 keV for PET attenuation correction seems adequate for human tissue. To avoid over-correction of the emission activities in soft tissue, the apparent attenuation coefficient of water seen by the PET scanner should be employed when defining the transformation, rather than a value derived from narrow-beam experiments. The reconstructed activity around metallic implants must be interpreted with caution because of the inaccurate attenuation correction caused by the truncation of the metal CT numbers.
