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We present algorithms for computing intersections, normalizers and subgroup products
of subgroups in flnitely generated nilpotent groups given by nilpotent presentations.
The problems are reduced to solving for certain minimal solutions in linear Diophan-
tine equations over the integers. Performance of the algorithm using a Mathematica
implementation is demonstrated.
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We consider algorithms for computing intersections and normalizers of subgroups in
flnitely generated nilpotent groups. In Glasby (1988a, b) and Glasby and Slattery (1990),
algorithms for computing intersections and normalizers in flnite solvable groups from AG-
systems (see Laue et al, 1984) are described. In Baumslag et al. (1991), algorithms to flnd
intersections and normalizers of subgroups in polycyclic-by-flnite groups were described.
However, the algorithms there are not practical for computer implementation. In this
article, practical algorithms to compute intersections and normalizers of subgroups in
flnitely generated nilpotent groups from nilpotent presentations are developed. These
ideas are extended to give practical algorithms to determine membership in products
of subgroups and to determine conjugacy of subgroups. A test for nilpotency is also
described for polycyclic groups. A prototype Mathematica program has been written to
test the e–ciency of some of the algorithms described here. The results are tabulated in
the last section.
1. Polycyclic Groups and Consistent Polycyclic Presentations
Definition 1.1. A polycyclic group is a group G with a subnormal series G = G1 .G2 .
G3 . ¢ ¢ ¢ . Gn . Gn+1 = 1 in which each of the quotients Gi=Gi+1, 1 • i • n is cyclic.
Two good references on polycyclic groups are Segal (1983) and Sims (1994). A proof
of the following theorem can be found in Section 9.3 in Sims (1994).
Theorem 1.1. Subgroups and quotients of polycyclic groups are polycyclic.
Every polycyclic group G has a presentation of the form
ha1; a2; : : : ; anjamii = uii; i 2 I where I µ f1; 2; : : : ; ng; aaij = uij ; 1 • i < j • ni;
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where
1. for i 2 I, mi > 1, uii = al(i;i+1)i+1 al(i;i+2)i+2 : : : al(i;n)n with 0 • l(i; j) < mj if j 2 I,
2. for 1 • i < j • n, uij = al(i;j;i+1)i+1 al(i;j;i+2)i+2 : : : al(i;j;n)n with 0 • l(i; j; j0) < mj0 if
j0 2 I.
For 1 • i • n, let Gi be the subgroup generated by ai; ai+1; : : : ; an. Deflne Gn+1
to be the trivial group. The presentation above is a consistent polycyclic presentation if
jGi=Gi+1j = mi whenever i 2 I and Gi=Gi+1 is inflnite whenever i 62 I. The sequence
(a1; a2; : : : ; an) is called a polycyclic generating sequence for G.
Consistent polycyclic presentations are analogs of AG-systems in flnite solvable groups.
Given a flnite presentation for a polycyclic group G, it is possible to construct a consistent
polycyclic presentation for G (see Lo, 1996).
Definition 1.2. The number h(G) = n¡ jIj is independent of the consistent polycyclic
presentations chosen and is called the Hirsch number of G.
The fact that h(G) is an invariant for G is mentioned in Segal (1983) and Sims (1994).
A proof can be found in Hirsch (1938).
Proposition 1.2. If N is normal in G, then h(N) + h(G=N) = h(G).
Deflne an ordering ¿ on the integers by 0 ¿ 1 ¿ 2 ¿ 3 ¿ ¢ ¢ ¢ ¿ ¡1 ¿ ¡2 ¿
¡3 : : : : Extend this deflnition to sequences of integers by saying (fi1; fi2; : : : ; fin) ¿
(fl1; fl2; : : : ; fln) if there exists m, 1 • m • n, such that fi1 = fl1; fi2 = fl2; : : : ; fim¡1 =
flm¡1 and fim ¿ flm. Note that ¿ gives a well-ordering on the set of all sequences of
integers of length n.
If G has a consistent polycyclic presentation, then an element x in G can always be
written into its collected form afi11 a
fi2
2 : : : a
fin
n , where for i 2 I, 0 • fii < mi. Since the
presentation is a consistent polycyclic presentation, collected forms are unique. This rep-
resentation of elements as collected forms gives a convenient data structure for elements
of G. Every x can be represented as an exponent sequence (fi1; fi2; : : : ; fin). In fact, the
exponent sequence of an element x is the smallest sequence (fi1; fi2; : : : ; fin) in ¿ such
that x = afi11 a
fi2
2 : : : a
fin
n . Deflne x¿ y for elements x and y in G if the exponent sequence
of x is smaller in ¿ than the exponent sequence of y.
Suppose that G is given by a consistent polycyclic presentation. Then G is inflnite iff
h(G) > 0. If G is flnite, then jGj = m1m2 : : :mn.
Given collected forms of two elements x1 and x2, there are e–cient algorithms to
compute the collected forms of the elements x1x2 and x¡11 . Collectively they are known
as collection algorithms. For examples of collection algorithms, see Leedham-Green and
Soicher (1990) and Vaughan-Lee (1990).
Let the exponent sequence of x be (fi1; fi2; : : : ; fin). If x is not the identity, deflne w(x)
to be the smallest i such that fii 6= 0 and deflne exp(x) to be fiw(x).
Suppose that for all i with 1 • i • n, Gi+1 is normal in G. Furthermore, if Gi=Gi+1
is central in G=Gi+1, then G is nilpotent and the above presentation is called a nilpotent
presentation of G. In this case, if 1 • i < j0 < j • n, then l(i; j; j0) = 0 and l(i; j; j) = 1.
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2. Describing Subgroups
Much of the exposition in this section is from Chapter 9 in Sims (1994).
Let H be a subgroup of a polycyclic group G. Assume that G has a consistent polycyclic
presentation. By Theorem 1.1, H is flnitely generated. In fact, there is a canonical set of
generators for H, as we will see now.
Let U = (b1; b2; : : : ; bk) be a sequence of nontrivial elements in G such that w(b1) <
w(b2) < ¢ ¢ ¢ < w(bk) and exp(b1); exp(b2); : : : ; exp(bk) > 0. Such a sequence is called a
normal sequence. An element x is said to be expressible in a normal sequence U if flrst,
there exists integers fl1; fl2; : : : ; flk such that x = b
fl1
1 b
fl2
2 : : : b
flk
k and second, if w(bj) = i 2 I
and 1 • j • k, then 0 • fljexp(bj) < mi. The sequence (fl1; fl2; : : : ; flk) is called the U -
sequence of x.
Definition 2.1. For 1 • i • n, let xi be the smallest element in H ¡Gi+1 with respect
to ¿. Suppose that U = (b1; b2; : : : ; bk) is a normal sequence such that fb1; b2; : : : ; bkg =
fx1; x2; : : : ; xng. Then U is the subgroup sequence for H.
It can be seen that a subgroup sequence has the following property. For 1 • j • k,
i = w(bj) and i 2 I, exp(bj) divides mi.
The following proposition follows from deflnition.
Proposition 2.1. Let H be a subgroup of G and U = (b1; b2; : : : ; bk) be the subgroup
sequence for H. Then for 1 • i • n, the subgroup sequence for H \Gi is the subsequence
(bj ; bj+1; : : : ; bk), where j is the smallest positive integer such that bj 2 Gi.
Proposition 2.2. If U is the subgroup sequence for H, then every element of H is
expressible in U .
Proof. Suppose that the subgroup sequence for H is (b1; b2; : : : ; bk). Let x be an element
in H. Clearly the identity is expressible in U . Assume that x is not the identity. Let
x 2 Gi ¡Gi+1 where 1 • i • n. This implies that w(xi) = i; exp(xi) > 0 and xi = bj for
some j, 1 • j • k. If xi = x then we are done. Suppose that xi 6= x. By deflnition xi ¿ x.
Let exp(x) = exp(xi)s+ r where 0 • r < exp(xi). The element x¡si x is in H \Gi and is
smaller than xi with respect to ¿. Therefore x¡si x 2 Gi+1 and r = 0. By induction on
n¡i and Proposition 2.1, we can see that x can be written as bflj+1j+1 bflj+2j+2 : : : bflkk . Therefore
x = bsjb
flj+1
j+1 b
flj+2
j+2 : : : b
flk
k . 2
The proof above is based on the idea of sifting, which is illustrated in the following
algorithm. This algorithm is modeled after the sifting algorithm in Glasby (1988a).
Algorithm 2.1. (Sifting)
Input: A normal sequence U = (b1; b2; : : : ; bk) and an element x of G
Output: An element y, smallest in ¿ such that xy¡1 is expressible in U ;
The U -sequence (fl1; fl2; : : : ; flk) of xy¡1;
Set y = x; fli = 0 for all i;
Label 1: Let the exponent sequence of y be (fi1; fi2; : : : ; fin);
If for all i, fiw(bi) ¿ exp(bi), stop;
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Suppose that i is the smallest such that fiw(bi) ¿ exp(bi) is not true;
Set fli = b fiw(bi)exp(bi)c and y = b
¡fli
i y;
Go to Label 1.
Denote by reduce(U; x) the element y returned by the sifting algorithm with inputs U
and x. Note that y is the smallest element in Hx.
The sifting algorithm can be used to
1. determine membership in a subgroup H • G,
2. flnd the smallest element in the coset Hx given x 2 G and H • G,
3. compute the subgroup generated by a flnite set S µ G,
4. compute the normal closure of a flnite set S µ G, and
5. flnd a consistent polycyclic presentation for a subgroup H • G.
For details please refer to Section 9.5 of Sims (1994).
The following proposition will be useful in later sections.
Proposition 2.3. Let H • G and let U = (b2; b3; : : : ; bk) be the subgroup sequence for
H
T
G2. Suppose that H ¡ G2 is nonempty and x is an element in H ¡ G2 such that
exp(x) is the smallest with respect to ¿ among all elements in H ¡ G2. If b1 is the
element reduce(U; x), then (b1; b2; : : : ; bk) is the subgroup sequence for H.
Proof. Supppose that y is the smallest element inH¡G2. Then clearly exp(y) = exp(x).
Now xy¡1 is in H \G2. So it is expressible in U . Since b1 = reduce(U; x) is the smallest
element such that xb¡11 is expressible in U , either b1 = y or b1 ¿ y. Clearly b1 2 H¡G2.
So it is not possible that b1 ¿ y. Therefore b1 = y. 2
From here on, flnding a subgroup H means flnding the subgroup sequence for H.
3. Computing Quotients
Suppose G is given by a consistent polycyclic presentation and N is a normal subgroup
of G. In this section, some methods to compute with quotients are described.
Let N be a normal subgroup of G and U = (b1; b2; : : : ; bk) be the subgroup sequence
for N . Let c1 = a1N , c2 = a2N , . . . cn = anN . A consistent polycyclic presentation for
G=N using fc1; c2; : : : ; cng as the set of generators can be constructed. For 1 • i < j • n,
if
reduce(U; aaij ) = a
l(i;j;i+1)
i+1 a
l(i;j;i+2)
i+2 : : : a
l(i;j;n)
n ;
then there is a relation
ccij = c
l(i;j;i+1)
i+1 c
l(i;j;i+2)
i+2 : : : c
l(i;j;n)
n :
Let i = w(bj) where 1 • j • k. If
reduce(U; aexp(bj)i ) = a
l(i;i+1)
i+1 a
l(i;i+2)
i+2 : : : a
l(i;n)
n ;
then there is a relation
c
exp(bj)
i = c
l(i;i+1)
i+1 c
l(i;i+2)
i+2 : : : c
l(i;n)
n :
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In the case when exp(bj) = 1, we may eliminate this relation and the generator ci by
Tietze transformations. If i is such that i 2 I and i 6= w(bj) for all j, 1 • j • k, and
reduce(U; amii ) = a
l(i;i+1)
i+1 a
l(i;i+2)
i+2 : : : a
l(i;n)
n ;
then there is a relation
cmii = c
l(i;i+1)
i+1 c
l(i;i+2)
i+2 : : : c
l(i;n)
n :
The generating set and the collection of all the relations described give a consistent
polycyclic presentation for G=N .
Let … : G! G=N be the projection map. Given x in G, if reduce(U; x) is afi11 afi22 : : : afinn ,
then …(x) = cfi11 c
fi2
2 : : : c
fin
n in the presentation described above. Also, if y = c
fi1
1 c
fi2
2 : : : c
fin
n ,
then the smallest element x with respect to ¿ such that …(x) = y is afi11 afi22 : : : afinn .
It is easy to flnd …(H) given H • G since …(H) is generated by the set of all …(x) with
x in the subgroup sequence of H. To flnd the subgroup …¡1(K) in G given K 2 G=N ,
it is enough to flnd a preimage for each element in the subgroup sequence for K. The
preimages together with the elements in U generate …¡1(K). Now …¡1(K) can be found
by sifting.
4. Deciding Nilpotency
In this section, an algorithm to decide whether a consistent polycyclic presentation
gives a nilpotent group is described. For i ‚ 1, let °i(G) be the ith term in the lower
central series of a group G. It is possible to compute °i(G) since a flnite generating set for
°i(G) is known (see Section 9.2 of Sims (1994)). Here the strategy to decide nilpotency is
to compute °i(G) iteratively. Although in general polycyclic groups satisfy the ascending
chain condition on subgroups, they do not satisfy the descending chain condition on
subgroups. For example, the lower central series of the inflnite dihedral group is inflnite.
A stopping criterion is necessary for this strategy to work.
Algorithm 4.1. (Deciding nilpotence)
Input: A consistent polycyclic presentation for a group G;
Output: A Boolean °ag F indicating whether G is nilpotent;
Set °1(G) = G;n = 1;
While h(°n(G)) > 0 do begin
Compute °n+1(G) = [G; °n(G)];
If h(°n(G)) = h(°n+1(G)), set F = FALSE, stop;
Set n = n+ 1;
End;
While °n(G) 6= 1 do begin
Compute °n+1(G) = [G; °n(G)];
If °n(G) = °n+1(G), set F = FALSE, stop;
Set n = n+ 1;
End;
Set F =TRUE.
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Lemma 4.1. Suppose that G is a polycyclic group. If for some n > 0, 0 < h(°n(G)) =
h(°n+1(G)), then G is not nilpotent.
Proof. Since G is polycyclic, °n(G) and °n+1(G) are also polycyclic. By Proposition 1.2,
the group °n(G)=°n+1(G) has Hirsch number 0. Therefore °n(G)=°n+1(G) is flnite. Let
m be the exponent of this group. The group °n+1(G)=°n+2(G) has a positive exponent
dividing m. Since °n+1(G) is flnitely generated, °n+1(G)=°n+2(G) is also flnite. The
Hirsch number for °n(G)=°n+2(G) is again 0. Inductively, for k > n, °n(G)=°k(G) has
Hirsch number 0. By Proposition 1.2, h(G=°k(G)) = h(G=°n(G)) 6= h(G). Therefore G
is not nilpotent. 2
By Proposition 1.2, for n ‚ 1, h(°n(G)) • h(°n¡1(G)) • : : : • h(°1(G)) = h(G).
This guarantees termination in the flrst while loop. If the algorithm returns false in the
flrst while loop, then 0 < h(°n(G)) = h(°n+1(G)) and the group is not nilpotent by the
lemma above. If not, then at the end of the while loop, a flnite subgroup °n(G) can be
obtained. The remaining parts of the algorithm are clear.
In Nickel (1994), an algorithm and its implementation, the ANU Nilpotent Quotient
Program (NQ), to compute the nilpotent quotients G=°n(G) for a flnitely presented group
G are described. With the program, it is possible to flnd nilpotent presentations for
nilpotent groups given by flnite presentations. In the case that a consistent polycyclic
presentation is known for a nilpotent group G, it is enough to pick a reflnement of the
lower central series of G such that every quotient is cyclic. The consistent polycyclic
presentation constructed from this reflnement is a nilpotent presentation for G.
5. Computing Intersections
Let G be a nilpotent group. Suppose that a nilpotent presentation for G is known.
Given the subgroup sequences of two subgroups H and H 0, it is possible to flnd the
subgroup sequence of the intersection H \H 0.
Let us extend the deflnition of the gcd function as follow. Let fi1; fi2 be integers. Take
gcd(fi1) = jfi1j. For nonzero fi1; fi2; gcd(fi1; fi2) is their usual gcd. If fi1 = 0, then take
gcd(fi1; fi2) = jfi2j, and vice versa. Deflne gcd with multiple arguments inductively as
usual. Given fi1; fi2; : : : ; fik, using the Euclidean algorithm inductively, it is possible to
flnd integers fl1; fl2; : : : ; flk such that fi1fl1 + fi2fl2 + ¢ ¢ ¢+ fikflk = gcd(fi1; fi2; : : : ; fik).
Proposition 5.1. Let c > 1, fi1; fi2; : : : ; fik be integers. Consider the set of all solutions
(fl1; fl2; : : : ; flk) to the equation
fi1fl1 + fi2fl2 + ¢ ¢ ¢+ fikflk = 0 (1)
with fl1 > 0. Let d2 = gcd(fi2; fi3; : : : ; fik); d1 = gcd(fi1; fi2; : : : ; fik) = gcd(fi1; d2).
1. If d1 = d2 = 0, then (1; 0; 0; : : : ; 0) is a solution.
2. If d1 6= 0; d2 = 0, then there is no solution with fl1 > 0.
3. If d1 6= 0; d2 6= 0, then for some integers fl2; fl3; : : : ; flk, (d2d1 ; fl2; fl3; : : : ; flk) is a
solution.
Moreover, the solutions listed in cases 1 and 3 are such that fl1 is the smallest possible
with fl1 > 0.
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Proof. If d2 = 0, then fi2 = fi3 = : : : = fik = 0. Equation (1) is reduced to fi1fl1 =
0. So if in addition, d1 = 0, then fi1 = 0 and (1; 0; 0; : : : ; 0) is a solution. Clearly,
fl1 = 1 is the smallest possible. If d1 6= 0, fi1 6= 0 and fl1 = 0. Now if d2 6= 0, let
fl02; fl
0
3; : : : ; fl
0
k be such that fi2fl
0
2 + fi3fl
0
3 + ¢ ¢ ¢+ fikfl0k = d2. Also, fi1 d2d1 ¡ d2 fi1d1 = 0. Take
fl1 = d2d1 ; fl2 = ¡fl02 fi1d1 ; fl3 = ¡fl03 fi1d1 ; : : : ; flk = ¡fl0k fi1d1 . Then (fl1; fl2; : : : ; flk) is a solution.
If (†1; †2; : : : ; †k) is another solution such that †1 is positive, then d2 divides divides fi1†1
and d2d1 =
d2
gcd(fi1;d2) divides †1. This shows that fl1 is the smallest positive possible. 2
To flnd the subgroup sequence for H \ H 0, we proceed by induction on n. If n = 1,
then G is cyclic. The problem is reduced to flnding the least common multiple of two
numbers. Let us assume by induction on the length of the polycyclic generating sequence
that (H\H 0)\G2 = (H\G2)\(H 0\G2) can be found. By Proposition 2.3 it su–ces to flnd
an element x in H \H 0 such that w(x) = 1, exp(x) > 0 and exp(x) is the smallest among
all such x’s, or show that no such x exists. Let … : G! G=Gn be the projection map. By
induction and the methods described in Section 3, the subgroup sequence (b1; b2; : : : ; bk)
of …(H) \ …(H 0) can be found. If b1 2 …(G2), then H \ H 0 = (H \ H 0) \ G2, which is
known already. Assume that b1 62 …(G2). For 1 • i • k, the sifting algorithm can be
used to flnd hi in H and h0i in H
0 such that …(hi) = …(h
0
i) = bi. Let hi = h
0
ia
fii
n for some
integer fii.
Let H \ Gn = hafik+1n i and H 0 \ Gn = hafik+2n i, where fik+1 and fik+2 are nonnega-
tive integers. Suppose that x 2 H \ H 0 and bfl11 bfl22 : : : bflkk is the collected form of …(x)
in …(G). It is not hard to see that if w(x) = 1, then exp(x) = exp(b1)fl1. Therefore
x 2 hfl11 hfl22 : : : hflkk (H \ Gn) and x = hfl11 hfl22 : : : hflkk afik+1flk+1n for some integer flk+1.
Similarly, x = (h01)
fl1(h02)
fl2 : : : (h0k)
flka
¡fik+2flk+2
n for some integer flk+2. Comparing the
two expressions and using the fact that an is central, a
fi1fl1+fi2fl2+¢¢¢+fik+2flk+2
n = 1. Let
fik+3 = mn if n 2 I, fik+3 = 0 otherwise. Then the above formula implies that there exists
flk+3 such that fi1fl1 +fi2fl2 + ¢ ¢ ¢+fik+2flk+2 +mnflk+3 = 0. This equation is in the form
of equation (1). By Proposition 5.1, it is possible to solve for a solution to this equation
in which fl1 is positive and the smallest possible, or decide that no such solution exists.
If no solution exists, then H \H 0 µ G2. Otherwise, let x = hfl11 hfl22 : : : hflkk afik+1flk+1n . At
this point, it su–ces to see if x 2 G2. If it is, then H \H 0 = (H \H 0) \G2. Otherwise,
the subgroup sequence for H \H 0 can be obtained by Proposition 2.3.
The following is an algorithm to compute subgroup intersections in flnitely generated
nilpotent groups. Here, the phrase to prepend an object to a list means inserting the
object at the front of the list. The phrase to append an object to a list is used in later
algorithms to mean inserting the object at the end of the list.
Algorithm 5.1. (Subgroup Intersection)
Input: Subgroup sequences of subgroups H and H 0;
Output: The subgroup sequence U of H \H 0.
Recursively flnd the subgroup sequence U for H \H 0 \G2 = (H \G2) \ (H 0 \G2);
Recursively flnd the subgroup sequence V for …(H) \ …(H 0);
Let V = (b1; b2; : : : ; bk);
If …(b1) 2 …(G2), stop;
Let H \Gn = hafik+1n i; H 0 \Gn = hafik+2n i;
For 1 • i • k do begin
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Find a preimage of bi;
Use sifting to flnd hi 2 H and h0i 2 H 0 with …(hi) = …(h0i) = bi;
Let fii be such that hi = h0ia
fii
n ;
End;
If n 2 I, then set fik+3 = mn; Else set fik+3 = 0;
Find integers fl2; fl3; : : : ; flk+3 such that
d2 := fi2fl2 + fi3fl3 + ¢ ¢ ¢+ fik+3flk+3 = gcd(fi2; fi3; : : : ; fik+3);
Set d1 = gcd(d2; fi1);
If d2 = 0 and d1 6= 0, then stop;
If d1 = 0, then prepend reduce(U; h1) to U , stop;
Set fl1 = d2d1 ; fl = ¡fi1d1 ;
Let x = hfl11 h
fl2fl
2 h
fl3fl
3 : : : h
flkfl
k a
fik+1flk+1fl
n ;
If x 2 G2, then stop;
Prepend the element reduce(U; hfl11 h
fl2fl
2 h
fl3fl
3 : : : h
flkfl
k a
fik+1flk+1fl
n ) to U .
The subgroup intersection algorithm is given as a recursive procedure. However it can
be implemented as a non-recursive procedure. The depth of recursion never exceeds the
length of the polycyclic generating sequence for G.
6. Subgroup Products
Using the subgroup intersection algorithm and given two subgroups H and H 0 in G,
an e–cient algorithm to determine membership in the subgroup product HH 0 exists. It
requires computing two sequences W = (b1; b2; : : : ; bn) and W 0 = (b01; b
0
2; : : : ; b
0
n) such
that for 1 • i • n, bi 2 H and b0i 2 H 0, and for each i = 1; 2; : : : ; n, either bi = b0i = 1,
in which case there is no element in HH 0 ¡ Gi+1, or w(bi(b0i)¡1) = i and exp(bi(b0i)¡1)
is a positive number which satisfles the property that if x is in HH 0 such that w(x) = i,
then exp(bi(b0i)
¡1) is smaller than in ¿ or equal to exp(x). If bi = b0i = 1, deflne –i = 0.
Otherwise deflne –i = exp(bi(b0i)
¡1). Call the pair W;W 0 a subgroup sequence pair of
HH 0. Given W;W 0, it is possible to decide membership in HH 0.
Proposition 6.1. If there exists an element x in HH 0 such that w(x) = i and exp(x) =
–, then –i 6= 0 and –ij–.
Proof. Since w(x) = i, – 6= 0. So –i 6= 0. If –i does not divide –, then take r; s
such that r–i + s– = gcd(–i; –) < –i. Let x = hh0 where h 2 H and h0 2 H 0. If
…i : G! G=Gi+1 is the projection map, then …i(x) = a–iGi+1 and …i(hs(h0)s) = as–i Gi+1.
Consider the element y = brih
s(h0)s(b0i)
¡r 2 HH 0. Since …i(y) = …i(bi)ras–i …i(b0i)¡rGi+1
= …i(bi)r…i(b0i)
¡ras–i Gi+1 = a
r–i+s–
i Gi+1. Then w(y) = i and exp(y) = gcd(–i; –). This
contradicts the minimality of –i. 2
Proposition 6.2. Every element of HH 0 can be expressed in the form h(h0)¡1, where
h = bfl11 b
fl2
2 : : : b
fln
n ; h
0 = (b01)
fl1(b02)
fl2 : : : (b0n)
fln for some integers fl1; fl2; : : : ; fln.
Proof. Let x be an element in HH 0. For 1 • i • n + 1, we will deflne xi inductively
in such a way that xi 2 Gi \ HH 0. Take x1 = x. Suppose that xi has been deflned.
If xi 2 Gi+1, then deflne xi+1 to be xi. Otherwise w(xi) = i. By Proposition 6.1,
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–ijexp(xi). Take fli = exp(xi)–i and xi+1 = b
¡fli
i xi(b
0
i)
fli . Clearly xi+1 2 HH 0 . Since
Gi=Gi+1 2 Z(G=Gi+1), xi+1 is in Gi+1. In particular, when i = n, xi+1 = 1. Putting all
the pieces together, h¡1xh0 = 1 and thus x = h(h0)¡1. 2
The proof gives an algorithm similar to the sifting algorithm to determine membership
in HH 0. Given an element x, besides testing whether x 2 HH 0, the following algorithm
also flnds elements h 2 H and h0 2 H 0 with x = h(h0)¡1.
Algorithm 6.1. (Membership in Subgroup Product)
Input: A subgroup product pair W;W 0 for H;H 0;
An element x in G;
Output: A Boolean °ag F indicating whether x 2 HH 0;
Elements h 2 H;h0 2 H 0 such that if x 2 HH 0, then x = h(h0)¡1;
Set F = TRUE, h = h0 = 1; x0 = x; i = 1;
While i • n do begin
If x0 = 1, then set F = TRUE, stop;
Set i = w(x0);
If –i does not divide exp(x0), then set F = FALSE, stop;
Set fli =
exp(x0)
–i
;
Set h = hbflii ; h
0 = h0(b0i)
fli ;
Set x0 = b¡flii x
0(b0i)
fli
End.
Using the subgroup intersection algorithm, the sequences W and W
0
can be found.
Proposition 6.3. Assume that 1 • i • n and …i : G! G=Gi+1 is the projection map.
If (c1; c2; : : : ; ci) and (c01; c
0
2; : : : ; c
0
i) form a subgroup product pair for …i(H) and …i(H
0)
in …i(G), then ci(c0i)
¡1 = …i(bi(b0i)
¡1).
The proof is straightforward from the deflnition.
Here an algorithm to compute a subgroup product pair is outlined. We proceed by
induction on n. When n = 1, G is cyclic and the problem is reduced to flnding the
greatest common divisor of two integers. By induction suppose that the subgroup prod-
uct pair for …n¡1(H)…n¡1(H 0) in …n¡1(G) is known. To simplify the notation we write
…n¡1 as …. Let c1; c2,: : :,cn¡1 be elements in H and c01; c
0
2; : : : ; c
0
n¡1 be elements in H
0
such that the sequences (…(c1),…(c2),: : : ; …(cn¡1)) and (…(c01),…(c
0
2),: : : ; …(c
0
n¡1)) form a
subgroup product pair for …(H)…(H 0). Using Proposition 6.3, we need to flnd cn 2 H
and c0n 2 H 0. Let (d1; d2; : : : ; dk) be the subgroup sequence for …(H) \ …(H
0
). For
i = 1; 2; : : : ; k, let bi 2 H and b0i 2 H 0 be such that …n¡1(bi) = …n¡1(b0i) = di.
Deflne fii to be the integer where afiin = bi(b
0
i)
¡1. Let fik+1 and fik+2 be integers
such that afik+1n generates H \ Gn and afik+2n generates H 0 \ Gn. If n 2 I, deflne
fik+3 = mn, otherwise take fik+3 = 0. Suppose that …(cn) = …(c0n) = d
fl1
1 d
fl2
2 : : : d
flk
k where
fl1; fl2; : : : ; flk are integers to be determined later. Then cn = b
fl1
1 b
fl2
2 : : : b
flk
k a
fik+1flk+1
n and
c0n = (b
0
1)
fl1(b02)
fl2 : : : (b0k)
flka
¡fik+2flk+2
n for some integers flk+1; flk+2 to be determined
later. It follows that cn(c
0
n)
¡1 = afi1fl1+fi2fl2+¢¢¢+fik+2flk+2n . Now choose fl1; fl2; : : : ; flk+3
such that fi1fl1 +fi2fl2 + ¢ ¢ ¢+fik+3flk+3 is positive and is the smallest such number. If all
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the fi’s are zero, then, by deflnition, take cn = c
0
n = 1. Otherwise take fl1; fl2; : : : ; flk+3
such that fi1fl1 + fi2fl2 + ¢ ¢ ¢+ fik+3flk+3 = gcd(fi1; fi2; : : : ; fik+3). Now cn and c0n can be
found.
The following procedure summarizes the discussion above.
Algorithm 6.2. (Subgroup Product Pair)
Input: Subgroup sequences U ,U 0 for H,H 0;
Output: A subgroup product pair W , W 0 for HH 0;
Recursively compute a subgroup product pair W1,W 01 for …(H)…(H
0);
Set W and W 0 to be the empty sequence;
For each element in W1, flnd a preimage in H and add to W in order;
For each element in W 01, flnd a preimage in H
0 and add to W 0 in order;
Use the intersection algorithm to flnd …(H) \ …(H 0) and
let its subgroup sequence be (d1; d2; : : : ; dk);
For i = 1 to k, flnd bi 2 H, b0i 2 H 0 such that …(bi) = …(b0i) = di,
flnd fii such that afiin = bi(b
0
i)
¡1;
Let fik+1 and fik+2 be integers such that
a
fik+1
n generates H \Gn and afik+2n generate H 0 \Gn;
If n 2 I, then set fik+3 = mn; Else set fik+3 = 0;
If all the fi’s are zero, then append the identity to both W and W 0, stop;
Let fl1; fl2; : : : ; flk+3 be such that
fi1fl1 + fi2fl2 + ¢ ¢ ¢+ fik+2flk+3 = gcd(fi1; fi2; : : : ; fik+3);
Append bfl11 b
fl2
2 : : : b
flk
k a
fik+1flk+1
n to W ;
Append (b01)
fl1(b02)
fl2 : : : (b0k)
flka
¡fik+2flk+2
n to W 0.
In general, subgroup product pairs are not unique. However, it can be deflned canoni-
cally by imposing that if U is the subgroup sequence for H \H 0, then every element x
in the sequence W is equal to reduce(U; x).
With the subgroup pair membership algorithm, it is possible to determine membership
in double cosets. Given two subgroups H and H 0 and elements x; x0 in G, x0 2 HxH 0 if
and only if x¡1x0 2 HxH 0, which can be decided by Algorithm 6.1. Also, it is not hard to
flnd an element in Hx\H 0x0. With input x(x0)¡1, Algorithm 6.1 returns elements h 2 H
and h0 2 H 0 such that x(x0)¡1 = hh0 if x(x0)¡1 2 HH 0. The intersection Hx \H 0x0 is
empty if x(x0)¡1 62 HH 0 and the element h¡1x is in Hx \H 0x0 if x(x0)¡1 2 HH 0. The
smallest element with respect to ¿ in Hx \H 0x0 can be found by applying the sifting
algorithm on the subgroup sequence of H \H 0 and h¡1x.
7. Computing Normalizers
Let G be given by a nilpotent presentation. Let H be a subgroup in G. It is possible
to flnd NG(H), the normalizer of H in G. The normalizer algorithm described here de-
pends on the centralizer algorithm in Sims (1994). We begin by describing the centralizer
algorithm.
Given an element x 2 G, it is possible to flnd the subgroup CG(x) = fy 2 Gj[x; y] = 1g
inductively. When n = 1, the group G is cyclic and CG(x) = G for all x 2 G. Let
… : G ! G=Gn be the projection map. By the induction hypothesis and the method in
Section 3 the subgroup sequence for …¡1(C…(G)(…(x))) can be found. Let its subgroup
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sequence be (b1; b2; : : : ; bk). By another induction, suppose that CG(x)\G2 is found. By
Proposition 2.3, it su–ces to flnd the minimal element with respect to¿ in CG(x)¡G2,
or show that CG(x) ¡ G2 is empty. If b1 2 G2, then no such element exists. Let us
assume that b1 62 G2. Every element y in CG(x) can be expressed as bfl11 bfl22 : : : bflkk for
some integers fl1; fl2; : : : ; flk. For 1 • i • k, since bi is in …¡1(C…(G)(…(x))), [x; bi] = afiin
for some integer fii. So [x; y] = afi1fl1+fi2fl2+¢¢¢+fikflkn . If n 2 I, then let fik+1 = mn.
Otherwise let fik+1 = 0. Then y is an element of CG(x) if there exists flk+1 such that
fi1fl1 +fi2fl2 + ¢ ¢ ¢+fik+1flk+1 = 0. The objective is to flnd the smallest positive fl1 which
together with some fl2; fl3; : : : ; flk+1 gives a solution to this equation. By Proposition 5.1,
this can be done. The flnal step is to make sure that w(y) = 1. The algorithm to flnd the
centralizer of an element is presented here.
Algorithm 7.1. (Centralizer)
Input: An element x 2 G;
Output: The subgroup sequence CG(x);
Recursively compute the subgroup sequence U 0 of …¡1(C…(G)(…(x));
Let U 0 = (b1; b2; : : : ; bk);
For i = 1 to k, flnd fii such that [x; bi] = afiin ;
If n 2 I, then set fik+1 = mn; Else set fik+1 = 0;
Set U to be the empty sequence;
For i = 1 to k do begin
Find integers fli+1; fli+2; : : : ; flk+1 such that
d2 := fii+1fli+1 + fii+2fli+2 + : : :+ fik+1flk+1 = gcd(fii+1; fii+2; : : : ; fik+1);
Set d1 = gcd(d2; fii);
If d2 = 0; d1 6= 0, then process next i;
If d1 = 0, then prepend reduce(U; bi) to U , process next i;
Set fli = d2d1 ; fl = ¡fiid1 ;
Let y = bflii b
fli+1fl
i+1 b
fli+2fl
i+2 : : : b
flkfl
k ;
If w(y) > w(bi), then process next i;
Prepend reduce(U; y) to U ;
End.
Given the centralizer algorithm, a normalizer algorithm can be obtained. Let H be
a subgroup of G. Deflne Hi to be H \ Gi for 1 • i • n. Since Hn is central in G,
NG(Hn) = G. Suppose that K = NG(Hi) is known for some i > 1. If Hi¡1 = Hi, then
NG(Hi¡1) = K. Otherwise let x be the smallest element in Hi¡1¡Hi. Let ’ : K ! K=Hi
be the quotient map. Then NG(Hi¡1) = fy 2 Kj[x; y] 2 Hig = ’¡1fz 2 ’(K)j[’(x); z] =
1g. In other words, NG(Hi¡1) = ’¡1(C’(K)(’(x))), which can be found by the centralizer
algorithm.
Algorithm 7.2. (Normalizer)
Input: The subgroup sequence of a subgroup H in G;
Output: The subgroup sequence U of NG(H);
Set U to be the subgroup sequence for G;
For i = n to 2 do begin
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(* U is the subgroup sequence for NG(Hi) *)
If Hi¡1 = Hi, then process next i;
Let x be the smallest element in Hi¡1 ¡Hi;
Let ’ : NG(Hi)! NG(Hi)=Hi be the quotient map;
Let U be the subgroup sequence for ’¡1(C’(NG(Hi))(’(x)));
End.
8. Determining Subgroup Conjugacy
The problem of deciding element conjugacy in flnitely generated nilpotent groups has
been solved by Sims (1994). Here his result is generalized to decide subgroup conjugacy.
The subgroup conjugacy problem is deflned as follow. Given two subgroups H and H 0 in
a flnitely generated nilpotent group G, the question is to determine whether there exists
an element x such that Hx = H 0. If it exists, flnd one such x. The element conjugacy
algorithm will be described here flrst.
The algorithm is again based on induction. Suppose that y and y0 are two elements inG.
If …(y) and …(y0) are not conjugates, then y and y0 are not conjugates. Consider now that
…(y) and …(y0) are conjugates. Without loss of generality, conjugating if necessary, assume
that …(y) = …(y0). Let … : G ! G=Gn be the projection map and U = (b1; b2; : : : ; bk)
be the subgroup sequence for …¡1(C…(G)(…(y))). If yx = y0, then x = b
fl1
1 b
fl2
2 : : : b
flk
k for
some integers fl1; fl2; : : : ; flk. For 1 • i • k, let [y; bi] = afiin . If n 2 I, take fik+1 = mn.
Otherwise take fik+1 = 0. Let y0 = yafin. Since y
x = yafi1fl1+fi2fl2+:::+fikflkn , y
x = y0 if
and only if there exists an integer flk+1 such that fi1fl1 + fi2fl2 + ¢ ¢ ¢ + fik+1flk+1 = fi.
Let d = gcd(fi1; fi2; : : : ; fik+1). If fi = 0, then y = y0 and clearly the two elements are
conjugates. If fi 6= 0 and d = 0, then the equation has no solution. If fi and d are both
nonzero, then a solution exists if and only if djfi.
Algorithm 8.1. (Element Conjugacy)
Input: Two elements y; y0 in G;
Output: A Boolean °ag F indicating whether y and y0 are conjugates;
An element x 2 G such that if F is TRUE, then yx = y0;
Recursively determine whether …(y) and …(y0) are conjugates;
If they are not, then set F = FALSE, stop;
If they are, then let x 2 G be such that (…(y))…(x) = …(y0);
Find the subgroup sequence U for …¡1(C…(G)(…(y)));
Let U = (b1; b2; : : : ; bk);
For i = 1 to k, let [y; bi] = afiin ;
If n 2 I, then set fik+1 = mn; Else set fik+1 = 0;
Let (y0)x
¡1
= yafin;
If fi = 0, then set F = TRUE, stop;
Find integers fl1; fl2; : : : ; flk+1 such that
d = fi1fl1 + fi2fl2 + ¢ ¢ ¢+ fik+1flk+1 = gcd(fi1; fi2; : : : ; fik+1);
If d = 0, then set F = FALSE, stop;
If d does not divide fi, then set F = FALSE, stop;
Set F = TRUE, fl = ¡fid ;
Set x = bfl1fl1 b
fl2fl
2 : : : b
flkfl
k x.
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Table 1.
G H h(H) Hf \Hf Pair Hf
avg. min. max. avg. min. max.
G1 H(1; 1) 14 H(1; 1) 208 198 231 1319 1270 1425
G1 H(1; 3; 6) 8 H(1; 1) 136 130 144 836 816 882
G2 H(1; 1; 1) 14 H(1; 1; 1) 75.2 66.1 90.1 444 387 538
G2 H(1; 1; 4; 7) 9 H(1; 1; 1) 65.1 62.9 67.8 372 344 396
G3 H(1; 1; 1) 9 H(1; 1; 1; 1) 14.6 13.0 18.8 71.5 63.1 92.3
G3 H(1; 1; 5) 7 H(1; 1; 1; 1) 11.3 10.2 12.9 58.0 52.9 68.4
Let H and H 0 be two subgroups of G. Deflne Hi to be H \ Gi for 1 • i • n. The
subgroups Hn and H 0n are conjugates if and only if they are equal. For the induction step,
suppose that it has been shown that Hi and H 0i are conjugates, for some i > 1. Without
loss of generality, conjugating if necessary, assume that Hi = H 0i. If Hi¡1 = Hi, then
H 0i¡1 has to be equal to H
0
i for Hi¡1 and H
0
i¡1 to be conjugates. It is easy to determine
conjugacy in this case. Otherwise let y and y0 be respectively the smallest elements in
Hi¡1 ¡Hi and H 0i¡1 ¡Hi. Then Hxi¡1 = H 0i¡1 iff yx 2 y0Hi and x 2 NG(Hi). It is clear
that y; y0 2 NG(Hi). If ’ : NG(Hi)! NG(Hi)=Hi is the projection map, then the above
problem is reduced to determine conjugacy of the elements ’(y) and ’(y0) in ’(NG(Hi)),
which can be solved.
Algorithm 8.2. (Deciding Subgroup Conjugacy)
Input: Subgroup sequences for H;H 0;
Output: A Boolean °ag F indicating whether H and H 0 are conjugates;
An elements x 2 G such that if F is TRUE, then Hx = H 0;
If Hn 6= H 0n, then set F = FALSE, stop;
Set x to be the identity element, set F = TRUE;
For i = n to 2 do begin
(* Hxi = H
0
i *)
If Hi¡1 = Hi and H 0i¡1 6= H 0i, then set F = FALSE, stop;
If Hi¡1 6= Hi and H 0i¡1 = H 0i, then set F = FALSE, stop;
If Hi¡1 = Hi and H 0i¡1 = H
0
i, then process next i;
Let y be the smallest element in Hi¡1 ¡Hi;
Let y0 be the smallest element in H 0i¡1 ¡H 0i;
Let ’ : NG(Hi)! NG(Hi)=Hi;
Determine conjugacy of ’(y) and ’((y0)x
¡1
) in ’(NG(Hi));
If they are not conjugates, then set F = FALSE, stop;
Let x0 2 NG(Hi) be such that ’(yx0) = ’((y0)x¡1);
Set x = x0x;
End.
9. Performance of the Algorithms
A Mathematica prototype program has been written to test the practicality of the
algorithms described. Experimentation with the program is performed with three poly-
(inflnite cyclic) nilpotent groups G1; G2 and G3, where G1 is the free nilpotent group
of rank 2 class 5, G2 is the free nilpotent group of rank 3 class 3 and G3 is the group
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Table 2.
G H H1 \H1 Pair H1
avg. min. max. avg. min. max.
G1 H(1; 1) H(1; 3) 98.2 95.0 101 645 629 657
G1 H(1; 3; 6) H(1; 3) 26.2 25.7 26.5 191 188 195
G2 H(1; 1; 1) H(1; 1; 4) 58.7 55.8 63.1 345 319 393
G2 H(1; 1; 4; 7) H(1; 1; 4) 34.4 33.4 36.5 220 209 230
G3 H(1; 1; 1) H(1; 1; 5) 8.4 7.8 9.5 44.6 40.4 48.5
G3 H(1; 1; 5) H(1; 1; 5) 3.7 3.4 3.9 24.3 22.1 28.5
Table 3.
G H Normalizer Subgroup conj. Sequence
avg. min. max. avg. min. max. avg. min. max.
G1 H(1; 1) 498 396 529 596 462 642 39.0 28.3 41.1
G1 H(1; 3; 6) 239 232 249 336 314 365 26.1 24.3 27.3
G2 H(1; 1; 1) 174 165 186 196 183 217 26.6 22.2 29.4
G2 H(1; 1; 4; 7) 115 113 117 152 148 158 20.4 19.6 21.4
G3 H(1; 1; 1) 45.4 43.4 48.5 54.0 51.5 60.4 11.1 10.6 11.7
G3 H(1; 1; 5) 34.3 33.3 35.9 40.5 38.4 44.5 8.0 7.5 8.4
of all 5 £ 5 upper triangular integer matrices with ones in the diagonal. The group G1
has a polycyclic generating sequence consisting of the 14 basic commutators of rank 2
weight 1 to 5 (Hall, 1959). The group G2 has a polycyclic generating sequence consisting
of the 14 basic commutators of rank 3 weight 1 to 3. For G3, if i, j are integers such
that 1 • i < j • 5, then take Eij to be the matrix in G3 such that all entries above the
diagonal are zero except the entry in the ith row and the jth column, which is equal to one.
The sequence (E12; E23; E34; E45; E13; E24; E35; E14; E25; E15) is a polycyclic generating
sequence for G3. In fact, in G1; G2 and G3, the polycyclic generating sequences described
give nilpotent presentations for the groups.
From here on, let G denote one of the groups G1, G2, G3. It should be noted here
that in G, multiplications and exponentiations of elements are given by polynomials.
More precisely, if x and y have exponent sequences (fi1; fi2; : : : ; fin) and (fl1; fl2; : : : ; fln)
respectively, then the entries in the exponent sequence of xy can be expressed as polyno-
mials in the fi’s and fl’s. Also, the entries in the exponent sequence of xk where k is an
integer can be expressed as polynomials in the fi’s and k. In this experimentation, these
polynomials are used to compute products and powers of elements instead of collection
algorithms.
Suppose that (a1; a2; : : : ; an) is a polycyclic generating sequence for G. Let S100k =
fx 2 Gj the collected form of x is afikk afik+1k+1 : : : afinn ;¡100 • fi1; fi2; : : : ; fin • 100g for
1 • k • n. Let m ‚ 1 and k1 • k2 • ¢ ¢ ¢ • km be integers. Let H(k1; k2; : : : ; km) denote
a subgroup in G constructed as hx1; x2; : : : ; xmi, where for 1 • i • m, xi is an element
randomly taken from S100ki . These subgroups serve as inputs to Algorithm 5.1, Algorithm
6.2, Algorithm 7.2 and Algorithm 8.2. To make a comparison, the time it takes to flnd
the subgroup sequence from the generating elements is also recorded.
The experiments are performed on a SUN Sparc10 Model 41 and results of timing in
seconds are tabulated in Tables 1{3 given below. Now we will look at the flrst row of
each table as an example. For the flrst row, the underlying group is G1. Ten \random"
subgroups of the form H(1; 1) are generated. Each of them has Hirsch length 14. The
next column shows that Hf is deflned to be a subgroup of the form H(1; 1). The times
for computing the intersection and subgroup product pair of each of the ten groups with
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Hf are recorded. The statistics is listed in the next six columns In Table 2, H1 is deflned
to be a group of the form H(1; 3). Again, the statistics of the times for computing the
intersection and subgroup product pair of the ten groups with H1 is listed. Table 3
shows the timing information for computing normalizers. Each of the ten subgroups are
then conjugated by an element in S1001 and the subgroup conjugacy algorithm is used on
the subgroup and its conjugate. Timing information is given in the next three columns of
the table. Finally, maximum, minimum and average times for computation of subgroup
sequences for these groups are listed.
The algorithms seem to be practical for nilpotent groups comparable to the examples
given here. In addition to the algorithms described here, a full scale implementation
would require a collection algorithm and some basic procedures for computing subgroups
as described in Section 9.5 in Sims (1994). It is of interest to note that beginning with a
nilpotent presentation of G, the algorithms can be implemented to perform computation
only using this presentation. Even though the algorithms described look like they require
operations in difierent subgroups and quotients of G, with the use of the sifting algorithm,
it is not necessary to flnd the nilpotent presentations of these subgroups and quotients
explicitly during the computation.
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