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Abstract
The paper addresses compact oscillatory states (compact breathers) in translationally-invariant lattices with flat disper-
sion bands. The compact breathers appear in such systems even in the linear approximation. If the interactions are
nonlinear, but comply with the flat-band symmetry, the compact breather solutions exist, but can lose their stability for
certain parameter values. As benchmark nonlinear potentials, we use the β-FPU (Fermi-Pasta-Ulam) and vibro-impact
models. Loss of stability is numerically observed to occur through either pitchfork or Hopf bifurcations. The loss of
stability can occur through two qualitatively different mechanisms – through internal instability in the basic lattice
elements, or through interaction of the compact breather with the linear passband of the lattice. The former scenario
is more typical for high-amplitude breathers, and the latter – for low amplitudes. For the high-amplitude case, insights
into the nature of compact-mode loss-of-stability are obtained by resorting to the limit of a piecewise-linear system,
where interactions are represented by conservative impacts. This issue calls for detailed introspection into integrability
of piecewise-linear (impacting) systems and their relation to the smooth system. An idea for a sensor based on the
studied mechanisms is suggested.
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1. Introduction
Following the considerable interest of the recent years in
studying breathers (using the terminology and presuppo-
sitions introduced in [1]) and solitons in meta-materials,
with special emphasis placed on the phenomena of reso-
nance and spatial localization, this paper proposes a new
model system with several advantageous features, and car-
ries out theoretical analysis with possible engineering ap-
plications.
The main object of scientific investigation is a simplified
model for a meta-material – a complex spatially-extended
dynamical system, in which a ‘large-scale’ excitation ap-
plied to the boundary can have resonant interaction with
specific degrees-of-freedom. By fine-tuning the ‘structural’
parameters, enhanced engineering functionality can be ob-
tained, such as acoustic attenuation or shock absorbance
or, alternatively, high sensitivity and amplification of weak
excitation.
Special interest is usually placed on optical meta-
materials, such as the ones comprised of arrays of op-
tical fibers, possibly with the nonlinear dielectric (Kerr)
effect. In such systems, usually, identification of spa-
tially localized nonlinear periodic solutions (modes), and
analysis of their stability or resonant interaction is per-
formed after averaging, using the so-called discrete non-
linear Shro¨dinger equation (DNLS), which is itself gener-
ally non-integrable (in contrast to some known integrable
discrete non-consistent analogues of the continuous non-
linear Schro¨dinger equation). The focus on optical meta-
materials is justified by a multitude of engineering applica-
tions and by the physical-model validity, associated with
the fact that energetic losses in optical fibers are reason-
ably negligible.
Interesting work has also been done in the context of
acoustic (rather than optical) meta-materials. Although
acoustic systems, especially ones operating in the nonlin-
ear regime, may suffer from relatively prominent energy
dissipation effects, their study may be well justified. The
first reason would be, obviously, related to the sought ap-
plication – acoustic noise attenuation, and in some cases
also acoustic sensing, can only be based on acoustic meta-
materials. The second reason for one’s interest in acoustic
meta-materials is mainly theoretical. It appears that for
mechanical systems, at least in some simplified geometries,
one can exactly solve the equations of motion, obtaining,
for example, spatially-localized temporally-periodic solu-
tions. Moreover, for certain types of physically justifiable
interaction potentials, the stability problem for the afore-
mentioned solutions appears to be tractable, at least par-
tially (and not only for the averaged system).
Addressing, in specific, the interesting question of spa-
tial localization, it should be mentioned that of partic-
ular interest would be perfectly-localized periodic solu-
tions. Such solutions may be traveling wave envelopes,
as in optical applications (the so-called compact solitons,
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or compactons), or ‘standing’ perfectly-compact discrete
breathers, as observed in acoustic settings. In both cases,
perfect-compactness (in contrast to super-exponential but
non-perfect compactness) was shown to be possible to ob-
tain when lattices with special local configurational sym-
metry are used, ones for which linear spectral analysis
reveals the emergence of flat bands (or curves for one-
dimensional lattices).
The terminology used for the dynamic regime central
for the study reported in this paper is that of compact
breathers (CBs). The label ‘compact breather’ is used here
to make a distinction from a soliton (self-similar moving
nonlinear wave with a localized profile) with perfect com-
pactness (the tail-free case), such as the one considered by
Rosenau in the continuum-limit and named ‘compacton’
[2]. In the same time, the relation to a breather owes to
the fact that a discrete medium is considered here and the
obtained spatially-localized and temporally-periodic solu-
tion is not moving with respect to the medium. Finally, the
observed nonlinear normal mode (NNM) appears strictly
spatially-compact (tail-free), and hence the term compact
breather (CB).
The study of systems with flat bands (FB) originated
in purely-linear solid-state quantum settings, where flat-
band generating systems were studied in many different
geometries, and the effect of symmetry-breaking fields was
examined [3]. In subsequent publications, it was found
that classical systems, whether optical or mechanical, can
be constructed, using the quantum analogy, such that in
the linear setting the system would have a flat band (or
several flat bands), but then, when augmenting the inter-
action potential by anharmonic additions, new noteworthy
effects would be observed.
One of the observed effects is the fact that the spatially-
detached, perfectly local, periodic mode of the system will
still exist even for anharmonic addition to the potential,
given that this addition respects the original symmetries
of the system. Moreover, one can study the stability of
such compact localized states (CLSs, see [4]). Numerical
stability-results for compact periodic solutions in physi-
cally realizable optical models (with cubic ‘Kerr’ nonlin-
earity) were given in [5]. A later work showed analytic
stability-analysis results for a specific set of parameters for
a similar optical setting [6]. Asymptotic stability-analysis
results for such optical systems were subsequently given
for a family of solutions in [7].
Analytic stability-analysis results for s specific set of pa-
rameters and asymptotic results for a family of compact
solutions for the acoustic setting (with exact description
of the degrees of freedom) were given by the authors in
[8]. The limitation of the latter work is the fact that the
nonliniarity assumed therein was of the impact type, pro-
vided by fixed, translationally non-invariant constraints.
Similarly, in the studies dedicated to the optical setting,
the model equations (DNLS) are formulated in a moving
framework. However, with respect to that framework, no
translational invariance holds, and thus strictly mathemat-
ically, the nonlinear dynamic difference equations in which
a compact periodic solution is sought, are not translation-
ally invariant.
Owing to all of the aforementioned and to the possi-
ble applicability of translationally-invariant systems with
compact, marginally-stable, periodic modes in acoustic
sensor engineering (to give but one example), the present
work opts to address the problem directly, by exploiting
the piecewise-linear interaction-potential limit, with the
analysis-advantages associated with it.
Among the recent works dedicated to the study
of translationally-invariant nonlinear mechanical lattices
with compact solutions, it is worth mentioning [9], where
a prestressed granular one-dimensional chain is examined,
and a continuous Nesterenko type equation of motion is
constructed consistently from the discrete lattice limit (for
large wavelengths). Then, compact moving periodic solu-
tions (compact solitons – compactons) are obtained and
shown to be stable for certain parameters, both for the
bright and the dark soliton cases. It should be noted that
compactness is obtained not owing to local complexity and
symmetry, but due to taking the continuous limit.
In [10], non-integrable DNLS models related to the
Ablowitz-Ladik equation and Bose-Hubbard systems with
power-law interaction nonlinearitis are examined, with
super-exponentially localized (descrete) soliton solutions
observed formally and their stability examined variation-
ally.
In [11], perfectly localized modes in photonic lattices
described by the discrete linear Schro¨dinger equation are
studied for the case of complex arrangements of one-
dimensional lattices with one or multiple flat bands with
non-trivial edge effects. Noteworthy is the possibility that
the model provides for the study of transport in such sys-
tems.
A very interesting recent study in a mechanical setting
is presented in [12], where an array of pendula with beads
having (generalized) Hertzian interaction (Newton’s cra-
dle) is assumed. The slowly modulated amplitude of trav-
eling solutions is examined through the associated dis-
crete p-Schro¨dinger equation. Traveling waves with super-
exponentially decaying tails are observed. The consid-
ered system is translationally invariant, and moreover, the
vibro-impact limit is addressed, albeit with no explicit re-
sults presented regarding analytical stability investigation.
In [13], a photonic lattice with two-dimensional Lieb
structure and Kerr interaction nonlinearity is studied by
averaging, using the associated DNLS equation. Flatband-
related compact discrete (mobile) solitons are observed
(numerically) at the zero-power limit.
In a very recent work, [14], a two-component Bose-
Einstein condensate with cubic short-range interactions
and long-range magnetic coupling is studied, and perfectly
compact (tail-free) accelerating solitons are observed ana-
lytically and numerically.
The issue of localization in translationally-invariant non-
linear chains was considered in a noteworthy earlier work,
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[15], where the Klein-Gordon equation was studied and
a rich resonance structure involving nontrivial transmis-
sion properties was observed (associated with emergence
of discrete breathers).
A very recent paper, [16], addresses the problem of
obtaining a two-dimensional lattice with configurational
symmetries and translational invariance, characterized by
an arbitrary number of flat bands, generated from compact
localized states (CLSs) occupying an arbitrary number of
lattice site. The generating algorithm is derived by solv-
ing an inverse eigenvalue problem numerically employing
chiral symmetry.
Interesting results are presented in [17], where the
authors explore the spectral stability of Kuznetsov-Ma
breathers, which are generalized Peregrine solitons. The
stability is analyzed using Floquet theory, where the pe-
riod is successively increased until the limiting structure of
Perigrine solitons is reached. In the examined systems, flat
dispersion modes are identified and observed to be related
to compact nonlinear-case solutions with a parametrically
increasing period. Loss of stability through pitchfork bi-
furcation is demonstrated.
Another work, [18], performs comparative stability anal-
ysis of solitary traveling waves and discrete breathers in
Fermi-Pasta-Ulam (FPU) and Toda lattices, using energy-
based criteria for the Hamiltonian case. Although perfect
compactness is not addressed there, the correspondence
between stationary discrete breathers and traveling con-
tinuous solitons, based on energy considerations, is studied
within the context of stability analysis, which is relevant
for the present work.
A noteworthy study is reported on in [19], where a spe-
cial one-dimensional lattice is constructed, which supports
solutions in the form of (smoothly propagating) ‘tail-free’
traveling discrete breathers. The spatial compactness of
the traveling discrete breathers in the specially-designed
lattice arises due to lack of resonance of the localized non-
linear mode of the discrete breather with phonon modes,
contrary to the standard case reported on in β-FPU lat-
tices. It should be noted that the spatial compactness
observed for the special lattice is not perfect. Rather, in-
stead of a constant-amplitude weak tail, which is absent
for continuous compactons (in waveguides with strongly
nonlinear dispersion) but does emerge due to lattice dis-
creteness in, say, β-FPU lattices, one finds that in the
case of the aforementioned special lattice, the tail is super-
exponentially decaying in the co-traveling frame.
In [20], a system of two linearly-coupled photonic chains
with cubic on-site nonlinearity is examined. Stationary
(immobile) solitons are obtained in the discrete (DNLS)
case and are found to be related to Peierls-Nabarro poten-
tial pinning. In the continuous limit, the immobile modes
transform to solitons, stable for subcritical amplitudes.
The central goal of the present work is to give (ana-
lytic) insight on the stability of perfectly-compact periodic
modes in conservative translationally-invariant nonlinear
mechanical (quasi-)one-dimensional lattices.
The structure of the paper is as follows. Sec-
tion 2 presents a one-dimensional smoothly-nonlinear
translationally-invariant mechanical system admitting a
flat band in the linear regime and compact solutions in
its nonlinear extension; Section 3 presents the linear anal-
ysis; Section 4 studies the (smoothly) nonlinear regime;
Section 5 furthers the analysis of the nonlinear regime by
examining a nonsmooth interaction-potential analogue for
the large-amplitude limit; Section 6 examines a possible
application of the theoretical insights gained, and Section
7 concludes.
2. The model system
As a model system, we employ a one-dimensional lattice
with internal symmetry. The system is sketched in Fig. 1
below, with linear properties specified by parameters and
nonlinear augmentation denoted by the crossed-out spring
symbols.
The representative element (unit cell) of the system
comprises a particle (of mass M), to which two generally
anharmonic identical oscillators (with mass m each) are
attached in parallel. The coupling between the two afore-
mentioned oscillators is realized through common bound-
ary conditions. For the symmetric mode, corresponding to
synchronous motion of the two oscillators, the system de-
generates to a standard dimeric chain of alternating par-
ticles of two types, with anharmonic potential. For the
case M = m, a trivial uniform generally nonlinear chain
with identical particles is recovered. The anti-synchronous
mode corresponds to the chain decomposing to a collec-
tion of non-interacting unit-cells. The local stability of the
modes and their interaction, in view of possible traveling-
wave (acoustic) perturbations, suggest a rich dynamic pic-
ture. To start, linear analysis is performed next.
3. Linear analysis – dispersion bands
In the linear regime, neglecting boundary conditions,
the system is assumed to satisfy the following equations of
motion:
Mx¨n − k
2
(un − xn)− k
2
(vn − xn)+
+
k
2
(xn − un−1) + k
2
(xn − vn−1) = 0,
mu¨n − k
2
(xn+1 − un) + k
2
(un − xn) = 0,
mv¨n − k
2
(xn+1 − vn) + k
2
(vn − xn) = 0
(1)
Dispersion analysis, that is, assumption of (generally)
different-amplitude equal-frequency planar waves for all
three vector displacements x,u,v, yields three dispersion
relations. The first one corresponds to different amplitudes
of u and v, and reads (in units of
√
k/m):
ωˆ1(q) = 1 (2)
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Fig. 1: Sketch of the (quasi-)one-dimensional (horizontal) model chain
where q is the dimensionless wavenumber. This is a flat
band. Two additional dispersion relations are obtained
under the assumption of equal amplitudes of u and v, and
they are as follows:
ωˆ2,3(q) =
√
1 + µ±
√
(1 + µ)2 − 4µ sin2 q2√
2µ
(3)
The following normalization is used:
ωˆi(q) =
ωi(q)√
k/m
, µ ,
M/2
m
(4)
For the special case of µ = 1, one has:
ωˆµ=12,3 (q) =
√
1± cos (q/2) (5)
For this special case, the three bands intersect at q = π.
For µ > 1, there is a frequency gap between the acoustic
and optical bands. The dispersion relations are
ωˆ2(q) ≤
√
1 + µ− |1− µ|
2µ
=
{
µ−1/2 < 1, µ > 1
1, µ ≤ 1
ωˆ3(q) ≥
√
1 + µ+ |1− µ|
2µ
=
{
1, µ > 1
µ−1/2 > 1, µ ≤ 1
(6)
which corresponds to a frequency gap of |∆ωˆ| ≥ |µ−1/2−1|.
For µ < 1, there is intersection between the acoustic and
flat bands. This intersection occurs for vanishing group
velocity. This means that when energy is not transported,
it may be transferred to a local mode.
Figure 2 shows the dispersion bands for µ > 1, µ = 1
and µ < 1.
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Fig. 2: Dispersion bands for the model chain for µ = 1.2 (top),
µ = 1 (center) and µ = 0.8 (bottom).
For the special case of µ = 1, the acoustic branch is
nearly dispersionless, with the group velocity (cg) decreas-
ing from 1/
√
8 to 1/4 as q increases from 0 to π. Generally
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one has
c(2)g
∣∣∣
q=0
=
1
2
√
1 + µ
, c(3)g
∣∣∣
q=0
= 0,
c(2,3)g
∣∣∣
q=pi
=
{
± 14 , µ = 1
0, µ 6= 1
(7)
4. The (smoothly) nonlinear regime
Here we assume potential anharmonicity by adding cu-
bic force terms of the Fermi-Pasta-Ulam type. Neglecting
boundary conditions, the system is assumed to satisfy the
following equations of motion:
Mx¨n − k
2
(un − xn)− p(un − xn)3 − k
2
(vn − xn)
−p(vn − xn)3 + k
2
(xn − un−1) + p(xn − un−1)3+
+
k
2
(xn − vn−1) + p(xn − vn−1)3 = 0,
mu¨n − k
2
(xn+1 − un)− p(xn+1 − un)3 + k
2
(un − xn)
+p(un − xn)3 = 0,mv¨n − k
2
(xn+1 − vn)
−p(xn+1 − vn)3 + k
2
(vn − xn) + p(vn − xn)3 = 0
(8)
(where we added a cubic force coefficient p > 0 for each
link between masses M and m).
4.1. Single-element analysis
In order to gain insight on local stability, a single ele-
ment is analyzed first. An unconnected element as shown
in Fig. 3 is assumed, for the problem to be solvable ana-
lytically.
Fig. 3: Sketch of a representative element of the model chain
The element is assumed to be disconnected, ‘float-
ing’, and thus there is conservation of linear momentum
(and position). In addition, there is energy conservation.
Therefore, the solution lies on a three-dimensional man-
ifold and can be described entirely on Poincare´ sections.
Moreover, nonlinear normal modes (NNMs) can be iden-
tified. For each NNM, the remaining integral can be ob-
tained by direct time integration. After one NNM is ob-
tained, its linear stability can be established by analysis
of a single Hill equation using Hill’s determinants method.
The equations of motion are as follows:
x = − 1
2µ
(u+ v),mu¨+ k1(u− x) + p1(u− x)3 = 0,
mv¨ + k1(v − x) + p1(v − x)3 = 0
(9)
which reduces to a system of two differential equations:
mu¨+
k1
2µ
[(2µ+ 1)u+ v] +
p1
8µ3
[(2µ+ 1)u+ v]3 = 0
mv¨ +
k1
2µ
[u+ (2µ+ 1)v] +
p1
8µ3
[u+ (2µ+ 1)v]3 = 0
(10)
Introducing the sum of the displacements and their dif-
ference, as follows:
y , u+ v, z , u− v (11)
enables rewriting Eqs. 10 as evolution equations for the
symmetric and antisymmetric modes.
The equation for the antisymmetric mode is
mz¨ +
[
k1 +
3
4
(
1 + µ
µ
)2
p1y
2
]
z +
1
4
p1z
3 = 0 (12)
The equation for the symmetric mode is
my¨+
1+ µ
µ
(
k1 +
3
4
p1z
2
)
y+
1
4
(
1 + µ
µ
)3
p1y
3 = 0 (13)
The motivation of the present work is, in part, to in-
vestigate (possibly resonant) interaction between CBs and
phonons. Therefore, at this point, we are interested in
finding the parameters corresponding to the loss of sta-
bility of a CB due to resonance with a propagating wave,
which is represented by the symmetric mode. Hence, we
need to obtain the compact antisymmetric mode itself and
its stability equation. In order to obtain the antisymmetric
mode, we take Eq. 12 to the y → 0 limit, which yields:
m¨¯z + k1z¯ +
1
4
p1z¯
3 = 0 (14)
where the bar denotes that it is the NNM solution.
In order to be able to interpret the single-element anal-
ysis results in the context of a chain, the coupling pa-
rameters should be identified correctly. In the case of the
antisymmetric mode, which is the case we are interested in
within the context of stability analysis, we have y = x = 0.
This means that, within the single element, each of the
two masses is attached to a stationary point by a sin-
gle linear-cubic force, with parameters k1 and p1 for each.
However, in the chain depicted in Fig. 1, for stationary
masses M , each mass m is attached to stationary points
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by two linear-cubic forces with parameters k1 and p1 for
each. Ordinarily, forces acting in a queue are not additive.
However, since they attach the masses m to two station-
ary points, they are equivalent to forces acting in parallel,
and thus they are additive. Consequently, for a stable sta-
tionary compact mode, the following relations between the
potential parameters can be identified:
k1 = 2(k/2) = k, p1 = 2p (15)
Therefore, the antisymmetric-mode equation of motion
would be:
m¨¯z + kz¯ +
1
2
pz¯3 = 0 (16)
Introducing the following dimensionless quantities,
ω0 ,
√
k
m
, τ , ω0(t− t|z¯=0), ()′ , d
dτ
,
A , max
t
{z¯(t)}, α , pA
2
k
, zˆ ,
z¯
A
(17)
we obtain the dimensionless form of the first integral of
motion (in Lagrangian description), similar to what is de-
rived in [21]:
(zˆ′)2 + zˆ2 +
1
4
α(zˆ4 − 1) = 1 (18)
This equation has a solution that can be expressed using
the fifth Jacobi elliptic function [21]:
zˆ(τ) =
√
1 + α/4
1 + α/2
sd
(√
1 + α/2 τ
∣∣∣∣12 α/21 + α/2
)
(19)
Moreover, zˆ(τ) has a Fourier series representation, as
follows:
zˆ(τˆ ) =
∞∑
n=1
Zn sin (nτˆ ) (20)
where
τˆ = Ωzτ, mˆ ,
1
2
α
α+ 2
,Ωz ,
π
2
√
1 + α/2
K(mˆ)
,
Zn , π
√
1 + α/4
1 + α/2
√
1 + 4/α
K(mˆ)
(−1)n−12 δn,2N−1
cosh
[
npiK(1−mˆ)
2K(mˆ)
] (21)
and K(mˆ) is the complete elliptic integral of the first kind
(and δa,b is Kronecker’s delta).
The linear stability of the derived antisymmetric mode
can be examined by linearizing Eq. (13), which employing
Eqs. 15 and 17, takes the following form (where lineariza-
tion yields the exchange of z by z¯):
d2y(τˆ)
dτˆ2
+ h(τˆ )y(τˆ ) = 0,
h(τˆ) ,
1 + µ
µ
Ω−2z
[
1 +
3
2
αzˆ2(τˆ )
] (22)
(the use of Eq. 15 is justified since for small y, which
is assumed within the linearization framework, the box of
massM is nearly stationary and the two springs are nearly
equivalent to being connected in parallel).
The determination of the Hill function in Eq. 22 requires
the presentation of the square of the antisymmetric mode
as a Fourier series, which becomes:
[zˆ(τˆ )]2 =
Z
(2)
0
2
+
∞∑
k=1
Z
(2)
k cos (2kτˆ) (23)
where
Z
(2)
k ,
[ ∞∑
n=1,3,5
ZnZ2k+n − 1
2
Z2kδk,2N−1
−(1− δk,1)
∞∑
n=1,3,5
Zk−nZk+n
]
δk,N−1
(24)
Thus, the corresponding Hill function has the following
Fourier series representation:
h(τˆ ) = c0 +
∞∑
k=1
ck cos (2kτˆ),
c0 =
1 + µ
µ
Ω−2z +
3
4
1 + µ
µ
αΩ−2z Z
(2)
0 ,
ck =
3
2
1 + µ
µ
αΩ−2z Z
(2)
k
(25)
Consequently, we can plot a stability map in the
amplitude–mass-ratio plane using Hill’s infinite determi-
nants method.
4.1.1. The small-amplitude limit
For α→ 0, Eq. (19) yields a sine and thus:
mˆ→ α
4
, Zn → δn,1,Ωz → 1 + 3α
16
, zˆ(τˆ )→ sin τˆ
⇒ h(τˆ )→ 1 + µ
µ
(
1 +
3
8
α
)
− 3
4
1 + µ
µ
α cos (2τˆ)
(26)
This limit corresponds to the Mathieu equation, for
which the first instability tongue is absent and only higher-
order instability tongues exist, with the following zero-
amplitude-limit critical mass ratios:
µα→0cr =
1
(1 +N)2 − 1 , N ∈ N (27)
for which, as expected, µcr < 1, and the value closest to
unity is 1/3.
Plotting the dispersion bands for this value shows a fi-
nite region of possible intersection between the flat and
acoustic bands due to weak nonlinearity, coinciding with
the expectation of parametric resonance as derived above.
The dispersion bands plot for the aforementioned mass-
ratio is shown in Fig. 4.
6
q0 0.5 1 1.5 2 2.5 3
ωˆ
(q
)
0
0.5
1
1.5
2
Fig. 4: Dispersion bands for µ = 1/3
The stability map for finite amplitudes is shown in Fig.
5.
M/m
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A
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2
0
0.5
1
1.5
2
Fig. 5: Instability tongues (the first three) for the antisymmet-
ric mode for the representative element of the model chain
Additional instability tongues, with decreasing widths,
forming an infinite sequence, emerge to the left of the pre-
sented range, for M/m < 1/8, at least for
√
α < 2. The
details of the analysis used to produce Fig. 5 can be found
in [21]. The right boundary of the principal instability
tongue has a vertical asymptote with µcr+ →α→∞ 1. The left
boundary has a vertical asymptote with µcr− →α→∞ 3/7. In
addition, the left boundary (of the principal tongue) has a
local maximum with µ′(α) = 0 at α ≈ 4.33, µ ≈ 0.44. For
µ > 1, when there is no intersection between the acous-
tic and flat bands, the antisymmetric CB is linearly stable
for all amplitudes and could only be destroyed by finite,
large-enough effects.
The single-element model is valid whenever the anti-
symmetric mode is stable, thus the white areas in Fig. 5
imply (linear) stability of CBs in the chain. The shaded
areas correspond to instability in the single-element model,
and they are thus suspected to correspond to instability
of CBs in the chain. However, since once instability oc-
curs, the single-element model is no longer representative
of the chain, one should observe the behavior of finite per-
turbations to CBs in a chain, not unlike when validating
the implications of linear stability in a general case. The
following section examines the dynamics of small pertur-
bations to a single CB solution, assuming, consecutively,
local (white) noise, and propagating (phonon or small-
amplitude soliton) perturbations.
4.2. Numerical integration for a chain
4.2.1. Full equations of motion
The equations of motion for a chain in dimensionless
form (where all displacements are relative to the CB am-
plitude, A), in modal coordinates, in terms of previously
defined quantities, constitute the following dynamical sys-
tem:
xˆ′′n =
yˆn + yˆn−1 − 4xˆn
4µ
− α
8µ
{
(2xˆn − yˆn)
[
(2xˆn − yˆn)2 + 3zˆ2n
]
+
+(2xˆn − yˆn−1)
[
(2xˆn − yˆn−1)2 + 3zˆ2n−1
]}
,
yˆ′′n = −yˆn + xˆn + xˆn+1+
+
α
4
{
(2xˆn − yˆn)
[
(2xˆn − yˆn)2 + 3zˆ2n
]
+
+ (2xˆn+1 − yˆn)
[
(2xˆn+1 − yˆn)2 + 3zˆ2n
]}
,
zˆ′′n = −zˆn
−α3
[
(2xˆn − yˆn)2 + (2xˆn+1 − yˆn)2
]
zˆn + 2zˆ
3
n
4
,
∀ n ∈ N, 2 ≤ n ≤ N − 1
(28)
In addition, there are the equations at the boundaries.
Assuming free boundary conditions (to coincide with the
single element analysis), one has
yˆ′′N =
2xˆN − yˆN
2
+
+α
(2xˆN − yˆN)[(2xˆN − yˆN )2 + 3zˆ2N ]
4
,
zˆ′′N = −
zˆN
2
− α3(2xˆN − yˆN )
2zˆN + zˆ
3
N
4
(29)
and the expression for xˆ′′N can also be obtained from Eq.
28. The equations for xˆ′′1 can be replaced by a conservation
law giving an expression for xˆ1, which for initial conditions
of a CB would be xˆ1 = −
N∑
n=2
xˆn − 12µ
N∑
n=1
yˆn, yielding the
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following two remaining equations for N = 1:
yˆ′′1 = −
1 + 2µ
2µ
yˆ1 −
N∑
n=3
xˆn
− 1
2µ
N∑
n=2
yˆn +
α
4
(2xˆ2 − yˆ1)[(2xˆ2 − yˆ1)2 + 3zˆ21 ]
−α
4
[
N∑
n=2
(
2xˆn +
1
µ
yˆn
)
+
1 + µ
µ
yˆ1
]
×
×


[
N∑
n=2
(
2xˆn +
1
µ
yˆn
)
+
1 + µ
µ
yˆ1
]2
+ 3zˆ21

 ,
zˆ′′1 = −zˆ1
−α
4

3


[
N∑
n=2
(
2xˆn +
1
µ
yˆn
)
+
1 + µ
µ
yˆ1
]2
+
+(2xˆ2 − yˆ1)2

 zˆ1 + 2zˆ31


(30)
4.2.2. Floquet-theory analysis of the stability of the com-
pact breather solution
Writing the state of the chain in vector form, as w =
(xˆ⊤, yˆ⊤, zˆ⊤, xˆ′⊤, yˆ′⊤, zˆ′)⊤, the evolution equation for the
variation of the solution from that of a CB at a given
location, under the assumption that the variation is small,
can be written as:
δw′ = A(τ)δw (31)
where the time-dependent matrix A(τ) can be expressed
in a block-form as follows:
A(τ) =
[
03N−1 I3N−1
B(τ) 03N−1
]
(32)
where the matrix 0d is a square zeros-matrix of dimension
d, N is the number of representative-cells in the chain;
the matrix Id is the identity matrix of dimension d, and
the matrix B(τ) is the gradient of the right-hand side of
the equations of motion in Eqs. 28-30, estimated at the
CB solution. The full expression for this matrix (for both
free-ends and periodic boundary conditions) is given in
Appendix A.
The analysis for the smallest chain with a symmetric
single CB shows the emergence of resonance overlay, as
depicted in Fig. 6.
A CB stability map for a chain of N = 19 sites with free
ends and excitation in the central site is given in Fig. 7.
Stability regions are scarce.
M/m
0.4 0.6 0.8 1 1.2
A
/(k
/p)
1/
2
0
0.5
1
1.5
2
Fig. 6: Instability tongues for the (compact) antisymmetric
mode for the model chain in a typical rectangular subspace sit-
uated around α = 1,M/m = 1, for N = 3, N0 = 2, with pitch-
fork instability bounds in blue (online) and Neimark-Sacker
instability bounds in red (online).
Fig. 7: Central-site CB stability map for N = 19 – pitchfork in-
stability points denoted by (blue online) dots, Neimark-Sacker
instability points denoted by (red online) ‘+’ symbols.
4.2.3. Numerical integration for a large-amplitude com-
pact breather in the center and a zero-momentum
perturbation at the boundary
Figure 8 illustrates the stability of a central CB of
large amplitude (α = 100) with respect to a small zero-
momentum perturbation introduced at the left boundary
(by setting x′(1) = − y′(1)2µ = 10−4, µ = 12 ).
Figure 9 shows the destruction of a central CB of large
amplitude (α = 100) once it is hit with a small zero-
momentum perturbation introduced at the left boundary
(by setting x′(1) = − y′(1)2µ = 10−4, µ = 1).
It is thus demonstrated (in Figs. 8 and 9) that a stable
large-amplitude CB exists in the considered chain forM =
m, and that for other mass ratios, such as M = 2m, for
example, the CB can be destroyed by phonons.
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0(t
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Fig. 8: Central-site CB stability validation for N = 19, µ =
1
2
, α = 100, x′(1)|t=0 = −y′(1)|t=0 = 10−4. The plots show
propagation maps of (top to bottom) xn(t), yn(t), zn(t), and
also z10(t)
t
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Fig. 9: Central-site CB destruction for N = 19, µ = 1, α =
100, x′(1)|t=0 = − y
′(N)|t=0
2
= 10−4. The plots show propa-
gation maps of (top to bottom) xn(t), yn(t), zn(t), and also
z10(t)9
4.2.4. Compact breather stability – the moderate-
amplitude regime
Observation of Fig. 7 in a range of moderate amplitudes
reveals an interesting picture. It appears that one can
have reasonable prediction of pitchfork instability. Figure
10 shows that the boundaries of the two main pitchfork
instability tongues, as calculated for the N = 3 case, ac-
curately represent the analogous regions for the N ≫ 1
(N = 19) case, implying that the associated instability
mechanism is local.
M/m
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Fig. 10: Central-site CB stability map for N = 19 for mod-
erate amplitudes. Pitchfork instability points are denoted by
(blue online) circles. Neimark-Sacker instability points are de-
noted by (red online) ‘+’ symbols. The dashed curves (cyan
online) bound the zone of resonance between symmetric-mode
propagation frequencies and the main CB frequency. Solid
(green online) curves represent the boundaries of the two main
pitchfork instability tongues as calculated for the N = 3 case.
The dashed black curves at the lower left corner represent the
boundaries of resonance of propagation frequencies (‘optical’
phonons) with the second CB-frequency.
Moreover, the pitchfork-instability regions lying out-
side the two aforementioned tongues seem to be related
to resonance of the CB frequencies with linear phonons.
Those regions seem to form quasi-fractal sets bounded
by amplitude–mass-ratio curves corresponding to CB fre-
quencies falling within the propagation (optical) range
(as calculated in the spectral analysis section). Interest-
ingly enough, these instability zones, which are related to
the CB resonance with phonons, seem to be manifested
through pitchfork instability. In addition, there seem to
emerge Hopf-bifurcation related instability zones that can-
not be predicted by linear-spectrum CB analysis. The
strong dependence of the geometry of the latter on the
number of elements in a chain (as can be learned from com-
parison of Figs. 6 and 10), suggests that these zones can
be associated with resonance between the CB and weakly-
nonlinear propagating waves.
The dashed curves in Fig. 10 are obtained by comparing
1- and 2-multiples of the frequency given in Eq. (21), using
Eqs. (4) and (17), with the q = {0, π} limits of Eq. 3,
taking the ‘+’ sign for the µ ≤ 1 case, as follows:
µ−(α) =
4
π2n2
[
K
(
α/2
α+2
)]2
1 + α/2
,
µ+(α) =


π2n2
4
1 + α/2[
K
(
α/2
α+2
)]2 − 1


−1
; n = 1, 2
(33)
4.2.5. Compact breather stability – the large-amplitude
regime
The stability map for large amplitudes and mass ratios
in the range 0.13 < M/m < 2 (which is the range exam-
ined throughout this work) is shown in Fig. 11. Aside from
intractable Neimark-Sacker bifurcation-related instability
points (shown in red online), there are two noteworthy
features in the presented map, standing-out on an other-
wise instability-indicating background. One feature is the
finite stability gap situated around M/m ≈ 0.275. This
gap is related to nothing mysterious. It is simply the large-
amplitude limit of a stable region between two instability
tongues starting from the zero-amplitude axis and expand-
ing upwards. These tongues, situated on the left and on
the right of the aforementioned finite gap, are the continu-
ation of the two principal-instability tongues shown in Fig.
10, with the green (online) boundaries being estimates cor-
responding to the three-elements chain.
Indeed, here, in the large-amplitude limit, too, just
as in the small-to-moderate amplitude limit, analysis
of the three-element system shows the same pitchfork
bifurcation-related stability bounds that yield the finite
gap of stability situated around M/m ≈ 0.275. The dif-
ference between the N = 3 case and the N = 19 case is
less than one percent. Therefore, in regard with this first
(aforementioned) large-amplitude seemingly-tractable fea-
ture, there is no increase in pattern-complexity due to in-
crease in the system size. In addition to this quantitative
observation, it can be noted that even for a smaller sys-
tem (that of a single representative element) it was already
shown – by rigorous asymptotic analysis of a rigorously de-
rived Hill equation – that a sequence of instability-tongues
can be observed. For this sequence, one finds that the
boundaries of the emerging instability tongues have ver-
tical asymptotes, the quantitative description of which is
provided.
This is qualitatively similar to the reality that can be
observed in Fig. 11, with its vertical finite-width stripe
corresponding to stability.
Therefore, it may be concluded that the first aforemen-
tioned phenomenon, the finite gap between the two pitch-
fork bifurcation-related instability tongues, appears to be
tractable.
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Fig. 11: Central-site CB stability map for N = 19 for large amplitudes. Pitchfork instability points are denoted by (blue online)
dots. Neimark-Sacker instability points are denoted by (red online) ‘+’ symbols (found only around M/m = 0.5 and slightly above
M/m = 1)
This result is expected (or, at least, reasonable), given
that the two instability tongues surrounding the aforemen-
tioned gap are the two principal instability tongues, re-
lated to the two local modes with which the CB mode
can locally exchange stability (in the considered three-
on-site-elements chain). In principle, resonance-related
instability-tongues are usually characterized by linearly-
distinct boundaries. In the natural, α–µ parametriza-
tion, these boundaries are indeed linearly distinct. In
the amplitude–mass-ratio plane, however, one, obviously,
observes a square-root-like initial increase in the tongue
boundaries, as appears in Fig. 10, hiding the linear dis-
tinction (between the boundaries).
The second, pitchfork bifurcation-related (and thus
more ordered) distinct feature in the stability map in Fig.
11 is an infinitesimal-width stability stripe, situated, as it
appears, at M = m. This is a noteworthy phenomenon
that has the potential of being tractable. First of all, the
stability at M = m can be observed already in the anal-
ysis of the N = 3 case. Moreover, the same argumen-
tation as before holds for the boundaries of the principal
local-instability-related tongues and their vertical asymp-
totes (this time, however, for the right tongue and its
right boundary, rather than for the left tongue and its left
boundary, as for case of the finite-width stability stripe).
However, here, further explanation would be of value,
since a zero-width stability-gap is an unusual phenomenon.
Usually, collision between boundaries of instability tongues
is related to degeneracies in the system. In the consid-
ered case, a degeneracy clearly occurs for M = m, when
two of the three nonlinear normal modes in the system
become interchangeable. Such a degeneracy does not nec-
essarily have to lead to collision of boundaries, let alone
to an asymptotic one. In fact, it only occurs here for
large amplitudes, which suggests that it is not only the
mass symmetry that is at play. Rather, one should sus-
pect that the phenomenon is related to combination be-
tween mass-symmetry and high energy, or strong nonlin-
earity. Strong nonlinearity in the interaction between the
masses brings to mind the phenomenon of impact, and
indeed one immediately notices that for M = m, impact-
interaction between the masses has a special feature of
conserving periodicity of antisymmetric local vibration.
One would therefore find it reasonable to consider a limit-
case analogy, where nearest-neighbor interaction in the
chain is modeled by linear springs connected in parallel
to strongly-nonlinear springs. However, those strongly-
nonlinear springs would not be smooth ones, modeled by
a power-law dependence on displacement, but rather ones
of the vibro-impact kind.
5. The vibro-impact limit
5.1. Problem formulation
The (dimensionless) equation of motion for the antisym-
metric compact periodic mode in the smooth system would
be:
zˆ′′ + zˆ +
α
2
zˆ3 = 0 (34)
For a smooth description of a linear system augmented
by a vibro-impact potential (instead of the quartic poten-
tial), the equation of motion would have the form [22]
zˆ′′ + zˆ +
α
2
zˆα−1 = 0 (35)
where α should be large.
One observes that the two equations become identical
for α = 4, which is just the upper limit of the vertical
axis in Fig. 10. Thus, the general form of the smooth
version of the vibro-impact system is equivalent to that
of the cubic system for α = 4. However, this choice is
only representative of actual impact if one agrees that 4 is
a large enough number with respect to unity, which is a
certain stretch. Nevertheless, an interesting result can be
obtained if such stretched assumption is made.
One would therefore opt to explain the “large”-
amplitude limit of the stability map in Fig. 7 using the,
perhaps, more tractable vibro-impact version of the con-
sidered system (having in mind specifically the M = m
case).
We thus assume a modified system, in which the in-
teractions are delivered by coupling consisting of linear
springs attached in parallel to vibro-impact ‘sleeves’, al-
lowing maximum relative (normalized) displacement of
unity between the connected masses.
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Fig. 12: Sketch of the 1D horizontal chain with linear links and vibro-impact ‘sleeves’ between masses m and M , where the
maximum relative free displacement between mass m and any of its neighboring M masses is ∆α
The dispersion bands for this system are the same as
for the first system addressed in the beginning of this pa-
per. However, the stability of a CB solution becomes an
interesting problem here, with reasonable inference on the
stability of the original system, for the limit of large (but
finite) amplitudes.
Figure 11 shows that there seems to be a unique isolated
(‘punctured’) point of stability in the large-amplitude limit
atM = m (within the examined mass-ratios range). What
one can do relatively easily is to examine the M = m case,
resorting to the system shown in Fig. 12.
What should be done first is examination of the dynam-
ics of a CB solution located, say, on the central site of
the chain. The crucial instance is when the vibro-impact
potential comes into action. If for M = m the system
is ‘impact-integrable’, borrowing from a concept discussed
in [8], then one can examine the linear stability of the CB
using Floquet theory, employing analytical construction of
the monodromy matrix. One should start by assuming a
central-site CB, having the mass associated with displace-
ment un0 labeled as, say, element ‘1’; the mass associated
with displacement vn0 labeled as, say, element ‘2’; the mass
associated with displacement xn0 labeled as, say, element
‘3’; and the mass associated with displacement xn0+1 la-
beled as, element ‘4’.
It could then be assumed, without loss of generality, that
the initial condition is u′n0(t = 0) = −V0, vn0(t = 0) =
V0 − |O(ǫ)| , xn0(t = 0) = |O(ǫ)| , xn0+1(t = 0) = |O(ǫ)|.
In line with this initial condition, one can assume, due
to symmetry, that after elements ‘1’ and ‘2’ pass the dis-
tance ∆α each, a sequence of impacts begins, with the first
impact occurring between elements ‘1’ and ‘3’. Since the
masses of elements ‘1’ and ‘3’ are identical (and even if
they are only nearly identical), the result of the impact
is that element ‘1’ obtains infinitesimal velocity, and ele-
ment ‘3’ obtains approximately the velocity −V0 (that is
V0 ‘leftwards’).
The next impact has to involve element ‘2’. There are
two options. One is impact between ‘2’ and ‘3’, and the
other is impact between ‘2’ and ‘4’. In the former case,
after impact between ‘2’ and ‘3’, which are two elements
of equal (or approximately equal) mass, moving with (ap-
proximately) opposite velocities, the result of the impact is
the reversion of the directions of the two elements. In other
words, after the second impact, the one between ‘2’ and
‘3’, element ‘2’ obtains approximately the velocity −V0.
The third impact can then occur only between element
‘3’, positioned to the left of element ‘1’ and now moving
towards element ‘1’, and element ‘1’, which has infinites-
imal velocity. This impact, again, makes the elements ‘1’
and ‘3’ swap their velocities (even if only approximately).
Consequently, after this third impact, element ‘3’ has
infinitesimal velocity, while element ‘1’ has approximately
the velocity V0 (that is, V0 ‘rightwards’). Thus, after three
impacts, the velocities of the two elements of the CB are re-
versed and the neighboring elements remain approximately
at rest. This possibility can be labeled as sequence ‘1-3,2-
3,3-1’.
The second possibility is that the second impact occurs
between elements ‘2’ and ‘4’. After this impact, the veloc-
ity of element ‘2’ becomes infinitesimal, and the velocity of
element ‘4’ becomes approximately V0, due to the approx-
imately equal masses of elements ‘2’ and ’4’. The third
impact in this version can be either between ‘4’ and ‘1’ or
between ‘3’ and ‘2’. There is no significance to the order. It
can be assumed that the impact between ‘2’ and ‘3’ occurs
first. This impact makes ‘3’ and ‘2’ approximately swap
their velocities. Consequently, element ‘2’ starts moving
with velocity−V0, and element ‘3’ resorts back to infinites-
imal velocity. Finally, element ‘4’, which after the impact
with element ‘2’ moves with velocity V0, now impacts el-
ement ‘1’, which has infinitesimal velocity. Consequently,
element ‘1’ obtains velocity V0 (‘rightwards’) and element
‘4’ resorts back to infinitesimal velocity. In this option, as
before, the sequence of four impacts reverses the veloci-
ties of the two elements of the CB. This possibility can be
labeled ‘1-3,2-4,3-2,4-1’ (or, alternatively, ‘1-3,2-4,4-1,3-2’,
which is equivalent).
This qualitative analysis shows that for M/m = 1 +
O(ǫ), the CB with the vibro-impact nonlinearity is indeed
12
‘impact-integrable’. Consequently, the monodromy matrix
can be constructed using the saltation matrix. This salta-
tion matrix would have to represent both scenarios, one
in which there are three consecutive impact within a short
instance, and the other one, in which there are four consec-
utive impacts hidden in the instance of the reversal of the
CB velocities. The ‘impact-integrability’ is encompassed
in the fact that the result is the same whether the two
elements of the CB experience impact strictly simultane-
ously or, rather, consecutively (in each of the two possible
scenarios discussed above), with infinitesimal time lags.
The next step is to construct the two saltation matri-
ces representing the sequences of impacts. According to
the result obtained in [8], under conditions of ‘impact-
integrability’, the total saltation matrix representing the
entire sequence of consecutive impacts can be constructed
as the product of saltation matrices representing the in-
dividual impacts, in the order of their occurrence. The
expressions for the saltation matrices for the two scenar-
ios, taking advantage of the derivations in [8] (computed
for the assumption of perturbations carefully taken to the
zero limit), are given in Appendix B (along with some ad-
ditional details pertinent to the application of Floquet the-
ory to vibro-impact systems).
5.2. Stability-analysis results
Numerical spectral analysis of the monodromy matrix
(analytically-constructed as detailed in Appendix B) for
the two possible impact scenarios shows interesting results.
It appears that both for the three-masses impacts and
the four-masses impacts, there is a critical (normalized)
frequency corresponding to (subcritical) pitchfork bifurca-
tion. For lower frequencies there are two real eigenvalues,
one of which is larger than unity. For higher frequencies
all eigenvalues lie on the unit circle. The value of this
(first, as shown below) critical normalized frequency is ex-
actly the square root of three. This value is obtained by
numerical analysis, in which consecutive digits in the deci-
mal representation of this irrational number were obtained
by carefully approaching the bifurcation. This number
corresponds precisely to the maximum frequency of the
propagation spectrum shown in the linear analysis in the
beginning of the present paper.
This correspondence is logical but not trivial. Indeed,
one may logically anticipate that for CB frequencies be-
low the largest propagation frequency, there may be res-
onance between the antisymmetric compact mode and a
small propagating perturbation. This is reasonable. The
nontrivial part is that we see here an example of a sit-
uation where the pitchfork bifurcation is related not to
purely-local instability, but to something else. Rather, the
bifurcation is related to instability corresponding to res-
onance between a local mode and an ‘anti-local’ mode.
This ‘anti-local’ mode is the planar-wave propagating per-
turbation. Quantitatively, this result is summarized in the
equation below, where use is made of Eq. 3).
ωˆ(PF)cr = lim
µ→1/2
max
q
{ωˆprop(µ, q)} =
= lim
µ→1/2
√
1 + µ
µ
=
√
1/2 + 1
1/2
=
√
3
(36)
In the scenario of impacts involving only three masses,
there are no additional bifurcations beyond the aforemen-
tioned (fully tractable) one. In contrast to that, in the
case of four consecutive instantaneous impacts between
four masses, in addition to the discussed bifurcation, which
is still present, there appears to be one additional bifurca-
tion, at a higher frequency value. This second bifurcation
is also subcritical, representing stability of the periodic an-
tisymmetric solution for high-enough frequency, but it is of
the Neimark-Sacker type. Here, for subcritical frequencies
there are two eigenvalues that are complex conjugate with
absolute values larger than unity and two complex conju-
gate eigenvalues with absolute values smaller than unity
(reciprocal to those of the first pair). For supercritical
frequencies there is transition to four complex conjugate
eigenvalues on the unit circle. The corresponding (second)
critical normalized-frequency value is numerically identi-
fied to be
ωˆ(NS)cr = 2.8405 (37)
Unlike in the former critical-value case, this numeri-
cal value is harder to tract analytically by relation to a
clear and simple instability mechanism. As before, we
see here, again, that instabilities associated with pitch-
fork bifurcations are tractable, be them local or nonlocal-
modes-related, whereas instabilities associated with the
Neimark-Sacker bifurcations, are intractable (or, at least,
less tractable) by direct observation. Illustration of the
two bifurcations is given in Figs. 13-14 (for the case of
N = 19, to comply with the cubic-nonlinearity results).
One observes the two real eigenvalues just outside the
unit circle in the top plot in Fig. 13.
One observes two real eigenvalues just outside the unit
circle in the top plot in Fig. 14, corresponding to the pitch-
fork bifurcation in the four-impacts case. Those eigenval-
ues move to the unit circle in the plot on the right. In
addition, in both plots in Fig. 14 there are two pairs of
complex conjugate eigenvalues outside the unit circle, illus-
trating the Neimark-Sacker-bifurcation-related instability.
Those eigenvalues vanish for normalized frequencies higher
than the second critical (normalized) frequency as given in
Eq. (37).
5.3. Relation to the smooth system – energy equivalence
As shown above, pitchfork-bifurcation-related instabil-
ity in the vibro-impact system, associated with resonance
of the compact nonlinear mode with the propagation spec-
trum, can be avoided for (normalized) frequencies above
the value of
√
3. The same is true for the system with
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Fig. 13: Monodromy matrix eigenvalues λ for ω/ωFB = 1.7
(top) and ω/ωFB = 2.8 (bottom) for the three-impacts impact-
integrable case for the nonsmooth system
the cubic nonlinearity. Substituting µ = 1/2 into the up-
per estimate in Eq. (33), we obtain the value of α corre-
sponding to which the principal frequency of the CB for
M = m in the cubic-nonlinearity case becomes equal to
the upper limit of the (normalized) propagation frequen-
cies spectrum, namely,
√
3. Solving this equation for α,
one obtains the value αc = 5.49. This value is about 30
to 35 percents larger than the value 4, associated with the
equivalence between the cubic system and a smooth system
representing a vibro-impact potential under the assump-
tion that 4 is a large-enough number. For our purposes,
an error of 30 to 35 percents is tolerable, being about half
an order of discrepancy.
Next, we can write the energy of the system (as it moves
in the compact mode) for the cubic nonlinearity, as follows:
Ecu =
1
2
kA2
(
1 +
α
4
)
(38)
On the other hand, for the vibro-impact limit, the an-
tisymmetric mode in compact periodic dynamics admits
displacement which is sinusoidal in time until first impact.
The associated time between impacts is related to inverse
normalized frequency. This allows one to express the en-
ergy of the system as follows (assuming that the maximum
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Fig. 14: Monodromy matrix eigenvalues λ for ω/ωFB = 1.7
(top) and ω/ωFB = 2.8 (bottom) for the four-impacts impact-
integrable case for the nonsmooth system
displacement before impact is equal to 1 in units normal-
ized the same way as for the cubic system, that is by the
amplitude, A):
Ev-i =
1
2
kA2
1
sin2
(
pi
2 ωˆ
−1) (39)
Requiring energy equivalence between the cubic and
the vibro-impact systems and substituting the critical
(squared normalized amplitude) value α = 5.49, one ob-
tains the critical normalized frequency above which reso-
nance of the compact mode with the propagation spectrum
is avoided – if drawing from the (somewhat stretched)
equivalence between the cubic and the vibro-impact non-
linearity types:
ωˆv-i/cuc = 2.22 (40)
This is the value above which resonance with the propa-
gation spectrum can be avoided both for the cubic and for
the vibro-impact system, if one requires their equivalence.
In contrast, if the two cases are treated independently,
the corresponding value of the normalized frequency is√
3 ≈ 1.732. This means that the self-consistency of the as-
sumption α = 4≫ 1, which leads to the 30 to 35 percents
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error in terms of αc, also leads to about 30 percents of er-
ror (0.2836, to be precise) in terms of ωˆc. This error is not
negligible, but it is also not very large, only half an order,
meaning that the calculations are more correct than not,
and that some of the essence of the equivalence is indeed
captured. Clearly, this error could have been smaller had
we solved a system with a quintic force-term added to the
linear interaction, instead of the cubic term. In that case,
instead of the elliptic Jacobi function, a different function
would have emerged, with a different frequency-amplitude
relation, and the critical amplitude for avoiding resonance
with the propagation spectrum would have had a different
value. This value, used in the energy equivalence relation,
would have yielded back, most probably, a value of the
critical frequency much closer to
√
3. But the essence of
the matter is qualitatively captured already in the ana-
lyzed case. The crucial point in drawing the equivalence
with the vibro-impact system is the possibility to explain
the isolated stability stripe around M = m in the param-
eter plane. This isolated stability stripe has been shown
here to emerge from considerations of impact-integrability
for the implicitly-related nonsmooth limit.
In order to conclude the analysis, it would be valuable
to look whether the smooth system has additional zero-
width vertical stripes of stability in the parameter plane,
for values of M/m other than 1, at least in the considered
rangeM/m ∈ [0.13, 2]. Close observation of the numerical
results of the application of Floquet theory gives a negative
answer. However, in principle, a zero-width stripe could
have been numerically hidden ‘between’ the grid points.
Thus, additional qualitative analysis might be welcome.
Such analysis is described in the following subsection.
A final noteworthy remark can be given in relation to
the equivalence between the smooth and the vibro-impact
systems. We observe that the α ≫ 1,M = m region is
exclusively stable within its neighborhood. The α ≫ 1
case corresponds to the high-energy limit in the smooth
system, as can be learned from Eq. (38). Without having
formal equivalence in the equations of motion for α≫ 1, it
may still be interesting to address the question of stability
for the M = m case in the high-energy limit for the vibro-
impact system. From Eq. (39) we see that the only way
to obtain high energy in the vibro-impact system is taking
the ωˆ ≫ 1 limit, for which the energy scales as ωˆ2. Thus,
the limit in which the vibro-impact system is energetically-
equivalent to a high-energy smooth system forM = m (for
the case where the compact antisymmetric periodic solu-
tion is stable), is the high-frequency limit. As previously
discussed, above the derived critical frequency, the vibro-
impact system for M = m does indeed have its compact
periodic antisymmetric solution linearly stable. In this
sense, the large-amplitude-limit stable stripe at M = m
in the smooth system, associated with the compact peri-
odic antisymmetric mode, can be considered qualitatively
explained – with the help of the nonsmooth-limit analysis.
5.4. Absence of additional isolated (hidden) stability
stripes in the parameter plane
The existence of additional zero-width stability stripes
in the parameter plane for the case of smooth nonlinearity
is addressed here by referring to the related vibro-impact
system. For the latter system, the parameter plane rele-
vant for the stability diagram is represented by the coor-
dinates µ and ωˆ. In order for stable regions, as would
emerge from application of Floquet theory, to exist in
this plane, first, there need to exist µ-values guaranteeing
impact-integrability. It was already shown that impact-
integrability is guaranteed for M/m = 1. The question
is, are there additional M/m values in the range [0.13, 2],
for which impact integrability is guaranteed (for a repre-
sentative element of two masses m positioned between two
masses M).
To answer this, we, as before, denote the momenta of
the ‘upper’ mass m, the ‘lower’ mass m, the ‘left’ mass M
and the ‘right’ mass M by p1, p2, p3 and p4, respectively.
Next, it is assumed that one can express p4 in terms of
the other three momenta using conservation of total linear
momentum for the four masses. Then, expressing p3 (and
thus also p4) in terms of p1 and p2 using conservation of
energy, we can obtain a two-dimensional mapping for the
state vector p = {p1, p2}⊤. This mapping can represent
all the possible impacts occurring between the four masses.
To this end, the mapping would have to be defined by
cases, with a different set of µ-dependent coefficients for
each of the four possible impacts (1-3,3-2,2-4,4-1). Clearly,
this mapping would be nonlinear, due to the nonlinearity
of the dependence of the Hamiltonian on the momenta.
Now, even the one-dimensional nonlinear mapping can
yield chaotic trajectories, let alone a two-dimensional one.
Therefore, whether the exact-inversion mapping applied
to the couplet {−1, 1}⊤ exists for a specific value of µ,
would depend on the number of impacts occurring, and
their order. This is not an easy problem to solve, and
had we wanted to find a positive answer, we would have
been forced to go the hard way of direct enumeration of
the possible sequences. For each value of µ, starting from
p = {p1, p2}⊤ = {−1, 1}⊤, we would have been forced
to check all possible combinations of the feasible impacts,
examining the final value of the vector p in each case and
looking for the results that yield {1,−1}⊤.
Luckily, we do not have to follow this difficult route.
As numerical analysis of the smooth system shows, there
appear to be no additional impact-integrable µ-values in
the examined range. This means that if the vibro-impact
limit is any indicator, the instantaneous impact-dynamics
of the four masses for the compact periodic antisymmetric
mode is not impact-integrable. This means that not all
possible trajectories in the phase-space of this system are
periodic. This implies that at least some trajectories are
non-periodic. This, in turn, means that it would be suf-
ficient to find a non-periodic trajectory in a sub-space of
the phase-space of the four-mass system, for µ in the ex-
amined range, to prove the absence of additional isolated
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zero-width stable stripes in the parameter plane. This
sub-space could be associated with specific initial condi-
tions manifested as a specific infinitesimal perturbation of
the antisymmetric compact mode.
A reasonable choice would be perturbation of the initial
conditions that would lead to a sequence of impacts in-
volving not all four but only three masses. Then, instead
of four different feasible impacts (on the order of occur-
rence of which one has to wonder), there would be only
two ‘types’ of impact, occurring one after the other.
This is a reasonable scenario. If we assume that the
initial leftward velocity of particle 1 is slightly larger than
the rightward velocity of particle 2, then the first impact
would be between particles 1 and 3. Then, not only for the
case of M = m, as mentioned earlier, but, in fact, for any
mass ratio, the second impact would be between particles
3 and 2.
The reason for this is that after the first impact, the
distances between the impacting parts of particles 2 and 4
and those of particles 2 and 3 are the same. However, the
speed of approach of particles 3 and 2 is larger than that
of particles 2 and 4. The latter fact owes to the negative
velocity that particle 3 would have after the first impact
(for any mass ratio).
After the impact between particles 3 and 2, the speed of
particle 2 would decrease. If the decrease is sufficient, im-
pact with particle 4 could be avoided. In addition, particle
4 has to have initial negative infinitesimal displacement,
large enough for impact between particles 1 and 4 to be
avoided. In the same time, that displacement should be
small enough for impact between particles 2 and 4 to be
avoided.
In the following, explicit kinetic and kinematic calcula-
tions are performed for the case of perturbation in the ini-
tial conditions which guarantees the occurrence of impacts
between particles 1, 2 and 3 alone (with no participation
of particle 4 in the impacts-sequence).
5.4.1. Kinetic considerations
The following perturbed antisymmetric initial condi-
tions just before the first impact are assumed for the 4
particles:
u(0)n0 = −∆, u˙(0)n0 = −v0[1 +O(ǫ)], v(0)n0 = ∆(1 − ǫ),
v˙(0)n0 = v0, x
(0)
n0 = 0, x˙
(0)
n0 = 0, x
(0)
n0+1
= −ζ, x˙(0)n0+1 = 0
(41)
Since the sequence of impacts is quasi-instantaneous,
the coordinates do not change during the process, and the
kinetics is fully described by the momenta.
Assuming ideal impacts, one can use conservation of
linear momentum and energy for any two impacts (since
in the perturbed antisymmetric case there are only im-
pacts involving two particles, simultaneously), to obtain
the transformation mapping for any two-dimensional ve-
locity vector before and after impact:
v′1,2 =
1− µˆ
1 + µˆ
v1,2 +
2µˆ
1 + µˆ
v3,
v′3 =
2
1 + µˆ
v1,2 − 1− µˆ
1 + µˆ
v3, µˆ ,
M
m
(42)
here the notation is changed and all the velocities are de-
noted by v, with the subscript referring to the particle
index (unless it is zero, in which case the value refers to
the nominal speed of a particle of mass m of the CB just
before impact). The subscript in the expressions below
refers to the serial number of the latest impact that had
already occurred.
The relations given above are true for impacts between
particle 3 (having massM) and either particle 1 or 2 (each
having mass m). Particle 4 (with mass M) is assumed not
to interact by impact, and this assumption is validated in
the following subsection, dedicated to the kinematics.
Having the initial conditions (just before the first im-
pact) and the transformation relations given above, we
can ‘integrate’ to obtain the velocities after impact. Do-
ing this we bear in mind that the impact dynamics is
quasi-instantaneous, in the sense that the corresponding
displacements are infinitesimal. Consequently, linear elas-
tic coupling (the springs) has no effect on the dynamics.
As aforementioned, the first impact is between particles 1
and 3. Therefore, the velocities of those particles after im-
pact become (neglecting ǫ with respect to 1 in the kinetic
calculations here and onward):
v
(1)
1 = −
1− µˆ
1 + µˆ
v0, v
(1)
2 = v0, v
(1)
3 = −
2
1 + µˆ
v0 (43)
For 0 < ζ ≪ 1, µˆ > 1, particle 1 changes the direction
of its velocity before experiencing impact with particle 4.
Consequently, particle 1 starts moving rightwards, and at
the considered quasi-instance it will not experience impact
(through the ‘sleeve’, as suggested in the sketch in Fig. 12)
with particle 4. Therefore, we have shown that one can
avoid impact between particles 1 and 4 by proper choice of
initial perturbations, for the case of µˆ > 1. After the first
impact, for µˆ > 1, particle 1 is still moving leftwards. The
second impact involves particles 2 and 3. The velocities
after this second impact would be as follows:
v
(2)
1 = −
1− µˆ
1 + µˆ
v0,
v
(2)
2 =
1− 4µˆ− µˆ2
(1 + µˆ)2
v0,
v
(2)
3 =
4
(1 + µˆ)2
v0
(44)
As far as the kinetics of particle 2 is concerned, it is evi-
dent that impact between particles 2 and 4 can be avoided
at the considered quasi-instance if the velocity of particle
2 changes its direction. Negative velocity can be obtained
for particle 2 after its first impact with particle 3 under the
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condition µˆ =M/m >
√
5− 2 ≈ 0.236. Regarding the po-
sition of particle 2 at the time of this impact, and whether
it satisfies the assumption of no impact with particle 4 –
the matter is addressed in the following subsection. The
remaining question in the range M/m ∈ [0.236, 2] is that
of the velocity of particle 1. It is clear from Eq. (44) that
particle 3 will move toward particle 1 after the impact with
particle 2, and thus the third impact will involve particles
1 and 3, and produce velocities as follows:
v
(3)
1 =
−1 + 9µˆ+ µˆ2 − µˆ3
(1 + µˆ)3
v0,
v
(3)
2 =
1− 4µˆ− µˆ2
(1 + µˆ)2
v0,
v
(3)
3 = −2
(1− µˆ)(3 + µˆ)
(1 + µˆ)3
v0
(45)
Solution of the cubic equation in the numerator in
the first expression given above shows that direction-
reversal of the velocity of the first particle after its sec-
ond impact with particle 3 is obtained for µˆ = M/m ∈
[0.10992, 3.4940]. This range covers the range we are in-
terested in, namely, µˆ = M/m ∈ [0.13, 2]. Therefore, in
the relevant parameter range, at most two impacts be-
tween particles 1 and 3 are sufficient for avoiding impact
between particles 1 and 4. We still need to check the
range µˆ = M/m ∈ [0.13, 0.236] in regard with possible
impacts involving particles 2 and 4, from the perspective
of the velocities (rather than the positions). In the range
µˆ = M/m ∈ [0.13, 0.236], a fourth (overall) impact is re-
quired for the reversal of the direction of the velocity of
particle 2. After the fourth impact, one has the following
velocities:
v
(4)
1 =
−1 + 9µˆ+ µˆ2 − µˆ3
(1 + µˆ)3
v0,
v
(4)
2 =
(1− µˆ)(1 − 15µˆ− 9µˆ2 − µˆ3)
(1 + µˆ)4
v0,
v
(4)
3 = 8
1− 2µˆ− µˆ2
(1 + µˆ)4
v0
(46)
For µˆ < 1 (which is the range still remaining in question
after three impacts in total), the sign of the velocity of
particle 2 after its second impact with particle 3 is deter-
mined by the sign of the cubic function 1−15µˆ−9µˆ2− µˆ3.
This cubic function is negative for µˆ > 0.064178, which
covers the range µˆ = M/m ∈ [0.13, 0.236] in question.
Therefore, we see that after at most two impacts of each
of particles 1 and 2 with particle 3, the directions of the
velocities of particles 1 and 2 are reversed, such that at
the considered quasi-instance, impact with particle 4 can
be avoided. Consequent impacts of particles 1 and 2 with
particle 3, which “chases” them, can occur, but they will
only affect the magnitudes of the velocities of particles 1
and 2, and not their signs. One observes from Eq. (45)
that for µˆ = 1, exactly three impact (in total) reverse the
initial velocities of particles 1 and 2 and bring the velocity
of particle 3 back to zero.
It has thus been shown that in the parameter range an-
alyzed in the smooth case, small perturbation of initial an-
tisymmetric compact conditions exists, for which particle
4 does not participate in the quasi-instantaneous impact-
dynamics – at least from the kinetics perspective (the ve-
locities involved). The next subsection examines the con-
sistency of the aforementioned assumption of no impacts
involving particle 4 from the perspective of the kinematics
– the positions of the particles.
5.4.2. Kinematic considerations
We assume, with no loss of generality, and remaining
accurate up to a second order correction in ǫ, that one can
start with a relaxed system at rest and supply velocities
v1(0) and −v1(0)+O(ǫ) to particles 1 and 2, respectively,
at positions q1(0) = q2(0) = 0. Consequently, after cer-
tain time t1, particle 1 will reach the position −∆, and
particle 2 will reach the position ∆(1 − ǫ). The velocities
of the particles just before the first impact would be −v0
(of non-specified value) and v0 −O(ǫ), for particles 1 and
2, respectively. In this framework, the first impact occurs
between particles 1 and 3. The requirement for avoiding
impact between particles 1 and 4 up to this instance is sim-
ply −q4(0) = ζ > 0. The second impact occurs between
particles 2 and 3. The time from the first impact to the
second impact is the time it takes the right boundary of
the sleeve of particle 3 to cover its distance from particle
2, moving in the velocity of approach between them:
δt1 =
∆ǫ
v
(1)
2 − v(1)3
=
1 + µˆ
3 + µˆ
∆
v0
ǫ+O(ǫ2) (47)
During this time, the position of particle 1 changes to
q
(2)
1 = −∆− v(1)1 δt1 = −∆−
1− µˆ
3 + µˆ
∆ǫ+O(ǫ2) (48)
This means that up to this instance (or always if µˆ >
1), avoiding impact with particle 4 becomes possible by
setting: ζ = 1−µˆ3+µˆ∆ǫ + ∆ǫ
3/2. At the time of the first
impact with particle 3, the position of particle 2 is
q
(2)
2 = ∆−∆ǫ+
1 + µˆ
3 + µˆ
∆ǫ+O(ǫ2) (49)
Taking into account the introduced displacement of par-
ticle 4 needed to guarantee avoidance of impact with par-
ticle 1, the requirement for no impact between particles 2
and 4, at this instance, is guaranteed by definition (µˆ > 0).
For the case of µˆ ∈ [0.236, 2], particle 2 is no longer a
concern from this instance on, in the sense of possible im-
pact with particle 4. However, in the range µˆ ∈ [0.236, 1],
particle 1 is of concern. The position of particle 1 at the
instance of its second impact with particle 3 needs to be
calculated. To this end, the time interval between the
first impact of particles 2 and 3 and the second impact of
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particles 1 and 3 is required. This time interval can be
computed from the initial distance (at the time of the first
impact of particles 2 and 3) of particles 1 and 3 and their
relative velocity (when the left end of the sleeve of particle
3 is removed from particle 2 by −2∆):
δt2 =
q
(2)
1 − q(2)3
v
(2)
3 − v(2)1
=
(1 + µˆ)3
(3 + µˆ)(5− µˆ2)
∆
v0
ǫ +O(ǫ2) (50)
From the first impact of particles 2 and 3 till the second
impact of particles 1 and 3, the time interval given above
allows particle 1 to shift further to the left (for µˆ < 1), to
the following position:
q
(3)
1 = q
(2)
1 + v
(2)
1 δt2 = −∆−
1− µˆ
3 + µˆ
∆ǫ
−1− µˆ
3 + µˆ
(1 + µˆ)2
5− µˆ2 ∆ǫ +O(ǫ
2)
(51)
For self-consistency of the assumption of no impact be-
tween particles 1 and 4 for µˆ < 1, the absolute value of
the displacement of particle 4 just before the first (overall)
impact, has to satisfy
ζ =
2− 2µˆ
5− µˆ2∆ǫ+∆ǫ
3/2 (52)
The reason for the presence of the second, fractional-
order, term is that there has to be a positive addition of
order higher than unity to maintain the tightest possible
bound and allow the maximum freedom for particle 2. In
the same time, it is necessary to have the additional term
stronger than (possible) second-order corrections, emerg-
ing from expansion of rational functions originating from
linear corrections to the initial conditions for the veloci-
ties. The chosen power is simply a symmetric compromise
for the exponent, and the coefficient of unity is a symmet-
ric positive choice of a coefficient of order unity with no
magnitude-significance.
The last validation that has to be made now concerns
the position of particle 2 at the time of its second impact
with particle 3. This position can be calculated according
to formulas similar to the ones used in previous calcula-
tions. First, one needs to calculate the position of particle
2 at the instance of the third (overall) impact:
q
(3)
2 = q
(2)
2 + v
(2)
2 δt2 = ∆−∆ǫ+
1 + µˆ
3 + µˆ
∆ǫ+
+
1+ µˆ
3 + µˆ
1− 4µˆ− µˆ2
5− µˆ2 ∆ǫ+O(ǫ
2)
(53)
Next, the time interval between the third and the fourth
impact should be derived, using the same strategy as be-
fore:
δt3 =
q
(3)
1 + 2∆− q(3)2
v
(3)
2 − v(3)3
=
1 + µˆ
3 + µˆ
3 + 4µˆ+ µˆ2
5− µˆ2
(1 + µˆ)3
7− 7µˆ− 7µˆ2 − µˆ3
∆ǫ
v0
+O(ǫ2)
(54)
A positive value for the time interval is guaranteed for
7−7µˆ−7µˆ2−µˆ3 > 0, which holds for µˆ ∈ [0, 0.60388]. This
span covers the range relevant for the analysis concerning
the second impact between particles 2 and 3 necessary
for reversing the direction of particle 2 (the range µˆ ∈
[0.13, 0.236]).
Finally, using the obtained, third, time interval, one can
derive the position of particle 2 at the fourth (overall) im-
pact, as follows:
q
(4)
2 = q
(3)
2 + v
(3)
2 δt3 =
∆−∆ǫ + 1 + µˆ
3 + µˆ
∆ǫ+
1 + µˆ
3 + µˆ
1− 4µˆ− µˆ2
5− µˆ2 ∆ǫ+
+
1 + µˆ
3 + µˆ
1− 4µˆ− µˆ2
5− µˆ2
3 + 7µˆ+ 5µˆ2 + µˆ3
7− 7µˆ− 7µˆ2 − µˆ3∆ǫ +O(ǫ
2)
(55)
The self-consistency requirement for the absence of im-
pact between particles 2 and 4 can then be expressed by
the inequality q
(4)
2 + ζ < ∆. This leads to the following
requirement:
1 + µˆ
3 + µˆ
+
1 + µˆ
3 + µˆ
1− 4µˆ− µˆ2
5− µˆ2 +
1 + µˆ
3 + µˆ
1− 4µˆ− µˆ2
5− µˆ2
3 + 7µˆ+ 5µˆ2 + µˆ3
7− 7µˆ− 7µˆ2 − µˆ3 +
2− 2µˆ
5 − µˆ2 < 1
(56)
This requirement holds in conjunction with the assump-
tion µˆ ∈ [0.13, 0.236], relevant for the analysis of a possibil-
ity of a second impact between particles 2 and 3, necessary
for reversing the direction of particle 2. In addition, one re-
calls the aforementioned requirement 7−7µˆ−7µˆ2−µˆ3 > 0.
Finally, the limits of the investigated parameter range
yield the inequality 5 − µˆ2 > 0. All these inequalities,
when superimposed, lead to the following equivalent self-
consistency condition necessary for avoiding impact be-
tween particles 2 and 4:
µˆ < 1 (57)
Since the condition in Eq. (57) is satisfied in the exam-
ined range µˆ ∈ [0.13, 0.236] with a finite margin, clearly
the ǫ3/2 correction in ζ is insufficient for enabling contact
between particles 2 and 4. Therefore, it is established that
there exists an infinitesimal perturbation of compact an-
tisymmetric initial conditions for the vibro-impact-limit
system, for which the dynamics involves only particles 1,
2, and 3. This dynamics consists in possibly an infinite se-
quence of consecutive impacts of particle 3 with particles
1 and 2, eventually leading (or not) to exact reversal of
the velocities of the particles assigned to them just before
the first impact. If the aforementioned sequence consists
of a finite number of steps, then the 3-element subsys-
tem can be considered impact-integrable. Otherwise, the
subsystem can be considered not impact-integrable. Now,
if a slightly-perturbed periodic solution is non-integrable,
even for a specific (feasible) perturbation, then the exact
periodic solution in question is, clearly, unstable.
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What is now left to do in order to answer the stability
question for the compact periodic solution definitively, for
the assumed parameter range, is to find the parameter
values corresponding to impact-integrability of the three-
body problem (for the examined system). For those mass
ratios, a perturbation would have to be found that would
lead to four-body dynamics. For this four-body dynamics,
it would have to be shown that there is either no impact-
integrability, or no frequency guaranteeing the stability of
the compact periodic solution (as should be learned by
saltation matrix analysis).
5.4.3. Integration of the three-masses sub-system
It is clear that perturbed compact antisymmetric ini-
tial conditions involving three of the masses cannot lead
to quasi-instantaneous velocities-reversal with a single im-
pact. The smallest number of sufficient impacts would be
2. From Eq. (44), the triplet {v(2)1 , v(2)2 , v(2)3 } becomes the
triplet {v0,−v0, 0} for µˆ2 →∞. The next natural number
of impacts to yield velocities-reversal is 3, which, as can
be found from Eq. (45), is obtained for µˆ3 = 1.
In order to find the values of µˆ corresponding to
velocities-reversal for 4,5,6 etc. impacts, the three-body
problem needs to be further integrated, continuing the se-
quence presented in Eqs. (43)-(46).
First, one observes that the triplet {v(4)1 , v(4)2 , v(4)3 } be-
comes the triplet {v0,−v0, 0} for µˆ4 =
√
2 − 1 ≈ 0.4142.
This value lies within the examined range, µˆ ∈ [0.13, 2].
Next, applying Eq. (42) to Eq. (46) for the fifth impact,
which would occur between particles 1 and 3, the following
velocities are obtained (after the fifth impact):
v
(5)
1 =
−1 + 25µˆ− 30µˆ2 − 26µˆ3 − µˆ4 + µˆ5
(1 + µˆ)5
v0,
v
(5)
2 =
(1− µˆ)(1− 15µˆ− 9µˆ2 − µˆ3)
(1 + µˆ)4
v0,
v
(5)
3 = −2
5− 20µˆ− 6µˆ2 + 4µˆ3 + µˆ4
(1 + µˆ)5
v0
(58)
The triplet {v(5)1 , v(5)2 , v(5)3 } becomes the triplet
{v0,−v0, 0} for µˆ5 =
√
5− 2 ≈ 0.2361. This value also lies
within the examined range, µˆ ∈ [0.13, 2].
Furthermore, applying Eq. (42) to Eq. (58) for the sixth
impact, which would occur between particles 3 and 2, the
following velocities are obtained (after the sixth impact):
v
(6)
1 =
−1 + 25µˆ− 30µˆ2 − 26µˆ3 − µˆ4 + µˆ5
(1 + µˆ)5
v0,
v
(6)
2 =
1− 36µˆ+ 85µˆ2 + 48µˆ3
(1 + µˆ)6
v0
−21µˆ
4 + 12µˆ5 + µˆ6
(1 + µˆ)6
v0,
v
(6)
3 = 4
(1− µˆ)(3− 17µˆ− 15µˆ2 − 3µˆ3)
(1 + µˆ)6
v0
(59)
The triplet {v(6)1 , v(6)2 , v(6)3 } becomes the triplet
{v0,−v0, 0} for µˆ6 = 2√3 − 1 ≈ 0.1547. This value, again,
also lies within the examined range, µˆ ∈ [0.13, 2].
In order to see whether velocities-reversal can be ob-
tained for exactly 7 impacts, we need to apply Eq. (42) to
Eq. (59) for the seventh impact, occurring between parti-
cles 1 and 3. The following velocities are obtained (after
the seventh impact):
v
(7)
1 =
−1 + 49µˆ− 189µˆ2 − 35µˆ3
(1 + µˆ)7
v0+
+
125µˆ4 + 51µˆ5 + µˆ6 − µˆ7
(1 + µˆ)7
v0,
v
(7)
2 =
1− 36µˆ+ 85µˆ2 + 48µˆ3
(1 + µˆ)6
v0
−21µˆ
4 + 12µˆ5 + µˆ6
(1 + µˆ)6
v0,
v
(7)
3 = −2
7− 70µˆ+ 49µˆ2 + 76µˆ3
(1 + µˆ)7
v0
−29µˆ
4 − 6µˆ5 − µˆ6
(1 + µˆ)7
v0
(60)
It turns out that the triplet {v(7)1 , v(7)2 , v(7)3 } becomes the
triplet {v0,−v0, 0} for no real positive value of µˆ7.
Finally, in order to see whether velocities-reversal can be
obtained for exactly 8 impacts, we apply Eq. (42) to Eq.
(60) for the eighth impact, which would occur between
particles 3 and 2. The following velocities are obtained
(after the eighth impact):
v
(8)
1 =
−1 + 49µˆ− 189µˆ2 − 35µˆ3
(1 + µˆ)7
v0+
+
125µˆ4 + 51µˆ5 + µˆ6 − µˆ7
(1 + µˆ)7
v0,
v
(8)
2 =
1− 64µˆ+ 364µˆ2 − 112µˆ3 − 410µˆ4
(1 + µˆ)8
v0+
+
−96µˆ5 + 44µˆ6 + 16µˆ7 + µˆ8
(1 + µˆ)8
v0,
v
(8)
3 = 16
1− 14µˆ+ 21µˆ2 + 20µˆ3
(1 + µˆ)8
v0
−165µˆ
4 + 6µˆ5 + µˆ6
(1 + µˆ)8
v0
(61)
The triplet {v(8)1 , v(8)2 , v(8)3 } becomes the triplet
{v0,−v0, 0} for µˆ8 =
√
4− 2√2 − 1 ≈ 0.08. This value is
already outside the examined range of µˆ ∈ [0.13, 2].
To conclude, we have obtained a decreasing sequence of
six values µˆj , where j is the number of impacts required
for exact velocities-reversal and µˆj is the corresponding
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mass ratio:
µˆ2 →∞, µˆ3 = 1, µˆ4 =
√
2− 1 ≈ 0.4142,
µˆ5 =
√
5− 2 ≈ 0.2361, µˆ6 = 2√
3
− 1 ≈ 0.1547,
µˆ8 =
√
4− 2
√
2− 1 ≈ 0.08
(62)
It would be reasonable to conclude by informal induc-
tion that µˆj is (at least weakly) monotonically decreasing
with j when sufficiently small. We can also address this
matter more rigorously asymptotically. Performing first-
order expansion of Eq. (42) for particle 1 for µˆ ≪ 1, one
gets:
v
(k+2)
1 = v
(k)
1 + 2µˆ
[
v
(k+1)
3 − v(k)1
]
(63)
where k denotes the impact number. Formally, one can
‘integrate’ this difference equation starting from the initial
condition, which to first order is v
(0)
1 = −v0, up to the
velocity after the last impact between particles 1 and 3,
which for impact-integrability should be v
(j)
1 = v0. This
leads to the following relation:
v0 = µˆ
⌊(j−1)/2⌋∑
k=1,3,5
[
v
(k+1)
3 − v(k)1
]
=
= µˆ
⌊(j−1)/2⌋∑
k=1,3,5
v
(k+1)
3 − µˆ
⌊(j−1)/2⌋∑
k=1,3,5
v
(k)
1
(64)
The sequence v
(k)
1 goes from −v0 to v0, passing through
zero. Moreover, we look for values of µˆ corresponding to
impact-integrability. Therefore, all the assumed sequences
are finite and periodic, and thus time-reversal symmetry
applies, and hence v
(k)
1 is also symmetric on a period or
antisymmetric on half a period (which is what we con-
sider in the velocity-reversal problem). Consequently, the
sequence v
(k)
1 is antisymmetric with respect to the “mid-
dle” impact. Therefore, the last sum in Eq. (64) amounts
to zero for large-enough values of j, for which the sequence
v
(k)
1 is smooth enough for the sum to approximate an (odd-
function) integral.
Regarding, v
(k)
3 , we can say the following. For µˆ→ 0 one
observes from Eqs. (43)-(61) that for small, even, values
of k, one has v
(k)
3 = 4(k/2)v0. As we consider periodic
impact-sequences, one can assume that for large-enough
values of j, for k close-enough to j, symmetric behavior
would emerge, namely: v
(k)
3 = 4[(j − k)/2]v0. For non-
zero values of µˆ, v
(k)
3 should initially increase with each
even impact. Then, when v
(k)
1 and v
(k)
2 would reach their
intermediate values close to zero, all the energy would be
stored in v
(k)
3 , and thus, in the middle of the sequence, one
should expect a maximum value of v
(k)
3 , after which the
energy will again ‘flow’ to v
(k)
1 and v
(k)
2 , and v
(k)
3 will return
to its (initial) smallest value. This implies that there is a
maximum value of v
(k)
3 and that one can estimate it from
energy considerations, namely, assuming that particle 3
contains all (or almost all) the energy:
v
(max)
3 ∼
v0√
µˆ/2
(65)
(this would only hold for a large number of impacts, each
changing the velocities v1 and v2 only slightly).
Substituting this result, along with the understanding
regarding the sum over v
(k)
1 into Eq. (64), one obtains the
following relation:
v0 ∼ µˆ v0√
µˆ/2
⌊(j−1)/2⌋∑
k=1,3,5
v
(k+1)
3
v
(max)
3
∼
∼ v0
√
2µˆ
⌊
j − 1
2
⌋
ρ, ρ ,
〈v(|k even)3 〉avg
v
(max)
3
(66)
In order to estimate the last quotient in Eq. (66), one
has to know the distribution v
(k+1)
3 for odd increasing val-
ues of k (the ‘current’ impact number). For a large number
of impacts needed for completing half a period, a smooth
approximation for this distribution would be a concave
function, linear at the edges (initial and final values of
k), and symmetric around the middle. In principle, for
such a distribution, the value of the aforementioned quo-
tient should be between 1/2 (for a triangular function) and
1 (for a nearly uniform distribution – except the sharp
change at the edges of the range). Any convexity in the
distribution would imply increase in the forcing, which
is unreasonable, since the force is exerted by particles 1
and 2, whose momenta decrease from the beginning of the
range to its middle. Thus, the feasible range would be
ρ ∈ [1/2, 1].
By resorting to smooth-limit analysis of the dynamic
equations for the 3-particles impact problem for µˆ≪ 1, in-
sight into the problem is given in Appendix C. It is shown
there that a good estimate for the velocity distribution of
particle 3 at even-valued impact numbers is the sinusoidal
distribution on the positive half period. Consequently,
the corresponding aforementioned quotient can be taken
as ρ ∼ 2/π.
Using this result and assuming large values of j (many
impacts for velocity reversal – the assumption of large j
is crucial for the calculation of the estimate for ρ), one
obtains the following asymptotic relation:
µˆ ∼
j≫1
π2
2j2
(67)
which implies inversely quadratic decay of µˆ with j.
Extrapolating back to 8 impacts, the highest number of
impacts for which we have exact integration results, one
obtains from Eq. (67) the following estimate:
µˆ8 ∼ π
2
128
≈ 0.08 (68)
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which is fairly close to the exact value given in Eq. (62).
This gives validation to the relevance of the asymptotic
analysis presented herein.
Hence, one can conclude that, indeed, for j > 8, one has
µˆj < µˆ8, and thus the only ‘impact-integrable’ values of
µˆ falling into the chosen range of [0.13, 2] are the 4 values
listed in Eq. (62).
It has thus been shown that there are only 4 (isolated)
points (mass-ratio values) that should be suspected as
stable in the discrete-limit system. If the analogy with
the smooth (linear-cubic) system is worthwhile, as argued
above, then there are only 4 points ‘suspected’ to corre-
spond to ‘isolated’ stability of the compact antisymmetric
solution in the smooth system for large amplitudes. One
of those points, namely, the one for which M = m, was
already shown to be stable.
Now, instead of scanning the entire parameter domain,
one can assume a value of the amplitude at the upper
bound of the examined range, namely α = 400, take N =
19 representative elements, and perform numerical Floquet
analysis only for the cases of µˆ , M/m = µˆ3, µˆ4, µˆ5, µˆ6.
The case ofM/m = µˆ3 = 1 is already known to correspond
to stability (for high-enough frequencies), but its results
are shown in the figures below for clarity anyway, along
with the results for the other three mass-ratio values.
Clearly, it could have been advantageous to examine
four-particle dynamics for the four relevant mass-ratio val-
ues, however, this task may be rather cumbersome. It is
sufficient, though, that the discrete-system analogy dis-
tilled a small number of isolated mass-ratio values to ex-
amine in the smooth large-amplitude case. When there
are specific values to check the stability for in the param-
eter plane, the tendency of the stable domain to be quasi-
fractal no longer poses an obstacle for analysis, which
renders the problem tractable. The eigenvalues of the
monodromy matrices of the compact periodic solutions for
α = 400, N = 19 and the aforementioned mass ratios (ob-
tained by numerical implementation of Floquet theory for
the smooth system) are presented in Figs. 15 and 16.
One notes that of the four mass ratios, stability of the
compact antisymmetric solution is observed for an isolated
value of the mass ratio only for M/m = 1, as suggested by
cruder analysis shown already in Fig. 11.
To conclude, it may be asserted that it was possible to
explain the stability pattern of the compact antisymmet-
ric periodic dynamic solution in a translationally-invariant
nonlinear one-dimensional lattice, at least in what con-
cerns stability in the context of pitchfork bifurcations. It
is not surprising that pitchfork bifurcations appear to be
tractable in the analyzed system, in contrast to Neimark-
Sacker bifurcations. The reason for the tractability can
be the fact that pitchfork bifurcations are normally asso-
ciated with a symmetry group of higher symmetry, and
higher-symmetry systems (modes, in this case) are nat-
urally more tractable (this is, of course, the reason for
the power of symmetry considerations when obtaining so-
lutions in physics in general). Indeed, the two instabil-
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Fig. 15: Monodromy matrix eigenvalues λ for the compact an-
tisymmetric periodic mode for N = 19, α = 400 for M/m = 1
(top) and M/m =
√
2− 1 (bottom) for the smooth system
ity cases that were explained here were related to reso-
nance between the compact antisymmetric nonlinear nor-
mal mode and either phonons (least-localized modes), or
the (complementary) symmetric nonlinear normal mode,
which is (exponentially) localized. In both cases, the cor-
responding bifurcation was of the pitchfork type. Both
the strong (exponential) and the vanishing (planar-wave)
localization are examples of extreme levels of localization,
and as such, they can be reasonably-well argued to be as-
sociated with high (spatial) symmetry.
Thus, the proposed translationally-invariant nonlinear
one-dimensional mechanical lattice shown here to possess
stable compact modes can be considered well-enough stud-
ied, at least for a first look into such a system. Higher-
order effects can be addressed in future work.
The following section suggests a possible application for
the studied phenomena.
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6. Application – a moving acoustic sensing devise
A natural application of the studied system could be in
the field of acoustic sensor engineering. It may be nec-
essary to detect a small acoustic perturbation to ambient
conditions, such as, for example, emanation from working
equipment. It may be important to detect the spatial loca-
tion of the perturbation with high accuracy. To this end,
one might look for a sensor with the effect of amplified
resolution.
It may be advantageous to construct an arrangement of
chains as the one shown in Fig. 1, in the form of a paral-
lel array (of such chains). The idea is to excite compact
antisymmetric periodic modes localized at different posi-
tions along the chain. For example, positioning the CB
site at locations shifted a given number of representative
elements in the direction of the chains, such that this shift
is increased by a fixed amount from one chain to the next
one. This design may have advantages. If the magnitude of
a single shift along the chain, when passing from one chain
to the next one, is an order of magnitude larger than the
spatial distance between two adjacent chains, then there
is already an order of magnitude gain in the amplification
factor of the sensor.
The concept of the device is that when a small (local-
ized) acoustic perturbation reaches a specific chain in the
array, it can destroy the CB-mode excited (in advance) in
that chain. The underlying assumption is that the param-
eter (the mass ratio, for example) was chosen such that the
CB is marginally-stable (so that it would require a finite,
even if small, perturbation to cause instability).
By observing the location of the destroyed CB, it would
be possible to know the position of the external perturba-
tion in question (see Fig. 17). The high accuracy of the
sensing would be based on the large distance between pre-
existing CBs in the chain direction, as compared to the
distance between the chains (which is the actual spatial
resolution).
As for the mechanism of ‘reading’ the device, clearly it
should not be problematic to determine the CB of which
position (along the chain) was destroyed. Due to the rela-
tively large intervals between the CB sites, a low-resolution
sensor can be used to ‘read’ the proposed device, and in
conjunction with the calibration (associating the CB posi-
tions with the chain positions in the array – which could be
an affine relation), an overall high-resolution sensor could
be obtained.
Possible challenges in the engineering of the sensor could
be the assembling of the chains in a casing, such that in-
teraction between the chains is avoided. A second crucial
issue is damping. The solution to the second challenge may
be the addition of small background periodic excitation.
Advanced-stage analysis of the device may require
studying an array of the chains as suggested, with the
addition of weak strongly-nonlinear coupling between the
chains and introduction of small forcing and damping. A
stability chart for the overall device with the mentioned
additions would have to be constructed.
Two points are importing to note. The first is that the
translational invariance of the lattice is crucial for detect-
ing moving acoustic perturbations, especially if a moving
(tracking) device is sought. The second point is that in or-
der to avoid false positives, a threshold excitation should
be designed for, meaning that the system cannot simply
be tuned to be unstable. Rather marginal stability should
be sought, assuming that nonlinear instability is likely to
be associated with marginal linear stability. To this end,
it is crucial for the stability bounds to be tractable. Hence
the large emphasis put on the matter in the present study,
which proved to be reasonably successful, at least for high-
symmetry instabilities.
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zδx
Fig. 17: Schematic sketch of the suggestion for the sensor –
the spikes represent antisymmetric (z-mode) discrete CBs lo-
cated on shifted localization-sites in an array of translationally-
invariant chains, with a schematic spatially-resolved external-
mode incident acoustic perturbation
7. Conclusions
The present paper proposes a system consistent of a one-
dimensional nonlinear non-integrable classical lattice de-
scribing the exact dynamics of the fundamental degrees of
freedom (rather than averaged quantities) in the mechan-
ical setting. The system is comprised of ‘on-site‘ complex
blocks containing several degrees of freedom each, charac-
terized by the existence of symmetry between the degrees
of freedom within each block.
The aforementioned symmetry is one that allows spatial
decoupling of a single block from the rest of the lattice,
corresponding to antisymmetric (momentumless) mode of
motion. In linear analysis (for the case of nonlinearity
having a weakly-nonlinear limit), the system shows three
dispersion curves, an acoustic branch, an optical branch,
and a flat band, which has a tangent point with one of the
two other bands.
Nonlinear analysis was performed by assuming a β-FPU
type interaction potential. The analysis of a single repre-
sentative cell, assuming conservation of momentum and
energy, can be performed by rigorous implementation of
Hill’s method. Standard instability tongues emerge. A
qualitatively similar picture of instability tongues is ob-
tained for a chain of three blocks, by numerical integra-
tion in the framework of the Floquet theory, with exact
detection of the two boundaries for each tongue. A very
large number of overlapping tongues is observed. Two
of the tongues, related to the pitchfork bifurcation, are
reproduced also for the case of a chain comprised of 19
blocks, where Floquet theory is, again, implemented using
numerical integration. This time, however, the instability-
tongues’ boundaries are not detected exactly. Rather,
the parameter plane (mass-ratio–amplitude) is divided by
a dense grid and each node is determined to be either
stable or unstable. A very complicated instability pat-
tern emerges. Apart from the two principal pitchfork-
bifurcation-related tongues evident already for the three-
blocks chain, an additional, comb-like, array of pitchfork-
instability-related tongues is observed. This comb-like ar-
ray of instability tongues falls into a region the bound-
aries of which can be theoretically derived. In fact, those
boundaries appear to be related to resonance between the
compact antisymmetric nonlinear normal mode (associ-
ated with a flat dispersion band) and the linear propaga-
tion spectrum. This renders the stability map tractable for
low amplitudes, at least for the case of the high-symmetry
pitchfork-bifurcation-related instability.
For the case of large amplitudes, almost the entire pa-
rameter plane appears to become unstable, with two ex-
ceptions. One is a narrow but finite stability stripe, related
to a gap between the two principal pitchfork-bifurcation-
related instability tongues emerging already for the chain
with three elements. The second exception corresponds to
stability for an isolated value of the mass ratio.
A major part of the paper is dedicated to the effort
to explain the aforementioned emerging isolated stability-
preserving mass-ratio value. To this end, the smoothly
nonlinear large-amplitude regime is associated with a non-
smooth system with conservative impact interaction (and
linear dynamics between impacts). We use a construction
of logical arguments, energy considerations, and direct in-
tegration of a dynamic mapping equation. In addition,
we employ the saltation matrix realization of the Floquet
theory for piecewise linear systems, applying asymptotic
considerations of various sorts. The overall effort turns
out to be relatively successful and the isolated-parameter-
value-related stability is explained.
Finally, based on the property of translational invariance
of the system, in which internal symmetry and the associ-
ated flat-band produce a perfectly-localized periodic mode,
and relying on the more-or less tractable stability picture
of the system, possible practical implementation is sug-
gested. This implementation consists of an acoustic mo-
tion sensor (where translational invariance is important),
for which high spatial resolution of detecting acoustic per-
turbations can be obtained as follows. Spatially-close local
perturbations are related to well-distant ‘standing waves’
in an array of chains. In such a device, the perfect com-
pactness of the standing waves (before they are destructed
by the perturbations, while those are being detected), can
allow ‘cleaner’ detection (since even after destruction, the
compactness holds for some time). Furthermore, the anal-
ysis capabilities, as presented in this work, allow better
design and fine-tuning of the aforementioned (still hypo-
thetical) device (for example, by tuning the parameters to
marginal stability for then relying on possible associated
nonlinear instability, to obtain an excitation threshold).
The present work lies within the emerging body of liter-
ature of the recent years related to such concepts as appli-
cations of flat bands, dynamic localization, meta-materials
and resonance-based sensors.
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The main contribution of this work is the imple-
mentation of a perfectly-compact-breather solution in a
translationally-invariant nonlinear mechanical system, and
the use of the vibro-impact system analogy for study of
otherwise hardly-tractable stability characteristics.
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Appendix A. Details of the Floquet-theory analy-
sis of the CB for the smooth system
The matrixB(τ) appearing in Eq. (32) can be presented
in a block-form as:
B(τ) =

−B
(xx) B(xy) 0N−1,N
B(yx) −B(yy) 0N
0N,N−1 0N −B(zz)

 (A.1)
where 0p,q is a rectangular zeros-matrix of p rows and q
columns. The components of the four defining rectangu-
lar matrices (with occasional commas between subscripts
added for clarity) are given by
B
(xx)
ij = β
(xx)
i δij , β
(xx)
i , −
∂xˆ′′i+1
∂xˆi+1
∣∣∣∣
xˆ=yˆ=0
=
1
µ
[
1 +
3
4
αzˆ2(τ)(δN0,i+1 + δN0,i)
]
, 1 ≤ i ≤ N − 1,
B
(xy)
ij =
∂xˆ′′i+1
∂yˆj
∣∣∣∣
xˆ=yˆ=0
=
1
4µ
[δi+1,j + δij+
+
3
2
αzˆ2(τ)(δN0,i+1δi+1,j + δN0,iδij)
]
, 1 ≤ j ≤ N ;
B
(yx)
ij =
∂yˆ′′i
∂xˆj+1
∣∣∣∣
xˆ=yˆ=0
=
[
1 +
3
2
αzˆ2(τ)δN0,i
]
×
×(δi,j+1 + δi,j), 2 ≤ i ≤ N − 1, 1 ≤ j ≤ N − 1;
B
(yx)
N,j =
∂yˆ′′N
∂xˆj+1
∣∣∣∣
xˆ=yˆ=0
=
=
[
1 +
3
2
αzˆ2(τ)δN0,N
]
δN,j+1;
B
(yy)
ij = −
∂yˆ′′i
∂yˆj
∣∣∣∣
xˆ=yˆ=0
=
[
1 +
3
2
αzˆ2(τ)δN0i
]
δij ,
2 ≤ i ≤ N − 1, 1 ≤ j ≤ N ;
B
(yy)
N,j = −
∂yˆ′′N
∂yˆj
∣∣∣∣
xˆ=yˆ=0
=
=
[
1
2
+
3
4
αzˆ2(τ)δN0,N
]
δN,j, 1 ≤ j ≤ N
(A.2)
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B
(zz)
ij = −
∂zˆ′′i
∂zˆj
∣∣∣∣
xˆ=yˆ=0
=
[
1 +
3
2
αzˆ2(τ)δN0i
]
δij ,
1 ≤ i ≤ N − 1, 1 ≤ j ≤ N ;B(zz)N,j = −
∂zˆ′′N
∂zˆj
∣∣∣∣
xˆ=yˆ=0
=
[
1
2
+
3
4
αzˆ2(τ)δN0,N
]
δN,j, 1 ≤ j ≤ N ;
(A.3)
The remaining expressions for the components of B
(yx)
1,j
and B
(yy)
1,j are given by
B
(yx)
12 =
∂yˆ′′1
∂xˆ2
∣∣∣∣
xˆ=yˆ=0
= 0, B
(yx)
1,j =
∂yˆ′′1
∂xˆj
∣∣∣∣
xˆ=yˆ=0
=
−1− 3
2
αzˆ2(τ)δN0,1 ∀ j > 2, B(yy)11 = −
∂yˆ′′1
∂yˆ1
∣∣∣∣
xˆ,yˆ=0
=
1 + 2µ
2µ
[
1 +
3
2
αzˆ2(τ)δN0,1
]
, B
(yy)
1,j =
− ∂yˆ
′′
1
∂yˆj
∣∣∣∣
xˆ=yˆ=0
=
1
2µ
[
1 +
3
2
αzˆ2(τ)δN0,1
]
∀ j ≥ 2
(A.4)
here δab or δa,b is Kronecker’s delta, and zˆ(τ) is the (pe-
riodic) CB solution at the CB localization-site, which is
identical to the solution given in Eqs. (17) and (19).
A.1. Periodic boundary conditions
For periodic boundary conditions (and the assumption
of zero total momentum and displacement, as before), Eq.
(29) should be replaced by the following expressions:
yˆ′′N = −
1 + 2µ
2µ
yˆN −
N−1∑
n=2
xˆn − 1
2µ
N−1∑
n=1
yˆn+
+
α
4
(2xˆN − yˆN )[(2xˆN − yˆN)2 + 3zˆ2N ]
−α
4
(
2
N∑
n=2
xˆn +
1
µ
N−1∑
n=1
yˆn +
1 + µ
µ
yˆN
)
×
×

(2 N∑
n=2
xˆn +
1
µ
N−1∑
n=1
yˆn +
1 + µ
µ
yˆN
)2
+ 3zˆ2N


zˆ′′N = −zˆN −
α
4

3 [(2xˆN − yˆN )2+
(
2
N∑
n=2
xˆn +
1
µ
N−1∑
n=1
yˆn +
1 + µ
µ
yˆN
)2 zˆN + 2zˆ3N


(A.5)
Then, the fourth and sixth rows in Eqs. (A.2) and the
second row in Eq. (A.3) should be replaced by the fol-
lowing expressions (much simplified, since in a ring, the
CB site can be chosen arbitrarily and there is no point in
setting N0 = N):
B
(yx)
N,j =
∂yˆ′′N
∂xˆj+1
∣∣∣∣
xˆ=yˆ=0
= −1, 1 ≤ j ≤ N − 2;
B
(yx)
N,N−1 =
∂yˆ′′N
∂xˆN
∣∣∣∣
xˆ=yˆ=0
= 0
B
(yy)
N,j = −
∂yˆ′′N
∂yˆj
∣∣∣∣
xˆ=yˆ=0
=
1
2µ
, 1 ≤ j ≤ N − 1;
B
(yy)
N,N = −
∂yˆ′′N
∂yˆN
∣∣∣∣
xˆ=yˆ=0
=
1 + 2µ
2µ
B
(zz)
N,j = −
∂zˆ′′N
∂zˆj
∣∣∣∣
xˆ=yˆ=0
= δN,j, 1 ≤ j ≤ N
(A.6)
Appendix B. Details of the Floquet-theory analy-
sis of the CB – nonsmooth system
The matrices required for analytical construction of the
monodromy are as follows:
Cj,l ,
[
INˆ 0Nˆ
0Nˆ INˆ +∆Cˆ
(j,l)
]
,A∗ ,
[
0Nˆ INˆ
Aˆ 0Nˆ
]
,
Aˆ ,

 − 1µIN−1 14µGN−1,N 14µGN−1,N1
2 (GN−1,N )
⊤ −IN 0N
1
2 (GN−1,N )
⊤ 0N −IN

 (B.1)
where 0N is a matrix of zeros of size N , IN is the identity
matrix of rank N, Nˆ , 3N − 1 and Gij , δij + δi,j−1.
∆Cˆ
(1,3)
ik = ∆Cˆ
(3,1)
ik , −δik(δi,n0−1 + δi,3n0−2)+
δi,n0−1δk,3n0−2 + δn0−1,kδi,3n0−2
+∆Cˆ
(2,3)
ik = ∆Cˆ
(3,2)
ik , −δik(δi,n0−1 + δi,5n0−3)+
δi,n0−1δk,5n0−3 + δn0−1,kδi,5n0−3
+∆Cˆ
(1,4)
ik , −δik(δi,n0 + δi,3n0−2)+
+δi,n0δk,3n0−2 + δn0,kδi,3n0−2
∆Cˆ
(2,4)
ik , −δik(δi,n0 + δi,5n0−3)+
+δi,n0δk,5n0−3 + δn0,kδi,5n0−3
(B.2)
Sj,l = Cj,l + (A∗Cj,l −Cj,lA∗)Dj,l (B.3)
D1,3 ,
Lx0[n(1,3)]⊤
[n(1,3)]⊤A∗Lx0
,
D2,3 ,
C1,3Lx
0[n(2,3)]⊤
[n(2,3)]⊤A∗C1,3Lx0
,
D3,1 ,
C2,3C1,3Lx
0[n(1,3)]⊤
[n(1,3)]⊤A∗C2,3C1,3Lx0
,
D2,4 ,
C1,3Lx
0[n(2,4)]⊤
[n(2,4)]⊤A∗C1,3Lx0
,
D3,2 ,
C2,4C1,3Lx
0[n(2,3)]⊤
[n(2,3)]⊤A∗C2,4C1,3Lx0
,
D4,1 ,
C2,3C2,4C1,3Lx
0[n(1,4)]⊤
[n(1,4)]⊤A∗C2,3C2,4C1,3Lx0
(B.4)
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where n
(1,3)
i = δi,3n0−2 − δi,3n0−1, n(2,3)i = δi,3n0−2 −
δi,3n0 , n
(1,4)
i = δi,3n0−1 − δi,3n0+1, and n(2,4)i = δi,3n0 −
δi,3n0+1, for i = 1, 2, .., 3N and δa,b is Kronecker’s delta.
M(p) = [LS(p)L]2 , L = exp
( π
2ωˆ
A∗
)
,
S(3) = S3,1S2,3S1,3 , S
(4) = S4,1S3,2S2,4S1,3
(B.5)
where ωˆ = ω/
√
k/m is the normalized frequency of the pe-
riodic solution (ω being the frequency), which should be
above the flat-band frequency (ωˆFB = 1). The initial con-
dition is x0 = (qNˆ ,pNˆ )
⊤, qi = 0, pi = δi,3n0−1 − δi,3n0−2.
The (absolute) value of the initial velocity of the elements
of the CB appears explicitly only in Eq. (B.4), where
it contracts, and thus one can understand x0 as a nor-
malized quantity. The initial velocity still influences the
value of the period of the CB, represented by ωˆ. Equation
(B.1) assumes that one (say, the leftmost) massM is either
fixed or its displacement and velocity are known from total
momentum conservation (‘free-free’ boundary conditions).
Therefore, the number of independent displacements is as-
sumed to be 3N − 1. Also, the second boundary needs a
condition, say that of a free boundary. Unlike for the case
of moderate amplitudes, where boundary conditions affect
the emergence of Hopf instabilities, it appears that for
large amplitudes the Hopf instabilities nearly vanish and
only pitchfork instabilities remain, for which the specific
choice of boundary conditions is less important, for a long
chain.
Moreover, the choice of boundary conditions does not af-
fect the emergence of a stable CB for large amplitudes for
the ratio M/m = 1 (the value for which there is reason to
construct the monodromy matrix in the nonsmooth case).
Therefore, Eq. (B.1) is corrected to represent the simplest
set of boundary conditions – ‘fixed-free’. It is assumed
that x1 is known and needs not an equation. Thus, the
quantity GN−1,N is understood to be having its first row
corresponding to the second of Eqs. (1). The same goes for
the equations defining Cj,l,Dj,l and Sj,l. Accordingly, the
matrix GN,N−1 has its first column corresponding to the
variable x2. This covers the ‘left’ (fixed) boundary condi-
tion. Furthermore, if one assumes that the ‘right’ bound-
ary condition is free, then the matrix IN in the diagonal
blocks of Aˆ is defined as Iij = δij ∀ i < N, INN = 1/2.
For the specific case addressed, the substitution µ = 1/2
should be made for consistency (rendering the matrix Aˆ
symmetric for an infinite chain or periodic boundary con-
ditions). An odd value of N should be taken, preferably
with n0 = (N + 1)/2, for maximum distance of the CB
from the boundaries.
Appendix C. Analysis of the three-body dynamics
in the smooth limit for µˆ≪ 1
Rearranging Eq. (63), we get the following two-impacts
finite-difference equation:
v
(k+2)
1 − v(k)1 = 2µˆ
[
v
(k+1)
3 − v(k)1
]
(C.1)
The expression for v
(k+1)
3 can be obtained from Eq. (42),
by taking the µˆ≪ 1 limit:
v
(k+1)
3 = 2v
(k)
2 − v(k)3 + 2µˆ
[
v
(k)
3 − v(k)2
]
(C.2)
Substituting Eq. (C.2) into Eq. (C.1), one gets, to
first order, the following explicit two-impacts difference
equation:
v
(k+2)
1 − v(k)1 = 2µˆ
[
2v
(k)
2 − v(k)3 − v(k)1
]
(C.3)
Next, in order to obtain v
(k+2)
3 , one resorts again to Eq.
(42) in the µˆ≪ 1 limit, to get:
v
(k+2)
3 = 2v
(k)
1 − v(k+1)3 + 2µˆ
[
v
(k+1)
3 − v(k)1
]
(C.4)
Substituting Eq. (C.2) into Eq. (C.4) results, to first
order in µˆ, in the following explicit two-impacts difference
equation::
v
(k+2)
3 − v(k)3 = 2v(k)1 − 2v(k)2 +
+2µˆ
[
3v
(k)
2 − 2v(k)3 − v(k)1
] (C.5)
Recalling the equation of conservation of linear momen-
tum for the three-body system, namely,
v
(k)
2 = −v(k)1 − µˆv(k)3 (C.6)
allows eliminating v
(k)
2 , and writing Eqs. (C.3) and (C.5)
as a closed system:
v
(k+2)
1 − v(k)1 = −2µˆ
[
3v
(k)
1 + v
(k)
3
]
v
(k+2)
3 − v(k)3 = 4v(k)1 − 2µˆ
[
4v
(k)
1 + v
(k)
3
] (C.7)
(omitting terms nonlinear in µˆ).
In Eqs. (C.7), the updated variables refer to the values
of the velocities after impacts involving particles 1 and 3.
Hence, the change due to two impacts in the velocity of
particle 3 is negative as long as the velocity of particle 1
is negative. For the positive points in the history of the
velocity of particle 3, one would have to use the solution
of the system in Eqs. (C.7), along with Eqs. (C.2) and
(C.6) – this is what the calculation in Eq. (66) requires.
The sequence v
(k)
3 is sign-changing (between consecutive
entries in the sequence). However, if only odd values of k
are observed, then a negative sequence emerges, with no
sign-changes within it.
Now, the changes between elements in this sequence are
finite, as well as the differences between the instances.
Therefore, the left-hand sides in Eqs. (C.7) can be un-
derstood as numerical derivatives with respect to the in-
teger variable k¯, where k = 2k¯ − 1, such that v′1,3 ∼
[v
(k¯+1)
1,3 − v(k¯)1,3 ]/[(k¯ + 1) − k¯], where the prime implies dif-
ferentiation with respect to increments (of magnitude 1)
of k¯. Then one gets the following relations:
v′1 ∼ −2µˆ(3v1 + v3), v′3 ∼ 4v1 − 2µˆ(4v1 + v3) (C.8)
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(the superscripts are omitted henceforth for clarity).
Defining v˜
(k¯)
1,3 ∼ v(k)1,3 , one can rewrite the above relations
as two coupled first-order differential equations, which can
be decoupled analytically into a single second-order linear
equation and an auxiliary relation, as follows:
v˜′′3 + 8µˆv˜
′
3 + 8µˆv˜3 = 0, v˜1 =
(
1
4
+
µˆ
2
)
v˜′3 +
µˆ
2
v˜3 (C.9)
(omitting terms nonlinear in µˆ).
The first (second-order) equation in Eqs. (C.9) can be
readily solved, yielding the solution
v˜
(k¯)
3 = V0e
−4µˆk¯ sin
(√
8µˆk¯ + φ
)
(C.10)
(where for the sake of the well-posedness of the derivative,
k¯ can be hypothetically extended over the field of reals).
Consequently, the velocity associated with particle 1
would to leading order in µˆ be
v˜
(k¯)
1 =
√
8µˆ
4
V0e
−4µˆk¯ cos
(√
8µˆk¯ + φ
)
(C.11)
Therefore, using the definitions introduced above and
employing Eqs. (C.6) and (C.2), one would have, to lead-
ing order in µˆ,
v
(k even)
1 ∼
√
8µˆ
4
V0e
−4µˆk¯ cos
[√
8µˆk¯ + φ
]
=
= v
(k odd)
1 , v
(k odd)
2 →
µˆ≪1
−v(k odd)1 ⇒ v(k even)3
→
µˆ≪1
−2v(k odd)1 − v(k odd)3 →
µˆ≪1
−v(k odd)3 ∼
∼ V0e−4µˆk¯ sin
[√
8µˆk¯ + φ− π
]
(C.12)
which implies that, to leading order in µˆ, each next impact
merely changes the sign of the velocity of particle 3 after
a given impact (rather than also doubling its magnitude,
as in the strict µˆ = 0 case – a sign of singularity of the
integrability, in the sense of velocity-reversal, with µˆ as it
approaches zero).
Now, we see that the sequence of velocities of particle
3 after an even number of impacts is governed by two nu-
merical time scales, one associated with exponential decay
on a typical time of τe ∼ (4µˆ)−1, and the other associated
with sinusoidal change with a period of τs ∼ 2π(8µˆ)−1/2,
which for µˆ ≪ 1 is a much smaller time scale (than τe).
Since we are interested in integrable (periodic) solutions,
the relevant time scale of consideration would be (half)
a period (namely, τs/2). During this time, the exponen-
tial prefactor has the minimum value of e−pi
√
2µˆ, which for
µˆ ≪ 1 expands as 1 − π√2µˆ, and leads to a two-terms
expression for v
(k even)
3 . In this two-terms expression, the
second term is negligible with respect to the first term in
the limit of µˆ ≪ 1. Therefore, to leading order in µˆ, one
has:
v
(k even)
3 ∼ V0 sin
[√
8µˆk¯ + φ− π
]
(C.13)
Next, enforcing the initial condition, v
(0)
3 = 0, leads
to the determination of the phase as φ = π − √2µˆ and
this, along with determining the amplitude from Eq. (65),
yields the following expression (correct to first-order) for
the sequence of velocities of particle 3 after an even number
of impacts:
v
(k)
3 ∼
v0√
µˆ/2
sin
[√
2µˆk
]
, ∀ k even (C.14)
(where one recalls that k = 2k¯ − 1, as defined earlier).
Clearly, the obtained velocity evolution is sinusoidal, as
‘assumed’ in the derivation of Eq. (67). Indeed, the sine
function is concave on the half-period where it is positive;
it is symmetric around the middle of this range; and it is
linear in the vicinity of the edges of this range, starting and
ending as zero – all the requirements from the distribution
as dictated by periodic dynamics in the µˆ ≪ 1 limit (as
discussed in the derivation of Eq. (67)).
Finally, clearly, the average of the function in Eq. (C.14)
over half a period (where the function is positive), normal-
ized by the maximum value of the function (which is the
definition of ρ from Eq. (66)), amounts to 2/π, which is
indeed the value used for the derivation of Eq. (67).
It is noteworthy that another way to validate Eq. (67) is
to require that the argument of the sine in Eq. (C.14) be-
comes exactly π just when k = j and µˆ takes the value sug-
gested by Eq. (67) (and one bears in mind that v
(k=j)
3 = 0
is a condition required for velocity reversal).
This is not trivial, since the functional form of µˆj in
Eq. (67) was obtained from energy conservation and kine-
matic considerations for the discrete system represented
by the mapping. However, here, the same functional form
of inverse square dependence is obtained due to the struc-
ture of the coefficients of a second-order linear differential
equation derived by taking ‘the smooth’ limit (converting
the mapping into a flow). The fact that identical func-
tional forms were obtained, as aforementioned, is valida-
tion of the self-consistency of the process of resorting to
the smooth-system limit (for the µˆ ≪ 1 case). This is
noteworthy, since it is the smooth-limit-validity assump-
tion that enables the calculation of ρ, which is required for
obtaining Eq. (67). Therefore, the analysis presented in
this appendix, although it may appear as (partially) based
on cyclic logic, does in fact provide independent validation
necessary for checking overall self-consistency.
As a last note, one observes that taking the strict limit
µˆ → 0 (rather than µˆ ≪ 1) in Eq. (C.14), leads to
the result v
(k even)
3 = 2kv0 for small values of k. A
complementary-symmetric result is also obtained for k →
π/
√
2µˆ. This is not mere evidence of the aforementioned
‘linear’ behavior at the range edges, but is in fact an exact
and correct (although asymptotic) result, as obtained by
direct integration of the original discrete mapping. This
fact also contributes to the overall self-consistency of the
analysis.
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