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SPECTRAL FLOW FOR DIRAC OPERATORS WITH
MAGNETIC LINKS
FABIAN PORTMANN, JE´RE´MY SOK, AND JAN PHILIP SOLOVEJ
Abstract. This paper is devoted to the study of the spectral properties
of Dirac operators on the three-sphere with singular magnetic fields
supported on smooth, oriented links. As for Aharonov-Bohm solenoids
in Euclidean three-space, the flux carried by an oriented knot features
a 2π-periodicity of the associated operator. For a given link one thus
obtains a family of Dirac operators indexed by a torus of fluxes. We
study the spectral flow of paths of such operators corresponding to loops
in this torus. The spectral flow is in general non-trivial. In the special
case of a link of unknots we derive an explicit formula for the spectral
flow of any loop on the torus of fluxes. It is given in terms of the linking
numbers of the knots and their writhes.
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1. Introduction
In [28] we introduced Dirac operators with magnetic fields supported on
links. These magnetic fields, also called magnetic links, are described by a
smooth, oriented link in S3, together with fluxes 2παk on each component
γk. They can be seen as natural generalizations of the celebrated Aharonov-
Bohm magnetic solenoids, which are magnetic fields supported on lines in
Euclidean three space. As shown in [28], the associated Dirac operators are
self-adjoint, have discrete spectrum and are Fredholm. They correspond to
specific boundary conditions on the link, a co-dimension 2 boundary.
These operators possess an inherent 2π-periodicity in the fluxes 2παk,
which is manifest when using a singular magnetic gauge potential (to be
elaborated on below). One is therefore incited to study the spectral flow, i.e.
the net number of eigenvalues (counting multiplicity) crossing the spectral
point 0 from negative to positive, when varying such an αk from 0 to 1. To
ensure that the spectral flow is well-defined, we choose to study the problem
on S3 rather than R3, where the corresponding operators would not have
discrete spectrum.
For a knot γ we find that the value of the spectral flow depends on the
writhe [14] Wr(γ) of the knot. We take the writhe of a closed oriented
curve γ on S3 to be given by the writhe of the image γ0 of γ through any
stereographic projection onto R3. The formula of the writhe for the space
curve γ0 is:
Wr(γ0) =
1
4π
∫
γ0
∫
γ0
〈
dr1 × dr2, r1 − r2|r1 − r2|3
〉
R3
,
which corresponds formally to the Gauss’ linking number formula where in-
stead of integrating over two non-intersecting curves γ1 and γ2, we integrate
over γ1 = γ0 and γ2 = γ0. Alternatively we prove in Appendix A.1 that the
writhe of γ is equal to −Iτ (γ)/(2π), where Iτ (γ) is the integral over γ of the
relative torsion associated to the Darboux frame of a Seifert surface for γ,
that is, an oriented compact surface with boundary γ (which exists for all γ,
see (2.5)). In Appendix A.1 we show, moreover, that Iτ (γ) is independent
of the choice of Seifert surface, is conformally invariant, isotopy continuous,
and equal to the total torsion modulo 2π.
We show, in particular, that by deforming any given knot the spectral
flow can attain all values. This stands in strong contrast to the smooth case,
where the spectral flow is always trivial. This follows from the celebrated
Atiyah-Patodi-Singer Index Theorem: in the smooth setting, the spectral
flow of a closed loop of Dirac operators on a closed manifold with boundary,
defined by a smooth variation of smooth magnetic fields (but otherwise fixed)
is always trivial. Note however that on a manifold with boundary that the
3spectral flow can attain any value, for instance by choosing an appropriate
loop of boundary conditions for a fixed Dirac operator.
1.1. Overview. The spectral flow was first introduced by Atiyah, Patodi
and Singer in [2, 4] to obtain an index Theorem for elliptic operators on
vector bundles over compact manifolds with boundary. In particular, they
proved the following. Under appropriate assumptions, the spectral flow of
a first order smooth family (Dt)t∈S1 of self-adjoint elliptic operators on a
closed, orientable, odd-dimensional, compact manifold X is equal to the
index of the elliptic operator ∂t + Dt on S
1 × X. The general formula
for the spectral flow of smooth open paths (Dt)t∈[0,1] of self-adjoint elliptic
operators involves the eta invariant of the endpoints ηD0(0) and ηD1(0), and
the dimension of their respective kernels. We refrain from giving an overview
of the (vast) literature; for more details on the index theorems and the eta
invariant we refer the reader to e.g. [2–5, 15, 17, 24]. Let us nevertheless
emphasize that the computation of the eta invariant is a difficult problem.
It has been computed explicitly in some cases, see for instance [19, Section
3.1], the survey [16] and the references therein.
Similarly, it is impossible to give a complete overview on the works de-
voted to the spectral flow, and we only mention some works of importance
for the present discussion. In [27], the author gives an equivalent defini-
tion of the spectral flow using the functional calculus. It is shown that the
spectral flow of a continuous path (Dt)t∈[0,1] of bounded, self-adjoint, Fred-
holm operators on a separable Hilbert space corresponds (at least in a small
interval [t1, t2]) to the difference
sf
[
(Dt)t∈[t1,t2]
]
= dim1[0,a]
(
Dt2
)− dim1[0,a](Dt1),
where a > 0 is a given spectral level for which (1[−a,a](Dt))t∈[t1,t2] is contin-
uous. The spectral flow of the whole path is obtained by subdividing [0, 1]
into a finite family of intervals [ti, ti+1] for which we can apply the above
formula and adding all the contributions. The concept of spectral flow was
then extended to unbounded, self-adjoint, Fredholm operators in e.g. [6].
The restriction of the spectral flow to loops constitutes a homotopy invariant
in what is called the gap topology. It gives rise to a group homomorphism
from the fundamental group of the set of unbounded, self-adjoint, Fredholm
operators to Z.
The paths of Dirac operators that we study are not continuous in the gap
topology, because their corresponding eigenfunctions may collapse (by con-
centration of its mass on a set of Lebesgue measure 0). As long as this only
happens away from the spectral level zero it does not cause a problem for
defining the spectral flow. Indeed, when looking at the functional calculus
construction of the spectral flow, one realizes that it suffices to follow the evo-
lution of the eigenvalues close to zero. In [38], the author introduces a new
topology, intermediate between the topology of strong-resolvent convergence
and the gap topology, for which the spectral flow is still well defined and is a
homotopy invariant. We will see that this topology is robust enough to allow
some vanishing of eigenfunctions and will allow us to study the spectral flow
of our Dirac operators introduced in [28]. Note that other topologies on the
set of unbounded, self-adjoint, Fredholm operators can be considered, but
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these topologies are stronger than the gap topology. We refer the reader
to [6,25] and the references therein for their description and their relevance
from the point of view of K-theory.
1.2. Main results. We consider a magnetic field, i.e., an exact 2-form, β
on S3 which can be decomposed as β = βr + βsing in a regular smooth part
βr and a singular part βsing corresponding to a smooth, oriented K-link
γ =
K⋃
k=1
γk ⊂ S3
with fluxes 2παk on each γk, k = 1, . . . ,K (the connected components of
γ). We need to make a gauge choice, i.e., write β = dα to associate a Dirac
operator Dα to such a magnetic field. Writing α = αr + αsing we found
it convenient to choose the singular gauge αsing supported on the union of
Seifert surfaces for the γk. This has the advantage that the Dirac operator
depends periodically on the link fluxes α = (α1, . . . , αK). This construction
is explained in Section 2. Observe however that the choice of gauge does
not affect the spectra, and thus does not change the spectral flow.
In Section 3.4 we study the continuity of the Dirac operator Dα as a
function of the link fluxes in the topology of [38], which we call the Wahl
topology. By the 2π-periodicity, the link fluxes form a K-torus, and it
turns out that the family of Dirac operators fails to be continuous only
for certain points where the flux 2παk of a knot approaches 2π. In that
case several eigenfunctions collapse as they concentrate around the knot γk
and the discontinuity occurs when this happens at the spectral level zero.
Theorem 13 states continuity of the family in the strong resolvent sense.
Theorem 14 deals with the Wahl continuity in the “bulk” case α ∈ (0, 1)K ,
while Theorem 15 treats the Wahl continuity in the “boundary” case when
one or more αk is 0 ∼ 1.
As αk → 1−, fixing the remaining magnetic field β(k) = dα(k), the limit-
ing eigenvalues of the vanishing eigenfunctions can be determined (Propo-
sition 11) with the help of an effective operator which acts on sections of a
canonical line bundle on γk. The limiting eigenvalues depend on the writhe
of γk and the flux of the remaining magnetic field β
(k) through a Seifert
surface Sk for γk, i.e.,
Φβ(γk) =
∫
Sk
β(k) =
∫
γk
α(k) =
∫
γk
αr + 2π
K∑
j=1
j 6=k
αj Link(γk, γj), (1.1)
where Link(γk, γj) denotes the linking number of γk and γj . The character-
ization of the limiting eigenvalues allows us to determine the exact position
of the points of discontinuity on the torus, i.e., when a limiting eigenvalue
is zero. When removing the set where continuity fails, we obtain a “cut”
K-torus.
The spectral flow then defines a group homomorphism from the funda-
mental group of the cut K-torus to Z, which is studied in Section 4. Using
the fact that we have identified the critical cuts and shown continuity away
5from them, we are able to calculate the spectral flow for loops encircling one
of these critical cuts through a careful analysis close to it, see Theorem 19.
Theorem 21 states how the spectral flow changes under variation of the
fluxes and deformations of the link. This implies a series of results, in
particular, we compute in Corollary 23 the spectral flow of the loop obtained
by tuning the flux carried by an unknot in the presence of a fixed additional
magnetic field. The result is stated in the theorem below. We do not know
the generalization to a topologically non-trivial knot.
Theorem 1. Let β be a magnetic field as above and assume that γ1 is a
realization of an unknot. Consider the corresponding closed loop of Dirac
operators (Dα)α1∈[0,1] obtained by tuning the flux 2πα1 of the knot γ1 from
0 to 2π. The spectral flow of the loop is defined only if 12(1 −Wr[γ1]) −
(2π)−1Φβ(γ1) /∈ Z, in which case it is
sf((Dα)α1∈[0,1]) =
⌊1
2
(1−Wr[γ1])− 1
2π
Φβ(γ1)
⌋
.
Throughout the paper we only deal with the difficult part βsing 6= 0, and
fix for simplicity βr = 0, but we emphasize that all the results hold for a
non-zero smooth part, the proofs become just a little longer.
In the special case of a Hopf 2-link, that is, two fibers of the Hopf map
S
3 → S2, we can give a very detailed picture. There are two critical points
p1, p2 corresponding to the fluxes (α1, α2) = (
1
2 , 0) and (α1, α2) = (0,
1
2), see
Figure 1 below. The segment α1 + α2 =
3
2 corresponds to a family of fluxes
for which the corresponding Dirac operator has a one-dimensional kernel
(see Corollary 29), and the elements of the kernel vanish in the above sense
when the fluxes approach (1−, 12
+
) or (12
+
, 1−) along the line α1 + α2 = 32 .
In the general case we only know the location of the critical points, but not
where the kernel is non-trivial.
(0, 0)
(1, 1)
α1
α2
p1
p1
p2 p2
α
1 +
α
2 =
3
2
Figure 1. The punctured torus for the Hopf 2-link.
In [29], we show that the Dirac operators with magnetic links are limits
(in the Wahl topology and hence also in strong resolvent sense) of Dirac
operators with smooth magnetic fields. For the smooth approximation we
do not have the 2π-periodicity as in the singular case. So for a single knot,
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the spectral flow of the loop of Dirac operators corresponds, after smoothing,
to the spectral flow of an open path of Dirac operators. Nevertheless, the
continuity in the Wahl topology allows us to calculate the spectral flow for
these open paths. In particular, this leads to many new examples of smooth
magnetic fields for which Dirac operators have zero modes. Such examples
play an important role in the study of stability of matter in the presence of
magnetic fields. We refer the reader to [9, 10,13,21–23] for more details.
Convention: Throughout this paper, by a link γ ⊂ S3 we mean a smooth,
oriented submanifold of S3 which is diffeomorphic to finitely many copies of
S
1. We will often write γ = ∪Kk=1γk, where the γk are (oriented) knots (the
connected components of γ), and we denote the K-tuple (γ1, . . . , γK) by γ.
Acknowledgements: We would like to thank M. Goffeng, G. Grubb and
R. Nest for fruitful discussions and helpful comments. We also thank the
referee for various remarks and comments that helped us improving the
paper.
2. Dirac operators with magnetic fields on links - a summary
In this section we will recall the most important notions and results from
[28], where the definition of the Dirac operator with magnetic fields on links
has been outlined in great detail. All theorems in this section are given
without proof, the interested reader will find them in [28]. The singular
magnetic fields are more easily understood when viewed as 1-currents, that is
after we used the Hodge duality and the musical isomorphisms to transform
2-forms into vectors. Their magnetic potentials become then 2-currents,
through the operation which transforms 1-forms into bivectors.
We see S3 as the set of unit vectors in C2. We endow it with its induced
metric and its Levi-Civita connection ∇; its metric tensor is denoted by g3.
2.1. Magnetic links. A magnetic link B is a link γ = ∪kγk ⊂ S3 together
with fluxes 2παk, 0 ≤ αk < 1. B, which we view as a one-current, acts on
smooth one-forms ω ∈ Ω1(S3) as
(B;ω) :=
∑
k
2παk
∫
γk
ω,
so that (∂B;ϕ) = (B; dϕ) = 0.
To construct a magnetic gauge potential A forB, we use Seifert’s theorem
[12, 36], which states that for any (oriented) knot γk ⊂ S3 there exists a
smooth, connected and oriented surface Sk ⊂ S3 such that ∂Sk = γk. The
magnetic gauge potential A is thus given by
A = 2π
∑
k
αk[Sk].
For any ω ∈ Ω1(S3), A satisfies (∂A;ω) = (B;ω) by Stokes’ formula. If
A′ is another magnetic gauge potential for B, then A and A′ should be
related by a boundary term. We restrict ourselves to one component γk of
γ; assuming that Sk and S
′
k only intersect on γk, then we have:
2παk[Sk]− 2παk[S′k] = 2παk ∂[Vk], (2.1)
7where [Vk] is the volume enclosed by Sk and S
′
k, seen as a 3-current.
2.2. Spinc spinor bundles on S3. In order to be able to give the definition
of the Dirac operator, it is necessary to introduce the underlying spinor
structure on S3.
A Spinc spinor bundle Ψ over a Riemannian 3-manifold M is a two-
dimensional complex vector bundle over M together with an inner product
〈· , ·〉 and an isometry σ : T∗M→ Ψ(2), called the Clifford map, where
Ψ(2) := {M ∈ End(Ψ) :M =M∗, tr(M) = 0},
where the inner product on Ψ(2) is given by (A,B) := 12Tr
(
AB
)
. A connec-
tion ∇Ψ on Ψ is a Spinc connection if for any vector field X ∈ Γ(TM) it
satisfies
(1) X〈ξ, η〉 = 〈∇ΨXξ, η〉 + 〈ξ,∇ΨXη〉, ∀ξ, η ∈ Γ(Ψ).
(2) [∇ΨX ,σ(ω)] = σ(∇Xω), ∀ω ∈ Ω1(M).
Here, ∇X is the Levi-Civita connection on M.
Consider a local frame (e1,e2,e3) of T
∗M. Let (λ+, λ−) be the local
trivialization of Ψ given by eigen-sections λ± ∈ ker(σ(e3) ∓ 1). We require
that (λ+, λ−) both have unit length and a fixed relative phase according to
ω(e1) + iω(e2) = 〈λ−, σ(ω)λ+〉, ∀ω ∈ Ω1(M).
The connection form of the Spinc connection∇Ψ in the trivialization (λ+, λ−)
is
Mλ(X) :=
(〈λ+,∇ΨXλ+〉 〈λ+,∇ΨXλ−〉
〈λ−,∇ΨXλ+〉 〈λ−,∇ΨXλ−〉
)
, (2.2)
where X is any vector field on M. We then have (as in [8, Prop. 2.9])
Mλ(X)
=
i
2
( 〈e1,∇Xe2〉 −〈e3,∇Xe2〉 − i〈e3,∇Xe1〉
−〈e3,∇Xe2〉+ i〈e3,∇Xe1〉 −〈e1,∇Xe2〉
)
− iωλ(X)IdC2 , (2.3)
where ωλ is the (local) real one form
ωλ(X) :=
i
2
(〈λ+,∇Xλ+〉+ 〈λ−,∇Xλ−〉) . (2.4)
It is well known that, up to isomorphism, the trivial bundle Ψ = S3 ×C2
is the unique Spinc spinor bundle on S3, and that we can choose a global
orthonormal frame of T∗S3 (S3 is a Lie group). By [8, Prop. 2.11], the
connection form of the induced connection from the Levi-Civita connection
on S3 is given by (2.3) with ωλ = 0.
Remark 2. From now on, whenever ∇ acts on a vector field we mean the
Levi-Civita connection, whereas if ∇ acts on a spinor, then we mean the
trivial (induced) connection on the Spinc bundle on S3 (corresponding to
ωλ = 0).
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2.3. Dirac operators. Having defined the spinor structure on S3, we need
to discuss Seifert surfaces in greater detail, as they will be one of the main
objects through which we define our Dirac operator.
Remark 3. Let us emphasize that the definition given below (Theorem 5)
corresponds to the convention σ(−i∇+α) for a smooth magnetic potential
α ∈ Ω1(S3), and not σ(−i∇−α).
2.3.1. Seifert frames and local coordinates. If S ⊂ S3 is a Seifert surface for
a knot γ, then the Seifert frame is given by the triple (T ,S,N ), where T
is the tangent vector to ∂S = γ, N is the normal of the oriented Seifert
surface and S is the unit vector such that (T ,S,N ) is positively oriented
(thus along the knot it points towards the inside of the Seifert surface). The
Seifert frame coincides with the Darboux frame (see [37, Chapter 7]) and
thus satisfies
∇T
TS
N
 =
 0 κg κn−κg 0 τr
−κn −τr 0
TS
N
 , (2.5)
where κg, κn are the geodesic and normal curvatures and τr is the relative
torsion.
Remark 4. Throughout this paper we will drop the subscript r for simplic-
ity; for a knot γ with Seifert surface S, we will write τS for the corresponding
relative torsion.
We extend the Seifert frame – which is a priori only defined on γ – to a
tubular neighborhood of the curve: (distg3 denotes the geodesic distance)
Bε[γ] := {p ∈ S3 : distg3(p, γ) < ε}.
The parameter ε > 0 is chosen such that the map
exp :
Bε[σ0;Nγ ] −→ Bε[γ]
(γ(s),v(s)) 7→ expγ(s)(v(s))
is a diffeomorphism, where Nγ is the normal bundle to γ in S3 and σ0 its
null-section. We define the frame at a point p = expγ(s)(t0v0(s)), ‖v0‖ = 1,
by parallel transporting (T ,S,N ) along the geodesic1
t ∈ [0, t0] 7→ expγ(s)(tv0(s)) = cos(t)γ(s) + sin(t)v0(s) ∈ S3 ⊂ C2. (2.6)
The geodesic distance t0 is henceforth denoted by ρ.
To describe the self-adjoint extensions of the Dirac operators under study,
it is necessary to describe the behavior of spinors in their domains in the
vicinity of the singular magnetic field. For that we need coordinates in such
a neighborhood. Two coordinates are intrinsic to the curve γ, namely the
geodesic distance ρ to it and the arc length parameter s of the projection.
To complete the picture, we need to define a suitable angle function θ on
Bε[γ] \ γ, something which can be done with the help of the Seifert frame;
the angle θ is defined through
dρ = cos(θ)S♭ + sin(θ)N ♭, (2.7)
1The geodesics on S3 are the great circles.
9giving us a set of orthogonal coordinates (s, ρ, θ) on Bε[γ]. We recall that
♭, ♯ denote the musical isomorphisms which transform vectors into 1-forms
resp. 1-forms into vectors through the metric. We thus obtain a map
exp : (s, θ, ρ) 7→ expγ(s)
{
ρ(cos(θ)S + sin(θ)N )
}
.
Setting
h(p) := cos(ρ)− sin(ρ)(κg(s) cos(θ) + κn(s) sin(θ)), (2.8)
we get that
(T , (dρ)♯,G) : = (T , exp∗(∂ρ), sin(ρ)
−1 exp∗(∂θ)) (2.9)
= (h−1(exp∗(∂s)− τr exp∗(∂θ)), exp∗(∂ρ), sin(ρ)−1 exp∗(∂θ))
is an orthonormal basis of T (Bε[γ] \ γ). The pullback of the volume form
is given by
exp∗(volg3) = exp
∗(T ♭ ∧ dρ ∧G♭) = h sin(ρ) ds ∧ dρ ∧ dθ. (2.10)
2.3.2. Space of knots and Seifert surfaces. Let K be the set of smooth knots
in S3 and S the set of Seifert surfaces having boundary in K . Furthermore,
in
∏K
k=1 S we define
S
(K) :={(S1, . . . , SK)∈
∏K
k=1 S : ∪Kk=1∂Sk is a K-link &
∂Si and Sj are transverse in S
3, i 6= j}.
Two smooth submanifolds M,N of S3 are said to be transverse if
TpM +TpN = TpS
3, ∀p ∈M ∩N.
Given any K-link γ = ∪Kk=1γk we can always find a K-tuple of Seifert sur-
faces S ∈ S (K) with ∂Sk = γk by using a transversality argument, see
[28, Section 3.3.1].
2.3.3. Dirac operators. We are now in the position to define the Dirac op-
erator for a link2 γ =
⋃
k γk together with a K-tuple 2π-normalized fluxes
α ∈ [0, 1]Kper, where
[0, 1]per = {[0, 1] : 0 ∼ 1}.
We choose a (S, α) ∈ S (K) × [0, 1]Kper such that ∂Sk = γk and set
A =
∑
k
2παk [Sk], 0 ≤ αk < 1.
Setting
ΩS := S
3 \ ( ∪k Sk), S˜k := Sk ∩ ( ∩k 6=k′ ∁S3Sk′),
the minimal operator is defined by
dom
(D(min)A ) := {ψ ∈ H1(ΩS)2 :
ψ|(S˜k)+ = e−2iπαk ψ|(S˜k)− ∈ H1/2(S˜k)2,∀k
}
,
D(min)A ψ := σ(−i∇)ψ|ΩS ∈ L2(S3)2.
(2.11)
2Up to fixing a base point p0, we identify γ with its arc length parametrization γ :
R/ℓZ→ S3 with γ(0) = p0.
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As usualD(max)A denotes (D(min)A )∗. In order to characterize the self-adjoint
extensions of the operator D(min)A in the singular gauge A, we need to specify
the behavior of the spinors in the neighborhood of each knot γk. We define
two smooth spinors ξ± through
σ(T ♭)ξ+ = ξ+, σ(T
♭)ξ− = −ξ−. (2.12)
A priori only defined on the link γ, these spinors can be extended in a
tubular neighborhood of the curve γ via parallel transport along geodesics.
Furthermore, we fix their relative phase by requiring that
ω(S) + iω(N ) = 〈ξ−,σ(ω)ξ+〉, ∀ω ∈ Ω1(Bε[γ]). (2.13)
Let χ : R→ R+ be a smooth function with suppχ ∈ [−1, 1] and χ(x) = 1
for x ∈ [−2−1, 2−1]. We then define the localization function at level δ > 0
(for δ small enough, see below) by
χδ,γ :
Bδ[γ] −→ R+
p = expγ(s)(ργv0(s)) 7→ χ
(
ργδ
−1) . (2.14)
Let ε > 0 be small enough such that the tubular neighborhoods around each
γk are mutually disjoint,
Bε[γ] =
K⋃
k=1
Bε[γk].
We recall that for all k, exp defines a diffeomorphism of Bε[σ0] ⊂ Nγk onto
Bε[γk]. We then choose δ > 0 as follows:
0 < δ < εmin
1,
(
sup
k,n
‖κ(n)k ‖L∞ +
√
ε+ sup
k,n
‖κ(n)k ‖L∞
)−1 .
Theorem 5. [Self-adjointness] Fix K ∈ N and let γ = ⋃Kk=1 γk ⊂ S3 be a
link. Pick (S, α) ∈ S (K) × [0, 1]Kper with ∂Sk = γk and set
A =
K∑
k=1
2παk[Sk].
We define DA by
dom
(DA) := {ψ ∈ dom ((D(min)A )∗) :
〈ξ+, χδ,γkψ〉ξ+ ∈ dom
(D(min)A ), 1 ≤ k ≤ K},
DAψ := −iσ(∇)ψ|ΩS ∈ L2(S3)2.
The definition of DA is independent of the choice of χδ,γ and the operator
is self-adjoint.
Remark 6. The operator DA of the above theorem is written D(−)A in [28],
where the exponent (−) refers to the orientation of the elements of the
domain on the link γ. A priori, we can define other self-adjoint extensions
by requiring that the elements of the domain satisfy instead
〈ξ−ek , χδ,γkψ〉ξ−ek ∈ dom
(D(min)A ),
11
for a given e ∈ {+,−}K . As shown in [28, Remark 16], each of these
operators coincides with some DA′ for another singular gaugeA′ (depending
on e).
From now on, we remove the superscript (−) on D(−)A for short.
3. Continuity of Dirac operators
Fix K ∈ N and consider the map
D :
S (K) × [0, 1]Kper → Sdisc(L2(S3)2)(
S, α
) 7→ DA, (3.1)
where Sdisc(L2(S3)2) denotes the set of self-adjoint operators on L2(S3)2 with
discrete spectrum (that is: the spectrum of D ∈ Sdisc(L2(S3)2) is a discrete
set in R and consists of eigenvalues with finite multiplicities).
We now endow each space with a particular topology and study the con-
tinuity of the resulting map, in order to define the spectral flow of paths in
this space.
Let us emphasize that, up to gauge transformations, the Dirac operators
depend only on the link and the fluxes. In particular the spectrum does
not depend on the choice of the Seifert surfaces. But as we investigate the
continuity properties of the family
(DA)S,α, we need to take the gauge into
account.
Gauge transformations. Recall (2.1): given γ ∈ K with Seifert surfaces
S, S′ ∈ S satisfying S ∩ S′ = γ, the two gauges 2πα[S] and 2πα[S′] are
related by the gauge transformation e−2iπα1V , where V is the volume en-
closed by S and S′, ∂[V ] = [S] − [S′]“ = −∇1V ” (the second homology
group H2(S3) is trivial). We have
dom(D2πα[S]) = e2iπα1V dom(D2πα[S′]) & D2πα[S] = e2iπα1V D2πα[S′]e−2iπα1V .
If S ∩ S′ 6= γ, there exists [35] a finite sequence of Seifert surfaces S0 =
S, S1, · · · , SN = S′ such that Sj ∩ Sj+1 = γ, the gauge transformation is
then defined stepwise. This procedure carries over to magnetic links.
3.1. Topology on S (K) × [0, 1]Kper. In order to establish a notion of con-
vergence of Seifert surfaces, we need to introduce a means to compare the
distance between oriented, compact sub-manifolds of C2.
Let M1,M2 be two real d-dimensional, oriented, compact, smooth sub-
manifolds of C2. Denote by N1, N2 their respective Gauss maps which take
values in the oriented Grassmannian G˜rR(4 − d,C2) ⊂
∧4−d
R
C
2 =: E∧.
By induction over k ≥ 0, we define the extended k-derivatives of Ni as
smooth maps LkNi : Mi → Lk(C2,E∧). Let L0Ni ≡ Ni and L1Ni(p) be
the canonical extension of the differential dNi to the whole space C
2:
L1Ni(p) :
TpMi ⊕ (TpMi)⊥ −→
∧4−d
R
C
2 = E∧
v + v⊥ 7−→ dNi(p)v.
Hence L1Ni :Mi → L(C2,E∧) is smooth. Having defined Lk−1Ni, we define
LkNi(p) as the canonical extension of dLk−1Ni(p) : TpMi → Lk−1(C2,E∧),
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LkNi(p) is then canonically identified with an element of Lk(C2,E∧). For a
k-linear map M in this latter space, we consider the norm:
‖M‖k := sup
(v1,...,vk),‖vj‖2
C2
=1
‖M [v1, . . . ,vk]‖E∧ .
The distance between two points p1 ∈ M1,p2 ∈ M2 is then defined as
δM1×M2(p1,p2) := |p1 − p2|+
∞∑
k=0
2−kmin {‖LkN1(p1)− LkN2(p2)‖k, 1} .
and we set
distd(M1,M2) := |Hd(M1)−Hd(M2)| (3.2)
+ max
(
sup
p1∈M1
inf
p2∈M2
δM1×M2(p1,p2), sup
p2∈M2
inf
p1∈M1
δM1×M2(p1,p2)
)
,
where Hd is the d-dimensional Hausdorff measure.
The distance to compare different Seifert surfaces is now given by
distS (S1, S2) := dist2(S1, S2) + dist1(∂S1, ∂S2). (3.3)
One important feature of this metric is that the convergence of one Seifert
surface to another in distS ensures the convergence of the coordinates on
their respective boundary curves.
Proposition 7 (Convergence of coordinates). Let S(n) be a sequence of
Seifert surfaces converging to S. Then the geodesic coordinates (sn, ρn, θn)
for S(n) converge to the geodesic coordinates on S in the C∞-norm, with
ℓ
ℓn
sn → s on Bε[∂S], ρn → ρ and θn → θ on Bε[∂S]\Bε′ [∂S] for 0 < ε′ < ε.
We also have ρn → ρ in the C0-norm on Bε[∂S].
The above definition then allows us to define a natural metric on the
cartesian product ΠKk=1S × [0, 1]Kper; for
(S, α), (S ′, α′) ∈ ΠKk=1S × [0, 1]Kper
we set
dist((S, α), (S ′, α′)) := max
1≤k≤K
[
distS (Sk, S
′
k) + dist[0,1]per(αk, α
′
k)
]
.
Observe that S (K) is open in ΠKk=1S . The above metric then induces a
topology on S (K) × [0, 1]Kper, which we denote by T (K)S .
We can now restate an important result [28, Theorem 22], which concerns
the convergence of Dirac operators and will be useful throughout the rest
of the paper. For a (singular) magnetic potential, ‖·‖A denotes the graph
norm of DA.
In the theorem below and elsewhere the arrow ⇀ denotes the weak con-
vergence in the corresponding Banach space.
Theorem 8 (Compactness). Fix K ∈ N. Given (S(n), α(n)) and (S, α) in
S (K) × [0, 1]Kper, such that (S(n), α(n))→ (S, α) in the dist-metric, set
A(n) =
K∑
k=1
2πα
(n)
k [S
(n)
k ], A =
K∑
k=1
2παk[Sk].
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Furthermore, let (ψ(n))n∈N be a sequence in L2(S3)2 such that:
(1) ψ(n) ∈ dom (D
A(n)
)
, n ∈ N.
(2)
(‖ψ(n)‖
A(n)
)
n∈N is uniformly bounded.
Then, up to extraction of a subsequence, ψ(n) ⇀ ψ ∈ dom (DA) and(
ψ(n),D
A(n)
ψ(n)
)
⇀
(
ψ,DAψ
)
in L2(S3)2 × L2(S3)2
with ∫ ∣∣DAψ∣∣2 ≤ lim inf
n→∞
∫ ∣∣D
A(n)
ψ(n)
∣∣2.
In fact, one has strong convergence for (ψ(n))n except in the cases when
α
(n)
k → 1−, where the loss of L2-mass of (ψ(n))n can occur only through
concentration onto such a knot γk = ∂Sk.
3.2. Topology on Sdisc. The usual topology on Sdisc(L2(S3)2), the gap
topology, turns out to be too restrictive for our situation. We recall that
the gap topology is the metric induced by the embedding of the graphs GD
(viewed as closed vector spaces in L2(S3)2×L2(S3)2) in the set (B(L2(S3)2×
L2(S3)2), ‖ · ‖B) through the orthogonal projection ΠGD onto GD:
distGD(D1,D2) := ‖ΠGD1 −ΠGD2‖B.
We will instead use topologies introduced in [38].
By a bump function centered at λ ∈ R we mean a function ϕ ∈ D(R;R+)
such that its translation ϕ(x+ λ) is even with compact support [−a, a] and
ϕ′(x + λ) > 0 for x ∈ (−a, 0). By convention, if the center λ is not given
explicitly, then it is 0.
For a bump function ϕ ∈ D(R;R+) centered around 0, we define Tϕ ⊂
2Sdisc as the weakest topology for which the maps
Sdisc(L2(S3)2)→ L2(S3)2,D 7→ (D + i)−1ψ
Sdisc(L2(S3)2)→ L2(S3)2,D 7→ (D − i)−1ψ (3.4)
Sdisc(L2(S3)2)→ B(L2(S3)2),D 7→ ϕ(D)
are continuous for all ψ ∈ L2(S3)2.
If ϕ˜ is another bump function with supp ϕ˜ ⊂ (suppϕ)◦ = (−a, a), then
we have the inclusion Tϕ˜ ⊂ Tϕ. This comes from the factorization ϕ˜(x) =
f ◦ ϕ(x) where f is a continuous function. More precisely, we have f(y) :=
ϕ˜(xϕ(y)) where xϕ is the inverse function of ϕ that satisfies xϕ(ϕ(x)) = x
for x ∈ [−a, 0]. The inclusion follows from functional calculus.
Consider a bump function ϕ1 with supp ϕ1 = [−1, 1], and the family
ϕn(x) := ϕ1(nx), n ≥ 1, (Tϕn)n is a decreasing sequence of subsets of 2Sdisc .
For our purpose we define the notion of bump-continuity.
Definition 1 (Bump-continuity). Let L be a topological space and let c :
L → Sdisc be a map which is continuous in the strong resolvent sense.
For x ∈ L, we say that c is bump-continuous at x if c is locally Tϕ-
continuous at x for some bump function ϕ, that is if there exist an open
neighborhood U ⊂ L containing x and such that c|U is Tϕ-continuous.
We say that c is bump-continuous if it is bump-continuous at all points
in L.
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Remark 9. Using the the Heine-Borel property, we can choose the bump
function uniformly in x when L is compact.
Remark 10. In [38], the author defines a topology TW on the set SF(H) of
Fredholm self-adjoint operators on a Hilbert space H. We refer the reader
to [38] for the construction of TW (it uses the inductive limit).
Let us simply emphasize that for all bump functions ϕ, the injection
map (Sdisc,Tϕ) → (SF(H),TW ) is continuous. We can also define the Tϕ-
topology directly on SF(H) and (Sdisc,Tϕ) is then its induced topology.
For short, we will write (SF,TW ) instead of (SF(L
2(S3)2),TW ).
3.3. Effective operators on the knots. In order to study the continuity
of (3.1), we will make use of some induced operators on the knots γk.
Fix (S, α) ∈ S (K)×[0, 1]Kper. Recall that in the vicinity of a knot γk = ∂Sk,
the other Seifert surfaces may cut the tubular neighborhood Bδ[γk]. For all
k′ 6= k, either Sk′ does not intersect γk, or the intersection is reduced to
one point, or there are Mk,k′ points of intersection and Bδ[γk]∩ ∁Sk′ is split
into Mk,k′ sections R
(k′)
m , 0 ≤ m ≤Mk,k′ − 1. Going along γk, we then pass
through the other Seifert surfaces at the points of γk with parameters
0 ≤ s0 < · · · < sJk−1 < ℓk,
which then induces a phase jump eibj across the points sj . We have bj =∑
k′ 6=k bj,k′ where e
ibj,k′ is the phase jump due to Sk′ at sj, with bj,k′ = 0 if
there is no intersection, else bj,k′ = ±2παk′ . We use the convention sJk+1 =
s1 + ℓk and s0 = sJk − ℓk.
On R/(ℓkZ), Dk,A denotes the self-adjoint extension of −i dds whose do-
main is H1 with the phase jump conditions across the sj’s. Through the
arclength parametrization, we see Dk,A as a self-adjoint operator on L
2(γk).
The Spinc-spinor bundle Ψ restricted to γk is canonically split into two
different complex line bundles L
(±)
k , corresponding to the two different lines
Cξ±. We write Pξ± the (pointwise) projection onto these lines,
Pξ± := 〈ξ±, · 〉ξ±.
The canonical Spinc-connection induces the elliptic operators T (±)k on L(±)k
defined by
T (±)k := −iPξ±σ(T ♭)∇TPξ± .
Taking into account the phase jumps due to the other Sk′ , we write T (±)k,A
for the self-adjoint operator on the set of L2-sections of L
(±)
k with domain
dom(T (±)k,A ) :=
{
f±ξ± : f± ∈ dom(Dk,A)
}
.
Using the sections (ξ+, ξ−) to trivialize L
(±)
k , the operators T (±)k,A act as
follows on L2(R/(ℓkZ)) ≃ L(±)k :
T (±)k,A
(
f±ξ±
)
= ±((Dk,Af±)− i〈ξ±,∇T ξ±〉f±)ξ±.
Note that changing the Seifert surface Sk for γk to S
′
k induces a gauge trans-
formation on T (±)k,A seen as operators on L2(R/(ℓkZ)), leaving the spectrum
of the operator invariant. We now focus on Tk,A := T (−)k,A . The operator
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Tk,A + τSk , where τSk denotes the relative torsion of γk with respect to Sk
(see (2.5)), turns out to be an important effective operator in our study. We
now calculate its spectrum.
Proposition 11 (Spectrum of the effective operator). Let α ∈ (0, 1)K0 ×
{0}K1 , and S ∈ S (K) with γk = ∂Sk and A := 2π
∑K0
k=1 αk[Sk]. Then for
K0 + 1 ≤ k ≤ K we have
spec (Tk,A + τSk) =
{
1
ℓk
(
2nπ + π(1−Wr(γk))− ΦB(γk)
)
, n ∈ Z
}
,
where Wr(γk) denotes the writhe of γk (see Section A.1) and ΦB(γk) denotes
the flux of B := ∂A through Sk (or the circulation of A along γk):
ΦB(γk) = 2π
K0∑
k0=1
αk0 Link(γk, γk0).
Furthermore, each eigenvalue has multiplicity one.
Remark 12. We have defined Tk,A when the last K1 fluxes are zero, but
in principle these K1 zeros can be located anywhere on {1, . . . ,K}. The
Proposition still holds for the corresponding Tk,A’s.
Proof. The eigenvalue problem can be solved explicitly. We write down the
eigen-equation (Tk,A + τSk)(fξ−) = λfξ−, where we assume f 6≡ 0. On
each subinterval (s1, s2) ⊂ Tℓk between two phase jumps eib1 and eib2 across
s1 and s2, f must satisfy the equation:
(
i∂s + i〈ξ−,∇T ξ−〉 + τSk
)
f = λf.
Solving the equation on (s1, s2), we get
f(s+2 ) = e
ib2f(s−2 ) = exp
(
ib2 − i
∫ s2
s1
(λ− τSk − i〈ξ−,∇T ξ−〉)ds
)
f(s+1 ).
Going over a full cycle, we obtain the (necessary and sufficient) condition∑
j
bj − λℓk +
∫
γk
(i〈ξ−,∇T ξ−〉+ τSk)T ♭ ≡ 0 mod 2π,
and the eigenvalues λn have multiplicity one. Furthermore for all k
′ 6= k, as
Link(γk′ , γk) corresponds to the number of algebraic crossing of γk through
Sk′ [34, Part D, Chapter 5], there holds:
∑
j bj,k′ = −2παk′ Link(γk′ , γk). So
the eigenvalues λn’s can be rewritten as
λn =
1
ℓk
(
2nπ +
∫
γk
(i〈ξ−,∇T ξ−〉+τSk)T ♭ − 2π
K0∑
k0=1
αk0 Link(γk, γk0)
)
, n ∈ Z.
From (2.3) we get the equality i〈ξ−,∇T ξ−〉+ τSk = ωξ(T )+ 12τSk . That the
integral
∫
γk
ωξ equals π mod 2π will be shown in Section A.2. In Section A.1,
we show that the integrated torsion
∫
γk
τSkT
♭ is independent of the choice
of Sk and that it is equal to −2π times the writhe of any stereographic
projection of γk. 
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3.4. Continuity properties. We now see the map D defined in (3.1) as
a map between (S (K) × [0, 1]Kper,T (K)S ), and Sdisc(L2(S3)2) endowed with
some Tϕ, associating a Dirac operator to Seifert surfaces and fluxes. We
present several theorems describing its continuity properties.
3.4.1. Strong resolvent continuity. Since the domain of D is metric, continu-
ity is equivalent to sequential continuity and the following theorem follows
immediately from [28, Theorem 23].
Theorem 13 (Strong resolvent continuity). The map D is continuous in
the strong resolvent sense.
3.4.2. Bump-continuity. The next theorems (14-15-16) address the bump
continuity of the function D. As their proofs are rather technical, they will
be given in Section 5.
Note that the introduced topologies are only concerned with the spectral
point λ = 0. However in order to compute the spectral flow, we will also
need to study continuity for arbitrary spectral points λ ∈ R.
Theorem 14 (Bump-continuity in the bulk). For any bump function ϕ
(centered at arbitrary λ ∈ R), the following map is continuous in the bulk
S (K) × (0, 1)K
ϕ ◦ D : S
(K) × [0, 1]Kper −→ (B
(
L2(S3)2
)
, ‖·‖B)
(S, α) 7→ ϕ(DA). (3.5)
Theorem 8 suggests that this continuity may fail at “boundary” points
(S, α) ∈ S (K) × Tb(K), where
Tb(K) :=
{
α ∈ [0, 1]Kper, ∃ 1 ≤ k ≤ K, αk = 0
}
. (3.6)
In fact, we can give an exact characterization of the domain of bump-
continuity.
Theorem 15 (Bump-continuity at the boundary). Let α ∈ Tb(K), S ∈
S (K) and λ ∈ R. Then the following two statements are equivalent.
(1) There exists a bump function ϕ centered at λ ∈ R such that the map
ϕ ◦ D from (3.5) is continuous on an open neighborhood of (S, α).
(2) For all k = 1, . . . ,K for which αk = 0 we have λ 6∈ spec(Tk,A + τSk).
The points in the spectrum spec
(T
k,A˜
+ τ
S˜k
)
, which was given explicitly
in Proposition 11, are the limits of the eigenvalues of the eigenfunctions that
collapse onto the knot γ˜k as the flux α
′
k converges to 1
− ∈ [0, 1]per in the
limit (S ′, α′) → (S˜, α˜). We now describe this collapsing process in greater
details.
3.4.3. Decomposition of the “boundary”. There is a natural cell decomposi-
tion of the boundary
Tb(K) =
⋃
∅6=R⊂{1,...,K}
Γ(R),
Γ(R) := {α ∈ [0, 1]Kper, αk = 0 if and only if k ∈ R}.
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If α ∈ Γ(R) and3 0 < ε < ε(α), the set Bε(α) \Tb(K) has the following 2|R|
connected components indexed by subsets R′ ⊂ R:
Cε(α,R
′) =
{
α′ ∈ Bε(α) \Tb(K), For all k ∈ R, 1/2 < α′k < 1
if and only if k ∈ R′
}
.
(3.7)
For points (S′, α′) ∈ S (K) × Cε(α,R′) approaching (S, α) ∈ S (K) × Γ(R),
the collapsing eigenfunctions with eigenvalues tending to some λ ∈ R will
collapse onto knots γk for which k ∈ R′ with λ ∈ spec(Tk,A+τSk). Moreover,
there will be exactly one collapsing eigenfunction for each such knot.
1
0 1
2
0
0
1
1
α1
α2
Figure 2. Near each of the boundary points α = (1/2, 0)
and α = (0, 1/2) there are two boundary components
Cε(α,R
′), indicated by dashed and dotted arrows respec-
tively. Near the point α = (0, 0) there are four boundary
components indicated by solid arrows. The numbers refer to
the size of the set R′ in each case.
In the next theorem, we introduce the subspace V of eigenfunctions, with
eigenvalues close to a given spectral level λ, that“vanishes” when reaching
a given point on the “boundary”. The collapse can only occur in the limit
where some fluxes αk’s converge to 1
−, and the eigenfunctions concentrates
on the corresponding knots γk’s.
Theorem 16 (Description of the discontinuity at the boundary). Consider
a non-empty set R ⊂ {1, . . . ,K}, α˜ ∈ Γ(R), S˜ ∈ S (K), and λ ∈ R. Then
there exist 0 < ε < 2−1 and η > 0 such that to each point (S, α) ∈ Bε[S˜] ×
Bε[α˜] we can associate a subspace (denoted the vanishing subspace)
V = V (A, λ) ⊂ ran 1[λ−η,λ+η]
(DA),
spanned by eigenfunctions of DA, with the following properties.
(1) The dimension of the vanishing subspace is
dimV (A, λ) =
∑
k∈R,
1/2<αk<1
dimker
(Tk,A˜ + τS˜k − λ) =: d(S, α, λ),
where for all k we have dimker
(Tk,A˜ + τS˜k − λ) ∈ {0, 1}.
3Setting ℓ := inf{dist[0,1]per (αk, 0), αk 6= 0}, it is sufficient to take ε ∈ (0,
ℓ
2
) or ε < 1
2
if α = 0.
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(2) The projection-valued map
Bε[S˜]×Bε[α˜] ∋ (S, α) 7→ 1[λ−η,λ+η]
(DA)− PV (A,λ) =: PW (A,λ)
is continuous in the norm-topology.
(3) The maps
Bε[S˜]×Bε[α˜] ∋ (S, α) 7→ PV (A,λ)
Bε[S˜]×Bε[α˜] ∋ (S, α) 7→ DAPV (A,λ)
are continuous in the strong operator topology. They are continuous in
operator norm on the subset Bε(S˜)×
(
Bε(α˜) \Tb(K)
)
.
(4) The eigenvalues of DA
∣∣
V (A,λ)
are continuous as functions of (S, α) on
Bε(S˜)×
(
Bε(α˜)\Tb(K)
)
. From each connected component of the set, i.e.,
Bε(S˜) × Cε(α˜, R′) the eigenvalues have well defined limits on Bε(S˜) ×
(Cε(α˜, R′)∩Tb(K)). In fact, the corresponding set of limiting values at
a point (S ′, α′) ∈ Bε(S˜)× (Cε(α˜, R′) ∩ Tb(K)) is⋃
k∈R′,
α′
k
=0
(
spec(Tk,A′ + τS′k) ∩ [λ− η, λ+ η]
)
∪ spec(DA′
∣∣
V (A′,λ)
),
where A′ is the potential defined by (S ′, α′).
(5) For µ > η, up to taking 0 < ε(µ) ≤ ε the following map is Tϕ-
continuous, where ϕ is a bump function with support [λ− η, λ+ η]:
Bε(µ)[S˜]×Bε(µ)[α˜] ∋ (S, α) 7→ DA(1− PV (A,λ)) + µPV (A,λ) − λ =: G(A, λ).
Remark 17. 1. The last point just means that, up to adding −λId, we can
assume that λ = 0, and then up to shifting the eigenvalues of the vanishing
subspace away from 0, we obtain Tϕ-continuity.
2. Note that the choice of η implicitly means that if λ ∈ spec(Tk,A˜ + τS˜k),
then in point (4) we have according to Proposition 11:
[λ− η, λ+ η] ∩ spec(Tk,A′ + τS′k)
=
1
ℓ′k
{
λℓ˜k − π
(
Wr(γ′k)−Wr(γ˜k)
)− 2π ∑
k1 6=k
(α′k1 − α˜k1) Link(γ˜k1 , γ˜k)
}
,
(3.8)
where in the above formula we assume that 0 ≤ α˜k1 , α′k1 < 1. And if λ is
not in the spectrum, then the set (3.8) is empty.
3.4.4. Continuity and discontinuity. The map D (3.1) is defined everywhere,
also on the critical set of S (K)× [0, 1]Kper. The definition implies that if one
of the fluxes αk vanishes, then the corresponding knot is completely absent
in the magnetic field. By definition D is not bump-continuous on the critical
points, nevertheless we can still have bump-continuity within some region.
Indeed, consider Theorem 16: in the region of Bε(S˜) ×
(
Bε(α˜) \ Tb(K)
)
where V (α, λ) is trivial, (2)-(3)-(5) imply that we have λ-bump continuity
when α approaches the boundary Γ(R) ∩Bε[α˜] within this region.
An important special case is the continuity “from the right”, which we
now state for λ = 0.
19
Let S ∈ S (K) and fix the first K1 fluxes to be non-zero α′ ∈ (0, 1)K1 . By
Theorem 16 and Proposition 11 the following holds.
(1) For some ε′ > 0 we have bump-continuity of D within the subset
Bε′ [S]×Bε′ [α′]× [0, ε′)K−K1.
(2) Provided that we have
1
2
(1−Wr(γK))−
K1∑
k=1
αk Link(γ1, γK) /∈ Z,
then for some ε′ ∈ (0, ε) we have bump-continuity of the map D
within the set Bε′ [S]××Bε′[α′]× [0, ε′)K−K1−1 × [0, 1]per.
As an example, take S ∈ S (2) with Link(γ1, γ2) 6= 0. Assume Wr(γ2) /∈
2Z+1: the loop α2 7→ D2πα2[S2] is continuous, but the loop
(
(0, α2)
)
α2∈[0,1]per
does not lie in Tγ . However, for ε > 0 small enough, the loop (ε, α2)α2∈[0,1]per
lies in Tγ , and due to the continuity from the right – here for α1 → 0+ – we
have the bump-continuous homotopy:
(α2, s) ∈ [0, 1]per × [0, ε] 7→ D2π(α2[S2]+s[S1]).
4. Spectral flow on the torus of fluxes
4.1. Definition of the spectral flow.
4.1.1. The spectral flow in (Sdisc,Tϕ) and in (SF,TW ). We define the spec-
tral flow as in [38, Definition 2.1] (see also [27]). Let ϕ ∈ D(R,R+) be a
bump function, suppϕ = [−x0, x0] and let Tϕ be the corresponding topology
on Sdisc (see (3.4)). Recall Remark 10: (SF,TW ) denotes the set of Fred-
holm self-adjoint operators with the Wahl topology [38] and the injection
(Sdisc,Tϕ) →֒ (SF,TW ) is continuous.
For a Tϕ-continuous path (Dt)t∈[a,b] with invertible endpoints Da and Db,
assume that there exists µ > 0 such that ±µ ∈ resDt for all t ∈ [a, b]. We
then define
sf
[
(Dt)t∈[a,b]
]
:= dim ran1[0,µ](Db)− dim ran1[0,µ](Da).
Note that if such a µ does not exist for the entire interval [a, b], we split the
curve into several parts and define the spectral flow piecewise. The spectral
flow of the whole curve is then the sum of the individual contributions.
Remark 18. Let fx0 be the continuous odd function defined by fx0(x) = x
for |x| ≤ x02 and fx0(±x) = ±x02 for x ≥ x02 , and gx0 be the smooth function
defined on R by gx0(x) := exp
(
2iπ xx0
)
. We note hx0 := gx0 ◦ fx0 .
By [31, Theorem VIII.20] and the equality ϕ◦fx0 = f˜x0 ◦ϕ, with f˜x0(y) :=
max
[
y, ϕ
(
x0
2
)]
, the family (fx0(Dt))t is Tϕ-continuous on SF(L2(S3)2) (see
Remark 10). Hence (hx0(Dt))t is operator norm-continuous. For any t,
hx0(Dt) has spectrum embedded in S1 with essential spectrum {−1} (Fig-
ure 3).
We can carry over Philips’ definition of the spectral flow [27] for (hx0(Dt))t
seen as the number of eigenvalues crossing 1 in the positive direction: the
spectral flow of (Dt)t∈[a,b] coincides with that of (hx0(Dt))t∈[a,b].
20 F. PORTMANN, J. SOK, AND J. P. SOLOVEJ
−1 1
Figure 3. The spectrum of hx0(Dt). As t varies, the point
−1 can be seen as a re´servoir from which only finitely many
eigenvalues can emerge and move along S1.
Through the injection (Sdisc,Tϕ) →֒ (SF,TW ), we can see (Dt)t∈[a,b] as
a continuous path in (SF,TW ), and replace (Sdisc,Tϕ) by (SF,TW ) in the
discussion below.
Let ϕ be some bump function around 0. We recall several important
properties of sf from [38, Section 2], which we write for (Sdisc,Tϕ):
(1) The map sf is additive with respect to concatenation of paths.
(2) Homotopy invariance for open paths: if (D(r,t))(r,t)∈[0,1]×[a,b] is a con-
tinuous family in (Sdisc,Tϕ), such that D(r,a) and D(r,b) are invertible
for all r ∈ [0, 1], then we have sf [(D(0,t))t∈[a,b]] = sf [(D(1,t))t∈[a,b]].
(3) Homotopy invariance for loops: if (D(r,t))(r,t)∈[0,1]×[a,b] is a continuous
family in (Sdisc,Tϕ), such that D(r,a) = D(r,b) for all r ∈ [0, 1], then
sf
[
(D(0,t))t∈[a,b]
]
= sf
[
(D(1,t))t∈[a,b]
]
. (4.1)
By the above, sf defines a group homomorphism sf : π1((Sdisc,Tϕ)) → Z,
which can be factorized through the first homology group:
π1((Sdisc,Tϕ))
H1((Sdisc,Tϕ))
Z
sf
s˜fab
Here, π1((Sdisc,Tϕ)) denotes the fundamental group, H1((Sdisc,Tϕ)) the
first homology group and ab the abelianization.
In accordance with Theorem 14 & 15 we can characterize a “regular re-
gion” where the map D is bump-continuous (see Def. 1). Its complement
is called the “critical region”, where D fails to be bump-continuous. More
precisely the critical region is:
R
(K)
crit : = {(S ′, α′) ∈ S (K) × [0, 1]Kper : (4.2)
∃ 1 ≤ k ≤ K such that α′k = 0 and 0 ∈ spec
(Tk,A′ + τS′k)}.
(4.3)
The regular region is:
R
(K)
reg :=
(
S
(K) × [0, 1]Kper
) \R(K)crit ,
Injecting Sdisc into (SF,TW ), the map D induces the group homomorphism
sfD := sf ◦D∗ : π1
(
R
(K)
reg
) −→ Z, (4.4)
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where D∗ is the homomorphism D∗ : π1
(
(R
(K)
reg ,dist)
)→ π1((SF,TW )).
Similarly, when fixing a family S ∈ S (K) of Seifert surfaces, by Proposi-
tion 11 and Theorem 15 the regular region is reduced to
(R(K)reg )|S′=S = {S} × Tγ ⊂ S (K) × [0, 1]Kper,
where Tγ is the (cut) torus of fluxes:
Tγ := [0, 1]
K
per \
{
α ∈ [0, 1]Kper, ∃ 1 ≤ k ≤ K, αk = 0 and
πWr(γk) + 2π
∑
k′ 6=k
αk′ Link(γk, γk′) = π mod 2π
}
. (4.5)
Recall that Wr(γk) corresponds to the writhe of γk (or more precisely that
of any stereographic projection of γk) see Section A.1). Furthermore, writing
A =
∑
k′ 6=k 2παk′ [Sk′ ] and B = ∂A, the quantity 2π
∑
k′ 6=k αk′ Link(γk, γk′)
in (4.5) is the flux ΦB(γk) of B through the Seifert surface Sk.
The continuous map
DS :
Tγ −→ Sdisc ⊂ (SF,TW ),
α 7→ DA, A =
∑K
k=1 2παk[Sk],
induces the group homomorphism
sfS := sf ◦
(
DS
)
∗ : π1
(
Tγ
)→ Z. (4.6)
4.2. Computing the spectral flow.
4.2.1. Spectral flow for loop circling the critical set. Computing the spectral
flow for a general loop in R
(K)
reg can be very difficult. Theorem 15 however
allows us to compute the spectral flow for a small loop encircling a point
(S, α) in R
(K)
crit , for which there exist k, k0 with Link(γk, γk0) 6= 0, αk0 ∈ (0, 1)
and the critical conditions
αk = 0 ∼ 1 & πWr(γk) + 2π
∑
k′ 6=k
αk′ Link(γk, γk′) = π mod 2π. (4.7)
We define the homotopy of loops
(D(r,t))(r,t)∈(0,1]×[0,1] :=
(
DA(r,t)
)
(r,t)∈(0,1]×[0,1]
by freezing S and all fluxes α except{
αk0(r, t) = αk0 + r cos(2πt),
αk(r, t) = 1 + r sin(2πt) ∈ [0, 1]per,
Theorem 19. For r > 0 small enough, we have
sf
[
(D(r,t))t∈[0,1]
]
= − sign Link(γk0 , γk). (4.8)
Remark 20. Note that a non-zero spectral flow implies the existence of a
zero mode for at least one choice of fluxes on the loop.
Furthermore, the non-zero value ensures that the map D is not continuous
at the point (S, α) of the critical region enclosed by the loops. If it was, then
the spectral flow would be 0.
The minus sign in Formula (4.8) is due to our convention of the Dirac
operator σ(−i∇+α).
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Proof of Theorem 19. Without loss of generality we may assume that αk′ 6=
0 for all k′ 6= k and k′ 6= k0, as loops with vanishing fluxes are simply not
present see Section 3.4.4.
By Theorem 15 (for λ = 0) and Proposition 11, the loop
(D(r,t))t∈[0,1] is
TW -continuous for r small enough: there exists a bump function ϕr such
that the loop is Tϕr -continuous (see (3.4) and Remark 10). In fact, the only
possible points of discontinuity are t = 1/2 and t = 1, where we know that
0 is not in spec(Tk,A(r,t)+ τγk) by Assumption (4.7). Hence the spectral flow
is well-defined.
We shall now apply Theorem 16 at the critical point (S, α) for λ = 0. It
provides us with a spectral window [−η, η] 6= {0} and a radius 0 < ε < 2−1
such that for all (S ′, α′) ∈ Bε[S]×Bε[α] = Uε, we have
ran 1[−η,η]
(DA′) = V (S′, α′) ⊥⊕W (S′, α′),
satisfying the five points of the theorem.
As we have the critical Assumption (4.7), Theorem 16(1) and Proposi-
tion 11 imply that for (S′, α′) in the subset {(S ′′, α′′) ∈ Uε, 1− ε < α′′k < 1}
the vanishing subspace V (S ′, α′) has dimension 1 and it is spanned by an
eigenfunction of DA′ . Theorem 16(4) implies that the corresponding eigen-
value λ(S′, α′) has a well defined limit in the limit α′k → 1− given by
(3.8). Here the limit value λ˜ at point (S˜, α˜) (with α˜k = 0) is the point
in spec(T
k,A(S˜,α˜)
+ τ
S˜k
) that connects continuously to 0 as (S˜, α˜)→ (S, α).
Fix 0 < r0 < ε, and consider the loop (D(r0,t))t∈R/Z. Let V (r0, t) and
W (r0, t) denote the decomposition of ran 1[−η,η]
(D(r0,t)), and let ϕr0 be
a bump function such that the loop
(D(r0,t))t∈[0,1] is Tϕr0 -continuous. We
write λ(r0, t) for the eigenvalue of D(r0,t) corresponding to V (r0, t) and define
G(r0, t) := D(r0,t)(1− PV (r0,t)) + (2η + 1)PV (r0,t).
By Theorem 16(5), the contribution of G(r0, t) to the spectral flow cancels
due to (4.1) and the fact that the map (t, r) ∈ [0, 1] × [0, r0] 7→ G(r, t) is
a Tϕr0 -homotopy. Hence the main contribution to the spectral flow comes
from the vanishing subspace V (r0, t). By (3.8) we have
lim
t→(2−1)+
λ(r0, t) =
2π
ℓk
r0 Link(γk0 , γk), lim
t→1−
λ(r0, t) = −2πℓk r0 Link(γk0 , γk).
The loop t 7→ D(r0,t) is Tϕr0 -continuous, in particular at points t = 1/2
and t = 1. Let 0 < µ < 2πℓk r0 ≤ η, µ /∈ [spec(D(r0,1)) ∪ spec(D(r0,2−1))].
By Theorem 16(2) and the above, there exists 0 < ε0 < 4
−1 such that for
t ∈ J1 := [1/2− ε0, 1/2+ ε0] and t ∈ J2 := [1− ε0, 1+ ε0] ⊂ R/Z, PW˜ (r0,t) :=
1[−µ,µ](Dr0,t) is equal to 1[−µ,µ](Dr0,t)PW (r0,t) with µ /∈ spec(D(r0,t)).
By Theorem 16(2)-(3), t 7→ 1[−η,η](D(r0,t)) is norm-continuous on I1 :=
[ε0, 1/2− ε0] and I2 := [1/2+ ε0, 1− ε0]. Hence for η1 > η with (η1− η) > 0
small enough, η1 is in the resolvent set of D(r0,t) for t ∈ I1 ∪ I2.
We now use the definition of the spectral flow and split the path into four
parts according to the subdivision [0, 1]per = I1 ∪ J1 ∪ I2 ∪ J2. We choose
the splitting level µ on J1 and J2 and the splitting level η1 on I1 and I2,
and denote by V+(r0, t),W+(r0, t), W˜+(r0, t) the positive parts with respect
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to D(r0,t) of the corresponding subspaces. Let a = 1/2 − ε0, b = 1/2 + ε0,
c = 1− ε0 and d = 1+ ε0 = ε0 mod 1. From these considerations it follows
that
sf
[
(D(r0,t))t∈[0,1]
]
=
(
dim W˜+(r0, d) − dim W˜+(r0, c)
)
+
(
dim
[
W+(r0, c)⊕ V+(r0, c)
]−dim [W+(r0, b)⊕ V+(r0, b)])
+
(
dim W˜+(r0, b)−dim W˜+(r0, a)
)
+(dimW+(r0, a)−dimW+(r0, d))
= dimV+(r0, c)− dimV+(r0, b) + sf
[
(G(r0, t))t∈[0,1]
]
= dimV+(r0, c)− dimV+(r0, b)
= − sign Link(γk0 , γk).

4.2.2. Change of the spectral flow under deformations. We now try to de-
scribe the spectral flow defined on the fundamental group of a torus Tγ for
a generic S ∈ S (K) (with ∂Sk = γk). It suffices to give the spectral flow
on a set of generators. If the critical region of Tγ is empty, then the set is
the whole torus [0, 1]Kper and its fundamental group is generated by the loop
along the edges
ℓk : t ∈ [0, 1]per 7→ (0, . . . , 0, t, 0, . . . , 0) ∈ [0, 1]Kper.
If the critical region is nonempty, we easily see that π1(Tγ) is generated by
the set of loops in Tγ parallel to the ℓk’s:
ℓk,α : t ∈ [0, 1]per 7→ (α1, . . . , αk−1, t, αk+1, . . . , αK) ∈ [0, 1]Kper, (4.9)
where α ∈ (0, 1)K−1. Recall (4.5): the loop ℓk,α is in Tγ if and only if
πWr(γk)+Φk(α) 6= π mod 2π, Φk(α) := 2π
∑
k′ 6=k
αk′ Link(γk, γk′). (4.10)
Theorem (21) describes how sf(ℓk,α) changes under deformation of the
link γ and the fluxes α.
Theorem 21 (Change of the spectral flow under deformations). Let γ, γ˜ ∈
K K be two sets of non intersecting knots, defining two isotopic links.
Let 1 ≤ k0 ≤ K, let α(k0) = (α(k0)k )k 6=k0 and α˜(k0) = (α˜(k0)k )k 6=k0 in
[0, 1]
(K−1)
per , and let S, S˜ ∈ S (K) with ∂Sk = γk and ∂S˜k = γ˜k.
Let Φk0(α
(k0)),Φk0(α˜
(k0)) be the corresponding fluxes as in (4.10). We
assume that neither of the following two numbers are equal to π mod 2π:
πWr(γk0) + Φk0(α
(k0)) ≤ πWr(γ˜k0) + Φk0(α˜(k0)). (4.11)
Let (A(α))0≤α≤1, (A˜(α))0≤α≤1 be the two paths of magnetic potentials:
A(α) = 2πα[Sk0 ] +
∑
k 6=k0
2πα
(k0)
k0
[Sk], A˜(α) = 2πα[S˜k0 ] +
∑
k 6=k0
2πα˜
(k0)
k0
[S˜k],
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defining two loops of Dirac operators. The difference of their spectral flow
sf
(
(D
A˜(α))α
)− sf ((DA(α))α) is equal to:⌊
1
2(1−Wr[γ˜k0 ])− 12πΦk0(α˜(k0))
⌋− ⌊12(1−Wr[γk0 ])− 12πΦk0(α(k0))⌋.
Proof of Theorem 21. Consider a smooth isotopy (Fr)r∈[0,1] transforming γ
into γ˜, meaning F0 = idS3 and F1(γk) = γ˜k, and set γk,r := Fr(γk). We can
assume that S˜k = F1(Sk) by gauge invariance. We first deal with the case
of one knot K = 1.
>
>
>
M0
Mr1
Mr2
α1
α2
r
>
>
>
L0
Lr1
Lr2
Figure 4. A TW -homotopy in ∪r∈[0,r2]DS(r)([0, 1]2per). At
each height r we have drawn two copies of [0, 1]2per in its
universal covering R2. The bold lines form the set of critical
points: the oblique ones for the moving critical (0, α2) and
the vertical ones for the fixed critical (α1 =
1
2 , 0).
To the one-parameter family (γr)r∈[0,1] we can associate a smooth one-
parameter family of circles (Cr)r∈[0,1] in S3 such that Link(γr, Cr) = 1 for
all r ∈ [0, 1]. To each couple of knots (γr, Cr) =: Γr we assign a couple of
Seifert surfaces S(r) ∈ S (2) in such a way that (S(r))r∈[0,1] is a smooth
family. Recall that the critical points on ∂TΓr are (1/2, 0) and (0, αc(r)),
where αc(r) satisfies π[1−Wr(γr)]−2παc(r) ·1 = 0 mod 2π (see Theorem 15
and Proposition 11).
We then consider the TW -homotopy (Lr)r∈[0,r2] in⋃
r∈[0,r2]
DS(r)(TΓr) ⊂
⋃
r∈[0,r2]
DS(r)([0, 1]
2
per) ⊂ Sdisc,
drawn in Figure 4 (which corresponds to freezing the flux of the circle to
some 0 < αaux < 1). Observe that the loop Mr corresponds to the loop
Mr =
(DA(r,α))α∈[0,1],
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whereA(r, α) = 2πα[S1(r)]. By Section 3.4.4 the loopMr is bump-continuous
as long as 12 [1 −Wr(γr)] /∈ Z, and its spectral flow is equal to that of the
loop associated to α 7→ A(r, α, ε) := 2πα[S1(r)] + 2πε[S2(r)] for ε > 0 small
enough. From (4.1) we immediately obtain that
sf[L0] = sf[Lr2 ].
Furthermore, sf[Lr2 ] = sf[Mr2 ], yet by Theorem 19,
sf[L0]− sf[M0] = −1,
as L0 −M0 is homologically equivalent to a circle around (12 , 0). We get
sf[Mr2 ] = sf[M0]− 1.
The jump in the spectral flow occurs precisely when 12 [1−Wr(γr)] crosses Z,
in Figure 4 at r = r1. The result of the theorem then follows by successively
iterating the above procedure, and the difference of the two spectral flows is
minus the number of integer points between 12 [1−Wr(γ)] and 12 [1−Wr(γ˜)].
Now let us deal with the case of a link. We first deal with the case
α(k0), α˜(k0) ∈ (0, 1)K .
We can assume that there exists k1 with Link(γk1 , γk0) 6= 0, otherwise, the
problem can be reduced to the one-knot case. Indeed, following Section 3.4.4,
we can lower α(k0) down to 0 along s 7→ (1− s)α(k0). If Link(γk, γk0) = 0 for
all k 6= k0, this would define a (Sdisc-valued) bump continuous homotopy.
As in the one knot case, we consider the smooth path (γ)r, and we
associate to it a smooth path (α
(k0)
r ) = (α
(k0)
k,r )k 6=k0 connecting α
(k0) to
α˜(k0) within (0, 1)K−1. The two paths altogether define a (strong-resolvent
continuous)-homotopy of Dirac operators (DA(α,r))0≤α,r≤1 where:
A(α, r) := 2πα[Fr(Sk0)] +
∑
k 6=k0
2πα
(k0)
k,r [Fr(Sk)].
This homotopy intersects the critical region R
(K)
crit , (see 4.2, Proposi-
tion 11) whenever
αk0 = 0 & f(r) :=
1
2
[1−Wr(γk0,r)]−
∑
k 6=k0
αk,r Link(γk, γk0) ∈ Z. (4.12)
By Sard’s lemma, e−2iπε is a regular value of e2iπf(r) along some sequence
εn → 0+. So up to adding to αk1,r a term εχ(r) where χ ∈ C∞c ([0, 1], [0, 1])
with χ ↾ (η, 1 − η) = 1 and χ = 0 around 0 and 1, we can assume that f
crosses Z finitely many times and that all crossings occur at regular points.
Up to inserting parts with only αk1,r varying, we can assume that the
intersections occur when everything is frozen but αk1 (after transformation
the isotopy and the αk,r’s are continuous, piecewise C
∞, with constant parts
for Fr and αk,r, k 6= k1).
Claim: across the intersection the spectral flow sf((DA(α,r))α) jumps by
1 (resp. −1) when the number 12(1 −Wr[γk0,r]) −
∑
k 6=k0 αk,r Link(γk, γk0)
crosses the lattice Z positively (resp. negatively). Let 0 < r1 < · · · <
rM < 1 be the points of intersection. Let I0 := [0, r1), IM := (rM , 1] and
Im := (rm, rm+1), for 1 ≤ m ≤M − 1. Each restriction (DA(α,r))α∈[0,1]per
r∈Im
is
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bump-continuous. For r = rm ∈ (0, 1) the loop (DA(α,rm))α∈[0,1]per does not
have a well-defined spectral flow. Furthermore, the spectral flow of the loop
with r = rm− ε differs from that for r = rm+ ε by ±1 since their difference
in H1(SF,TW ) is homologous to a loop in the bulk S
(K) × (0, 1)K and a
loop circling the critical region R
(K)
crit as pictured in Figure 5. Adding up
all the contributions, we obtain – under the assumption (4.11) – that the
difference
sf
(
(DA(α))α
)− sf ((D
A˜(α))α
)
is equal to the (non-negative) number of integers between 12 (1−Wr[γk0 ])−∑
k 6=k0 αk Link(γk, γk0) and
1
2(1−Wr[γ˜k0 ])−
∑
k 6=k0 α˜k Link(γk, γk0).
(0, 0)
(1, 1)
αk1
αk0
p1
p1
p2 p2
(0, 0)
(1, 1)
αk1
αk0
p1
p1
p2 p2
<
−L1
>
L2 < >
>
<
>
<>
>
>
>
Figure 5. Homology of the difference of two parallel loops
L1, L2 separated by the critical region.
Now let us assume that some αk or α˜k is 0. By continuity from the right
(Section 3.4.4), for ε > 0 small enough, we can increase the vanishing αk
and α˜k from 0 up to some ε > 0 so that{
A(α, s) = 2πα[Sk0 ] + 2π
∑
k 6=k0 max(s, αk)[Sk],
A˜(α, s) = 2πα[S˜k0 ] + 2π
∑
k 6=k0 max(s, α˜k)[S˜k]
define bump-continuous homotopies (α, s) ∈ [0, 1]per × [0, ε] 7→ DA(α,s)
resp. D
A˜(α,s)
. Then we apply the previous proof to (DA(α,ε))α∈[0,1]per and
(D
A˜(α,ε)
)α∈[0,1]per .

We now give two consequences to Theorem 21, including the computation
of the spectral flow for the unknot.
4.2.3. Spectral flow for an unknot. Let C ⊂ S3 be a circle, that is the inter-
section of S3 with a 2-dimensional plane, excluding the case when this set is
empty or just a point. We then have the following result [28, Theorem 25].
Theorem 22. Let C be an oriented circle in S3 with Seifert surface S, and
set A = 2πα[S]. For any flux 0 ≤ α < 1 we have
kerDA = {0}.
This theorem is extremely useful for the computation of the spectral flow,
since it will provide us with a (generally hard-to-obtain) reference point;
setting A(α) := 2πα[S], α ∈ [0, 1]per, ∂S = C, we immediately obtain
sf
[(DA(α))α∈[0,1]] = 0.
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We combine this result with Theorem 21: if we take γ˜k0 a circle, α˜
(k0) =
(0+), and γk0 another realization of the unknot we obtain the following
result.
Corollary 23. Let S ∈ S (K), where γk0 is a realization of the unknot,
1 ≤ k0 ≤ K. Let α(k0) = (α(k0)k ) 1≤k≤K
k 6=k0
∈ [0, 1](K−1)per . We assume that the
number 12(1−Wr[γk0 ])− 12πΦk0(α(k0)) is not an integer where:
1
2πΦk0(α
(k0)) =
∑
1≤k≤K
k 6=k0
α
(k0)
k Link(γk, γk0).
Let (A(α))0≤α≤1 be the family A(α) := 2πα[Sk0 ] +
∑
k 6=k0 2πα
(k0)
k [Sk], then
we have
sf[(DA(α))0≤α≤1] = ⌊12 (1−Wr[γk0 ])− 12πΦk0(α(k0))⌋.
This gives us the full description of the spectral flow for a link of unknots.
Proof. Without loss of generality, we can assume αk 6= 0 for k 6= k0(see
Section 3.4.4). By assumption, there exists a smooth isotopy (Fr)r∈[0,1],
F0 = idS3 , transforming γk0 into a circle γ˜k0 := F1(γk0) (the non-degenerate
intersection of a 2-dimensional plane with S3). It transforms γk, resp. Sk
into γ˜k := F1(γk) resp. S˜k := F1(Sk). The loop α˜k0 7→ D2πα˜k0 [S˜k0 ] has trivial
spectral flow by Theorem 22.
To end the proof it suffices to apply Theorem 21 to (S, α(k0)) and (S˜, α˜(k0))
with α˜(k0) ≡ 0 ∈ [0, 1](K−1)per .

4.2.4. Lower bound on zero modes.
Remark 24. Let γ be a knot. In Section A.1, we show that its writhe is
equal to −(2π)−1 times the integrated relative torsion of any Seifert frame.
Furthermore in Section A.1.4, we show that we can smoothly vary its inte-
grated relative torsion without changing its isotopy class.
Then using Theorem 21 and the above remark, we obtain.
Corollary 25 (Lower bound on the total number of zero modes). Let m ∈ Z
and let γ0 ⊂ S3 be a knot. There exists a knot γ ⊂ S3 isotopic to γ0 with
−πWr(γ) 6= π mod 2π such that the following holds. If we pick a Seifert
surface S for γ and set A(α) = 2πα[S], then we have:
sf
(
(DA(α))0≤α≤1
)
= m.
In particular, the total number of zero modes
N(γ) :=
∑
α∈(0,1)
dim ker
(DA(α))
along the path
(DA(α))α∈[0,1] is equal or greater than |m|.
Remark 26 (Open question). We compute in Corollary 23 the spectral
flow corresponding to the path of fluxes α ∈ [0, 1] → 2πα when γ is an an
unknot. The case of a general knot remains open.
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We now illustrate these results with several examples for which we know
a more detailed description of the zero modes.
4.3. Hopf links.
4.3.1. The Erdo˝s-Solovej construction. We quickly recall the construction
in [8], extended to the singular case in [28, Theorem 31].
Seeing S2 ⊂ R3 with the metric 14g2, where g2 is the induced metric from
its ambient space, we define the Hopf map as
Hopf :
(S3, g3) −→ (S2, 14g2)
(z0, z1) 7→ (|z0|2 − |z1|2,ℜ(2z0z1),ℑ(2z0z1)).
The pre-image of K points v1, . . . , vK ∈ S2 is given by K interlinking
circles on S3, γK = Hopf−1({v1, . . . , vk}), with Link(γi, γj) = 1 for any
i 6= j. The link γK is then oriented along the vector field u3 = (iz0, iz1) and
we define the magnetic Hopf link BK as
BK :=
K∑
k=1
2παk
[
Hopf−1({vk})
]
, (4.13)
with (renormalized) flux αk ∈ [0, 1) on each component γk.
Theorem 27. Let BK be a magnetic Hopf link as in (4.13) with corre-
sponding singular gauge A and assume αk ∈ (0, 1) for all k. Let DA be the
Dirac operator on (S3, g3) and define c ∈ (−1/2, 1/2], m ∈ Z such that
K∑
k=1
αk =: c+m.
Furthermore, set
βS2,ℓ :=
(
K∑
k=1
8παkδvk − 2(c + ℓ)
)
volg2
4
.
As (2π)−1
∫
S2
βS2,ℓ = m− ℓ, on the spinor bundle Ψm−ℓ (with Chern number
m − ℓ) there exists a two-dimensional Dirac operator DS2,ℓ with magnetic
two-form βS2,ℓ (see Remark 28). Then:
(1) The spectrum of DA is given by
specDA =
⋃
ℓ∈Z
(
Zℓ ∪
{
±
√
λ2 + (ℓ+ c)2 − 1
2
: λ ∈ spec+DS2,ℓ
})
,
where
Zℓ =
 {ℓ+ c− 1/2}, m > ℓ,∅, m = ℓ,{−ℓ− c− 1/2}, m < ℓ.
(2) The multiplicity of an eigenvalue equals the number of ways it can
be written as
√
λ2 + (ℓ+ c)2− 12 , ℓ ∈ Z and λ ∈ spec+DS2,ℓ counted
with multiplicity, or as an element in Zℓ counted with multiplicity
|m− ℓ|.
(3) The eigenspace of DA with eigenvalue in Zℓ contains spinors with
definite spin value sgn(m− ℓ).
29
Remark 28. [The operator DS2,ℓ] Let us precise the definition of DS2,ℓ. Up
to using the stereographic projection, it is enough to define the operator in
C=ˆR2 seen as a chart of S2 \ {North pole}, and in which lie all the A.B.
solenoids (then it suffices to use [8, Appendix A]). Seeing vk ∈ C, and
v−vk
|v−vk | =: e
iθk for v = x+ iy ∈ C, we use the scalar gauge of βS2,ℓ given by
αℓ =
K∑
k=1
αkdθk − c+ ℓ
4 + |v|2 (xdy − ydx).
In the vicinity of each A.B. solenoid 2παkδvk , the spinors in dom(DS2,ℓ)
satisfy the boundary condition of the operator Dτ of [26, Section 2] with
τ = π (we refer to [8, Section 4] for the correspondence between the Dirac
operator in the flat metric and that in the S2-metric). That is, writing
ψ± the spin up and spin down components of ψ ∈ dom(DS2,ℓ) we have
ψ+ ∈ H1loc(C) and
lim
v→vk
v 6=vk
|v − vk|αkψ−(v) exists.
In the special case when c = 1/2, we have precise information about
kerDA.
Corollary 29. If the magnetic Hopf link BK has fluxes α ∈ (0, 1)K with∑K
k=1 αk = m+ 1/2, then
dimkerDA = m.
Armed with the above, we can to a large extent describe the spectral flow
of the operator DA on the torus of fluxes, and we begin by a simple example.
4.3.2. Spectral flow for a magnetic Hopf 2-link. We freeze two Seifert sur-
faces S = (S1, S2) for γ = Hopf
−1({v1, v2}); we have that 12
∫
γk
τS′kT
♭ = 0,
since the Hopf circles are great circles in S3. According to Theorem 15 and
Proposition 11, the map D(S, ·) is only discontinuous at p1 = (12 , 1) and
p2 = (1,
1
2 ) in [0, 1]
2
per. Thus we have
Tγ = [0, 1]
2
per \ {p1, p2}
and the group homomorphism (4.6) is:
sfS := sf ◦(DS)∗ : π1(Tγ)→ Z.
The general picture for the spectral flow is illustrated in Figure 6.
The family (L1, L2, L3) generates the first homology group H1(Tγ). The
bold segment [p1, p2] of equation α1 + α2 = 3/2 corresponds to fluxes for
which we know that dimkerDA = 1, see Corollary 29.
Recall that s˜fS ◦ ab is the factorization of sfS . We have:
s˜fS(L1) = 0,
s˜fS(L2) = 0,
s˜fS(L3) = −1.
Indeed, the result s˜fS(L3) = −1 follows directly from Theorem 19 and Corol-
lary 23 covers the other two.
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α2
L1
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α
2 =
3
2∧
>
>
<
Figure 6. The punctured torus Tγ for the Hopf 2-link.
Remark 30. Note that the computation of the spectral flow on π1 (or the
homology group H1) does not enable us to exclude the occurence of zero
modes outside the range α1 + α2 =
3
2 . Indeed if there existed closed curves
in [0, 1]2per in which all points (α1, α2) gave rise to Dirac operators with non-
trivial kernel, it would not be detected by the spectral flow (these potential
curves are represented by dashed circles in Figure 6).
The existence of these curves could however be disproved if one could
determine the positive spectrum of the operators DS2,ℓ (and thus the full
spectrum of DA).
α1
α2
α3
0
ΣH
ΣT
A
B
C
A
B
C
A
B
C
A
B
C
Figure 7. The cut torus Tγ for the Hopf 3-link.
4.3.3. Spectral flow for a magnetic Hopf 3-link. We again freeze the triplet
S = (S1, S2, S3) for γ = Hopf
−1({v1, v2, v3}). Since 12
∫
γk
τSkT
♭ = 0, the
map D(S, ·) is only discontinuous on the loops
αi = 1, αj + αk =
1
2
mod 1, {i, j, k} = {1, 2, 3},
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which are represented by the different (dashed or non-dashed) segments
between the points A,B,C in Figure 7. The shaded surfaces ΣH ,ΣT cor-
respond to fluxes for which the associated Dirac operator has non-trivial
kernel:
ΣH :
{
α1 + α2 + α3 = 3/2
0 < α1, α2, α3 < 1
, ΣT :
{
α1 + α2 + α3 = 5/2
0 < α1, α2, α3 < 1
.
According to Corollary 29, for α ∈ ΣH the kernel is one-dimensional, whereas
for α ∈ ΣT it is two-dimensional.
To discuss the homotopy of Tγ , it is easier to analyze the situation in the
universal covering R3 of [0, 1]3per.
1 1 1
1
1
1
1
0 0 0
0 0
0
2
2 2
2 2 2
Figure 8. The tiling of the surface α1 + α2 + α3 = 1/2 in
the universal covering. The number in each tile denotes the
number of zero modes of the corresponding Dirac operator
for such an α = (α1, α2, α3).
As in the case of the Hopf 2-link, for ε > 0 small enough and t ∈ [0, 1]per,
the loops 
L1 : t 7→ (t, ε, ε),
L2 : t 7→ (ε, t, ε),
L3 : t 7→ (ε, ε, t),
have trivial spectral flow.
Any loop enclosing an edge in the tiling in Figure 8 is homotopic to a
loop discussed in Theorem 19. A case which is not directly covered is when
the loop encircles a vertex, for example when going from a 0-tile to a 2-tile
as in Figure 9. Such a loop is however homologous to two loops encircling
2
0
>
Figure 9. A loop in the universal covering encircling a vertex.
an edge; both tiles share two 1-tiles on their boundary and the loop can
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be decomposed into the loop encircling the edge bordering the 2-tile and
one of the 1-tile and the loop encircling the edge shared by this same 1-tile
and the 0-tile. This leaves us with 6 loops L4, . . . , L9, one for each side
of the hexagon, each of them circling an edge so that they intersect the
surface
∑3
i=1 αi =
1
2 – oriented by (1, 1, 1) – exactly twice and transversally:
positively on the (n + 1)-tile and negatively on the n-tile with n = 0 or
n = 1. Summarizing, we have
s˜fS(L1) = . . . = s˜fS(L3) = 0, s˜fS(L4) = . . . = s˜fS(L9) = −1,
and L1, . . . , L9 generate H1(Tγ).
Conjecture. In the case of the Hopf 2-link (Figure 6), the two critical
points p1, p2 are linked by a line of solutions to the zero mode problem,
namely α1+α2 =
3
2 . If we now deform for example the second Hopf circle and
increase its integrated relative torsion, then the critical point p1 moves to the
left. We conjecture that the line of solutions remains, and having this picture
in mind, the jump of the spectral flow can be easily explained: it corresponds
to the crossing of the line across the vertical line α1 = 0 ∈ [0, 1]per.
More generally, we conjecture that for any system of two linked knots,
this line of solutions linking the two critical points exist, and that it is a
C1-curve. Furthermore, adding other knots in the picture, we think that
the critical region bounds hypersurfaces of solutions when the knots have
non-trivial linking numbers (see Figure 7 for the Hopf 3-link in which the
critical region bounds the triangle ΣT and the hexagon ΣH). There may be
degenerate cases for specific values of the integrated relative torsions.
5. Proofs of Theorems 14, 15 & 16
The following Lemma from [28, Lemma 23] will be useful when proving
the main theorems below.
Lemma 31. Let (Dn)n be a sequence of (unbounded) self-adjoint operators
on a separable Hilbert space H. Then the following propositions are equiva-
lent.
(1) Dn converges to D in the strong resolvent sense.
(2) For any (f,Df) ∈ GD, there exists a sequence (fn,Dnfn) ∈ GDn
converging to (f,Df) in H×H.
(3) The orthogonal projection Pn onto GDn converges in the strong op-
erator topology to P , the orthogonal projector onto GD.
5.1. Proof of Theorem 14. AsS (K)×[0, 1]Kper is metric, it suffices to verify
sequential continuity. Let (S, α) ∈ S (K) × (0, 1)K , and let (S(n), α(n))n be
a sequence converging to (S, α). We set
M := rank 1supp ϕ(DA).
Due to the strong resolvent continuity of D (characterization (2) of Lem. 31),
there exists a sequence of M -dimensional planes W (n) ⊂ ran D
A(n)
such
that the projection PW (n) converges to 1supp ϕ(DA). As the operators have
33
discrete spectrum, we can assume that W (n) is generated by eigenfunctions
of D
A(n)
. By Theorem 8, any sequence (ψ(n))n with
ψ(n) ∈ 1supp ϕ(DA(n)), ‖ψ(n)‖L2 = 1,
converges (up to extraction) to an element in ran1supp ϕ(DA). This shows
that along the sequence (S(n), α(n))n there is no vanishing of eigenfunctions
in the spectral region (supp ϕ)◦, and thus
lim
n→+∞‖ϕ(DA(n))− ϕ(DA)‖B = 0.

5.2. Proof of Theorems 15 & 16.
5.2.1. Description of the proof of Theorem 15. We split the proof into several
steps. In the first three steps we recall some technical tools from [28] used
to analyze the operator DA and its domain in the vicinity of a component
γk for a given magnetic link represented by (S, α) ∈ S (K) × (0, 1)K .
Step 1 5.2.2: Using a local gauge transformation in a tubular neighbor-
hood around γk (see Proposition 32 below) we replace the singular vector
potentials coming from all the other knots by a smooth vector potential.
Step 2 5.2.3: We introduce a partition of unity enabling us to localize
wave functions around γk.
Step 3 5.2.4: In the vicinity of a γk we express the Dirac operator
in the local coordinates (s, ρ, θ) and the spinor basis (ξ+, ξ−), defined in
Section 2.3.1. Up to sub-principal terms depending on the geometry of γk
and the smooth vector potential from Step 1 the Dirac operator acts like a
cylindrical Dirac operator DTℓk ,αk which has a phase jump of e−2iπαk across
θ = 0. In fact, as there is a small discrepancy between the surface θ = 0 and
the Seifert surface Sk we need a singular gauge transformation to move the
phase jump from Sk to θ = 0. We have an explicit orthogonal decomposition
of the domain of DTℓk ,αk in a regular and singular part (see (5.11)).
Step 4 5.2.5: This is the main part of the proof. We prove both impli-
cations in Theorem 15 by contraposition, i.e., we prove the equivalence of
the statements
(S1) For any bump-functions ϕ centered at λ, the map D (3.1) is not
locally Tϕ-continuous at (S, α).
(S3) There exists a k ∈ {1, . . . ,K} such that αk = 0 and
λ ∈ spec (Tk,A + τSk) .
We show the equivalence of theses two statements by showing that they are
both equivalent to
(S2) There exists a sequence (S(n), α(n)) → (S, α) for which there exists
a sequence (ψ(n))n with
ψ(n) ∈ dom (D
A(n)
)
, ‖ψ(n)‖L2 = 1,
limn→∞
∫
S3
∣∣(D
A(n)
− λ)ψ(n)∣∣2 = 0,
ψ(n) ⇀ 0.
(5.1)
We say that there exists a vanishing sequence (ψ(n))n (at λ) if the
above holds.
34 F. PORTMANN, J. SOK, AND J. P. SOLOVEJ
The most difficult part is to show that (S2) is equivalent to (S3). By
Theorem 8 a vanishing sequence must concentrate onto knots γk for which
αk → 1−. We localize the vanishing sequence (ψ(n))n around each of these
γk’s and express (S2) in local coordinates. We decompose the localized
functions into regular and singular parts. To prove that (S2) implies (S3)
we show that the singular part of the vanishing sequence collapses to an
eigenfunction of Tk,A + τSk . We show that (S3) implies (S2) by explicitly
constructing a vanishing sequence.
Notation 1. Along the proof we will consider converging sequences of tuples
(S(n), α(n)). After localization we will concentrate our study around γ
(n)
k for
a given k. To avoid the burden of notation the index k will often be omitted.
For ℓ > 0, we will use the notations Tℓ : R/(ℓZ) and T
∗
ℓ :=
2π
ℓ Z. As an
example: in the proof and after localization, Tn denotes Tℓ(n)k
where ℓ
(n)
k is
the length of γ
(n)
k .
We recall that the local coordinates (s, ρ, θ) around a knot γ are defined
in Section 2.3.1.
5.2.2. Removing the phase jumps. In this part, we introduce the function
Ek explained in [28, Section 3.4], which removes the phase jumps along the
curve γ = γk.
The following result can be found in [28, Section 3.4]. The construction
of Ek is reexplained below.
Proposition 32. Let (S, α) ∈ S (K) × (0, 1)K and let ( · ) denote (max),
(−) or (min). Let ε > 0 be small enough such that for all 1 ≤ k 6= k′ ≤ K,
Bε[γk] ∩ Sk′ and γk ∩ Sk′ have the same number of connected components.
For any 1 ≤ k ≤ K, there exists a map (defined below in (5.4))
Ek : Bε[γk] ∩ ΩS 7→ S1
which maps the set {ψ ∈ dom(D( · )A ) : suppψ ∈ Bε[γk] ∩ ΩS} onto the set
{ψ ∈ dom(D( · )Ak ) : suppψ ∈ Bε[γk]∩ΩS}, where Ak = 2παk[Sk] and we have
the correspondence
D( · )A ψ = Ek
(
D( · )Ak +
ck
hk
σ(T ♭k)
)
Ekψ, (5.2)
where ck is the number:
ck :=
1
ℓk
∑
k′ 6=k
2παk′ Link(γk′ , γk) =
1
ℓk
Φk[(αk′)k′ 6=k], (5.3)
Furthermore the function Ek has a bounded derivative in Bε[γk] ∩ ΩS, and
for any vector field X, EkX(Ek) coincides with ickX(sk(·)) on Bε[γk] ∩ΩS
and EkX(Ek) can be extended to an element in C
1(Bε[γk]). The choice of
Ek is unique up to a constant phase.
In the proposition, sk(·) denotes the coordinate map that associates to a
point p ∈ Bε[γk] the arclength parameter sk(p) ∈ R/(ℓkZ) of its projection
onto γk.
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The phase jump function Ek is defined as the product of the Ek,k′’s, where
Ek,k′ is the function describing the phase jump on Bε[γk] due to Sk′ . For
p ∈ Bε[γk] ∩ ΩS we set:
Ek(p) :=
∏
k′ 6=k
Ek,k′(p). (5.4)
Construction of Ek,k′. Let 1 ≤ k 6= k′ ≤ K.
If γk ∩Sk′ = ∅, we set Ek,k′ ≡ 1, else we proceed as follows. The curve γk
intersects Sk′ at the points 0 ≤ s1 < s2 < . . . < sM < ℓk. Call C1, · · · , CM
the corresponding connected components of the intersection Bε[γk] ∩ Sk′.
For 1 ≤ m ≤ M , Sk′ induces a phase jump eibm across the cut Cm, where
bm = ±2παk′ .
Case 1: M = 1. The surface Sk′ cuts γk only once and the cut neighborhood
Bε[γk] \ Sk′ =: B(ε, k, k′) is contractible. We can thus lift the coordinate
map sk(·) on this subset which gives a smooth function
sk,k′ : Bε[γk] \ Sk′ 7→ R,
satisfying for all p ∈ Bε[γk] \ Sk′ :
exp
(2iπ
ℓk
sk,k′(p)
)
= exp
(2iπ
ℓk
sk(p)
)
.
We then define for all p ∈ Bε[γk] \ Sk′ ⊃ Bε[γk] ∩ ΩS
Ek,k′(p) := exp
(
− ib1 sk,k
′(p)
ℓk
)
. (5.5)
Case 2: M ≥ 2. In this case the cuts Cm’s split Bε[γk] into M sections:
Bε[γk] ∩ ∁Sk′ =: R12 ∪R23 ∪ · · · ∪R(M−1)M ∪RM(M+1),
When passing from R(m−1)m to Rm(m+1), we are going through Cm which
then induces the phase jump eibm (with CM+1 = C1). As in the first case,
we pick a smooth lift sk,k′ of sk defined on Bε[γk] \ C1.
Writing for 2 ≤ m ≤M
Rm(M+1) := Rm(m+1) ∪R(m+1)(m+2) ∪ · · · ∪RM(M+1),
we set for all p ∈ Bε[γk] ∩ ΩS:
Ek,k′(p) := exp
(
− i
M∑
m=1
bm
sk,k′(p)
ℓk
+ i
M∑
m=2
bm1Rm(M+1)(p)
)
. (5.6)
Note that
M∑
m=1
bm = −2παk′ Link(γk, γk′),
as the linking number Link(γk, γk′) [34, Part D, Chapter 5] corresponds to
the number of algebraic crossing of γk through the Seifert surface Sk′ for
γk′ . Thus Ek,k′ is a S
1-valued function with a fixed slope and the correct
phase jump across the cuts Cm’s: it is a unique up to a constant phase.
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5.2.3. Localization. Let (S(n), α(n))n be a sequence converging to (S, α). We
pick ε > 0 such that 1. Bε[γk] ∩ Bε[γk′ ] = ∅ for k 6= k′, 2. the coordinates
(sk, ρk, θk) are well-defined on Bε[γk] and 3. Proposition 32 applies. Note
that by the continuity of the coordinates (see Proposition 7), the same will
be true for for the links γ(n) for n large enough.
We introduce a partition of unity (depending on n) that localizes around
the regions around the knots γ
(n)
k ’s, their Seifert surfaces and away from
them.
For 1 ≤ k ≤ K, recall the function χ
δ,γ
(n)
k
as in (2.14), with
0 < δ < εmin
1,
(
sup
k,n
‖κ(n)k ‖L∞ +
√
ε+ sup
k,n
‖κ(n)k ‖L∞
)−1 ,
where for s ∈ R/(ℓ(n)k Z) we set:
κ
(n)
k (s) := sup
θ
|κ(n)g,k(s) cos(θ) + κ(n)n,k(s) sin(θ)|.
This condition on δ ensures that cos(ρ
(n)
k )−sin(ρ(n)k )κ(n)k (s) ≥ 1−ε uniformly
in k and n (this function is a lower bound of (2.8) that appears in the
pullback of the volume form volS3). Furthermore, set
χ
δ,S
(n)
k
(p) := χ
(
4
distg3 (p,S
(n)
k )
δ
)(
1− χ
δ,γ
(n)
k
(p)
)
,
which has support close to the Seifert surface S
(n)
k , but away from the knot
γ
(n)
k . The remainder is then defined as
χ
δ,R
(n)
k
(p) := 1− χ
δ,S
(n)
k
(p)− χ
δ,γ
(n)
k
(p),
and the three χ’s provide us with a partition of unity subordinate to S
(n)
k .
The partition of unity for the entire link is then given by
1 =
K∏
k=1
(
χ
δ,γ
(n)
k
(p) + χ
δ,S
(n)
k
(p) + χ
δ,R
(n)
k
(p)
)
=
∑
a∈{1,2,3}K
χ
(n)
δ,a (p) =
K∑
k=1
χ
δ,γ
(n)
k
(p) +
∑
a∈{2,3}K
χ
(n)
δ,a (p), (5.7)
where χ
(n)
δ,a is the product
∏K
k=1 χδ,X(n)k
, with
X
(n)
k =

γ
(n)
k , ak = 1,
S
(n)
k , ak = 2,
R
(n)
k , ak = 3.
5.2.4. The model case. The results of this section are explained in full details
in [28, Section 3.2.2]. Consider the operator DA associated to (S, α) ∈
S (K) × (0, 1)K : we now study its action close to one of the γk’s. Close to
such a knot γk, we write
χδ,γψ = Ek(f+ξ+ + f−ξ−),
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where Ek denotes the phase function (5.4). The local coordinates manifold
Tℓ × R2 := (R/(ℓZ))× R2,
is endowed with the flat metric and coordinates (s, u1, u2) defined by u1 +
iu2 = ρe
iθ. The Spinc spinor bundle is Tℓ × R2 × C2, endowed with the
Clifford map σ˜ defined through
σ˜(ds) = σ3, σ˜(du1) = σ1, σ˜(du2) = σ2.
Furthermore, the symbol ∇˜ denotes the canonical connection.
Outside the Seifert surfaces Sk′ ’s, across which a ψ ∈ dom(D(max)A ) has
the phase jumps (2.11) inherited from D(min)A , D(max)A acts like the free Dirac
operator σ(−i∇). Written in the coordinates (s, ρ, θ) the action of D(max)A
is given by
∀p ∈ Bδ[γk] ∩ΩS ,
Ek
(
〈ξ+,D(max)A ψ〉
〈ξ−,D(max)A ψ〉
)
(p) =
(
σ˜(−i∇˜)+E1+E0+ ck
hk
σ3
)
f(s(p), ρ(p), θ(p)),
(5.8)
where the operators of the last line (which act away from the phase jump
surfaces in (5.8)) are
σ˜(−i∇˜) = −i
(
∂s e
−iθ(∂ρ − iρ∂θ)
eiθ(∂ρ +
i
ρ∂θ) −∂s
)
,
E1 = −i
(
(h−1k − 1)∂s −ie
−iθ(ρ−sinρ)
ρ sinρ ∂θ
ieiθ(ρ−sin ρ)
ρ sinρ ∂θ −(h−1k − 1)∂s
)
+ iσ3
τ
h∂θ,
E0 = −i(σ3Mξ(T ) + σ1Mξ(S) + σ2Mξ(N )).
(5.9)
We recall that Mξ is the connection form of the canonical connection (2.2)
in the (ξ+, ξ−)-trivialization (relatively to γk), and hk is defined in (2.8).
The term ckhkσ3 corresponds to the action on the phase jump function Ek.
On Bδ[γk], the matrix E0 is bounded, and we will show that the other sub-
principal term E1 can be controlled by the leading term.
Consider the magnetic field supported on Tℓ × {0} ⊂ Tℓ × R2 with flux
0 ≤ α < 1; we use the singular gauge 2πα[S˜] where S˜ denotes the surface
Tℓ × {(u1, u2) ∈ R2, θ = 0} oriented by ∂u2 .4
The minimal operator D(min)
Tℓ,α
with domain
dom(D(min)
Tℓ,α
) :=
{
ψ ∈ H1(Tℓ × R2 \ S˜)2, ψ|
S˜+
= e−2iπαψ|
S˜−
}
,
acts like the free Dirac operator σ˜(−i∇˜) outside S˜. An important property,
which can be easily obtained by Stokes’ formula, is the fact that for all
f0 ∈ dom
(D(min)
Tℓ,α
)
the Dirac energy coincides with the Dirichlet energy on
4In [28] we use the “smooth” gauge αdθ: it is linked to the singular gauge 2πα[S˜]
through the gauge transformation eiαθ, where θ has branch cut along θ = 0.
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{(s, u) ∈ Tℓ × R2, θ 6= 0}:∫
|D(min)
Tℓ,α
f0|2 =
∫
|(∇˜f0)|θ 6=0 |2. (5.10)
We are interested in two particular extensions D(±)
Tℓ,α
with domains
dom
(D(+)
Tℓ,α
)
:= dom
(D(min)
Tℓ,α
) ⊥G⊕
 1√2πℓ ∑
j∈T∗ℓ
λje
ijs
(
K1−α(ρ〈j〉)ei(α−1)θ
0
)
: λ ∈ ℓ2(T∗ℓ)

dom
(D(−)
Tℓ,α
)
:= dom
(D(min)
Tℓ,α
) ⊥G⊕
 1√2πℓ ∑
j∈T∗ℓ
λje
ijs
(
0
Kα(ρ〈j〉)eiαθ
)
: λ ∈ ℓ2(T∗ℓ)
 .
(5.11)
Here, ⊥G means the orthogonality with respect to the graph norm, Kα
and K1−α denote modified Bessel functions of the second kind, the group
T
∗
ℓ :=
2π
ℓ Z is the Pontrjagin dual of Tℓ and 〈j〉 :=
√
1 + j2. The action is
as follows: for all f ∈ dom (D(±)
Tℓ,α
)
we have:
D(±)
Tℓ,α
f :=
(
σ˜(−i∇˜)f)∣∣
θ 6=0. (5.12)
These extensions should again be thought of as the situation when the sin-
gular part of the spinor “aligns” with or against the magnetic field. For any
of these extensions we can decompose f ∈ dom (D(±)
Tℓ,α
)
with respect to the
splittings (5.11) as
f = f0 + fsing(λ) (5.13)
with f0 ∈ dom
(D(min)
Tℓ,α
)
. Furthermore, there is a lower bound on the graph
norm ‖ · ‖Tℓ (proved in [28])
‖f‖2Tℓ = ‖f0‖2Tℓ + ‖fsing‖2Tℓ ≥ ‖fsing‖2Tℓ ≥ (Cα +C1−α)‖λ‖2ℓ2(dµT∗
ℓ
), (5.14)
where Cα and C1−α denote the integrals∫ +∞
0
Kβ(r)
2rdr, β = α, 1 − α.
Observe that, due to the behaviour of Kα close to 0, we have as α→ 1−
Cα +C1−α = Θ
( 1
1− α
)
, (5.15)
that is, it behaves like (1−α)−1 as α→ 1−. In other words, the graph norm
controls the ℓ2-norm of λ. Observe also the following:∫
|fsing(λ)|2 = Cα
∑
j∈T∗ℓ
|λj |2
1 + j2
. (5.16)
Furthermore, any f ∈ dom (D(±)
Tℓ,α
)
satisfies∫
|D(±)
Tℓ,α
f |2 =
∫
|(∂sf)
∣∣
θ 6=0|2 +
∫
|(σ˜(−i∇˜u)f)
∣∣
θ 6=0|2, (5.17)
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which can be verified with the help of an explicit calculation. Recall that
‖·‖Ak and ‖·‖Tℓ denote the graph norms of DAk and of the model operator
DTℓ,α respectively.
The next lemma (proved in [28]) compares the two graph norms.
Lemma 33. Let γ0 be a knot of length ℓ with Seifert surface S0 and 0 <
α < 1. Given δ > 0 small enough and any ψ ∈ dom (DA0), A0 = 2πα[S0]
we write
eiζχδ,γψ = f · ξ = f+ξ+ + f−ξ−,
where the local gauge transformation eiζ shifts the phase jump e−2iπα from
the surface S ∩ B2δ[γ] to {(s, ρ, θ), ρ ≤ 2δ & θ = 0}. Then f = (f+, f−) ∈
dom(D(−)
Tℓ,α
) and there exists a constant C = C(δ, α, S) such that
‖f‖Tℓ ≤ C‖χδ,γψ‖A0 ≤ C(1 + δ−1)‖ψ‖A0 ,
and the bound C(δ, α, S) depends continuously on S ∈ S and α.
5.2.5. Proof of Theorem 15. Since S (K) × [0, 1]Kper is metric the continuity
in (S1) above is the same as sequential continuity. That (S2) implies (S1) is
obvious.
(S1) implies (S2): Assume (S1). We claim that there exists a sequence
(S(n), α(n)) converging to (S, α) such that for all bump functions ϕ centered
around λ there holds lim infn→+∞‖ϕ(DA(n)− ϕ(DA)‖B > 0.
Proof of the claim. Let ϕs be a bump-function. We define a family of bump
functions around λ by setting ϕn(x) := ϕs(n(x − λ)), n ≥ 1. Let Bn :=
B((S, α), 2−n). By assumption, ϕn◦D|Bn is not continuous. Thus we can find
a sequence (S(n,m), α(n,m)) →
m→+∞ (S
(n,∞), α(n,∞)) in the ball Bn such that
limm→+∞‖ϕn(DA(n,m))−ϕn(DA(n,∞))‖B = εn > 0. Letm(n) be a rank above
which the norm is larger than εn/2. We can assume that m(n+1) > m(n),
and for every n0 the triangle inequality gives:
lim inf
n→+∞(‖ϕn0(DA(n,∞))−ϕn0(DA)‖B+ ‖ϕn0(DA(n,m(n)))−ϕn0(DA)‖B) ≥
εn0
2 .
Thus one subsequence (S(nk ,m(nk)), α(nk,m(nk)))k or (S
(nk ,+∞), α(nk ,+∞))k,
which we rename (S(k), α(k))k, satisfies the claim for the family (ϕnk′ )k′≥1 of
bump functions. For another bump function ϕ around λ, for k big enough
we can factorize ϕnk = f ◦ ϕ with f continuous.
We now consider this sequence (S(n), α(n))n. As DA has discrete spec-
trum, we can isolate λ: there exists η > 0 such that dist(λ±η, spec(DA)) > 0
and spec(DA)∩ [λ+ η, λ− η] ⊂ {λ}. For n0 big enough, the bump function
ϕn0 has support in (λ+ η, λ− η).
By Theorem 13, D
A(n)
converges to DA in the strong resolvent sense.
By Lemma 31, for every eigenfunction ψ ∈ dom(DA) with eigenvalue µ,
there exists a sequence (ψn) with ψn ∈ dom(DA(n)) such that (ψn,DA(n)ψn)
converges to (ψ, µψ) in norm. As the D
A(n)
’s also have discrete spectrum,
we can assume D
A(n)
ψn = µnψn with µn → µ.
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In particular, we can write ran1[λ+η,λ−η]
(D
A(n)
)
= V
(n)
η
⊥⊕W (n)η , where
V
(n)
η ,W
(n)
η are subspaces spanned by eigenfunctions of DA(n) with
D
A(n)
P
W
(n)
η
→ λ1{λ}(DA) in B(L2(S3)2).
Yet for all n0, we have limn→∞‖ϕn0(DA(n))− ϕn0(DA)‖B > 0. Thus for n0
big enough we have supp ϕn0 ⊂ (λ− η, λ+ η) and
lim
n→+∞‖ϕn0(DA(n))PV (n)η ‖B = limn→+∞‖ϕn0(DA(n))− ϕn0(DA)‖B > 0.
In particular V
(n)
ϕ 6= {0}, and we can find a sequence ψ(n) ∈ V (n)η of normal-
ized eigenfunctions of D
A(n)
with corresponding eigenvalues λ(n) all lying in
supp ϕn0 . By another diagonal argument we can assume λ
(n) → λ.
At last, (S2) follows from the observation that any sequence satisfying:
ψ(n) ∈ V (n)η , ‖ψ(n)‖L2 = 1
converges weakly to 0: ψ(n) ⇀ 0. Indeed, pick an accumulation point ψ
in the weak topology of L2(S3)2: let us show ψ ∈ (dom(DA))⊥ = {0}. As
done above, let ψ˜ be an eigenfunction DA, approximated by eigenfunctions
ψ˜(n) of D
A(n)
. If DAψ˜ 6= λψ˜, then for n big enough ψ˜(n) ⊥ ψ(n) as we have
|µn − λ| > η , else DAψ˜ = λψ˜ and we can choose PW (n)η ψ˜
(n) = ψ˜(n) ⊥ ψ(n).
Anyway 〈ψ˜, ψ〉L2 = limn→+∞〈ψ˜(n), ψ(n)〉L2 = 0.
(S2) implies (S3): We consider a vanishing sequence (ψ(n))n along a se-
quence (S(n), α(n)) converging to (S, α). For each flux α
(n)
k , αk we consider
the representative in [0, 1), that we write the same way.
The sequence (S(n), α(n)) can be split into at most 2K subsequences, in-
dexed by the set A ⊂ {1, · · · ,K} of indices k for which αnk → 1− along the
subsequence.
By Theorem 8, there exists a subsequence with A 6= ∅, otherwise, the
sequence (ψ(n))n cannot be vanishing. We will henceforth focus on one such
subsequence associated to A 6= ∅, and furthermore denote by
γA :=
⋃
k∈A
γk.
From the same Theorem 8 it also follows that
ψ(n) → 0 in L2loc(S3 \ γA)2. (5.18)
Thanks to (5.1) we also get that
D
A(n)
ψ(n) → 0 in L2loc(S3 \ γA)2. (5.19)
Localization of the sequence around the knots. Using χ
δ,γ
(n)
k
, we now local-
ize around a knot γk with k ∈ A, and drop the subscript k. To simplify
notations, the relative torsion τ
S
(n)
k
will simply be written τ
(n)
k or just τn.
The phase function E
(n)
k for γ
(n)
k (see (5.4)) is written E
(n). We then
decompose with respect to the trivialization ξ(n) = (ξ
(n)
+ , ξ
(n)
− )
χδ,γ(n)ψ
(n) = E(n)f (n) · ξ(n), f (n) = (f (n)+ , f (n)− ).
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As in Lemma 33, up to a local gauge transformation eiζ
(n)
k shifting the phase
jump from S
(n)
k to {θn = 0}, the spinor f (n) is in dom
(D(−)
T
ℓ
(n)
k
,α
(n)
k
)
when
seen as a function of (sn, ρn, θn). For any n, we perform this local gauge
transformation around γ
(n)
k , and still write f
(n) the new spinor. According
to (5.13) we split f (n) into a regular part f˜
(n)
0 and a singular part f˜
(n)
sing:
E(n)f (n) = E(n)f˜
(n)
0 + E
(n)f˜
(n)
sing.
Furthermore, set
f
(n)
0 := χ(
ρ
2δ )f˜
(n)
0 , f
(n)
sing := χ(
ρ
2δ )f˜
(n)
sing.
Observe that f
(n)
0 + f
(n)
sing = f˜
(n)
0 + f˜
(n)
sing, but that f˜
(n)
0 , f˜
(n)
sing do not have
compact support. We also define
eiζ
(n)
k ψ
(n)
0 (f)(p) := f
(n)
0 (sn(p), ρn(p), θn(p)) · ξ(n)(p) ∈ dom(D(min)A(n) ),
eiζ
(n)
k ψ
(n)
sing(f)(p) := f
(n)
sing(sn(p), ρn(p), θn(p)) · ξ(n)(p) ∈ dom(DA(n)),
eiζ
(n)
k ψ(n)(f)(p) := ψ(f)
(n)
0 (p) + ψ
(n)
sing(f)(p).
We then have:
E(n)ψ(n)(f) = eiζ
(n)
k χδ,γ(n)ψ
(n).
Boundedness of the localized functions. The form of f˜
(n)
sing is somewhat easy
to describe:
f˜
(n)
sing(s, ρ, θ) =
1√
2πℓ(n)
∑
j∈(T
ℓ
(n)
k
)∗
eijsλ
(n)
j
(
0
Kα(n)(ρ〈j〉)eiα
(n)θ
)
, (5.20)
(Recall that DA = D(−)A is related to the model operator D(−)
T
ℓ
(n)
k
,α
(n)
k
.)
Let A
(n)
k be the magnetic potential:
A
(n)
k := 2πα
(n)
k [S
(n)
k ].
By (5.1) and (5.2):
lim sup
n→+∞
‖E(n)k χδ,γ(n)k ψ
(n)‖
A
(n)
k
< +∞.
By Lemma 33, we have
lim sup
n→+∞
‖f˜ (n)‖2
Tn,α(n)
= lim sup
n→+∞
(‖f˜ (n)0 ‖2Tn + ‖f˜ (n)sing‖2Tn) < +∞. (5.21)
Using estimates (5.14)-(5.15), this gives:
lim sup
n→∞
(1− α(n))−1
∑
j
|λ(n)j |2 <∞. (5.22)
By Lemma 33, we also have
lim sup
n
(‖ψ(n)0 (f)‖A(n)k + ‖ψ
(n)
sing(f)‖A(n)k ) < +∞. (5.23)
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Careful study of D
A(n)
ψ(n) around the knots. Recall (5.8)-(5.9); we introduce
the operator
Q(n) := σ˜(n)(−i∇˜(n)) + E(n)1 + E(n)0 +
c
(n)
k
hn
σ3,
acting on L2(Tn×R2)2, where Tn := R/(ℓ(n)k Z). Note that hn is the function
h in (2.8) associated to the knot γ
(n)
k . We recall the correspondence:(
eiζ
(n)
k E
(n)D
A(n)
ψ(n)
)
(p) = (Q(n)f)|θ=0(sn, ρn, θn)(p) · ξ(n)(p), (5.24)
The part σ˜(n)(−i∇˜(n)) corresponds to D
Tn,α
(n)
k
: see (5.12). We are now
going to study
Q(n)(f (n)0 + f (n)sing) =
(
E(n)1 − iσ3 τnhn ∂θn
)
f
(n)
sing
∣∣
θ 6=0
(5.25)
+
(
E(n)1 + E(n)0 +
c
(n)
k
hn
σ3
)
f
(n)
0
∣∣
θ 6=0
(5.26)
+
(
σ˜(n)(−i∇˜(n))(f (n)0 + f (n)sing) +
(E(n)0 + σ3( c(n)khn + i τnhn∂θn)f (n)sing)∣∣
θ 6=0
.
(5.27)
We now determine the behavior of f
(n)
0 and f
(n)
sing, then prove that the L
2-
norm of (5.25)-(5.26) converge to 0 and study in details the term (5.27).
Convergence of f˜
(n)
0 and concentration of f˜
(n)
sing:
Let us show that the following holds: first for any ε1 > 0
mε1(f˜
(n)
sing) :=
∫
ρ≥ε1
(|f˜ (n)sing|2 + |DTn,α(n) f˜
(n)
sing|2)ρdρdsdθ→n→∞ 0, (5.28)
and then
lim
n→∞‖f˜
(n)
0 ‖L2(Tn×R2)2 = 0. (5.29)
These results imply ψ
(n)
sing(f) → 0 in L2loc(S3 \ γk)2 and ψ(n)0 (f) → 0 in
L2(S3)2.
Using the explicit form of f˜
(n)
sing ((5.20)) and (5.22), we get:
mε1(f˜
(n)
sing) =
∑
j∈(Tn)∗
|λ(n)j |2
∫
ρ≥ε1
(K2
α(n)
+K1−α(n))(ρ〈j〉)2ρdρ,
≤ 2
∑
j∈(Tn)∗
|λ(n)j |2
1 + j2
∫
ρ≥ε1
K1(ρ)
2ρdρ,
≤ C(1− α(n))
∫
ρ≥ε1
K1(ρ)
2ρdρ →
n→+∞ 0.
We turn now to f˜
(n)
0 . By renormalizing the parameter s with the trans-
formation
g(s, z) ∈ L2(Tn × R2)2 7→ gsc(s′, z) := g
(ℓ(n)k
ℓk
s′, z
)
∈ L2(Tℓk × R2)2,
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we can work in the fixed Hilbert space L2(T × R2)2. We now consider the
renormalized f˜
(n)
0 :
g˜
(n)
0 (s
′, z) := f (n)0
(ℓ(n)k
ℓk
s′, z
)
∈ dom(D(min)
T
ℓk,α
(n)
k
).
By (5.21), (‖f˜ (n)0 ‖Tn,α(n)k )n is bounded. The two facts (5.18) and (5.28) imply
that g˜
(n)
0 → 0 in L2loc(Tℓk × (R2 \ {0}))2. The equality (5.10) implies that
the sequence (g˜
(n)
0 )n is H
1({θ 6= 0})2-bounded, and thus converges up to
extraction in L2loc(Tℓk × R2)2. As f˜ (n)sing concentrates on Tn × {0} and the
sum of f˜
(n)
sing and f˜
(n)
0 has compact support, we obtain g˜
(n)
0 → 0 in L2, and
‖f˜ (n)0 ‖2L2(Tn×R2)2 =
ℓk
ℓ
(n)
k
‖g˜(n)0 ‖2L2(Tℓk×R2)2 → 0.
The term (5.25): Using (5.20) and (5.28), one can show by direct compu-
tation that
lim
n→∞‖ρn(∂snf
(n)
sing)|θ 6=0‖L2(Tn×R2)2 = 0, limn→∞‖ρn∂θnf
(n)
sing |θ 6=0‖L2(Tn×R2)2 = 0.
This shows that the norm of (E(n)1 − iσ3 τnhn∂θn)f
(n)
sing |θ 6=0 tends to zero as
n→∞. Similarly, by direct computation thanks to (5.28) we have:
‖ρf (n)sing‖L2(Tn×R2)2 + ‖ρDTn,α(n)k f
(n)
sing‖L2(Tn×R2)2 → 0. (5.30)
The term (5.26): The convergence (5.29) together with the uniform bound-
edness of E(n)0 in n shows that (E(n)0 + c
(n)
k
hn
σ3)f
(n)
0 converges to zero in norm.
We now show that E(n)1 f (n)0 converges to zero. Below G(n) denotes the
vector field defined in (2.9) associated to the knot γ
(n)
k . Using (2.9) and
(2.13), for p ∈ B2δ[γ(n)k ] ∩ {θn 6= 0}: ( 1hn − 1)∂sn − τnhn∂θn corresponds to
(1− hn)T (n) − τn sin(ρn)G(n) and the following equality holds:
− iσ3
[
(h−1n − 1)∂sn − τnhn∂θn
+
(
(1− hn)Mξ(n)(T (n))− τn sin ρnMξ(n)(G(n))
)]
f
(n)
0
∣∣
θ 6=0
=
〈ξ(n)+ ,−iσ(T (n),♭)[(1− hn)∇T (n) − τn sin ρn∇G(n) ](eiζ(n)k ψ(n)0 (f))∣∣ΩS〉
〈ξ(n)− ,−iσ(T (n),♭)[(1− hn)∇T (n) − τn sin ρn∇G(n) ](eiζ
(n)
k ψ
(n)
0 (f))
∣∣
ΩS
〉
.
(5.31)
Similarly ρn−sin(ρn)ρn sin(ρn) ∂θn corresponds to
ρn−sin(ρn)
ρn
G(n) and we have:
− i(− sin θnσ1+ cos θnσ2)
[ρn − sin ρn
ρn sin ρn
∂θn +
ρn−sinρn
ρn
Mξ(n)(G
(n))
]
f
(n)
0
∣∣
θ 6=0
=
 〈ξ(n)+ ,−iσ(G(n),♭)ρn−sinρnρn ∇G(n)eiζ(n)k ψ(n)0 (f)∣∣ΩS 〉
〈ξ(n)− ,−iσ(G(n),♭)ρn−sin ρnρn ∇G(n)eiζ
(n)
k ψ
(n)
0 (f)
∣∣
ΩS
〉.
 (p). (5.32)
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As ‖ψ(n)0 (f)‖L2 → 0, the zero-order terms with the Mξ(n) ’s all converge to 0
in the limit. Thus, it suffices to prove that the following three terms converge
to 0:
‖(1− hn)∇T (n)ψ
(n)
0 (f)
∣∣
ΩS
‖L2(S3)2 , ‖τn sin ρn∇G(n)ψ
(n)
0 (f)
∣∣
ΩS
‖L2(S3)2 ,
‖ρn−sinρnsin ρn ∇G(n)ψ
(n)
0 (f)
∣∣
ΩS
‖L2(S3)2 .
We only treat the first one, the calculation for the latter two is identical. As
(1− hn) = O(ρn), it suffices to estimate
‖ρn(∇T (n)ψ
(n)
0 (f))
∣∣
ΩS
‖L2(S3)2 ≤ ‖∇T (n)(ρnψ
(n)
0 (f))
∣∣
ΩS
‖L2(S3)2
≤ ‖D(min)
A
(n)
k
(ρnψ
(n)
0 (f))‖L2(S3)2 ,
where in the last step we used the Lichnerowicz formula that holds for the
minimal Dirac operator, see [28, Section 3.2.1]. Recall A
(n)
k = 2πα
(n)
k [S
(n)
k ],
[28, Lemma 12] gives: if ψ ∈ dom(D(max)
A
(n)
k
) with suppψ ⊂ B2δ[γk], then we
have ρψ ∈ dom(D(min)
A
(n)
k
). Next,
‖D
A
(n)
k
(ρnψ
(n)
0 (f))‖L2(S3)2 ≤ ‖σ(dρn)ψ(n)0 (f)‖L2(S3)2 + ‖ρnDA(n)k ψ
(n)
0 (f)‖
≤ ‖ψ(n)0 (f)‖L2(S3)2+‖ρnDA(n)k (ψ
(n)(f))‖L2(S3)2+‖ρnDA(n)k ψ
(n)
sing(f)‖L2(S3)2 .
The first term tends to zero by (5.29). Recall the action of D
A
(n)
k
in coordi-
nates (5.25)-(5.27). As in the part on (5.25), we get by direct computation
that the last term converges to 0 in L2. We claim that the second term also
vanishes. Indeed, by (5.19),(5.1), we know that ψ(n),DAψ(n) concentrates
on γk. So by (5.2), DA(n)k (ψ
(n)(f)) also concentrates on γk, hence the claim
follows.
The term (5.27): It is through this expression that we will be able to
deduce the sought-after condition. To ease the notational burden we will
from now on drop all indices on the coordinates and simply write (s, ρ, θ).
The condition
∫
S3
|(D
A(n)
− λ)ψn|2 → 0 implies that (Q(n) − λ)f (n) tends
to 0 in norm and both terms (5.25) & (5.26) tend to 0 in norm. We obtain
that the term
σ˜(n)(−i∇˜(n))f (n)0 +
(
σ˜(n)(−i∇˜(n))− λ+ E(n)0 + α(n)k τnhn −
c
(n)
k
hn
)
f
(n)
sing (5.33)
tends to zero in norm once we observe that: 1. f˜
(n)
0 → 0 in norm, 2. the
spinor σ3f
(n)
sing equals −f (n)sing and 3. iσ3 τnhn∂θf
(n)
sing
∣∣
θ 6=0 = α
(n) τn
hn
f
(n)
sing.
The connection form E(n)0 is a smooth matrix depending on the Seifert
frame of γ
(n)
k relatively to S
(n). So we have:
|E(n)0 (s, ρ, θ)− E(n)0 (s, 0, 0)| ≤ Cst(k, n)min(ρ, 2δ),
where E(n)0 (s, 0, 0) denotes the value of E(n)0 at γ(n)k (s). By geometric conver-
gence of S(n) to S, we can assume that the constant Cst(k, n) is uniform in
k and n. As we know that the L2-norm of ρf
(n)
sing tends to 0, we can replace
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E(n)0 (s, ρ, θ) by E(n)0 (s). As the spinor f˜ (n)sing has no upper component, using
(2.2) and (2.12)-(2.13), we can write:
E(n)0 (s, 0, 0)f (n)sing(s, ρ, θ) =
i
(〈ξ(n)− ,∇T (n)ξ(n)− 〉(s)− 〈ξ(n)+ ,∇T (n)ξ(n)− 〉(s)σ1)f (n)sing(s, ρ, θ),
Indeed, by the definition of the extension of the Seifert frame on Bε[γ
(n)
k ],
we have on the curve γ
(n)
k :
∇
S(n)
S(n) = ∇
S(n)
N (n) = ∇
N (n)
S(n) = ∇
N (n)
N (n) = 0.
Similarly, as |h−1n −1| ≤ ρ×Cst, we can replace h−1n by 1 in (5.33). Thus,
dropping all terms whose L2-norm vanishes reduces (5.33) to
‖σ˜(n)(−i∇˜(n))f (n)0 +
(− c(n)k + E(n)0 (s) +α(n)k τn(s)− λ)f (n)sing‖L2 → 0. (5.34)
We recall that f (n) = χ( ρ2δ )f˜
(n). As ‖f (n)0 ‖L2 → 0 and f˜ (n)sing,DTn,α(n) f˜
(n)
sing
concentrate on Tn × {0}, then DTn,α(n)f
(n)
0 concentrates on the same set,
which implies that we can replace f
(n)
0 and f
(n)
sing by f˜
(n)
0 and f˜
(n)
sing in (5.34).
We are now left with the following problem: how can the term D
Tn,α(n)
f˜
(n)
0
coming from an element f˜
(n)
0 in the minimal domain approximate the ex-
pression (5.34) (the 2nd line only)?
We need to go into details. We denote by f+ (resp. f−) the spin up (resp.
down) of a spinor f . For simplicity, we introduce the complex variable
z := ρeiθ in Tn × R2. We rewrite (5.34) in components, recalling (5.12) we
have {
(D
Tn,α(n) f˜
(n)
0 )+ + (F
(n)
+ (s)− 2i∂z)(f˜ (n)sing)−
∣∣
θ 6=0,
(D
Tn,α(n)
f˜
(n)
0 )− + (F
(n)
− (s) + i∂s)(f˜
(n)
sing)−
∣∣
θ 6=0.
(5.35)
where the F
(n)
± (s) are defined as follows:{
F
(n)
+ (s) := −i〈ξ(n)+ ,∇T (n)ξ
(n)
− 〉(γ(n)k (s)),
F
(n)
− (s) := i〈ξ(n)− ,∇T (n)ξ
(n)
− 〉(γ(n)k (s))− c(n)k + α(n)k τ (n)k (s)− λ.
Our aim is to prove
lim
n→+∞‖
(
F
(n)
− (s) + i∂s
)
(f˜
(n)
sing)−
∣∣
θ 6=0‖ = 0, (5.36)
which we then show implies (S3).
Proof of (5.36). We show that the inner product of (D
Tn,α(n)
f˜
(n)
0 )− with(
F
(n)
− (f˜
(n)
sing)− resp. ∂s(f˜
(n)
sing)−
∣∣
θ 6=0 tends to 0: it implies (5.36). For the first
inner product we have:
〈D
Tn,α(n)
f˜
(n)
0 , F
(n)
− f˜
(n)
sing〉L2=−〈f˜ (n)0 , i(F (n)− )′f˜ (n)sing〉L2+〈f˜ (n)0 , F (n)− DTn,α(n) f˜
(n)
sing〉L2 .
(5.37)
As we know that ‖f˜ (n)0 ‖L2 → 0 and ‖F (n)− ‖C1(Tn) + ‖f˜ (n)sing‖Tn ≤ Cst, the
above inner product converges to 0. Now, by Cauchy-Schwarz inequality we
have
lim
n→∞
∣∣〈f˜ (n)0 , f˜ (n)sing〉L2∣∣ = 0.
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As f˜
(n)
0 and f˜
(n)
sing are ‖ · ‖Tn -orthogonal, the limit is the same for the scalar
product
〈D
Tn,α
(n)
k
f˜
(n)
0 ,DTn,α(n)k f˜
(n)
sing〉L2 .
A direct calculation shows that
‖2∂z(f˜ (n)sing)−
∣∣
θ 6=0‖2L2(Tn×R2) =
(∫ ∞
0
K
1−α(n)k
(ρ)2ρdρ
) ∑
j∈T∗n
|λ(n)j |2 −→n→∞ 0,
(5.38)
which implies
lim
n→∞〈(DTn,α(n) f˜
(n)
0 )−, i∂s(f˜
(n)
sing)−
∣∣
θ 6=0〉L2(Tn×R2) = 0. (5.39)
Hence (5.36) holds. At last, we show the following.
(5.36) implies (S3). We see L2(Tn × R2)2 as the tensor product L2(Tn) ⊗
L2(R2)2. The spectrum of the operator i∂s + F
(n)
− (s), seen as an operator
on L2(Tn) (or on L
2(Tn × R2)2), is given by the discrete set
1
ℓ
(n)
k
∫ ℓ(n)k
0
F
(n)
− +
2π
ℓ
(n)
k
Z.
From limn→∞‖
(
F
(n)
− (s) + i∂s
)
(f˜
(n)
sing)−‖L2 = 0 we know that
lim
n→∞dist
(
0, 1
ℓ
(n)
k
∫ ℓ
0
F
(n)
− +
2π
ℓ
(n)
k
Z
)
= 0,
or equivalently,
lim
n→∞ dist
(
λ, spec
(
i∂s + i〈ξ(n)− ,∇T (n)ξ
(n)
− 〉 − c(n)k + α(n)k τ (n)k
))
= 0.
This condition implies that λ is in the spectrum of the limit operator
i∂s + i〈ξ−,∇T ξ−〉 − ck + τSk ,
acting on the limit space L2(T × R2)2 with domain H1(T) ⊗ L2(R2)2, or
on L2(T) with domain H1(T). Reintroducing the phase-jumps through the
functions E
(n)
k , the condition is equivalent to
λ ∈ spec (−Dk,A + i〈ξ−,∇T ξ−〉+ τSk)
on L2(T), that is λ ∈ spec (Tk,A + τSk).
(S3) implies (S2): We pick α
(n)
k → 1− and keep the Seifert surfaces and
the other fluxes fixed. In particular, we have
lim
n→∞dist(λ, spec(Tk,A + α
(n)
k τSk)) = 0.
Let (e˜(n)(s))n be the normalized eigenfunction of Tk,A+α(n)k τSk with eigen-
values approximating λ. Writing zn := ρne
iθn , the Ansatz
e˜(n)(sn)χ
(ρn
2δ
)√√√√1− α(n)k
2πℓ
(n)
k
(
1− i
2
F
(n)
+ (sn)zn
)
z
−α(n)k
n ξ
(n)
−
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defines (up to normalization) the desired concentrating sequence of (S2):
the function F
(n)
+ (sn) = −i〈ξ(n)+ ,∇T (n)ξ
(n)
− 〉(γ(n)k (sn)) is C1-bounded by ge-
ometrical convergence of S(n). 
5.2.6. Proof of Theorem 16. Recall that D
A˜
and the induced operators
T
γ˜k,A˜
+ τ
S˜k
(with k ∈ R) have discrete spectrum. So we can find a common
2η > 0 that isolates λ from the rest of the spectrum for all of them: that is
we can find η with
[λ− 2η, λ+ 2η] ∩ spec (O˜) ⊂ {λ}, (5.40)
where O˜ is the operator D
A˜
or one of the T
γ˜k,A˜
+ τ
S˜k
, k ∈ R. And we write
I := [λ− η, λ+ η].
We split the small ball Bε[S˜]×Bε[α˜] (with ε > 0 to be chosen), into the
2|R| parts Cε(α˜, R′), R′ ⊂ R. Up to taking ε > 0 small enough, we first
assume that for all (S, α) ∈ Bε[S˜]×Bε[α˜], A :=
∑
k 2παk[Sk], we have
[λ− 2η, λ + 2η] ∩ spec (O) ⊂ [λ− η, λ+ η], (5.41)
where O denotes either DA or Tk,A + τSk for k ∈ R such that αk = 0. Such
an assumption is possible thanks to Theorem 15 and Proposition 11.
We now study the continuity in the region Bε[S˜]×Cε(α˜, R′), on which the
dimension d(S, α, λ) of V (in Theorem 16(1)) is constant. By strong resol-
vent continuity, the defect of bump-continuity is only due to the vanishing
of eigenfunctions. We need the following auxiliary result, which is proved at
the end.
Lemma 34. Let (S(n), α(n))n≥1 be a sequence of Bε[S˜]×Cε(α˜, R′) converging
to (S(∞), α(∞)), with α(∞) ∈ Γ(R0)∩Tb(K) and R0 ⊂ R. Let d(R′, R, λ) be
the dimension d(S, α, λ) on Bε[S˜]×Cε(α˜, R′). There exists a subspace Vn of
eigenfunctions of D
A(n)
with dimension d(R′, R, λ)− d(S(∞), α(∞), λ), such
that
1I(DA(n))− PVn , DA(n)
(
1I(DA(n))− PVn
)
converge in norm to 1[λ−η,λ+η](DA(∞)) and DA(∞)1[λ−η,λ+η](DA(∞)) respec-
tively. Furthermore the eigenvalues of the eigenfunctions of Vn converge to
the λ
(∞)
k of Theorem 16(4), and PVn converges to 0 in the strong operator
topology.
Definition of PW (A, λ). Let R0 ⊂ R, we will call Bε[S˜] × (Bε[α˜] ∩ Γ(R0))
the Γ(R0)-boundary (in Tb(K) ∩ Γ(R)). Pick (S, α) ∈ Bε[S˜] × Cε(α˜, R′).
According to Lemma 34, we try to define the projection PR0(A, λ) which
corresponds to the part of 1I(DA) which converges in norm as (S, α) tends
to the Γ(R0)-boundary.
We use the projection onto a closed convex set. For (S, α) in a small ball
Bε[(S˜, α˜)] we define the “trace on the Γ(R0)-boundary”
PR0(A, λ) := 1I
[DA0], A0 := ∑
k/∈R0
2παk[Sk]. (5.42)
This operator is norm-continuous for ε small enough: it is ensured by the
strong resolvent-continuity of DA0 and the fact that the rank of PR0(A, λ)
is constant as η > 0 satisfies (5.40)-(5.41).
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Let CA(R0) be the compact convex set (in the Hilbert-Schmidt norm):
CA(R0) :=
{
ω, 0 ≤ ω ≤ 1I(DA), [DA, ω] = 0 & tr(ω) = tr(PR0(A, λ))
}
.
We project PR0(A, λ) onto CA(R0) w.r.t. the Hilbert-Schmidt norm ‖ · ‖S2 :
ωR0(A, λ) := ProjCA(R0)(PR0(A, λ)) = argmin
ω∈CA(R0)
tr (ω−PR0(A, λ))2. (5.43)
Let us now freeze S and take the limit α→ α′ ∈ Γ(R0): the point (S, α′)
defines the potential A′ and we write P ′ := 1I(DA′). By Theorem 13 and
Lemma 31, ωR0(A, λ) converges to P
′: for any convergent sequence α(n) →
α′, we can construct a projector P (n) ∈ C
A(n)
(R0) converging to P
′. We can
assume [P (n),D
A(n)
] = 0 as the Dirac operators have discrete spectrum. In
particular, we have: limα→α′ tr{ωR0(A, λ)(1 − ωR0(A, λ))} → 0.
Thus there exists 0 < δ1 < 2
−1 such that for dist(α,α0) < δ1, the projec-
tor 1[3/4,1](ωR0(A, λ)) =: PWR0 (A, λ) has rank tr(P
′) and converges to P ′
as α→ α′. As ran ωR0(A, λ) is spanned by eigenfunctions of DA, by Theo-
rem 13 and Lemma 31, the range WR0(A, λ) of PWR0 (A, λ) is also spanned
by eigenfunctions. For R = R0, this defines the subspace W (A, λ). The
subspace V (A, λ) is defined through its projection by:
PV (A,λ) := 1I(DA)− PW (A,λ).
We now study the continuity of these operators.
Continuity of ωR0 and PW .
Continuity of ωR0 in the bulk . We check sequential continuity. Theorem 13
and Lemma 31 ensure that for any sequence (S(n), α(n)) → (S′, α′) where
(S′, α′) is in the bulk Bε[S˜]× (Bε[α˜] \Tb(K)), we can find a sequence ω(n) ∈
C
A(n)
(R0) with tr(ωR0(A
′, λ)−ω(n))2 → 0. By norm-continuity of PR0(·, λ)
in a neighborhood of (S ′, α′), we have continuity of ωR0(·, λ) at (S′, α′).
Continuity of ωR0 on the Γ(R0)-boundary . We recall that for (S
′, α′) on the
Γ(R0)-boundary: as (S, α) → (S′, α′), the operator ωR0(A, λ) converges to
1I(DA′). Now, let QR0 be a compact set in Bε[S˜]× (Bε[α˜] ∩ Γ(R0)). With
the help of Lemma 34 and standard technique we easily get the following
uniform convergence result. For any a > 0 there exists 0 < r < ε such that:
for any (S, α) in the neighborhood (Bε[S˜] × Bε[α˜]) ∩ Br[QR0 ] of QR0 , we
have:
‖ωR0(A, λ)− 1I(DA0)‖S2 < a, A0 :=
∑
k/∈R0
2παk[Sk]. (5.44)
Continuity of PWR0 near QR0 . Let QR0 ⊂ Bε[S˜] × (Bε[α˜] ∩ Γ(R0)) be a
compact set. By the uniform convergence of ωR0(A, λ) on some Br[QR0 ], the
positive number 0 < δ1 < 2
−1 used to define PWR0 can be chosen uniformly
on Br[QR0 ], and the ‖ · ‖S2 -continuity of PWR0 on this set follows from that
of ωR0(A, λ). For R0 = R and QR0 = {(S˜, α˜)}, we obtain continuity of
PW (A,λ) in some ball Bε[(S˜, α˜)] up to taking ε > 0 small enough.
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Continuity of the other operators. Theorem 13 and S2-continuity of PW
ensure the norm-continuity of DAPW (the rank of PW is bounded). By
Theorem 13, Lemma 31 and our choice of η > 0 ((5.40)-(5.41)), we have
strong continuity of 1I(DA) in a small ball Bε[(S˜, α˜)], hence we have strong
continuity of PV (A,λ) = 1I(DA)−PW . As V (A, λ) is spanned by eigenfunc-
tions of DA with eigenvalues in I = λ + [−η, η], Theorem 13 gives strong
continuity of DAPV (A,λ) (using the discreteness of the spectrum): it suffices
to check sequential continuity.
By Theorem 14, norm-continuity of PW (A,λ) and (5.40)-(5.41), the di-
mension of V (A, λ) is constant on each connected subset Bε[S˜]×Cε(R′): by
Lemma 34, it is equal to d(R′, R, λ). For R0 ⊂ R, the continuity of the cor-
responding eigenvalues on the Γ(R0)-boundary is given by the following ar-
gument. First, when (S, α) converges to a point on the Γ(R0)-boundary, the
part PWR0 (A, λ) converges in norm. The remaining part converges weakly
to 0 by Lemma 34. Using sequential continuity together with the spectral
study of Theorem 15 and Lemma 34, we easily obtain the convergence of the
eigenvalues of the vanishing part DA(PV (A,λ) − PWR0 (A, λ)). Indeed, these
eigenvalues cannot escape I = [λ−η, λ+η] by assumption, and in the limit,
each one must be an eigenvalue of the induced operator of one of the knots
whose flux has converged to 1−. The computation of the spectrum of the
induced operators in Proposition 11 ensures the continuity of their limits on
the Γ(R0)-boundary. The continuity of the family
G(A, λ) := DA(1− PV (A,λ)) + µPV (A,λ) − λ
in the neighborhood of (S˜, α˜) follows easily. The strong continuity ofG(A, λ)
follows from that of DA, PV and DAPV . As we have shifted the eigenvalues
carried by the elements in V , this shows that 1[−η,η]
(
G(A, λ)
)
is norm-
continuous in a neighborhood of (S˜, α˜). Up to picking a smaller ε, this proves
the bump-continuity of G(A, λ). There only remains to prove Lemma 34 to
end the proof of Theorem 16. 
Proof of Lemma 34.
We first assume (S(∞), α(∞)) = (S˜, α˜), the general case is similar.
Ansatz for vanishing approximate eigenfunctions. Let (ψ(n))n be a vanishing
sequence along (S(n), α(n))n (see (5.1)). It exists as long as d(R
′, R, λ) > 0
thanks to the spectral study of Theorem 15, and the equivalence (S1) ⇐⇒
(S2) in its proof see (5.1). We localize around a knot γ
(n)
k for which the flux
2πα
(n)
k tends to 2π. We use the same notations as the proof of Theorem 15.
We introduce the same Ansatz as in the part (S3) implies (S2).
The function E
(n)
k is the phase jump function for γ
(n)
k (Proposition 32).
The gauge eiζ
(n)
k locally around γ
(n)
k shifts the phase jump across S
(n)
k from
this surface to {θn = 0} ∩ Bε[γ(n)k ] (see Lemma 33). We consider e(n)0 (s)
the normalized approximate zero mode corresponding to the operator i∂s +
F
(n)
− (s) on L2(Tn). The function E
(n)
k (γ
(n)
k (s))e
(n)
0 (s) is the corresponding
λ-approximate eigenfunction corresponding to the following operator de-
fined on dom(Dk,A(n)): i∂s + i〈ξ
(n)
− ,∇T (n)ξ
(n)
− 〉(γ(n)k (s)) + α(n)k τ (n)k (s) (see
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Section 3.3 for the definition of Dk,A(n)). We define the Ansatz
ψ˜
(n)
k,ans(p) := E
(n)
k e
iζ
(n)
k f
(n)
−,ans
(
(sn, ρn, θn)(p)
)
ξ
(n)
− (p), (5.45)
where, writing zn := ρne
iθn , f
(n)
−,ans is defined as follows:
f
(n)
−,ans(sn, ρn, θn) := e
(n)
0 (sn)χ
(ρn
2δ
)×
√√√√1− α(n)k
2πℓ
(n)
k
(
1− i
2
F
(n)
+ (sn)zn
)
z
−α(n)k
n .
By construction we have ψ
(n)
k,ans ∈ dom(DA(n)), and we can check using (5.24)
that it concentrates on γk as n tends to 0, and that ‖(DA(n) − λ)ψ
(n)
k,ans‖L2
tends to 0. In other words, it satisfies (5.1) up to normalization.
Maximality of the dimension of Vn. Let us prove: if ψ
(n) concentrates around
γ
(n)
k with ‖(DA(n)−λ)ψ(n)‖L2 → 0, then the vanishing part of its localization
around this knot is essentially colinear to the above Ansatz.
We consider (χ
δ,γ
(n)
k
ψ(n))n and define the functions f˜
(n)
0 and f˜
(n)
sing(λ
(n))
in dom(D
Tn,α(n)
), as in (S2) implies (S3) in the proof of Theorem 15. We
also call f
(n)
0 and f
(n)
sing their multiplication by χ(
ρ
(n)
k
2δ ) (recall also (5.24) and
(5.25)-(5.27)). We claim that (5.36) also holds here:
lim
n→+∞‖(i∂s + F
(n)
− (s))(f
(n)
sing)−‖L2 = 0. (5.46)
This claim is proved at the end. We first show the colinearity result.
Let D0,α(n) be the 2D-Dirac operator with Dirac-point magnetic field
2πα(n)δ0 (see [26] for instance). It is the self-adjoint operator on L
2(R2)2
acting on spinors with the phase jump e−2iπα(n) across {θ = 0}, acting
like −iσ1∂u1 − iσ2∂u2 on {θ 6= 0}, and whose domain contains w(n)sing :=
(0,Kα(n)(ρ)e
iα(n)θ)T. This last element spans the singular domain of D0,α(n) .
On its graph-norm complement, the minimal domain, the Lichnerowicz for-
mula is satisfied: for w ∈ dom(D(min)
0,α(n)
), we have:∫
|D0,α(n)w|2 =
∫
|(∇w)|θ 6=0 |2.
Using (5.17), it is easy to see that H1(Tn) ⊗ dom(D0,α(n)) is dense in the
domain dom(D
Tn,α(n)). On this latter domain, the graph norm ‖ · ‖0,α(n) of
D0,α(n) defines an intermediate norm between ‖ · ‖L2 and ‖ · ‖Tn :
‖f‖2
0,α(n)
:=
∫
|f |2 +
∫
|(σ˜ · ∇˜uf)|θ 6=0 |2 = ‖f‖2Tn −
∫
|(∂sf)|θ 6=0|2.
We introduce the ‖ · ‖0,α(n) -Hilbert basis
(e
(n)
j1
(s)w
(n)
j2
(ρ, θ))j1,j2 ,
where (e
(n)
j1
)j1∈T∗n is an eigenbasis for i∂s+F
(n)
− (s) on L2(Tn), (wj2)j2≥0 is a
Hilbert basis for ‖ · ‖0,α(n) on L2(R2)2, where w0 is co-linear to w(n)sing.
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We decompose f
(n)
sing with respect to this Hilbert basis. The operator
i∂s + F
(n)
− (s) has discrete spectrum which is uniformly spaced in n, and
(wj2)j2≥1 is a Hilbert basis for the minimal domain of D0,α(n) . We thus
obtain the existence of a sequence (µn)n such that
lim
n→∞‖f
(n)
sing − µnf (n)−,ans
(
0 1
)T‖Tn = 0
with
0 < lim inf
n→∞ |µn| ≤ lim supn→+∞ |µn| < +∞.
We have used the fact that H1(Tn) ⊗ dom(D0,α(n)k ) is ‖ · ‖Tn -dense. Thus
the rest χ(δ−1ρ(n)k )ψ
(n)−µnE(n)k ψ(n)k,sing(f (n)ans) does not collapse onto the knot
γ
(∞)
k , or equivalently, Theorem 8 applies to it and along any converging
subsequence, there is no loss of mass.
Thus, for each γ
(n)
k with α
(n)
k → 1−, we can remove the collapsing part,
and the rest converges (up to a subsequence) without loss of mass.
Proof of (5.46) By Lemma 33, f˜
(n)
0 , f˜
(n)
sing are ‖ · ‖Tn -bounded. So, first by
(5.10), f˜
(n)
0 (ℓ
(n)
k (ℓ
(∞)
k )
−1s, ρ, θ) converges in L2(T∞ × R2)2 up to extraction
of a subsequence. Then we have:
∑
j∈T∗n |λ
(n)
j |2 = O(1−α(n)k ). As in (5.28),
by direct computation we obtain that both f˜
(n)
sing and DTn,α(n)k f˜
(n)
sing collapse
onto Tn×{0}. Consider now the splitting (5.25)-(5.27) relative to DA(n)ψ(n).
The term (5.25) tends to 0 by direct computation. We now use the collapse
of the singular part: it implies that of D
Tn,α
(n)
k
f
(n)
sing. Furthermore the inner
product of (5.26) with (5.27) minus D
Tn,α
(n)
k
f˜
(n)
0 tends to 0: (∇f (n)0 )|θ 6=0 is
L2-bounded and by direct computation: ‖ρ(|f (n)sing|+ |DTn,α(n)k f (n)sing|)‖L2 → 0.
Using that (5.37) converges to 0, (5.38) and (5.39) in (5.27) we get (5.46).
Conclusion. From the Ansatz, we get that there is at least a d(R′, R, λ)-
dimensional plane V ′n of λ-approximate eigenfunctions vanishing in the limit
n → +∞ (one dimension for each of the knots γk, k ∈ R′ with λ ∈
spec(Tk,A˜ + τS˜k)). As the operators DA(n) have discrete spectrum, up to
projecting onto the eigenspaces, we thus obtain a d(R′, R, λ)-dimensional
subspace Vn of eigenfunctions, with eigenvalues converging to λ in the limit.
The fact that this dimension is maximal follows from the results on the
approximate collinearity of the vanishing sequence to the Ansatz. This
maximality implies the norm-convergence of (1I(DA(n)) − PVn) and that
of
(D
A(n)
(1I(DA(n))−PVn)
)
. The fact that PVn converges to 0 is due to the
fact that the functions of its range collapse onto the knots, weakly converging
to 0 in L2 (and that dimVn = d(R
′, R, λ) is finite).
Extension to other points (S(∞), α(∞)). We now assume that the sequence
converges to another point (S(∞), α(∞)). We can adapt the previous parts.
For all knots γ
(∞)
k such that α
(∞)
k = 0 and
[λ− η, λ+ η] ∩ spec (Tk,A(∞) + τS(∞)k ) = {λ(∞)k } 6= ∅,
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we pick a similar Ansatz as in (5.45), but where the function e
(n)
0 (sn) is
defined from the eigenfunction of Tk,A(∞) + τS(∞)k associated to λ
(∞)
k . There
are d(R′, R, λ)−d(S(∞), α(∞), λ) of such knots, which gives a vanishing sub-
space V (n) of the same dimension, spanned by approximate eigenfunctions
(associated to the λ
(∞)
k ). Once again, we can assume that they are eigen-
functions of D
A(n)
by discreteness of the spectrum. The maximality (in the
spectral region [λ− η, λ+ η]) is proved in a similar manner. 
Appendix A.
A.1. Integrated relative torsion, normal holonomy & writhe of a
knot. We define and study in A.1.2 the integrated relative torsion of a knot
γ, and in A.1.3 we show that it is equal to −2π times its writhe. In A.1.4
we show how we can vary these numbers by adding twists to γ.
A.1.1. Trivial relative degree of Seifert frames. In this part we consider a
knot γ : (R/ℓZ) → S3 with Seifert surface S and Seifert frame (T ,S,N ),
framing γ. Note that for 0 < ε≪ 1, the parallel curve expSγ(s)(εS(s)) to the
knot γ has trivial homology in H1(S3 \ γ) since it lies in the Seifert surface
S (expS denotes the exponential map with respect to the induced metric on
S). This holds for all Seifert framing of γ. This implies that the two Seifert
frames (T ,S,N ) and (T ,S′,N ′) of γ have trivial relative degree. That is,
writing
g3(S,S
′) + ig3(S,N ′) = eiϑ,
ϑ has degree zero as a function from R/ℓZ ≃ S1 to R/(2πZ) ≃ S1 (using for
instance the fact that Link(·, γ) defines an isomorphism of H1(S3 \ γ) onto
Z). Another proof can be easily derived from [35].
A.1.2. Integrated relative torsion of a knot. In this section we recall the
definition of the normal holonomy of a knot γ ⊂ S3 and show that the
integrated (or total) relative torsion associated to a Seifert frame∫
γ
τ T ♭ = Iτ (γ) ∈ R
does not depend on the choice of the Seifert surface. We recall that given a
Seifert surface S for γ, the relative torsion is τ = 〈∇TS,N 〉, where (T ,S,N )
is the Darboux frame of γ on S (see Section 2.3.1). As above, we consider
two Seifert surfaces S, S′ for γ (with basepoint p0 = γ(0)). The Levi-Civita
connection induces a canonical connection ∇N on the normal bundle Nγ,
defined by
∇NXY := (1− PT )∇XY,
where PT is the (pointwise) projection onto RT . We now pick any unit
vector X(0) in T (p0)
⊥ ⊂ Tp0S3 (say S(0)) and write X(s) for the parallel
transport of X(0) along γ in Nγ with respect to ∇N . After one full turn,
the angle θhol := ∡(X(0),X(ℓ)) is the normal holonomy Hol(γ) [18]. As we
deal with the parallel transport, it does not depend on the choice of X(0).
If we choose X(0) = S(0), we obtain
X(ℓ) = cos(θhol)S(0) + sin(θhol)N (0).
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More precisely, the normal holonomy is the isometry (on the fiber of Nγ at
point p0) obtained after the parallel transport along the loop γ. Since this
fiber is a real plane, we can see the holonomy as the angle of the rotation in
SO(2).
We can now interpret the torsion geometrically; it is simply the derivative
of the angle ϕS(s) := ∡(X(s),S(s)) ∈ R/(2πZ) (in the oriented fiber):
dϕS = τ(s) ds.
The angle ϕS depends on X but its derivative does not. If we consider
another Seifert surface S′ we have
ϕS′ = ϕS + ϑS,S′,
and thus, writing τS and τS′ the relative torsions with respect to S and S
′∫
γ
τS′ T
♭ =
∫
γ
τS T
♭ +
∫
γ
dϑS,S′ =
∫
γ
τS T
♭.
In particular we have:
Hol(γ) = −Iτ (γ) mod 2π. (A.1)
Observe the following:
(1) Assume that the Frenet frame (T ,Nγ ,Bγ) of γ is defined every-
where on γ. We recall that the Frenet frame is defined at p ∈ γ if(∇TT )(p) 6= 0. At this point the frame is defined by
∇T
 TNγ
Bγ
 =
 0 κγ 0−κγ 0 τγ
0 −τγ 0
 TNγ
Bγ
 ,
where κγ ≥ 0 and τγ are called respectively the curvature and the
torsion of γ. The torsion τγ corresponds to the derivative of the angle
∡(X(s),N γ(s)). We thus recover the fact that the total torsion (i.e.
the integral of τγ along the curve) is equal to the integrated relative
torsion modulo 2π:∫ ℓ
0
τγ(s)ds =
∫
γ
τ T ♭ mod 2π.
(2) The integrated relative torsion is conformally invariant in the fol-
lowing sense. Say we conformally change the metric in a tubular
neighborhood Bε[γ], the new metric being gΩ = Ω
2g3 with confor-
mal factor Ω > 0. By [8, section 4], the new Levi-Civita connection
∇(Ω) on TBε[γ] is:
∇(Ω)X Y = ∇XY +
1
Ω
(
X[Ω]Y + Y [Ω]X − g3(X,Y )(dΩ)♯
)
.
In this new metric we easily get that the relative torsion τ (Ω) at
point γ(s) is:
τ (Ω)(γ(s)) =
τS(γ(s))
Ω(γ(s))
,
thus the integrated relative torsion for the two metric coincides. We
emphasize that the relative torsion is then defined for the renormal-
ized Seifert frame (Ω−1T ,Ω−1S,Ω−1N). In particular through a
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stereographic projection, we can study the integrated relative tor-
sion in R3 with the flat metric gR3 .
Let us say then that the gR3-Frenet frame is defined in R
3. By
[30], we know that
- the gR3-total torsion is 0 mod π if and only if the curve is a line
of curvature of a surface,
- the gR3-total torsion is 0 mod 2π if and only if the curve is a
line of curvature of a close oriented surface of genus 1.
A.1.3. Link with the writhe of a curve. We have seen above that the in-
tegrated relative torsion of a knot was a conformal invariant. So for a
knot γ ⊂ S3, we consider its image γ0 through a stereographic projection,
and identify this curve with its arclength parametrization in R3. Con-
sider now a Seifert surface for γ0. This induced a copy of γ0 through
γ˜0(s) := γ0(s) + εn(s) ∈ R3 where (t, s,n) is the Seifert frame and ε > 0 a
small number. By Ca˘luga˘reanu-White-Fuller Theorem (see [7, p. 613] and
[39]) we have:
Link(γ˜0, γ0) = Tw(n) +Wr(γ0),
where the twist Tw(n) of n along γ0 is:
Tw(n) :=
1
2π
∫ ℓ(γ0)
0
〈dnds (s), t(s)× n(s)〉R3ds,
and the writhe of γ0 is:
Wr(γ0) :=
1
4π
∫∫
[0,ℓ(γ0)]2
〈t(s1)× t(s2), γ0(s1)− γ0(s2)|γ0(s1)− γ0(s2)|3 〉R3ds1ds2.
In the special case of n, we have Tw(n) = 12π Iτ (γ) and Link(γ˜0, γ0) = 0,
hence the integrated relative torsion is −2π times the writhe. As this result
holds for any stereographic projection, we define the writhe of γ on S3 as
the writhe of any of its stereographic projection on R3.
A.1.4. Varying the integrated relative torsion. Let γ be a knot. In this sec-
tion we give an explicit procedure to deform a knot which changes Iτ (γ)
while staying in the same isotopy class.
In the previous part we have shown that Iτ (γ) is a conformal invari-
ant, so it suffices to prove the result in R3, and we consider an arc length
parametrization γ : Tℓ → R3, where ℓ is the R3-length of γ. Let us consider
a Seifert surface S with Seifert frame (t, s,n), with geodesic and normal
curvatures κg, κn and relative torsion τ defined in the metric of R
3.
We pick r0 > 0 small enough
5 and n ∈ N. We introduce j := 2πℓ n and
a := rj. We define two families (γr,n,∓)0≤r≤r0 of deformations of γ by the
formulas
γr,n,∓(s) := expγ(s)
{
r(cos(js)s(s)∓ sin(js)n(s))}
= γ(s) + r(cos(js)s(s)∓ sin(js)n(s)). (A.2)
5smaller than the distance of γ from its cut locus, that is, the set of points having at
least two geodesics minimizing the distance from γ.
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Proposition 35. Let a0 > 0 and let γr,n,∓ be defined as in (A.2). Then as
n→ +∞, we have in the regime 0 < a ≤ a0
Iτ (γr,n,∓) = ±2πn
(
1− 1√
1 + a2
)
+ O
n→+∞(1).
Proof. We only deal with the case of γr,n,− and drop the subscripts n,− for
short (the case γr,n+ is dealt with in a smilar way). Furthermore, the dot
above function denotes the derivative with respect to s ∈ Tℓ. We will proceed
as follows. We introduce a smooth one-parameter family (W(r))0≤r≤r0 of di-
rect orthonormal frames associated to (γr)r≤r0 , which converge to the Seifert
frame (t, s,n) as r tends to 0, say, in the norm topology of C1(Tℓ;S
2)3, and
where
W(r) =
(
W0(r) := ‖γ˙r‖−1γ˙r,W1(r),W2(r)
)
.
By continuity, this implies that for all r, the relative degree of W(r) with
the Seifert frames of γr is 0.
Using the same method as in the proof of the independence of Iτ (γ) with
respect to the Seifert surface, defining the relative torsion of W(r)
τW(r) := 〈W˙1(r),W2(r)〉R3 = −〈W1(r), W˙2(r)〉R3 ,
we obtain∫ ℓ
0
τW(r)(s)‖γ˙r(s)‖ds = relative deg (W(r),Seifert frame)+Iτ (γr) = Iτ (γr).
Setting
V2(r, s) := γ˙r(s)× s(s) & V1(r, s) := V2(r, s) × γ˙(s),
we define W1(r, s) := ‖V1(r, s)‖−1V1(r, s), W2(r, s) := ‖V2(r, s)‖−1V2(r, s).
A computation shows:
γ˙(s) =
(
1− ε(cos(js)κg(s)− sin(js)κn(s))
)
t(s)
− (a− ετr(s))
(
sin(js)s(s) + cos(js)n(s)
)
.
Writing
h(r, s) := 1− r(cos(js)κg(s)− sin(js)κn(s)), m(r, s) := a− rτ(s),
we also have
V2(r, s) = m(r, s) cos(js)t(s) + h(r, s)n(s),
V1(r, s) = h(r, s)m(r, s) sin(js)t(s)
+
(
h(r, s)2 + cos(js)2m(r, s)2
)
s(s)−m(r, s)2 sin(2js)2 n(s).
The product of the norms of the V ’s is
‖V1(r, s)‖‖V2(r, s)‖ = (h(r, s)2 +m(r, s)2 cos(js)2)
√
h(r, s)2 +m(r, s)2,
and their scalar product computes to
− 〈V1, V˙2〉R3 = jhm2 sin(js)2 + hm sin(js)
[
hκn(s) + rτ˙(s) cos(js)
]
+ (τ(s)h−mκg(s))(h2 +m2 cos(js)2) +m2 sin(2js)
2
(h˙+ κn(s)m).
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The formula follows easily; in the regime 0 < a ≤ a0, we have∫ ℓ
0
τW(r)(s)‖γ˙r(s)‖ds = −
∫ ℓ
0
〈V1(r, s), V˙2(r, s)〉R3
‖V1(r, s)‖‖V2(r, s)‖ ds,
=
ja2√
1 + a2
∫ ℓ
0
sin(js)2
1 + a2 cos(js)2
ds+ O
n→+∞(1),
= 2πn
(
1− 1√
1 + a2
)
+ O
n→+∞(1).

Remark 36 (Examples). We apply Proposition 35 for the unit circle. For
0 < r < 1 and n ∈ N, let γr,n,∓ : (R/(2πZ))→ R3 be the knots
γr,n,∓(s) :=
(
([1 + r cos(ns)] cos(s) [1 + r cos(ns)] sin(s) ±r sin(ns))T .
For the unit circle (r = 0), we have Iτ = 0. We then obtain the following
formula, where a denotes rn,
Iτ (γr,n,∓) = ±
∫ 2π
0
dt√
a2 + (1 + r cos(t))2
[
a2n sin(t)2
a2 cos(t)2 + (1 + r cos(t))2
+ a cos(t)
]
,
= ±2πn
(
1− 1√
1 + a2
)
+O( r√
1 + a2
)
.
Here the O(r/(1+a2)−1/2) means that the error is bounded by Cr√
1+a2
, where
C depends neither on r nor on a.
A.2. Computation of
∫
γ ωξ. In Section 2.3.3, we have introduced (on the
vector bundle Bε[γ] × C2) two smooth sections ξ± with unit length of the
line bundles corresponding to the two eigenspaces
ker(σ(T ♭)∓ 1).
Their relative phase is fixed by the pointwise condition
ω(S) + iω(N ) = 〈ξ−,σ(ω)ξ+〉, ∀ω ∈ Ω1(Bε[γ]).
Furthermore, ωξ is the one form
ωξ(X) :=
i
2
(〈ξ+,∇Xξ+〉+ 〈ξ−,∇Xξ−〉).
We will now prove that
αξ :=
∫
γ
ωξ = π mod 2π.
First observe the following remarks:
(1) The class of αξ does not depend on the choice of the sections ξ±.
Indeed, if we change the gauge
ξ˜± := eiϕξ±, ϕ ∈ C∞(γ),
we have ∫
γ
ω
ξ˜
= −
∫
γ
dϕ+
∫
γ
ωξ = αξ mod 2π.
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(2) The class of αξ does not depend on the choice of the Seifert sur-
face; let us consider another Seifert surface S′ with Seifert frame
(T ,S ′,N ′) which makes an angle ϑ with (T ,S,N ). The corre-
sponding unital sections ξ′+ = eiϕ+ξ+ and ξ′− = eiϕ−ξ− must satisfy
ϕ− − ϕ+ = ϑ mod 2π.
As we have
∫
γ dϑ = 0, the following holds:∫
γ
ωξ′ = −1
2
∫
γ
dϑ+
∫
γ
dϕ+ +
∫
γ
ωξ = αξ mod 2π.
(3) Using [8, Section 4], we see that the class of αξ is a conformal in-
variant in the following sense. We conformally change the metric in
a tubular neighborhood Bε[γ] of the knot γ to
g′ = Ω2g3,
where Ω is a smooth conformal factor. The new connection ∇(Ω) on
the spin spinor bundle Ψ is given by
∇(Ω)X = ∇X +
1
4Ω
[
σ(X♭),σ(dΩ)
]
,
and we write ω
(Ω)
ξ the new 1-form. As[
σ(T ♭),σ(dΩ)
]
=
[
σ(T ♭),σ(T ♭)T [Ω]
]
+
[
σ(T ♭),σ(S♭)S[Ω]
]
+
[
σ(T ♭),σ(N ♭)N [Ω
]
= i
(
σ(N ♭)S[Ω]− σ(S♭)N [Ω]),
and 〈ξ±,σ(S♭)ξ±〉 = 〈ξ±,σ(N ♭)ξ±〉 = 0, we obtain∫
γ
ω
(Ω)
ξ =
∫
γ
ωξ.
Since the Seifert surface does not cover all S3, there exists a point p ∈
S
3 \ S, and we can work in R3, seen as a chart of S3 \ {p} through the
stereographic projection st with respect to p. Thanks to the last remark
we can work in R3 × C2 with the flat metric gR3 of R3 and the canonical
connection ∇R3 on R3 × C2 (with Clifford map σR3). Up to a change of
sections, we can assume that the isometry σR3 is given by
σR3(ω) = σ ·
(
gR3(dxj , ω)
)
1≤j≤3, ∀ω ∈ Ω1(R3).
In other words, after identifying vectors and 1-forms in R3, we can assume
that for all vector fields X = Xi∂xi , we have the usual formula:
σR3(X) = σ ·X = σ1X1 + σ2X2 + σ3X3.
We write c : R/ℓR3Z → R3 the arclength parametrization of the loop
st ◦γ in R3. Furthermore (TΩ3 ,SΩ3 ,NΩ3) denotes the push forward of the
Seifert frame by st and (t, s,n) the normalized frame in the gR3-metric.
For simplicity we write ξ±(r) := ξ±(st−1(c(r))). Up to a global change of
sections U0 ∈ SU(2) ((p, ψ) ∈ S3 × C2 7→ (p, U0ψ)) we can assume that
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|t3(x)| 6= 1 for all x ∈ st(Bε[γ]). Then there exists z+, z− : R/ℓR3Z → S1
such that:
ξ+ =
z+√
2(1− t3)
(
t1 − it2
1− t3
)
, ξ− =
z−√
2(1 − t3)
(
t3 − 1
t1 + it2
)
.
If we see (ξ+, ξ−) = Uξ as a 2 × 2-matrix, the matrix Uξ is in U(2) and its
associated rotation Rξ defined by
U∗ξ (σ · v)Uξ = σ · (Rξv), v ∈ R3
maps the Seifert frame (s,n, t) onto the canonical basis of R3. Remark the
following:
M(r) :=
1√
2(1− t3)
(
t1 − it2 t3 − 1
1− t3 t1 + it2
)
(c(r)) ∈ SU(2). (A.3)
Lemma 37. The loop
r ∈ R/ℓR3Z 7→ Rξ(c(r)) ∈ SO(3)
is not trivial in the fundamental group π1(SO(3)) ≃ Z/(2Z).
This lemma is proved below. For each r ∈ [0, ℓR3), up to multiplying
Uξ(c(r)) by a phase z(r) ∈ S1, we can assume that U˜ξ(c(r)) = z(r)Uξ(c(r)) is
in SU(2). We can also assume that z is smooth up to ℓ−
R3
, but by Lemma 37,
we have z(ℓR3)z(0) = −1. For each r ∈ [0, ℓR3 ], there exists a phase w(r) ∈
S
1 such that
U˜ξ(r) =
1√
2(1 − t3)
(
w(t1 − it2) w(t3 − 1)
w(1 − t3) w(t1 + it2)
)
(c(r)).
We can assume that w : [0, ℓR3 ] → S1 is smooth but by the Lemma 37 we
have w(ℓR3)w(0) = −1. We thus obtain:
z+(r) = w(r)z(r), z−(r) = w(r)z(r).
Writing z(r) = exp(iϕz(r)) and w(r) = exp(iϕw(r)) we easily get:
i
2
∫ ℓ
R3
0
[〈ξ+, d
dr
ξ+〉(r) + 〈ξ−, d
dr
ξ−〉(r)
]
dr = i
∫ ℓ
R3
0
[
zz′(r) + 12 (|w|2)′
]
dr
= i
∫ ℓ
R3
0
zz′(r)dr = π mod 2π.
Proof of Lemma 37. As we know that two Seifert frames have trivial relative
degree, we can assume that the Seifert surface under consideration can be
obtained from the Seifert algorithm. Following the construction, we have S
Seifert circles and C crossings. We can assume that the diagram is drawn on
the projection onto x3 = 0. The formula of the genus of the Seifert surface
of a knot (g = 1 − 12(S − C + 1)) implies that S + C is odd (see [34, Part
5.A]). Let us show that this parity gives the class of the loop R−1ξ in SO(3).
We define an auxiliary (direct and orthonormal) moving frame (T , e˜2, e˜3),
in which we set
e˜3 :=
e3 − 〈T , e3〉R3
‖e3 − 〈T , e3〉R3‖
.
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It is well-defined up to a continuous deformation of γ and it gives rise to
another loop s 7→ R˜(s) in SO(3) (mapping the canonical basis (e1, e2, e3) of
R
3 onto the auxiliary frame). Here T denotes the tangent vector of γ. The
parity of S corresponds to the class of the loop s 7→ R˜(s). It is not difficult
to see that the parity of C gives the class of the loop s 7→ R−1ξ (s)R˜(s)−1
(these last rotations are the rotations that map the auxiliary moving frame
onto the Seifert frame). This proves that the class of the loop R−1ξ is given
by the parity of S + C, which is odd. 
References
[1] Naiara Arrizabalaga, Albert Mas, and Luis Vega, Shell interactions for Dirac opera-
tors, J. Math. Pures Appl. (9) 102 (2014), no. 4, 617–639.
[2] M. F. Atiyah, V. K. Patodi, and I. M. Singer, Spectral asymmetry and Riemannian
geometry. I, Math. Proc. Cambridge Philos. Soc. 77 (1975), 43–69.
[3] , Spectral asymmetry and Riemannian geometry. II, Math. Proc. Cambridge
Philos. Soc. 78 (1975), no. 3, 405–432.
[4] , Spectral asymmetry and Riemannian geometry. III, Math. Proc. Cambridge
Philos. Soc. 79 (1976), no. 1, 71–99.
[5] M. F. Atiyah and I. M. Singer, The index of elliptic operators. I, Ann. of Math. (2)
87 (1968), 484–530.
[6] Bernhelm Booß-Bavnbek, Matthias Lesch, and John Phillips, Unbounded Fredholm
operators and spectral flow, Canad. J. Math. 57 (2005), no. 2, 225–250.
[7] G. Ca˘luga˘reanu, Sur les classes d’isotopie des nœuds tridimensionnels et leurs in-
variants, Czechoslovak Math. J. 11 (86) (1961), 588–625 (French, with Russian
summary).
[8] La´szlo´ Erdo˝s and Jan Philip Solovej, The kernel of Dirac operators on S3 and R3,
Rev. Math. Phys. 13 (2001), no. 10, 1247–1280.
[9] Charles Fefferman, Stability of Coulomb systems in a magnetic field, Proc. Nat. Acad.
Sci. U.S.A. 92 (1995), no. 11, 5006–5007.
[10] , On electrons and nuclei in a magnetic field, Adv. Math. 124 (1996), no. 1,
100–153.
[11] C. Filgueiras and Fernando Moraes, The bound-state Aharonov-Bohm effect around
a cosmic string revisited, Phys. Lett. A 367 (2007), 13–15.
[12] F. Frankl and L. Pontrjagin, Ein Knotensatz mit Anwendung auf die Dimensionsthe-
orie, Math. Ann. 102 (1930), no. 1, 785–789 (German).
[13] Ju¨rg Fro¨hlich, Elliott H. Lieb, and Michael Loss, Stability of Coulomb systems with
magnetic fields. I. The one-electron atom, Comm. Math. Phys. 104 (1986), no. 2,
251–270.
[14] F. Brock Fuller, The writhing number of a space curve, Proc. Nat. Acad. Sci. U.S.A.
68 (1971), 815–819.
[15] Ezra Getzler, A short proof of the local Atiyah-Singer index theorem, Topology 25
(1986), no. 1, 111–117.
[16] Sebastian Goette, Computations and applications of η invariants, Global differential
geometry, Springer Proc. Math., vol. 17, Springer, Heidelberg, 2012, pp. 401–433.
[17] Gerd Grubb, Analysis of invariants associated with spectral boundary problems for
elliptic operators, Spectral geometry of manifolds with boundary and decomposition
of manifolds, Contemp. Math., vol. 366, Amer. Math. Soc., Providence, RI, 2005,
pp. 43–64.
[18] James J. Hebda and Chichen M. Tsau, Normal holonomy and writhing number of
smooth knots, J. Knot Theory Ramifications 17 (2008), no. 12, 1483–1509.
[19] Nigel Hitchin, Harmonic spinors, Advances in Math. 14 (1974), 1–55.
[20] Louis H. Kauffman, On knots, Princeton University Press, 1987.
[21] Elliott H. Lieb, Michael Loss, and Jan Philip Solovej, Stability of matter in magnetic
fields, Phys. Rev. Lett. 75 (1995), no. 6, 985–989.
60 F. PORTMANN, J. SOK, AND J. P. SOLOVEJ
[22] Elliott H. Lieb and Michael Loss, Stability of Coulomb systems with magnetic fields.
II. The many-electron atom and the one-electron molecule, Comm. Math. Phys. 104
(1986), no. 2, 271–282.
[23] Michael Loss and Horng-Tzer Yau, Stabilty of Coulomb systems with magnetic fields.
III. Zero energy bound states of the Pauli operator, Comm. Math. Phys. 104 (1986),
no. 2, 283–290.
[24] Richard B. Melrose, The Atiyah-Patodi-Singer index theorem, Research Notes in
Mathematics, vol. 4, A K Peters, Ltd., Wellesley, MA, 1993.
[25] Liviu I. Nicolaescu, On the space of Fredholm operators, An. S¸tiint¸. Univ. Al. I. Cuza
Ias¸i. Mat. (N.S.) 53 (2007), no. 2, 209–227.
[26] Mikael Persson, On the Dirac and Pauli operators with several Aharonov-Bohm
solenoids, Lett. Math. Phys. 78 (2006), no. 2, 139–156.
[27] John Phillips, Self-adjoint Fredholm operators and spectral flow, Canad. Math. Bull.
39 (1996), no. 4, 460–467.
[28] Fabian Portmann, Je´re´my Sok, and Jan Philip Solovej, Self-adjointness & spectral
properties of Dirac operators with magnetic links, To appear in Jour. Math. Pures et
Appl. (2017), available at arXiv:1701.04987.
[29] , Analysis of zero modes for Dirac operators with magnetic links, Jour. Fun.
Anal. 1 (2018), no. 3, 604–659, available at arXiv:1705.02959.
[30] Yong-An Qin and Shi-Jie Li, Total torsion of lines of curvature, Bull. Austr. Math.
Soc. 65 (2002), 73–78.
[31] Michael Reed and Barry Simon, Methods of modern mathematical physics. I. Func-
tional analysis, Academic Press, New York-London, 1980.
[32] Georges de Rham, Varie´te´s diffe´rentiables, Hermann, Paris, 1955 (French).
[33] Joel Robbin and Dietmar Salamon, The spectral flow and the Maslov index, Bull.
London Math. Soc. 27 (1995), no. 1, 1–33.
[34] Dale Rolfsen, Knots and links, Mathematics Lecture Series, vol. 7, Publish or Perish,
Inc., Houston, TX, 1990. Corrected reprint of the 1976 original.
[35] Martin Scharlemann and Abigail Thompson, Finding disjoint Seifert surfaces, Bull.
London Math. Soc. 20 (1988), no. 1, 61–64.
[36] Herbert Seifert, U¨ber das Geschlecht von Knoten, Math. Ann. 110 (1935), no. 1,
571–592 (German).
[37] Michael Spivak, A comprehensive introduction to differential geometry. Vol. IV, 3rd
ed., Publish or Perish, Inc., Huston, Texas, 1999.
[38] Charlotte Wahl, A New Topology on the Space of Unbounded Selfadjoint Operators,
K-theory and Spectral Flow, C*-Algebras and Elliptic Theory II, 2008, pp. 297–309.
[39] James H. White, Self-linking and the Gauss integral in higher dimensions, Amer. J.
Math. 91 (1969), 693–728.
(F. Portmann) QMATH, Department of Mathematical Sciences, University
of Copenhagen Universitetsparken 5, 2100 Copenhagen, DENMARK
Current Address: IBM Switzerland, Vulkanstrasse 106 Postfach, 8010 Zu¨rich,
Switzerland
E-mail address: f.portmann@bluewin.ch
(J. Sok)QMATH, Department of Mathematical Sciences, University of Copen-
hagen Universitetsparken 5, 2100 Copenhagen, DENMARK
Current Address: University of Basel, Department of Mathematics and Com-
puter Science, Spiegelgasse 1, CH-4051 Basel, Switzerland.
E-mail address: jeremyvithya.sok@unibas.ch
(J. P. Solovej) Corresponding author.
QMATH, Department of Mathematical Sciences, University of Copenhagen
Universitetsparken 5, 2100 Copenhagen, DENMARK
E-mail address: solovej@math.ku.dk
