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a b s t r a c t
In this paper, we consider the renewal risk process under a threshold dividend payment
strategy. For this model, the expected discounted dividend payments and the Gerber–Shiu
expected discounted penalty function are investigated. Integral equations, integro-
differential equations and some closed form expressions for them are derived. When the
claims are exponentially distributed, it is verified that the expected penalty of the deficit
at ruin is proportional to the ruin probability.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In recent years, the issue of dividend payment strategies has received remarkable attention in the actuarial literature.
Under a barrier strategy, when the surplus of an insurance company reaches a barrier level, premium income no longer goes
into the surplus but is paid out as dividends to shareholders. Such a dividend-payment strategy was first discussed in [17]
for a Bernoulli model. Since then, many researchers have studied the optimal dividend problems for various risk models
under a barrier strategy. For recent publications on this topic, see, for example, [18,19,9,20].
A modified version of barrier strategy called threshold strategy assumes that dividends are paid at a rate less than the
premium ratewhenever the surplus is above a threshold level, and that no dividends are paidwhenever the surplus is below
the threshold. For the compound Poisson risk model, Gerber and Shiu [6] studied the optimal dividend problems under a
threshold strategy. They derived a general rule for the optimal dividend payment under a constraint and obtained some
closed form expressions for the expected discounted dividend payments and the Laplace transform of the time value of
ruin. The results of [6] can be extended in different directions. See, for example, [8,12,16].
Since the renewal risk model is more flexible than the classical compound Poisson risk model, it has become one of the
popular models in modern risk theory over the past decade. Recent results on this model can be found in [3,1,9,14,2,7,10,
11,5,15,13]. Note that these results do not involve dividend payments. In fact, not much has been done for the model with
dividend payments. Under a barrier strategy, Li and Garrido [7] considered the Gerber–Shiu expected discounted penalty
function for a class of renewal risk models. Here, we aim at extending some results of [6] to a renewal risk process under a
threshold dividend payment strategy. Wemainly investigate the expected discounted dividend payments and the expected
discounted penalty function for the model of study.
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Let (Ω,=, P) be a complete probability space containing all random objects defined in the following. Suppose that the
surplus of an insurer follows the renewal risk process
X(t) = u+ ct −
N(t)∑
k=1
Zk = u+ ct − S(t), t ≥ 0, (1.1)
where u and c are constants, u is the initial surplus, c > 0 is the rate of premium, S(t) is the aggregate claims process,
{Zk, k = 1, 2, . . .} is a sequence of independent and identically distributed claim amount random variables with common
distribution F , the claim number process N(t) is a renewal process independent of {Zk, k = 1, 2, . . .}.
Let D(t) be the aggregate dividends paid from 0 to t , and U(t) be the resulting surplus process. That is,
U(t) = X(t)− D(t), t ≥ 0. (1.2)
Let b > 0. Under a threshold strategy, dividends are paid at a constant rate α with α < c whenever U(t) > b, and no
dividends are paid whenever U(t) < b. Then, the aggregate dividends D(t) can be expressed as
D(t) = α
c
sup
s∈[0,t]
(X(s)− b)+ .
Since the risk process X(t) of (1.1) is a cádlág process, it is separable and henceD(t) is well-defined. Furthermore, the surplus
process (1.2) can be rewritten as
dU(t) =
{
cdt − dS(t), U(t) ≤ b,
(c − α)dt − dS(t), U(t) > b, (1.3)
for t ≥ 0, with U(0) = u.
The time of ruin is defined as T = inf{t > 0 : U(t) < 0}with T = ∞ if U(t) ≥ 0 for all t ≥ 0. Let
D =
∫ T
0
e−δsdD(s)
be the present value of all dividends until ruin, where δ > 0 is the discount factor. Denote by V (u, b) the expectation of D,
that is,
V (u, b) = E [D|U(0) = u] .
In Sections 2 and 3, we derive integral and integro-differential equations for the expected discounted dividend payments
and the expected discounted penalty function. In some special cases, closed form expressions for them can be obtained by
solving certain boundary value problems. In Section 4, we derive closed form expressions for the ruin probability and the
expected penalty of the deficit at ruin when the claims are exponentially distributed. Also, it is shown that the expected
penalty of the deficit at ruin is proportional to the ruin probability.
2. Integral and integro-differential equations for V (u, b)
Let Tn be the nth jump time ofN(t). Define τ1 = T1 and τn = Tn−Tn−1 for n ≥ 2. Thus, τn’s are independent and τ2, τ3, . . .
have the same distribution function denoted by Fτ with Fτ (0) = 0. Let G with G(0) = 0 be the distribution function of τ1,
and let fτ and g be the densities of Fτ and G, respectively.
We first derive integral equations for V (u, b). Let u ≥ 0 and G = Fτ . Define tb = (b − u)/c. Consider the conditional
expectation
E[D|T1 = t, Z1 = z] = E
[∫ T
0
e−δsdD(s)
∣∣∣∣ T1 = t, Z1 = z] .
If T1 = t ≤ tb and Z1 = z ≤ u + ct , then D(t) = 0 and 0 ≤ U(s) ≤ b for s ∈ [0, T1]. In this case, ruin does not occur in
[0, T1]. By the renewal assumption, the surplus process U(t) of (1.3) will restart from u+ ct − z at time t , and hence
E[D|T1 = t, Z1 = z] = e−δtE
[∫ T
0
e−δsdD(s)
∣∣∣∣U(0) = u+ ct − z]
= e−δtV (u+ ct − z, b). (2.1)
On the other hand, if T1 = t ≤ tb and z > u+ ct , then D(t) = 0, U(t) = u+ ct − z < 0, and ruin occurs at T1 = t . In this
case, we have
E[D|T1 = t, Z1 = z] = 0. (2.2)
When T1 = t > tb and Z1 = z ≤ b + (c − α)(t − tb), it is easy to see that U(T1) = b + (c − α)(t − tb) − z ≥ 0 and that
ruin does not occurs in [0, T1]. Since the dividends are paid at rate α in [tb, t], applying the renewal argument gives
E[D|T1 = t, Z1 = z] =
∫ t
tb
αe−δsds+ e−δtV (b+ (c − α)(t − tb)− z, b). (2.3)
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Similar to (2.3), we have
E[D|T1 = t, Z1 = z] =
∫ t
tb
αe−δsds, (2.4)
for T1 = t > tb and Z1 = z > b+ (c − α)(t − tb).
By conditioning on both the time and the amount of the first claim and using (2.1)–(2.4), we obtain
V (u, b) =
∫ tb
0
e−δt fτ (t)dt
∫ u+ct
0
V (u+ ct − z, b)dF(z)+
∫ ∞
tb
fτ (t)dt
[∫ t
tb
αe−δsds
+ e−δt
∫ b+(c−α)(t−tb)
0
V (b+ (c − α)(t − tb)− z, b)dF(z)
]
, (2.5)
for 0 ≤ u < b. Following the same arguments used in the derivation of (2.5), we have
V (u, b) =
∫ ∞
0
fτ (t)dt
[∫ t
0
αe−δsds+ e−δt
∫ u+(c−α)t
0
V (u+ (c − α)t − z, b)dF(z)
]
, (2.6)
for u ≥ b. Then, changing variables by letting u+ ct = x, b+ (c − α)(t − tb) = x and u+ (c − α)t = x in (2.5) and (2.6),
we obtain
V (u, b) =
∫ b
u
1
c
e−
δ
c (x−u)fτ
(
1
c
(x− u)
)
dx
∫ x
0
V (x− z, b)dF(z)+
∫ ∞
b
1
c − α fτ
(
x− b
c − α +
1
c
(b− u)
)
dx
×
[
e−
δ
c (b−u)
∫ x−b
c−α
0
αe−δsds+ e−δ
[
x−b
c−α+ 1c (b−u)
] ∫ x
0
V (x− z, b)dF(z)
]
, (2.7)
for 0 ≤ u < b, and
V (u, b) =
∫ ∞
u
1
c − α fτ
(
1
c − α (x− u)
)
dx
[
α
∫ x−b
c−α
0
e−δsds+ e− δc (b−u)
∫ x
0
V (x− z, b)dF(z)
]
, (2.8)
for u ≥ b. It follows from (2.7) and (2.8) that V (u, b) is continuous on [0,∞) as a function of u. Hence, we have
V (b−, b) = V (b+, b), (2.9)
where V (b−, b) and V (b+, b) are the left and right limits of V (u, b) at u = b, respectively.
For certain distributions G and Fτ , one can follow the work of Gerber and Shiu [5] to derive integro-differential equations
for V (u, b). Assume that τ1 = η1 + · · · + ηn where ηn’s are independent random variables. Let the density function of ηk be
gk(t) = λke−λkt , for k = 1, . . . , n. Put Lk = ηk + · · · + ηn for k = 1, . . . , n. Rewrite V (u, b) as Vk(u, b) when τ1 d= Lk in the
surplus process (1.1). So, we have V1(u, b) = V (u, b).
Parallel to (2.5) and (2.6), we have, for 0 ≤ u < b,
Vk(u, b) =
∫ tb
0
λke−(δ+λk)tVk+1(u+ ct, b)dt +
∫ ∞
tb
λke−λkt
[∫ t
tb
αe−δsds
+ e−δtVk+1(b+ (c − α)(t − tb), b)
]
dt, (2.10)
for k = 1, 2, . . . , n− 1, and
Vn(u, b) =
∫ tb
0
λne−(δ+λn)tdt
∫ u+ct
0
V (u+ ct − z, b)dF(z)+
∫ ∞
tb
λne−λnt
[∫ t
tb
αe−δsds
+ e−δt
∫ b+(c−α)(t−tb)
0
V (b+ (c − α)(t − tb)− z, b)dF(z)
]
. (2.11)
By changing variables in (2.10) and (2.11), we have, for 0 ≤ u < b,
Vk(u, b) =
∫ b
u
λk
c
e−
1
c (δ+λk)(x−u)Vk+1(x, b)dx+
∫ ∞
b
λk
c − α e
−(λk+δ)
(
x−b
c−α+ 1c (b−u)
)
Vk+1(x, b)dx
+
∫ ∞
b
λk
c − α e
−
[
λk
(
x−b
c−α+ 1c (b−u)
)
+ δc (b−u)
] ∫ x−b
c−α
0
αe−δsdsdx, (2.12)
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for k = 1, 2, . . . , n− 1, and
Vn(u, b) =
∫ b
u
λn
c
e−
1
c (δ+λn)(x−u)dx
∫ x
0
V (x− z, b)dF(z)+
∫ ∞
b
λn
c − α e
−
[
λn
(
x−b
c−α+ 1c (b−u)
)
+ δc (b−u)
]
dx
∫ x−b
c−α
0
αe−δsds
+
∫ ∞
b
λn
c − α e
−(δ+λn)
(
x−b
c−α+ 1c (b−u)
)
dx
∫ x
0
V (x− z, b)dF(z). (2.13)
Then, differentiating both sides of (2.12) and (2.13) with respect to u, one gets[(
1+ δ
λk
)
I− c
λk
D
]
Vk(u, b) = Vk+1(u, b), 0 ≤ u < b, (2.14)
for k = 1, 2, . . . , n− 1, and[(
1+ δ
λn
)
I− c
λn
D
]
Vn(u, b) =
∫ u
0
V (u− z, b)dF(z), 0 ≤ u < b, (2.15)
where I is the identity operator and D is the differential operator. Define differential operator polynomial as
hn(δ, c,D) =
n∏
k=1
[(
1+ δ
λk
)
I− c
λk
D
]
, n ≥ 1.
Using (2.14) and (2.15), one can obtain the following integro-differential equation for V (u, b) on [0, b)
hn(δ, c,D)V (u, b) =
∫ u
0
V (u− z, b)dF(z), 0 ≤ u < b. (2.16)
Put
Hk = α
δ
[
1− E[e−δηk ]] = α
δ + λk .
Similar to (2.10) and (2.11), we have, for u ≥ b,
Vk(u, b) =
∫ ∞
0
λke−λktdt
(∫ t
0
αe−δsds+ e−δtVk+1(u+ (c − α)t, b)
)
= Hk +
∫ ∞
0
λke−(δ+λk)tVk+1(u+ (c − α)t, b)dt, (2.17)
for k = 1, 2, . . . , n− 1, and
Vn(u, b) = Hn +
∫ ∞
0
λne−(δ+λn)tdt
∫ u+(c−α)t
0
V (u+ (c − α)t − z, b)dF(z). (2.18)
Again, by changing variables in (2.17) and (2.18) and then differentiating them with respect to u, we obtain, for u ≥ b,[(
1+ δ
λk
)
I− c − α
λk
D
]
Vk(u, b) = Vk+1(u, b)+
(
1+ δ
λk
)
Hk, (2.19)
for k = 1, 2, . . . , n− 1, and[(
1+ δ
λn
)
I− c − α
λn
D
]
Vn(u, b) =
∫ u
0
V (u− z, b)dF(z)+
(
1+ δ
λn
)
Hn. (2.20)
Define
Bk =
k∑
i=1
Hi
k∏
j=i
(
1+ δ
λj
)
, 1 ≤ k ≤ n.
From (2.19) and (2.20), we get the following integro-differential equation for V (u, b) on [b,∞)
hn(δ, c − α,D)V (u, b) =
∫ u
0
V (u− z, b)dF(z)+ Bn, u ≥ b. (2.21)
Analogous to (2.9), we have
Vk(b−, b) = Vk(b+, b), k = 2, . . . , n.
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Since V1(u, b) = V (u, b), it follows from (2.14) and (2.19) that
hk(δ, c,D)V (u, b)|u=b− = hk(δ, c − α,D)V (u, b)|u=b+ − Bk, k = 1, . . . , n− 1. (2.22)
Moreover, (2.22) with k = 1 implies that
cV ′(b−, b) = (c − α)V ′(b+, b)+ α. (2.23)
Note that (2.23) is the same as Equation (5.5) of Gerber and Shiu [5]. In the limiting case c = α, we have
V ′(b−, b) = 1.
In some special case, one can derive closed form expressions for V (u, b) by solving (2.16) and (2.21).
Example 2.1. Let n = 2 and F(z) = 1− e−βz . Note that(
d
du
+ β
)∫ u
0
V (u− z, b)dF(z) = βV (u, b).
For details, see Equation (6.2) of Gerber and Shiu [6]. Applying the operator (d/du+ β) to (2.16) and (2.21) gives
(βI+ D)h2(δ, c,D)V (u, b) = βV (u, b), 0 ≤ u < b, (2.24)
and
(βI+ D)h2(δ, c − α,D)V (u, b) = βV (u, b)+ βB2, u ≥ b. (2.25)
The characteristic equation for (2.24) is
(β + r)h2(δ, c, r) = β, (2.26)
where
h2(δ, c, r) =
2∏
k=1
[(
1+ δ
λk
)
− c
λk
r
]
.
Let pˆ(r) = β/(β + r) be the Laplace transform of the exponential distribution F . Then, (2.26) has the same solution to the
equation
h2(δ, c, r) = pˆ(r). (2.27)
Without loss of generality, we assume that λ1 < λ2. It can be shown that (2.27) has three real roots r1, r2 and r3 with
− β < r1 < 0 < r2 < rˆ1 < rˆ2 < r3 < (rˆ1 + rˆ2), (2.28)
where rˆ1 = (λ1 + δ)/c and rˆ2 = (λ2 + δ)/c are the solutions to the equation h2(c, r) = 0. Hence, the general solution to
(2.24) is
V (u, b) = c1er1u + c2er2u + c3er3u, 0 ≤ u < b, (2.29)
where c1, c2 and c3 are arbitrary constants.
Since (2.25) has a special solution
V0 =
(
δ
λ1
+ δ
λ2
+ δ
2
λ1λ2
)−1
B2, (2.30)
one can follow the steps in the derivation of (2.29) with the boundary value condition
lim
u→∞ V (u, b) =
α
δ
(2.31)
to get the following general solution to (2.25)
V (u, b) = c4er4u + V0, u ≥ b, (2.32)
where c4 is an arbitrary constant, and r4 is the solution to the equation
h2(δ, c − α, r) = pˆ(r), (2.33)
with−β < r4 < 0.
To determine c1, c2, c3 and c4, we insert (2.29) into (2.16) and obtain
1
β + r1 c1 +
1
β + r2 c2 +
1
β + r3 c3 = 0, (2.34)
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by matching the coefficient of e−βu. Note that r1, r2 and r3 satisfy (2.27) and r4 satisfies (2.33). Inserting (2.29) and (2.32)
into (2.16) and (2.21), respectively, with n = 2, and then equating both integrations yield
er1b
β + r1 c1 +
er2b
β + r2 c2 +
er3b
β + r3 c3 −
er4b
β + r4 c4 = β
−1V0. (2.35)
This together with (2.9) and (2.23) gives
er1bc1 + er2bc2 + er3bc3 − er4bc4 = V0, (2.36)
and
cr1er1bc1 + cr2er2bc2 + cr3er3bc3 − (c − α)r4er4bc4 = α. (2.37)
Write H as the coefficient matrix of the system (2.34)–(2.37). Define the column vector C = (0, β−1V0, V0, α)T. Let Hk be
the matrix obtained from H by replacing its kth column by the column vector C for k = 1, . . . , 4. Denote the determinant
of the matrix H by detH. Then, we have
ck = (detH)−1 detHk, k = 1, . . . , 4, (2.38)
provided that detH 6= 0. Put
A(x, y) = (cx− (c − α)y)(β + x).
Some calculations give
detH1 = −
(
4∏
k=2
erkb
β + rk
) [
β−1V0r4e−r2b
(
A(r3, r4)− A(r2, r4)e−(r3−r2)b
)
− (α − (c − α)r4V0)
(
(r4 − r3)e−r2b − (r4 − r2)e−r3b
)]
, (2.39)
detH2 =
(
4∏
k=1,k6=2
erkb
β + rk
) [
β−1V0r4e−r1b
(
A(r3, r4)− A(r1, r4)e−(r3−r1)b
)
− (α − (c − α)r4V0)
(
(r4 − r3)e−r1b − (r4 − r1)e−r3b
)]
, (2.40)
detH3 =
(
4∏
k=1,k6=3
erkb
β + rk
) [
(α − (c − α)r4V0)
(
(r4 − r2)e−r1b − (r4 − r1)e−r2b
)
− β−1V0r4e−r1b
(
A(r2, r4)− A(r1, r4)e−(r2−r1)b
)]
, (2.41)
detH4 =
(
3∏
k=1
erkb
β + rk
) [
β−1
(
r2e−r1b − r1e−r2b
) (
(cr3 − αV−10 )(β + r3)
− (cr1 − αV−10 )(β + r1)e−(r3−r1)b
)− β−1 (r3e−r1b − r1e−r3b)
× ((cr2 − αV−10 )(β + r2)− (cr1 − αV−10 )(β + r1)e−(r2−r1)b)] (2.42)
and
detH =
(
4∏
k=1
erkb
β + rk
) [(
(r4 − r2)e−r1b − (r4 − r1)e−r2b
)
(A(r3, r4) − A(r1, r4)e−(r3−r1)b
)
− ((r4 − r3)e−r1b − (r4 − r1)e−r3b) (A(r2, r4)− A(r1, r4)e−(r2−r1)b)] . (2.43)
From (2.29), (2.30) and (2.32) and (2.40)–(2.43), one can obtain closed from expressions for V (u, b). 
3. The Gerber–Shiu expected discounted penalty function
Let w = w(x1, x2) be a nonnegative measurable function on [0,∞) × [0,∞). Then, the Gerber–Shiu [4] expected
discounted penalty function for the surplus process (1.3) is given by
Lb(u) = E
[
e−γ Tw(Y (T−), |Y (T )|)I(T <∞)|U(0) = u] , (3.1)
where I(B) is the indicator function of event B and γ ≥ 0.
By conditioning on the time and the amount of the first claim, we get the following integral equations for Lb(u)
Lb(u) =
∫ tb
0
e−γ t fτ (t)ξ(u+ ct, b)dt +
∫ ∞
tb
e−γ t fτ (t)ξ(b+ (c − α)(t − tb), b)dt, 0 ≤ u < b, (3.2)
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and
Lb(u) =
∫ ∞
0
e−γ t fτ (t)ξ(u+ (c − α)t, b)dt, u ≥ b, (3.3)
where
ξ(u, b) =
∫ u
0
Lb(u− z)dF(z)+ A(u),
and
A(u) =
∫ ∞
u
w(u, z − u)dF(u).
By the change of variables in (3.2) and (3.3), we obtain
Lb(u) =
∫ b
u
1
c
e−
γ
c (x−u)fτ
(
1
c
(x− u)
)
ξ(x, b)dx+
∫ ∞
b
1
c − α fτ
(
x− b
c − α +
1
c
(b− u)
)
e−γ
(
x−b
c−α+ 1c (b−u)
)
ξ(x, b)dx,
(3.4)
for 0 ≤ u < b, and
Lb(u) =
∫ ∞
u
1
c − α fτ
(
x− u
c − α
)
e−γ (
x−u
c−α )ξ(x, b)dx, (3.5)
for u ≥ b. From (3.4) and (3.5), one can verify that Lb(u) is continuous on [0,∞). Hence, we have
Lb(b−) = Lb(b) = Lb(b+). (3.6)
Assume that τ1
d= η1 + · · · + ηn and Lk = ηk + · · · + ηn for k = 1, . . . , n. Rewrite Lb(u) as Lb(u, k) when τ1 d= Lk in the
surplus process (1.1). So, we have Lb(u, 1) = Lb(u).
Similar to (3.2) and (3.3), we have, for 0 ≤ u < b,
Lb(u, k) =
∫ tb
0
λke−(γ+λk)tLb(u+ ct, k+ 1)dt +
∫ ∞
tb
λke−(λk+γ )tLb(b+ (c − α)(t − tb), k+ 1)dt, (3.7)
for k = 1, 2, . . . , n− 1,
Lb(u, n) =
∫ tb
0
λne−(γ+λn)tξ(u+ ct, b)dt +
∫ ∞
tb
λne−(λn+γ )tξ(b+ (c − α)(t − tb), b)dt, (3.8)
and for u ≥ b,
Lb(u, k) =
∫ ∞
0
λke−(γ+λk)tLb(u+ (c − α)t, k+ 1)dt, (3.9)
for k = 1, 2, . . . , n− 1,
Lb(u, n) =
∫ ∞
0
λke−(γ+λn)tξ(u+ (c − α)t, b)dt. (3.10)
Changing variables in (3.7)–(3.10), and then differentiating the equations with respect to u, we obtain[(
1+ γ
λk
)
I− c
λk
D
]
Lb(u, k) = Lb(u, k+ 1), 0 ≤ u < b, (3.11)
for k = 1, 2, . . . , n− 1,[(
1+ γ
λn
)
I− c
λn
D
]
Lb(u, n) =
∫ u
0
Lb(u− z)dF(z)+ A(u), 0 ≤ u < b, (3.12)
and [(
1+ γ
λk
)
I− c − α
λk
D
]
Lb(u, k) = Lb(u, k+ 1), u ≥ b, (3.13)
for k = 1, 2, . . . , n− 1,[(
1+ γ
λn
)
I− c − α
λn
D
]
Lb(u, n) =
∫ u
0
Lb(u− z)dF(z)+ A(u), u ≥ b. (3.14)
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From (3.11) and (3.12), we get
hn(γ , c,D)Lb(u) =
∫ u
0
Lb(u− z)dF(z)+ A(u), 0 ≤ u < b. (3.15)
Using (3.13) and (3.14), we have
hn(γ , c − α,D)Lb(u) =
∫ u
0
Lb(u− z)dF(z)+ A(u), u ≥ b. (3.16)
Similar to (2.22), we have the following boundary value conditions
hk(γ , c,D)Lb(u)|u=b− = hk(γ , c − α,D)Lb(u)|u=b+ , k = 1, . . . , n− 1. (3.17)
Furthermore, (3.17) with k = 1 gives
cL′b(b
−) = (c − α)L′b(b+). (3.18)
Note that (3.18) is the same as Equation (10.5) of Gerber and Shiu [5]. In the limiting case c = α, we have
L′b(b
−) = 0. (3.19)
Then, using (3.17) and (3.19), one can recursively verify that
L(k)b (b
−) = 0, k = 1, 2, . . . , n− 1, (3.20)
which is Equation (16) of Li and Garrido [7].
In some special case, one can obtain closed form expressions for the Gerber–Shiu function Lb(u) by solving (3.15) and
(3.16).
Example 3.1. Let n = 2. Assume that F(z) = 1− e−βz andw(x1, x2) ≡ 1. Then,
Lb(u) = E[e−γ T I(T <∞)|U(0) = u]
is the Laplace transform of the time of ruin T , and A(u) = e−βu. Applying the operator (d/du+ β) to (3.15) and (3.16), we
get
(βI+ D)h2(γ , c,D)Lb(u) = βLb(u), 0 ≤ u < b, (3.21)
and
(βI+ D)h2(γ , c − α,D)Lb(u) = βLb(u), u ≥ b. (3.22)
Comparing (3.21) with (2.24), we find that the general solution to (3.21) has the form
Lb(u) = a1er1u + a1er2u + a3er3u, 0 ≤ u < b, (3.23)
where a1, a2 and a3 are arbitrary constants, and r1, r2 and r3 are the solutions to (2.27). Note that limu→∞ Lb(u) = 0. Similar
to (2.32), the general solution to (3.22) has the form
Lb(u) = a4er4u, u ≥ b, (3.24)
where a4 is an arbitrary constant, and r4 is the solution to (2.33) with−β < r4 < 0.
Following the same arguments used in the derivations of (2.34)–(2.37), we obtain the following boundary value
conditions for determining a1, a2, a3 and a4
1
β + r1 a1 +
1
β + r2 a2 +
1
β + r3 a3 = β
−1, (3.25)
er1b
β + r1 a1 +
er2b
β + r2 a2 +
er3b
β + r3 a3 −
er4b
β + r4 a4 = 0, (3.26)
er1ba1 + er2ba2 + er3ba3 − er4ba4 = 0, (3.27)
and
cr1er1ba1 + cr2er2ba2 + cr3er3ba3 − (c − α)r4er4ba4 = 0. (3.28)
Define the column vector C1 = (β−1, 0, 0, 0)T. Let Qk be the matrix obtained from the matrix H, the coefficient matrix
of the system (3.25)–(3.28), by replacing its kth column by the column vector C1 for k = 1, . . . , 4. Then, we have
ak = (detH)−1 detQk, k = 1, . . . , 4, (3.29)
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where detH is given by (2.43). Some calculations give
detQ1 = 1
β
(
4∏
k=2
erkb
β + rk
)
[(r4 − r2)A(r3, r4)− A(r2, r4)(r4 − r3)] , (3.30)
detQ2 = − 1
β
(
4∏
k=1,k6=2
erkb
β + rk
)
[(r1 − r3)A(r1, r4)− c(r1 − r4)(r3 − r1)(β + r3)] , (3.31)
detQ3 = − 1
β
(
4∏
k=1,k6=3
erkb
β + rk
)
[(r1 − r2)A(r2, r4)− c(r1 − r4)(r2 − r1)(β + r2)] , (3.32)
and
detQ4 = c
β
(
3∏
k=1
erkb
β + rk
)
(r1 − r2)(r1 − r3)(r2 − r3). (3.33)
From (3.23) and (3.24), and (3.29)–(3.33), one can obtain closed from expressions for the Laplace transform of the time
of ruin Lb(u). 
4. The ruin probability and the penalty of the deficit at ruin
We assume throughout this section that F has a continuous density. The ruin probability for the surplus process
(1.3) is defined as Ψb(u) = P(T < ∞|U(0) = u). We assume that the positive security loading condition, that is,
(c − α)E[τ2] − E[Z] > 0 holds so that Ψb(u) < 1 for u > 0.
It is easy to see that Ψb(u) = Lb(u)|γ=0,w(x1,x2)≡1 and that A(u) = F(u). For simplicity, we only consider the case that
G = Fτ and τ1 = η1 + · · · + ηn. Hence, from (3.15) and (3.16), we get the following integro-differential equations for Ψb(u)
hn(0, c,D)Ψb(u) =
∫ u
0
Ψb(u− z)dF(z)+ F(u), 0 ≤ u < b, (4.1)
and
hn(0, c − α,D)Ψb(u) =
∫ u
0
Ψb(u− z)dF(z)+ F(u), u ≥ b. (4.2)
Furthermore, it is easy to check that
lim
u→∞Ψb(u) = 0. (4.3)
Similar to (3.17), we have the boundary value conditions
hk(0, c,D)Ψb(u)|u=b− = hk(0, c − α,D)Ψb(u)|u=b+ , k = 1, . . . , n− 1. (4.4)
Also, (4.4) with k = 1 yields
cΨ ′b(b
−) = (c − α)Ψ ′b(b+). (4.5)
Example 4.1. Let n = 2 and F(z) = 1 − e−βz . Note that F(u) = e−βu. Applying the operator (d/du+ β) to (4.1) and (4.2)
yields
(βI+ D)h2(0, c,D)Ψb(u) = βΨb(u), 0 ≤ u < b, (4.6)
and
(βI+ D)h2(0, c − α,D)Ψb(u) = βΨb(u), u ≥ b. (4.7)
The characteristic equation for (4.6) is
(β + r)h2(0, c, r) = β. (4.8)
It has three roots r1, r2 and r3 with−β < r1 < 0, r2 = 0 and 0 < r3 < λ1+λ2c . It is easy to verify that
r1 = λ1 + λ2 − cβ −
√
(λ1 − λ2)2 + β2c2 + 2βc(λ1 + λ2)
2c
(4.9)
and
r3 = λ1 + λ2 − cβ +
√
(λ1 − λ2)2 + β2c2 + 2βc(λ1 + λ2)
2c
. (4.10)
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Hence, the general solution to (4.6) has the form
Ψb(u) = b1er1u + b2 + b3er3u, 0 ≤ u < b, (4.11)
where b1, b2 and b3 are arbitrary constants.
Similar to (3.24), one can conclude that the general solution to (4.7) is
Ψb(u) = b4er4u, u ≥ b, (4.12)
where b4 is an arbitrary constant,
r4 = λ1 + λ2 − (c − α)β −
√
(λ1 − λ2)2 + β2(c − α)2 + 2β(c − α)(λ1 + λ2)
2(c − α) (4.13)
is the solution to the equation h2(0, c − α, r)− pˆ(r) = 0 and−β < r4 < 0.
Parallel to the (3.25)–(3.28), we find the following boundary value conditions for determining b1, b2, b3 and b4
1
β + r1 b1 +
1
β
b2 + 1
β + r3 b3 = β
−1, (4.14)
er1b
β + r1 b1 +
1
β
b2 + e
r3b
β + r3 b3 −
er4b
β + r4 b4 = 0, (4.15)
er1bb1 + b2 + er3bb3 − er4bb4 = 0, (4.16)
and
cr1er1bb1 + cr3er3bb3 − (c − α)r4er4bb4 = 0. (4.17)
Let H be the coefficient matrix of the linear system (4.14)–(4.17) and Hk be the matrix obtained from H by replacing its
kth column by the column vector C in Section 3, for k = 1, . . . , 4. Then, we have
bk = (detH)−1 detHk, k = 1, . . . , 4. (4.18)
It can be shown that
detH1 = r3r4
β2
[
c
β + r4 −
c − α
β + r3
]
e(r3+r4)b, (4.19)
detH2 = 1
β
(
4∏
k=1,k6=2
erkb
β + rk
)
[c(r1 − r4)(r3 − r1)(β + r3)− (r1 − r3)A(r1, r4)] , (4.20)
detH3 = r1r4
β2
[
c − α
β + r1 −
c
β + r4
]
e(r1+r4)b, (4.21)
detH4 = cr1r3(r3 − r1)
β2(β + r1)(β + r3)e
(r1+r4)b, (4.22)
and
detH =
(
4∏
k=1,k6=2
erkb
β + rk
) [(
r4 − r3 − r4e−r3b
) (
A(r1, r4)+ β(c − α)r4e−r1b
)
− (r4 − r1 − r4e−r1b) (A(r3, r4)+ β(c − α)r4e−r3b)] . (4.23)
From (4.11) and (4.12) and (4.18)–(4.23), one can obtain closed form expressions for the ruin probability Ψb(u). 
Let Φb(u) = E[φ(|U(T )|)I(T < ∞)|U(0) = u] be the expectation of the penalty of the deficit at ruin for the surplus
process (1.3). Note that
Φb(u) = Lb(u)|γ=0,w(x1,x2)≡φ(x2),
and that A(u) = ∫∞0 φ(z)f (u+ z)dz. Hence,Φb(u) satisfies the integro-differential equations
hn(0, c,D)Φb(u) =
∫ u
0
Φb(u− z)dF(z)+
∫ ∞
0
φ(z)f (u+ z)dz, 0 ≤ u < b, (4.24)
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and
hn(0, c − α,D)Φb(u) =
∫ u
0
Φb(u− z)dF(z)+
∫ ∞
0
φ(z)f (u+ z)dz, u ≥ b, (4.25)
with boundary value conditions
lim
u→∞Φb(u) = 0, (4.26)
and
hk(0, c,D)Φb(u)|u=b− = hk(0, c − α,D)Φb(u)|u=b+ , k = 1, . . . , n− 1. (4.27)
By solving (4.24) and (4.25), one can find closed form expressions forΦb(u) for u ≥ 0 in some special case.
Example 4.2. Let n = 2 and F(z) = 1− e−βz . So, A(u) = ζe−βu with ζ = ∫∞0 φ(z)βe−βzdz. Thus, similar to (4.6) and (4.7),
we have
(βI+ D)h2(0, c,D)Φb(u) = βΦb(u), 0 ≤ u < b, (4.28)
and
(βI+ D)h2(0, c − α,D)Φb(u) = βΦb(u), u ≥ b. (4.29)
Comparing (4.28) and (4.29) with (4.6) and (4.7), we obtain
Φb(u) = d1er1u + d2 + d3er3u, 0 ≤ u < b, (4.30)
and
Φb(u) = d4er4u, u ≥ b, (4.31)
where d1, d2, d3 and d4 are arbitrary constants. Parallel to (4.14) and (4.17), we have the following boundary value conditions
for determining d1, d2, d3 and d4
1
β + r1 d1 +
1
β
d2 + 1
β + r3 d3 = ζβ
−1, (4.32)
er1b
β + r1 d1 +
1
β
d2 + e
r3b
β + r3 d3 −
er4b
β + r4 d4 = 0, (4.33)
er1bd1 + d2 + er3bd3 − er4bd4 = 0, (4.34)
and
cr1er1bd1 + cr3er3bd3 − (c − α)r4er4bd4 = 0. (4.35)
Comparing the linear system (4.32)–(4.35) with (4.14)–(4.17), we get
di = ζbi, i = 1, 2, 3, 4. (4.36)
It follows that
Φb(u) = ζΨb(u), u ≥ 0. (4.37)
From (4.37) and Example 4.1, one can derive closed form expressions for Φb(u). Moreover, (4.37) shows that the expected
penalty of the deficit at ruin is proportional to the ruin probability if the claims are exponentially distributed. 
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