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I. INTRODUCTION 
A. The General Vortex 
When a cylindrical container filled with a fluid is 
rotated about its cylindrical axis, a rotating fluid flow is 
created inside the container in which the rotational velocity 
of the fluid varies from zero at the axis of the cylinder to 
the rotational velocity of the wall of the container at the 
inside wall of the container. When a cylindrical solid body 
is rotated about its axis in a fluid which is at rest, a 
rotating fluid flow is created in which the rotational 
velocity of the fluid varies from the rotational velocity of 
the outer edge of the body at the wall of the body to zero at 
large distances away from the body. When a small rotor is 
rotated inside a large stationary container filled with a 
fluid, a rotating fluid flow is created in which the rota­
tional velocity of the fluid increases from zero at the 
rotational axis of the rotor to some maximum value at some 
distance from the rotational axis of the rotor and then 
decreases from the maximum value to zero at the inside wall 
of the container. (See Fig. 1.) 
These three flows are representative examples of the 
three types of vortex flows that can exist. When they are 
considered in a cylindrical coordinate system, in the first 
type, the tangential velocity is monotonously increasing with 
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increasing radius; in the second type, the tangential velocity 
is monotonously decreasing with increasing radius; and in the 
third type, the tangential velocity is increasing in some 
radial positions and decreasing in some other radial posi­
tions. The third type is a combination of the first and 
second types. For this reason it is referred to as a general 
vortex. 
The general vortex is the most prevalent vortex. It is 
encountered more frequently than either one of the vortex 
flows with monotonously varying tangential velocity. While 
the latter are encountered mostly in man made flows, the 
general vortex is encountered in both natural and man made 
flows. The general vortex is formed in many different ways 
and occurs in many different circumstances. Most general 
vortices, though, occur in or are associated with any one or 
a combination of. the. following five circumstances. 
i) Flow past solid bodies. When a fluid is flowing 
past a solid body, on the lee side of the body a general 
vortex is created. Examples of this type of general vortex 
are trailing vortices of aircrafts and vortices created near 
buildings as wind blows over the earth's surface. 
ii) Flow associated with rotating solid bodies. Any 
solid body rotating in a fluid creates a vortex near it. 
Examples of this type of general vortex are flows associated 
with helicopter rotors and airplane propellers. 
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iii) Angular inflow into a confined area. When a fluid 
is made to enter a cylindrical type confined area at a small 
angle to the inner walls of the confinement a general vortex 
is created. Examples of this type of general vortex are flows 
associated with industrial processes such as flows in Hilsh 
tubes and cyclone separators. 
iv) Sink flow from a confined area. When a fluid flows 
out from a confined area through a narrow exit a general 
vortex is formed. Examples of this type of general vortex 
are whirlpools and whirlwinds. 
v) Vortex flow associated with very large flow fields. 
In very large flow fields such as planetary atmospheres and 
oceans density and temperature stratification of the flow 
field occurs. From the interaction of the different flows at 
different strata, flows traversing the strata and the flow 
field's boundaries large scale general vortices are created. 
Examples of this type of general vortex are hurricanes and 
tornadoes. 
General vortex flow fields are of interest for many 
reasons. Large scale atmospheric vortices such as hurricanes 
and tornadoes produce much damage to human life and property 
in many parts of the world. Low speed flight thrives on 
flows created by propellers and rotors. Trailing vortices 
associated with large aircrafts are hazardous to small air-
crafts. In industrial processes use is made of general vortex 
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flow fields in separation processes. For these reasons among 
many the study of general vortex flow fields is important. A 
good knowledge of the flow field of a general vortex would be 
the biggest asset in any endeavor to alleviate the danger from 
large scale atmospheric vortices or the danger from trailing 
vortices of large aircrafts. The knowledge would also be 
essential in any attempt to optimize the use of vortex flow 
fields in industrial processes. 
B. General Vortex Flow Near a Solid Surface 
A very important feature of vortex flow fields is the 
existence of a centrifugal force field due to the rotation of 
the fluid. In any vortex flow, there is a strong interaction 
between the centrifugal force and the pressure gradient in 
the radial direction. Near a solid boundary normal to the 
axis of the vortex, the centrifugal force decreases to zero 
rapidly while there is little axial change of the pressure. 
This gives rise to fluid motion along the radial direction 
which in turn gives rise to motion along the axial direction. 
The motion created along the axial direction may persist up 
to the next boundary normal to the axis of the vortex. This 
axial motion would also modify the rotational motion thus by 
completing a circle of modification and change. So, a solid 
boundary normal to the axis of a vortex affects the whole 
vortex flow field very significantly. In most of the cases 
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where a vortex flow is of interest the vortex flow interacts 
with a solid surface normal to the axis of the vortex. For 
this reason the flow of a vortex near a solid boundary normal 
to the axis of the vortex is of particular importance. 
A vortex flow is governed by the Navier Stokes equations, 
the energy equation and the continuity equation. For an 
incompressible flow, with constant molecular viscosity and 
negligible temperature variations, the equations can be 
written in a cylindrical coordinate system as: 
u 
+ Pt^rr ^ ~  ^  ~~2~ ^ (1) 
r V UV-l 
p{v^ + UV^ + p Vg + WVg + —} 
r 
V 
+ + — + p- + V (2 )  
p{w^ + UW^ + p Wg + WWg} Pz -
(3) 
z 
0 (4) 
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In these equations, u, v and w are the radial, tangential 
and axial velocities, respectively; a subscript denotes dif­
ferentiation and t, r, 6 and z are the time, radial, 
tangential and axial coordinate positions, respectively; and 
V, p, p and g are the molecular viscosity, density, pressure 
and gravitational acceleration, respectively. The solution 
of these equations in a region near a solid boundary with 
boundary conditions appropriate for a vortex flow used at 
appropriate boundaries would explain the flow of a vortex 
near a solid boundary normal to the axis of the boundary. 
The equations are coupled and nonlinear and their solutions 
are obtained by methods of the following three groups of 
methods. 
i) Perturbation methods. Briefly, in these methods, 
the variables u, v, w and p are expanded in a series in terms 
of one or two parameters e < 1. The expansions of the 
variables are then inserted into the equations (1, 2, 3 and 4). 
By grouping terms of the same power of e together, a series of 
easily solvable equations is obtained. An account of 
perturbation methods is given in a book by Van Dyke (1964). 
ii) Methods of reduction to ordinary differential 
equations. In these methods, by integrating in one or two 
directions suitably or by making use of a suitable transforma­
tion, the partial differential equations are reduced to 
solvable ordinary differential equations. For a two 
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coordinate problem (which is what the solution of Equations 1, 
2, 3 and 4 becomes when axisymmetric and steady flow assump­
tions are made) the most widely used methods of this type are 
the similarity and momentum integral methods. Accounts of 
similarity and momentum integral methods are given in many 
books/ for example, in a book by Walz (1969). 
iii) Finite difference methods for partial differential 
equations « Accounts of many finite difference methods 
suitable for Equations 1/ 2, 3 and 4 are given in a book by 
Ames (1969) and a book by Roache (1972). 
Many solutions to the governing equations for a vortex 
flow near a solid boundary have been obtained by many 
investigators by methods of groups (i), (ii) and (iii). An 
example of a solution by a perturbation method is a solution 
reported by Smith and Smith (1965). In this solution, steady 
and axisymmetric flow is assumed and the variables are 
expanded in a series in terms of a parameter e = ô g/r*, where, 
ôî is a characteristic distance in the axial direction and r* 
u m 
is a characteristic distance in the radial direction. An 
example of a solution by a method of group (ii) is a solution 
reported by Serrin (1972). Serrin uses a spherical coordinate 
system in his solution and by assuming a certain general form 
for the solution of the variables he finds a transformation 
which reduces the four partial differential equations to two 
solvable integro-differential equations. An example of a 
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solution by a finite difference method for partial differ­
ential equations is a solution reported by Chi and Jih (1974). 
In this solution, a steady and axisymmetric flow is assumed, 
equations for the tangential vorticity and stream function 
are derived from Equations 1, 3 and 4 and those two equations 
and Equation 2 are solved by the Gauss-Seidel successive 
iteration method. 
Finite difference methods for partial differential 
equations are the simplest and most widely applicable of the 
groups of methods. Perturbation methods are restricted in 
application to cases where the expansion parameters that is 
used is small. Also, to get accurate solutions, one has to 
solve a large number of equations. The methods of group (ii) 
are more applicable than perturbation methods and they are 
cheaper to use than finite difference methods for partial 
differential equations for some problems. But, the methods 
of group (ii) are restricted by assumptions that are made in 
order to reduce the governing partial differential equations 
to ordinary differential equations. Moreover, obtaining 
solutions to the ordinary differential equations may not be 
easy. Finite difference methods for partial differential 
equations, on the other hand, do not have any restrictions 
from the point of view of the type of solution that is 
obtained. Their application is straight forward and general. 
There is a central problem with finite difference methods, the 
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problem of numerical instability, but, varying in degree from 
one finite difference method to another, this problem can be 
solved for a wide scope of applications. 
Sometimes, for example, when solutions very close to a 
surface are sought. Equations 1-4 are not solved in full. 
They are reduced to a simpler set of equations. This reduc­
tion is done by either making an order of magnitude analysis 
or by expanding the variables in terms of a parameter which 
is a ratio of reference distances in the axial and radial 
directions and the reduced equations are obtained as the zero 
order equations. These equations are: 
2 
p{a^  + ""r + p "e + wUz - = Pr + (5) 
p{v^  + uv^  + p Vg + wUg + (6) 
PG = 0 (7) 
v. 
u^  + p + — + w^  = 0 . (8) 
These equations are referred to as the boundary layer 
equations for a vortex. Sometimes, this term can be mis­
leading. The term boundary layer implies that the equations 
are applicable only in regions very close to the surface, but for 
some vortex flows these "boundary layer equations" are a good 
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approximation to the whole equations at distances far from 
the surface. In such cases they should be looked at as 
approximate equations which are a good approximation to the 
whole equations when diffusion in the axial direction is much 
larger than diffusion in the radial direction and when the 
axial variation of the pressure is very small. 
Equations 5, 6/ 7 and 8 have been solved for vortex flows 
by many investigators. An example of a solution is that 
reported by KUO (1971). In this solution, axisymmetric and 
steady state flow is assumed, and the equations are solved by 
a similarity and momentum integral method. 
Vortex flows may be laminar or turbulent. When the flow 
is turbulent, in addition to the variation of the flow 
variables in time and space, there is a small scale fluctua­
tion of the values of the variables at all points in time and 
space. So, when a turbulent flow is being analyzed, it is the 
mean values of the flow variables that is sought. The sets 
of equations 1-4 and 5-8 govern both laminar and turbulent 
flows. But, when the mean values of the flow variables of a 
turbulent flow are sought the equations have to be modified. 
From the Reynolds' decomposition approach to the problem, 
what this entails is the addition of Reynolds stress terms to 
Equations 1, 2, 3, 5 and 6. During the solution of the 
resulting equations, the Reynolds stress terms are modeled or 
solved for in some way so that the set of governing equations 
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containing the Reynolds stress terms are solvable. The way 
this is done is an area of continuing research. A summary of 
the approaches to the problem is provided in a book by 
Launder and Spalding (1972). Most vortex flows of interest 
are turbulent and so in a complete solution of a vortex flow 
turbulence is an important aspect of the solution problem. 
Many investigators have obtained theoretical solutions 
to turbulent vortex flows near a solid boundary by using many 
different turbulence models. An example of a solution is 
that reported by Hsu and the present author (1976 and 1977). 
In this solution, an axisymmetric flow is assumed, a 
two equation model of turbulence is used and the boundary 
layer equations are solved by a finite difference method. 
The solution is the result of an exploratory analysis made 
at the beginning of the research that is being reported in 
this thesis and it is discussed in detail in the following 
section. 
In the exploratory analysis, the governing equations 
were taken to be: 
C. An Exploratory Analysis of the Turbulent 
Flow of a Vortex Near a Solid Boundary 
U 2 V 2 
"t + + 31TT ' On + 
1 {(K + (9) 
r 
13 
V\ + UV + w  6 (r) (10) 
w  
+ TTFT = 
K 
2ÇS^ (r) 
<°n + ^ n' -
uÇ 
n 
2ÇÔ^ (r) 2K 2ÇK (r) 
(11) 
;t + + _EL_ r -ô(r) S " ç5^ (r) 
{(K + 
c^ K; 
2ô^ (r)Ç^  
(12) 
TT 
"r - i - = 0 (13) 
K = G*/;2 (14) 
n=o 
(15) 
In these equations, Ç, Ç/ K and 5(r) are the square root 
of the kinetic energy of turbulence, the square root of the 
dissipation rate of turbulence, the turbulence diffusivity 
and the boundary layer thickness function, respectively; 
n = z/ô (r) and the subscript "= designates a value outside of 
the boundary layer. The equations are in nondimensional form. 
U, V and Ç, W, P, Ç, K and y, 6(r) and z, r and t are in terms 
PV%s;2/r*, 5j, r* and r^ v*. 
14 
respectively; and v*, and Ôq are a characteristic velocity, 
a characteristic length in the radial direction and a charac­
teristic length in the axial direction, respectively. C^ , 
and C2 are nondimensional constants and their values were 
taken to be 0.1, 1.5 and 0.1, respectively. 
The equations were solved by a finite difference method 
developed by Rubin and Lin (1972). The method was applied in 
the exploratory analysis as follows. 
Any variable X is differenced as: 
+ ^ i,j,k'/2 • (16) 
<Vi,j,k+% = '4lLk+l - %T,i.k)/At (17) 
(Xr)l,i,k+% " ^-l,j,k+l * ^ i+l,j,k 
- (IS) 
'^ )i,j,k+% = (<L,k+i - <3-1,k+1 + ^ i,j+l,k 
+ Xi,i+l.k - 2Xi,i,k + Xl,:-l,k)/2A%^  (2°) 
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i,i-l,k+l "*• %i,j+l,k 
(21) 
Here, ±, j/ k and m represent the radial grid point 
number, the axial grid point number, the time grid point 
number and the iteration number, respectively; and Ar, An and 
At are the radial, axial and temporal grid point interval 
sizes, respectively. When this differencing is introduced 
into Equations 9-12, linear coupled algebraic equations are 
obtained and they are solved simultaneously. This gives the 
solution for u, v, g and Ç. Then, K is obtained from 14 and 
w and Ô(r) are obtained by integrating 13 and 15 numerically 
by the trapezoidal method. At each time point k+^ , three 
iterations were used and the zeroth iteration value was ob­
tained by a second order Taylor expansion from the previous 
two time points. 
U was given the value of 0.001 and the following boundary 
conditions were used. 
At r = 0 ,  u ( o , T i ) ,  v ( o , n ) ,  S ( o , n ) ,  ; ( o , n )  =  o  
At n = 0, U(r,0), V{r,0), C(r,0), ç(r,0), W(r,0) = 0 
At n = 1, U(r,l) = 0, V(r,l) = U^(r) = 1.5(1-e"^*/r 
Ç(r,l) = Ç^ (r) = O.OlV^ (r), ç(r,l) = ç^ (r) = O.lV^ (r) 
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The equations were integrated for a long time in the 
region 0 ^  n ^  1 and 0 £ r £ 4 with An = 0.05 and Ar = 0.2 
and the solution that was obtained at the point where the 
integration was stopped is shown in Figs. 2-6. In the 
figures, an asterisk designates a dimensional quantity. As it 
is seen in Fig. 2, the solution that was obtained is a 5-cell 
vortex. The term cell is being used here to describe an 
upflow region in between two downflow regions in the part of 
the flow outside of the boundary layer. The values that were 
obtained for the radial, tangential and axial velocities 
(Figs. 3-5) are similar to what have been obtained for one 
cell and two cell vortices by other investigators such as Kuo 
(1971) and Chi and Jih (1974). There are no solutions for the 
turbulence diffusivity by other investigators that the solu­
tion shown in Fig. 6 can be compared to. As it is seen in Fig. 
6, very large variations of the values of the turbulence 
diffisivity were obtained. 
D. The Problems of the Analysis of the Flow 
of a Vortex Near a Solid Boundary 
In the paper by Rubin and Lin (1972), numerical results 
are presented which support the authors' claim that the 
method they have developed is better than many other finite 
difference methods. In the paper, a linearized consistency 
and stability analysis is provided. This is the case with 
most existing finite difference methods, only linearized 
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numerical stability analysis is made. When the method by 
Rubin and Lin was used in the exploratory analysis of a vortex 
flow near a solid boundary, the linearized stability analysis 
that they provide was found to be inadequate. In order to 
keep the method stable, it was necessary to do numerical 
experiments during the solution of the governing equations. 
This can be both inefficient and frustrating. 
A two equation model of turbulence was chosen in the 
exploratory analysis because it is half way between the most 
complicated and the most elementary models of turbulence. 
In Prandtl's mixing length approach, the turbulence 
diffisivity is proportional to a characteristic turbulence 
velocity and a characteristic turbulence length. In a two 
equation model of turbulence, basically, differential equa­
tions are provided for the turbulence characteric velocity 
and length. In the model that was used the equations are for 
the turbulence kinetic energy and the turbulence dissipation 
rate. The model is relatively simple and easy to derive, 
but, like all 2 equation models, it has an imperfection. The 
imperfection of the model is in the values of the constants 
1^' ^ 2 D^* the first place, there is no experimental 
evidence that they should be constants and secondly the 
universality of the constants is questionable. The problem 
which this imperfection creates is that when the values of 
the constants are physically incorrect, during the solution 
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of the governing equations over a long time, the physical 
error in the solution obtained for turbulence variables can 
grow. This can then lead to errors in the final solutions 
obtained for the velocities and pressure, depending in degree 
on the importance of turbulence in the flow that is being 
analyzed. 
The boundary conditions that were used at ri = 1 during 
the exploratory analysis is given in Equation 22. The condi­
tions that were used are a combination of solutions to simpli­
fied forms of the governing equations and estimates. For a 
physically correct solution to the governing equations, the 
boundary conditions that are used at TI = 1 must be physically 
correct solutions to the governing equations. Such a solution 
at n = 1 is hard to obtain because the governing equations are 
nonlinear and thus difficult to solve. The solutions that 
have existed up to now are simplified and thus restricted 
solutions. 
So, in the analysis of the vortex flow near a solid 
boundary, there are three primary problems. They are the 
problem of numerical instability in the finite difference 
solution of the governing equations, the problem of finding a 
good turbulence model and the problem of determining boundary 
conditions at n = 1 which are solutions to the governing 
equations. In this thesis solutions are provided to these 
three problems. In Chapter II, the governing equations are 
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derived. In Chapter III, general solutions to the governing 
equations are obtained for use as the boundary conditions at 
n = 1. In Chapter IV, numerical methods which do not have 
any stability problem are developed for the solution of the 
governing equations. In Chapter V, as an example solution, 
an unsteady state flow of a vortex near a solid boundary is 
examined and the results are presented. 
Some of the results presented in this thesis are of a 
much wider applicability than just vortex flows. The 
turbulence model that is presented in Chapter II is applic­
able to all turbulent flows. Also, the convergence proof 
method for some finite difference methods for parabolic 
equations that is developed in Chapter IV can probably be 
applied to any finite difference method for parabolic equa­
tions . 
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II. GOVERNING EQUATIONS FOR THE TURBULENT 
FLOW OF A VORTEX 
A. The Equations for the Mean Values 
of the Flow Variables 
From Equations 1, 2, 3 and 4, by decomposing the flow 
variables into their mean and fluctuating components, the 
equations for a turbulent flow are obtained as: 
p{(U + u'). + (U + u') (U + u')^  + (W + w*) (U + u'), 
"C. ^ 
+ • (U ^  uM, - V'''> = + P'>r 
+ y{(U + u')^  ^+ |(U + u')^  + i^ (U + UMqq + (U + u')^  ^
- + u') _ 2  ^v'),} (23) 
r: r2 '* 
p{(v + v'). + (U + u') (V + v')^  + (W + w') (V + v'), 
"C i z 
+ iZ_±_5Lll(v + v')g + i(U + u') (V + V') = - p(p + P')Q 
+ Y{(V + VM^ J. + P(V + V')J. + ^ (V + V')Q0 + (V + VM^ Z 
+ ^ (U + u') - +_*') } (24) 
r2 e 2^ 
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p{(W + w'). + (U + u') (W + w')^  + (W + w') (W + w'),} 
= -(p + p'ig + u{(W + + |(w + w')^  
+ ijcw + w')ee + (« + «''zzJ (25) 
(U + u')^  + i(U + u')j, + (W + w')^  = 0 (26) 
In these equations U, V* W and P are the mean values of 
u, V, w and p - p^ ; and u', v', w' and p' are the fluctuation 
values of u, v, w and p - p^ . Here, p^  is the ambient pres­
sure at large r. 
By taking the time average of Equations 23-26, the 
equations for the mean values of the flow variables are 
obtained as: 
+ "{"rr + ? Or + "ee + °zz u 
r 
2 
- p{ (u'u')^  + (u'w') 2 + p(u'v' ) Q - } (27) 
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p{V^  + UV^  +  ^Vq + ^ } = - i Pç 
+ y{v„ + ? Vf + ;? Vee + Vzz + ;% "e " > 
- p{ (u'v')^  + ~ (v'v') Q + (v'w' ) g + p u'v' } (28) 
p{W^ + UW^ + p VWq + WW^} = -  Pg 
+ y{w^r + & «r + "ee + "zz^  
- p{ (u'w' + p (v'w' ) + (w'w')^  + } (29) 
T77T-
 ^  ^Vq + = 0 (30) 
In these four equations, there are ten unknowns, U, V, 
W, P, and the Reynolds' stress terms, u'u', u'v', u'w', v'v', 
v'w' and w'w'. So, in order to have a solvable problem, the 
Reynolds' stress terms have to be modeled or solved for in 
some way. As it was mentioned in Chapter I, there are several 
ways of handling this problem that are being practiced and 
studied. Basically, the methods of handling this problem are 
of two types. In the first type, the stress terms are 
expressed in terms of a single turbulence diffusivity function 
and appropriate strain rates. In the second type the stress 
terms are treated separately. 
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So far, the approach in the methods of the second type 
has been to derive equations for the Reynolds* stress terms 
from Equations 23-26. The new unknowns that arise in the 
derived equations are then solved for from experimental data 
or from further equations that are derived. But, at some 
point, experimental data or observation has to be used in 
order to close the problem. In the approaches of methods of 
the second type that exist, the number of equations that have 
to be solved can be very large. For example in an approach 
suggested by Davidov (1960), the number of equations is 23. 
In the methods of the first type the additional equations 
due to turbulence modeling is not more than two. In the 
methods of the first type, the complexity of the turbulence 
models vary from the constant turbulence diffusivity model to 
the two equation models of turbulence. From the Prandtl's 
mixing length approach to turbulence point of view, con­
ceptually, the two equation models of turbulence are the most 
complete models. But, as it was indicated in Chapter I, for 
universal applicability, the oversimplified assumptions and 
estimations that exist in the models have to be corrected. 
In this thesis, the closure problem of Equations 27-30 
is going to be solved by a new model of turbulence. The 
turbulence model is of the same degree of conceptual complete­
ness as two equation models of turbulence, but it is simpler 
and more universal. 
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B. Modeling of the Turbulent Stress Terms^  
To begin with, the Reynolds' stress terms of Equations 
27-30 are expressed in terms of a single turbulence diffusiv-
ity function and strain rates as: 
ulT" = -2KU^ , VL^ = -K{ ~ -  J  } ,  i J- U X X 
= -KXUg + W^), = -2K{ p Vg + p } (31)2 
vlT" = -K{ p Wg + Vg }, = -2K . 
Here, the diffusivity function K should be regarded as 
the average of six diffusivity functions. With the relations 
of Equation 31, the ten unknowns of Equations 27-30 are 
reduced to five unknowns, U, V, W, P and K. In the following, 
a way of determining K with one differential equation and 
three empirical relations is developed. 
By multiplying Equations 23, 24 and 25 by u", v' and w' 
respectively, adding the resulting three equations, using 
Equations 26 and 30 to simplify some terms and taking the 
time average of the resulting equation, the equation for the 
kinetic energy of turbulence is obtained as: 
See also discussion on the modeling in the appendix. 
2 Usually, (2/3) q is added to the present modeling of the 
normal stresses, i.e. u*u* = (2/3)q - 2KUr etc. 
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p{g^ + Uq^ + p Vg^ + Wg^} = - pA - pD^ 
p{qJr + # g; + Sea Szz) - (32) 
where, 
A = uMP" + iPlP" Uq + - ^ } + u'w' (Ug + W^) 
+ {i V„ + 5> + v'w' {i W» + V^ } + w'w' W^ , (33) 
uT V ]. J. V/ Z Z 
= (u'q* + u'p')^  + ^ (u'g' + u'p') 
+ p (v'q* + v'p') g + (w'q' + w'p')^ . (34) 
e = y {Vu* • Vu ' + Vv' • Vv' + Vw' • Vw' 
+ 4^ + ^ ^ + 4 ' (35) 
g' = i(u'^  + v'^  + w*^ ) (36) 
and q = |g' (37) 
In Equation 32, |^ | is the kinetic energy of turbulence, 
pA is the rate of production of turbulence energy, pD^  is the 
rate of diffusion of turbulence energy and e is the rate of 
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viscous dissipation of turbulence energy. 
The equation is general and applies to all turbulent 
flows. For several turbulent flows other than vortex flows, 
the turbulence terms in the equation have been examined by 
some investigators and so experimental data on the terms 
exist. In the turbulence model of this thesis these data 
are used to solve the turbulence closure problem. For experi­
mental data, those gathered by Townsend (1949 and 1951), Laufer 
(1954) and Klebanoff (1955) are used. These data sets are cho­
sen because they are for three different types of turbulent 
flows, turbulent flow in the wake of a cylinder, turbulent pipe 
flow and turbulent boundary layer flow. So, if a relation be­
tween turbulence terms satisfies all these different data sets, 
it has a very good likelihood of being widely applicable. 
Examining the data of Townsend (1949) , Laufer (1954) and 
Klebanoff (1955), a relationship is observed between the 
ratio of the production and dissipation rates of turbulence 
and the nondimensional quantity 
The relationship is shown in Fig. 7. As it is shown in 
the figure, the relationship can be approximated well by: 
L = I Va I q^ /^ /c (38) 
where a = 100 (q/Q) and Q = ^ (U^  + + W^ ) (39) 
A/e = 0.9 L 0.33 (40) 
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of turbulence energy 
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From Equations 31 and Equation 33 one obtains the 
relation: 
where, • <}> = [2U^  + 
A = 
? - F + (Ug + W^ ) 
(41) 
+ 2 & Ve + F ? "e + Vz + 2W (42) 
S o ,  from this, a relation for K is obtained as: 
K = 0.9 (43) 
Examining the data sets due to Laufer (1954) and Townsend 
(1949) , a simple relation is observed between the ratio of 
3 /2 turbulence energy diffusion and Q ^  and the nondimensional 
quantity: 
M = " q^ /^ /E (44) 
Here an x subscript designates a differentiation in the 
direction of the fluctuating velocity component which is 
causing the diffusion. The relation is shown in Fig. 8, and 
it is an approximately linear relation. From this, for the 
diffusion terms of Equation 34, one obtains the empirical 
relations: 
• TOWNSEND 1949 (WAKE OF CYLINDER) 
O LAUFER 1954 (PIPE FLOW) 
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Pig. 8. An emprical relation for the diffusion of turbulence energy 
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= u'q' + u'p' = -0.171 X 10 ^  • Q^ '^ /^e 
= v'q' + v'p' = -0.171 X 10"4 p q^ /^  . Q^ /^ e (45) 
= w'q' + w'p' = -0.171 X 10 ^  • q^ ^^  • 
The relations of Equations 43 and 45 and Equation 32 
contain e; so, a determination of e is necessary. 
By taking the dot product of the gradients of Equations 
23, 24 and 25 and 2yVu', 2iiVv* and 2yVw*, respectively; by 
2 
multiplying Equation 23 by 2yu'/r and 2yv^ /r and multiplying 
2 Equation 24 by 2yv'/r and -2yUg/r ; by adding the resulting 
seven equations and taking the time average of the final 
equation, a differential equation for e can be derived. In 
the equation, correlations of first derivatives and second 
derivatives of the fluctuation velocities appear. To have a 
closed mathematical problem, these correlation terms have to 
be modeled using experimental data. However, at this point in 
time, there is no adequate data on the correlations of first 
and second derivatives of fluctuating velocities for one to 
be able to do this. So, in this thesis, instead of a differ­
ential equation for e, an empirical relation for e will be 
used. 
Examining the experimental data of Townsend (1949), 
Laufer (1954) and Klebanof (1955), a relation common to the 
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three sets of data is observed between a and the nondimensional 
quantity: 
N = e/{ylV^ Q| + q^ /^ '|VQ|*(q/Q)} (46) 
The relation is shown in Fig. 9 and it can be expressed 
to a good degree of approximation by: 
2N = S(a) = (1 -  ^ + 0^  ^-O.S/a (47) 
From Equations 46 and 47 a relation for s is obtained as: 
e = I S{a) {ii|V^ Ql + q^ /^ |VQl • (q/Q)} (48) 
With this the turbulence closure problem is solved^  and the 
governing equations for the turbulent flow of a vortex can be 
written as: 
2 
p{U^  + UU^  + p Ug + WU^  - %-} = -Pf 
+ 2{(K + p)U^ }^  + |-{(K + li) (p Ug + Vp - p)}^  
+ { (K + V) (Ug + W^) >2 + I (K + y) {u^ - ~ Vg - ^  } (49) 
The turbulence model, therefore, consists of a differ­
ential equation for q and generalized expressions for Du, e 
and A/e from which K is determined. 
2N 2 
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Fig. 9. An emprical relation for the dissipation rate of turbulence energy 
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p{v^  + oVf + P Ve + wVz + 2?} . _ 1 Pg 
+ I • {'" * • Vg}g + {(K + y) (i Wg +  ^
+ { (K + n) (| Uq + + p(K + U) {p Ug + 
(50) 
p{W. + UW^  + J W- + WW,} = - P, + 2{{K + y)w,}, 
u x x ^ c / z  z  z  z  
+ p {(K + MirfUg + W^ ) + |{ (K + m) (p Wq + Vg) }Q (51) 
p{qt + oq^  + p sg + Wq^ } = w(qrr + f 9? + ^ 2 ^ ee + %z'^ 
+ (Du)^  + i Du + p(Dv) g + (Dw)g + (0.9 _ i)e (52) 
Of + ? + F Ve + "z = 0 (30) 
where K, e. Du, Dv, Dw and L are given by Equations 43, 48, 
45 and 38, respectively. 
C. The Governing Equations for the Axisymmetric 
Turbulent Flow of a Vortex 
When a turbulent vortex flow is axisymmetric or when a 
solution that is averaged in the 9 coordinate is sought. 
Equations 49-52 and Equation 30 reduce to a simpler set of 
39 
equations. In nondimensional form, the reduced equations can 
be written as: 
v2 
Ut + UUr + WU^  - ^  - Pr + 2{ (K + 
+ { (K + u) (Ug + W^ ) >2 + I (K + U) (U^  - p) (53) 
Vt + UV^  + WVg + ^  = {(K + 
+ { (K + u) (V^  - J) }^  + I (K + y) (V^  - p) (54) 
Wt + UW^  + WW^  = - Pg + 2{(K + wXMglg 
+ i {r(K + n) (Ug + (55) 
+ 5 + W, = 0 (56) 
St + "9r + = u{q„ + F Sr + 
+ (DU)^  + I Du + (Dw)^  + (0.9 L°'33 _ ^^  (57) 
Here, the velocities are in units of a reference velocity 
v^ , r and z are in units of a reference distance r*, q is in 
*2 *2 
units of v^  , p is in units of pv^  , y and K are in units of 
"•"X  ^ waits of 
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Approximations to Equations 53-57 or "boundary layer 
equations" can be obtained by neglecting the radial diffusion 
of flow quantities and the axial variation of the pressure. 
The equations are: 
v2 
Ut + uu^  + WUg - ^  + {{K+ (58) 
+ UVj. + WV^  + ^  = {(K + uiVglg (59) 
Pg = 0 (60) 
Ur + p = 0 (61) 
q^  + Uq^  + Wq^  = + (Dw)^  + (0.9 - 1)e (62) 
In Equations 53-57, there are five unknowns and so there 
are enough equations for the five unknowns. However, during 
the solution of the equations, rather than solving the equa­
tions as they are, better results are obtained when a Poisson 
equation for the pressure is used in place of either one of 
Equations 53 and 55. This equation for the pressure is 
obtained by differentiating Equations 53 and 55 with respect 
to r and z, respectively; multiplying Equation 53 by 1/r and 
adding the resulting three equations. The equation can be 
written as; 
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P 
rr 
(63) 
When a steady state solution of Equations 53-57 is being 
sought it is better if one solves an equation for the 
tangential vorticity and an equation for the stream function 
rather than Equations 53, 55 and 56. The reason for choosing 
the tangential vorticity and stream function equations is 
that they enable one to use all the boundary conditions that 
need to be specified to get a steady state solution while at 
the same time encompassing all of Equations 53, 55 and 56. 
The tangential vorticity equation is obtained by differentiat­
ing Equations 53 and 55 with respect to z and r, respectively, 
and subtracting one of the resulting equations from the other. 
The tangential vorticity equation can be written as: 
+ WOg + (U^  + Wg)^  = {(K + 
+ ^ (K + p)(0 - p) + { (K + U)^ 2^ z ^   ^r * z^ 
(64) 
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where, the tangential vorticity, is defined by 
5 = U 
z 
w 
r 
(65) 
The stream function, ip is defined by 
U = and W = (66 )  
ip satisfies the continuity equation and inserting the rela­
tions of Equation 66 into Equation 65, an equation for is 
obtained as: 
With this, the development of the equations, that govern 
a turbulent vortex flow is completed. Solutions to appro­
priate combinations of the equations of this chapter with 
boundary conditions appropriate for a vortex flow describe 
the turbulent flow of a vortex. The combination of equations 
that are chosen depends on the kind of solution that is being 
sought. 
= -0 (67) 
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III. ANALYTICAL AND SEMI-ANALYTICAL SOLUTION OF THE 
GOVERNING EQUATIONS OF A VORTEX FLOW 
A. Introduction 
As it was mentioned in Chapter I, a practical and useful 
solution of the equations of Chapter II has to be carried out 
by a numerical method. But even for numerical methods, in 
order to obtain a unique solution, boundary conditions have 
to be specified. During the solution of the governing equa­
tions for a vortex flow near a surface normal to the axis of 
the vortex, the outer boundaries of the flow field region that 
is examined are usually part of the vortex flow field. So, 
the boundary conditions that are specified at these boundaries 
must be solutions to the governing equations. For this 
reason, prior to solving the governing equations in the flow 
field region that is being examined, the governing equations 
must be examined and if necessary solved at the outer 
boundaries. 
In this chapter, the governing equations will be solved 
along a radial line. The solutions that are obtained will be 
used as the boundairy conditions at the axial direction's 
outer boundary. In section B some simple and restricted 
analytical solutions are obtained and discussed and in section 
C a method of obtaining general solutions is developed. 
44 
B. Some Simple Solutions to the Governing 
Equations of a Vortex Flow 
For an axisymmetric vortex flow, easily solvable equa­
tions are obtained from Equations 53-57 when q and all the 
first and second derivatives of the flow variables in the 
axial direction except and the derivatives of P are assumed 
to be zero. These equations are: 
(68 )  
+ uVr + + I ^ } (69) 
Wt + uw^  + ww^  = - Pg + + p w^ } (70) 
(71) 
Equation 71 can be rewritten as; 
~ (Ur)^  = - W^ (r) (72) 
Solving this equation for U gives 
r 
r W^ (r)dr (73) 
o 
where is an integration constant 
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For a steady state flow Equation 69 can be rewritten as: 
K + F) V r ^ ?  = 0 (74) 
Integrating this equation gives: 
I (Vr)^  = Aj (75) 
where, is a constant and b(r) = |  ^dr (76) 
Integrating Equation 76 V(r) is obtained as; 
A4 Ag 
V(r) = ^  ^  e^ ^^  ^r . dr (77) 
From Equation 68, for a steady state flow the pressure 
is obtained as : 
P(r) = j {2]i 
o 
r^r + F ^r " ^2 - UUr + ^  }dr (78) 
With a steady state flow assumption Equation 70 becomes: 
"rr + 
u 
u "r " ÎT "z w = ip^(r) (79) 
This is a linear, second order ordinary differential 
equation for W(r). Its solution depends on the functions 
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Wgfr) and F^{r,z). But there is no distinct general form in 
which the solution of Equation 79 can be written. So, the 
solution of Equations 68-71 starts by assuming a function for 
W^ {r). Then U(r) is determined from Equation 73 and V(r) is 
determined from Equation 77. If a determination of W(r) is 
needed, first, a function is chosen for P^ (r,z) and then 
Equation 79 is solved for W(r) either analytically or by a 
numerical method. 
As an example a simple solution can be obtained by 
assuming 
W^Cr) = constant = a (80) 
Then, Equation 73 gives: 
D(r) = -ar , (81) 
Equation 76 gives; 
b(r) = - , (82) 
and Equation 77 gives; 
A 
2 
V (r) 
r 
(83) 
where Ag is a constant and b^  = a/2y. 
With this. Equation 79 becomes: 
Wrr + (p - Zb^ riW^  - 2b]^ W = ^  (r) (84) 
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and it can have many solutions, depending on the function that 
is chosen f o r  P ^ ( r , 2 ) .  
From Equation 83, it is seen that the rotational velocity, 
V(r), in this simple solution, is increasing with increasing 
r for small r and decreasing with increasing r for large r. 
Therefore the solution is a solution for a general vortex. 
The functions for the flow variables can be written together 
as: 
U(r) = - ar 
A .  , 2  
V(r) = ^  (1 - e'br ) 
W{r) is arbitrary (85) 
r 2 
P(r) = I {2y(U^  ^+ i - U_) - uu^  + ^  }dr 
o  ^
g(r) = 0 
By choosing (r) differently, many other solutions can 
be obtained. As it can be seen from Equation 77, a solution 
for a general vortex can be obtained only when (r) is 
chosen such that U(r) will be linear near r = 0, and a 
magnitude wise monotonously increasing function for large r. 
Equations 68-71 have been examined and solved by other 
investigators. For example, a detailed examination and 
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several solutions are given by Bellamy-Knights (1970 and 1971). 
But all the solutions along a radial line to the governing 
equations of Chapter II that have been obtained up to the 
present time are solutions to Equations 68-71. There are no 
solutions for more general equations that have been obtained 
by other investigators. 
The solutions of Equations 68-71 are of restricted 
applicability. In many vortex flows, for most of the vortex 
flow field, the axial derivatives of the flow variables are 
nonzero. So, a physically more realistic solution would be a 
solution to a set of equations which include the axial deriva­
tives of the flow variables. In the following section a 
method for obtaining such a solution is developed. 
C. Generalized Solutions Along a Radial Line to 
the Governing Equations of a Vortex Flow 
The simple solutions of section B are obtained by making 
assumptions on the axial derivatives of the flow variables 
and solving the governing equations with these assumptions 
included. Then, from the many possible solutions the ones 
that appertain to a vortex flow are chosen. The assumptions 
on the axial derivatives of the flow variables can not be 
made arbitrarily. The variations of the axial derivatives of 
the flow variables are governed by equations that are obtained 
by differentiating the governing equations with respect to z. 
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The assumptions that were made to obtain Equations 68-71 
satisfy the equations for the axial derivatives of the flow 
variables. But, other solutions for the axial derivatives of 
the flow variables are not easily discernable. Moreover, the 
equations that govern the axial derivatives of the flow 
variables are nonlinear, infinite in number and coupled with 
each other and the equations for the flow variables. So, 
when the axial derivatives of the flow variables are nonzero, 
the approach that is used to obtain the simple solutions of 
section B is impracticable. 
In this thesis, a practical and unrestricted method of 
solving the governing equations of Chapter II along a radial 
line is suggested. The basic idea behind the method is that 
the solution of the governing equations along a radial line 
can be accomplished by starting with a specification of the 
flow variables and some of their axial derivatives in a 
general form. Then, what the rest of the axial derivatives 
of the flow variables should be so that the specified solu­
tions would satisfy the governing equations can be determined 
from the equations for the flow variables and their axial 
derivatives. In this way, the problem of solving an infinite 
number of nonlinear and coupled ordinary differential equa­
tions is changed to the problem of solving an infinite number 
of algebraic equations in a series. Of course, for any 
practical problem it is not necessary to determine all of the 
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axial derivatives of the flow variables and so it is not 
necessary to solve an infinite nimber of algebraic equations. 
It is only a small number of the axial derivatives of the 
flow variables that are determined and then the solutions for 
the axial derivatives are used to determine whether the whole 
solution to the governing equations is physically plausible 
or not. The whole solution process is outlined by the follow­
ing algorithm. 
Algorithm 1 
1. Choose the axial derivatives that are determined in 
the solution process. 
2. Decide on which of these axial derivatives should be 
specified and which of them are evaluated. This should be 
done in such a way so that the algebraic equations that have 
to be solved can be solved in a sequence. 
3. Specify the functions for the flow variables and the 
axial derivatives that have to be specified. 
4. Determine the axial derivatives that have to be 
determined. 
5. Evaluate the solution to the governing equations that 
is obtained. 
6. If the solution that is obtained is satisfactory 
terminate the solution process. If the solution that is 
obtained is not satisfactory adjust the specified functions 
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and go through steps 4 and 5 repeatedly until a satisfactory 
solution is obtained. 
This algorithm is of general applicability. It can be 
applied to any kind of vortex flow, laminar or turbulent, 
axisymmetric or nonaxisymmetric and with or without tempera­
ture and compressibility effects. As an example of its 
application, in the following, a way of solving the governing 
equations of a steady-state, incompressible, laminar and 
axisymmetric vortex flow along a radial line is developed. 
To begin with the first, second and third axial deriva­
tives of the flow variables will be determined during the 
solution process. The equations that are used to determine 
the axial derivatives of the flow variables are Equations 53-
56 and equations that are obtained by differentiating Equa­
tions 53-56 with respect to z the necessary number of times. 
The equations can be written in a convenient form as: 
( 86 )  
pVggtr) = UV^ + WV^ + 
z F - + F Vf - 4 } (87) 
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Vzzz M = 4- + WVzz + f «2 
+ F V: - Wtv^rr + g V:r - (88) 
Wgfr) = ° r - 2  (89) 
Mzz(r) = 
- %zr - F Oz (90) 
Wzzz(r) = - u - - u zzr r zz (91) 
P(r) = {- UU^  - WU^  + ^  + U (u^ r + p Uf 
(92) 
= - UW^  - WW^  + u(W^  ^+ p + ^ zz) (93) 
Pzz(r) — u W — UW — WW — w z r zr zz z 
+ ;(Wzrr + & "sr " "zzr " I °Z2> (94) 
Pzzz(r) = - Z^ z^ zr " ^zz^ r " ^ z^zr " S^ z^ zz 
^^zzz ^  ^ ^^zzrr r ^ zzr ^zzzr 
— U } 
r zzz 
(95) 
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As it can be seen from Equations 86-95, in order to solve 
the equations, the functions U(r), V(r), W(r), U^(r), U^^fr) 
and (r) have to be specified. 
For a vortex flow, the radial velocity is zero at the 
axis of the vortex flow. Near the axis of the vortex the 
radial velocity is a linear function of r and at large 
distances from the axis the radial velocity decreases with 
increasing r. A function that behaves in this way is the 
function A(1 - e )/r^  where. A, b and n are constants 
and n > 1. So, the radial velocity, U(r) can be described by: 
1 -biir Hii 
U(r) = Z A, . (1 - e )/r ^  (96) 
i=l 
where, I^ , b^  ^and n^ ^^  are constants and n^ ^^  > 0. 
In the same way as for U(r), functions can be specified 
for Ugfr), Uggfr), V(r) and V^ (r) as; 
I 2 -bz-r n . 
U (r) = E A_. (1 - e )/r (97) 
z 
I n^ +^1 
3 -bgir 
U__(r) = E A_.(l - e )/r (98) 
i=l 
4^ -b..r n.. 
V(r) = E A., (1 - e )/r (99) 
i=l 
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5 -b_ r n 
V,(r) = S Ac. (1 - e )/r (100) 
z i=i 
The I's, A's, b's and n's in these equations are constants 
and all the n's are greater than zero. 
At the axis of a vortex, the axial velocity has some 
arbitrary value and is zero. At large distances from the 
axis of a vortex the axial velocity decreases with increasing 
r. So, the axial velocity W(r) can be described by: 
6^ -a.(r) -b^ j^ r"^  ^
W(r) = Z Af.(1 - e ^ )e /r (101) 
i=l 
 ^"^ m^  n^ . 
where, a^ (r) = bg^  ^(r + r ) (102) 
Here, Ig, the Ag's, bg's, b^ 's, n^ 's, m^  ^and mg are 
constants and  ^2, mg ^  2. 
So, the solution of the governing equation is started by 
specifying the constants in Equations 96-102. This gives 
U(r), TJ^ ix) , U^ gCr), V(r), (r) andW(r). ThenW^ (r), 
W^ _(r), W^ _^(r), V^ (^r) and P(r) are determined with Equations 
z z z z z z z 
89, 90, 91, 87 and 92, respectively. After this, V^ g^fr), 
P^ (r) and P^ gfr) are determined with Equations 88, 93 and 94. 
Then, (r) is determined with Equation 86 and finally 
z^zz(^ ) is determined with Equation 95. 
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To evaluate the solution that is obtained, a knowledge, 
judgement or observation of the manner in which the variables 
are changing axially is used. The way this is done is as 
follows : 
For two axial positions z and (z + Az), the values of the 
flow variables at the two axial positions are related by: 
2 
X(r, z + Az) = X(r,z) + X^ {r,z)àz + X^ (^r,z) 
+ + --- (103) 
where, X is any of the flow variables. 
When X(r,z), X^ (r,z), X„^ (r,z) and X. ^^ (r,z) are deter-
z zz zzz 
mined the way the expansion of Equation 103 converges for a 
reasonable size of Az is obtained. If the manner of con­
vergence of the expansion of Equation 103 agrees with the 
known or desired axial variation of the flow variables then 
the solution is good. If there is no agreement then the 
solution is deemed to be bad. 
When an unsatisfactory solution is obtained, the solution 
process is repeated with improved specifications for the 
constants of Equations 96-102. This is done until a satis­
factory solution is obtained. Observing Equations 86-95 it 
can be seen that if U(r), U^ (r), and V^ (r) are 
specified to be of the same of magnitude as y, good solutions 
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can be obtained in as few as one or two solution trials. The 
relatively most difficult part of the solution process is the 
determination of the constants in Equations 96-102. Normally, 
during the determination of the constants it is necessary to 
solve some nonlinear algebraic equations numerically. 
The solution process for axisymmetric vortex flows that 
has just been described is quite general and it can be applied 
to any laminar and axisymmetric vortex flow. It can also be 
extended to turbulent, nonaxisymmetric or unsteady state 
vortex flows without too much difficulty. 
So, with the method for solving the governing equations 
of a vortex flow along a radial line as described by 
Algorithm 1 the problem of determining the axial direction's 
outer boundary condition for a vortex flow near a solid 
surface is solved. 
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IV. FINITE DIFFERENCE METHODS FOR THE SOLUTION 
OF THE GOVERNING EQUATIONS OF A VORTEX FLOW 
A. Introduction 
As it was stated in Chapter I, in most finite difference 
methods for the solution of the governing equations of Chapter 
II that have been in practice up to the present time, the 
numerical stability analyses of the methods are linearized 
analyses. Very often, the linearized stability analyses are 
found to be inadequate, and to make the finite difference 
methods workable one has to resort to some amount of numerical 
experimentation. This can be wasteful and unreliable. So, 
finite difference methods with complete stability analyses 
are very desirable. 
For two dimensional problems, with one time and one space 
coordinates, some methods with complete numerical convergence 
analyses have been developed by Lees (1959) and Douglas and 
Jones (1963). Along similar lines as those followed by Lees 
and Douglas and Jones, in this chapter, a family of finite 
difference methods with a complete convergence analysis is 
developed for the solution of the governing equations of 
Chapter II. The methods can be applied to problems in two, 
three or four coordinates. The convergence proof for the 
methods is obtained in such a way that the methods are not 
constrained by boundary conditions. They can be used with 
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any set of boundary conditions. The family of numerical 
methods is developed in the following section. 
B. A Family of Finite Difference Methods for 
the Solution of Parabolic Equations 
In this section, the development of the finite difference 
methods will be carried out for the equations of axisymmetric 
vortex flow, a three-coordinate problem. But the methods are 
applicable to parabolic equations in any number of coordinates. 
As a representative equation, the radial momentum equation 
will be used for the development of the methods. The equation 
can be written as: 
Ut = - UUr - WU^ + - Pr + (u + K)U^  ^-
- I (U + K) {U^  - f- (U + K)U,2 
(104) 
This equation can be written as 
= F(t,r,z,U,Ur,U2,Urr,U22) (105) 
The expressions in the radial momentum equation which 
are in terms of variables other than U can be considered to 
be functions of r, z and t as far as the variable U is con­
cerned. Let the solution of Equation 105 in the region 
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0 < r £ R /  0 < z ^  Z and 0 t £ T be considered. Let i, j 
and k be the indices of the radial, axial and temporal grid 
points, respectively; and let Ar, Az and At be radial, axial 
and temporal grid interval sizes, respectively. Then, at the 
grid point i, j, k+%, a consistent differencing of Equation 
105 can be done as: 
(U i,j,k+l " 
"^ r^ i, j,k+^ '^ z^ i, j ,k+^ '^ r^ i, j ,k+%'^ z^ i, j ,k+^  ^
+ 0(Ar^  + Az^  + At*) (106) 
where* n = 1 or 2, 
r^^ i,j,k ~ "^i+l,j,k ~ Oi_i^ j^ %)/2Ar (107) 
'^ z"i,j,k ~ "^i,j+l,k " (108) 
r^"i,j,k ~ (%i+l,i,k " 2Ui,i,k + %^ -l,i,k)/Ar (109) 
z^"i,j,k ~ "^i,j+l,k " ^ "i,j,k + Oi,i-l,k)Az' (110) 
In Equation 106, it is seen that, on the left side of the 
equation the difference terms are at the (k+l)th and kth time 
points while on the right side of the equation the difference 
terms are at the (k+^ )th time point. In order that the 
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U. . quantities at the (k+l)th time point can be solved in ] 
terms of the U. . quantities at the kth time point the U. . /^j If] 
quantities at the (k+%)th time point must be expressed in 
terms of the U- . quantities at the {k+l)th and kth time 
 ^f J 
points. This can be done by interpolating between the 
(k+l)st and kth time points. The interpolation can be 
written in a general form as; 
i^,jfk+3^  " ^ l^ iO,k 2^^ i,j,k+l (111) 
where, and Cg are constants and f(r\,Zj,t^ ) is an inter­
polation quantity. These quantities are determined by making 
use of the Taylor expansions: 
2 
"i.i.k+i = °i,j,k + + <,j,k 4-+ --- (112) 
°i,j,k+% = °i,j,k + °i,j,k # + °î,j,k ^  + ••• 
TT - TT _ Tt' At At^  _ 
i,j,k+% i/j/k+1 i,j,k+l 2 i,j,k+l 8 
(114) 
"i,j,k " "i,j,k+l " "i,j,k+l^  ^ "i,j,k+l ~2 "" (^ 5) 
where, a prime denotes a differentiation with respect to t. 
By carrying out the expansion to the desired order and 
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combining the equations in different ways, different values 
for C2 and f(r%,Zj,t^ ) are obtained. By inserting Equa­
tion 111 into Equation 106 one obtains: 
"^i,j,k+l^ t " 2^"i,j,k+l^ ' 
^^ l'^ r"i,j,k 2^'^ r^ i,j,k+l^  ' ^^1^ 2"i,j,k ,j ,k+l^  ' 
^^ l^ r^ i,j,k 2^^ r^ 'i, j,k+l^  ' ^^l^ z"i,j,k 2^^ z^ i,j ,k+l^  ^ 
+ 0(Ar^  + Az^  + At%) (116) 
where,  ^^ ^  l = (%!,],k+i - ^ i,],%)/&% (117) 
In Equation 116, it is assumed that the interpolation 
quantity f(r\,Zj,t^ ) is determined with an inaccuracy 
< 0(Ar^  + Az^  + At*). 
The difference equation that is used in the computation 
is 
k+l^ t ~ ^^ l^ i,j,k 2^"i,j,k+l^ ' 
^^ l^ r"i,j,k 2^^ r"i,j,k+l^  ' ^^l^ z^ i,j,k 2^'^ z^ i,j,k+l^  ' 
^^ l^ r"i,j,k 2^^ r^ i,j,k+l^  ' ^^l^ z^ i, j,k 2^^ z^ i, j ,k+l^  ^ 
(118) 
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Let U be the solution to Equation 116, let U be the solution 
to Equation 118 and let the truncation error E be defined by: 
Bifjfk = "i,j,k " ^ i,j,k • 
Then, by subtracting Equation 118 from Equation 116 and by 
using Equation 105 and the Mean Value theorem, an equation 
for the truncation error is obtained as; 
(^ i,j,k+l^ t 3U (^ A,j,k 
+ 0(Ar^  + Az^  + At^ ) (120) 
where 
(121) 
(122) 
(123) 
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®^i+l,j,k " Gi,j,k)/Ar (124) 
(125) 
(Si,i,k)z = (Si,j+l,k - Si,i,k)/A: (126) 
(Ei,i,k)r " ^ i^+l,j,k • Ei_i,j,k)/2Ar (127) 
^^ iO,k^ z ^^ i,j+l,k " (128) 
By multiplying Equation 120 by E^  j obtains: 
Lj,k+l't + l^ '^ i,j,k+l>€ ° =2 'H Ei,j,k+1 
SP 3 F 
W^ i^,j,k+l^ r * i^,j,k+l 9ÏÏ^ i^,j,k+l^ z * i^,j,k+l 
lïï^ ^^ ®iO,k+l^ rr * i^,j,k+l ^  M i^,j,k+l^ zz * i^,j,k+l^  jtut z ^  
3F 
1^ 3Û * ®i,j,k * i^,j,k+l j,k^ r * i^o,k+l 
3F 3F 
+ 9tf^ <®i,j,k'î • ®i,j,k+l + 3if^ <^®i,j,k'rî • ®i,j,k+l 
9F 
au^ g/^ ifjfk^ zz * i^,i,k+l i^,j,k+l 0(Ar^  + Az^  + At'^ ) 
(129) 
64 
At the time point k, for all i and j, let 5 constants 
Aj^ f Dj^  and be defined by: 
\ = 
= 
8F 
•5ÏÏ 
9F 
3U 
m 
m 
" \ -
9F 
3U 
m 
9F 
3U. 
rr m 
' ^ k = 9F 9U. 
zz 
(130) 
m 
where the subscript m designates a maximum value for all i 
and j. 
By using the Equations 130, from Equation 129 one obtains 
the relation: 
^^ ®i,j,k+l^ i 2^ ^^ i,j,k+l^ t - ^ '^^ 2'®i,j,k+l 
+ l^ lN^ i,j,kl l^ i,j,k+ll ^ ®k^  1^ 2'l®i,j,k+ll ' ^ ®i,j,k+l^ r' 
+ 1^ 11f^ i,j,k+l''],%)?!}+ ^ 1^^ 2''^ i,j,k+l' '^ i^,j,k+l^ z' 
+ 1^ 11 I ÎEi,j,k^ rrl^ '^ ®k'^ l^ 2"^ i,j,k+l" ^ ®i, j ,k+l^  zz ' 
+ |Cll|Ei,j,k+ill(Ei,j,k)zS|} + |Si,i,k+lllO(Ar2+Az2+Atn)| 
(131) 
From this relation, by using Schwarz's inequality the follow­
ing relation is obtained. 
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+ i^ (E? . ,2 \1 . ra_ , . ,X_2 2 ^^ i,j,k+l + 2Ar^ ^^ 2l '^ I'^ i^o^ k+l 
~ 2 ^ ^ ^ i + l o , k + l  ^ L l , j , k + 1 ^  2  ( B i + i , j , k  +  B ? - l , i , k ) }  
I C I 
{^(ICjl + |Cil)E2,j,%+i + + =i,j-l,k+l' 
* ~5^ '®Lj+l.lt •*• ®Lj-l,Ic" * + 2|Cil)Ei^ j %+i 
2 ^^ i+lo,k+l * ®i-l,j,k+l^  2 ®^i+l,j,k io,k 
£ 
+ + E^ ) + i5i(E^ + 2  ^ i,j+l,k+l i,j-l,k+l' 2 ®^i,j+l,k ^  io,k 
 ^Bi,j-l,k)} 
+ % E? . + 0(0(Ar^  + Az^  + At^ ))^  (132) 1f J/K+x 
Let I, J and M be the number of radial, axial and temporal 
grid points. Then, by summing the relation (132) from i = 1 
to i = I and from j = 1 to j = J, one obtains the relation: 
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I : 1 I ^ Vli.k+i + ^ ^ Vli.k 
+ 0(0(Ar^  + Az^  + At*))2 (133) 
where, 
IcJ T Ic-,! , Ic, 1 
<Tc = (1=21 + + 5?(lC2l + + Sï'l^ al + -^ )Ck 
+ -2j(2|C,| + |C,|)D% + -2J(2|C,| + |C,|)E^  + % (134) 
Ar J. K Az J. K 
"k = + Â? + Â& * ^  °k + ^  ^k) (135) 
Since E. . , = 0 for all i and j when k = 1, the suitiming 
of the relation (133) from k=ltok=M-l gives: 
I j ^ Lj,M - ^ M^-A-1 I j 
+ E At, Z Z(G, + H, )E? . , + 0(0 (Ar^  + Az^  + At^ ) ) ^At 
k=l  ^i j  ^  ^
(136) 
where At^  = t%+^  - tj^  (137) 
From relation (136) one obtains the relation 
5 M-1 (G, + H.)At, 2 
i r - : ' " - K ! I  < 1 - ' N = I , : . K  
+ 0(0 (Ar^  + Az^  + At^ ))^ At (138) 
For M = 2, 3, and 4, this inequality becomes: 
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Z Z E? .  ^< 0(0(Ar^  + Az^  + At^ )^ At (139) 
i j ~ 
Z Z ET < {yy^  ..^  \ + 1} 0(0(Ar^  + Az^  + At^ ))^ At (140) 
ij If]f j — H - ^ 2^ 2 
 ^ (G^  + H.)(G, + H^ ) 
I j ^ i,j/4 - ^(1 - AtgG^ ) (1 - At^ G^ ) 
((^ 2 H^ ) 2 2 n 2 
+ ^  g  ^' Atg + 1} 0(0 (Ar + Az^  + At ) )"^ At (141) 
From this it can be seen that if At^  is chosen for all k 
such that 
(1 - Atj^ Gj^ ) > (G^  + H^ )At^  (142) 
then, Z Z £? . . < 0(0(Ar^  + Az^  + At^ )^ )At (143) j_  ^ 1, J ,K — 
Taking the square root of both sides of this inequality 
gives: 
{Z Z E? . , < 0(Ar^  + Az^  + At^ )At^  (144) 
^ j If]f^  ~ 
From this it is easily seen that 
|E. . < 0(Ar^  + Az^  + At^ )At^  (145) 
J f K — 
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for all i and j. Therefore, if At^  is chosen at each time 
point k such that the inequality (142) is satisfied, the solu­
tion of Equation 118 converges uniformly to the solution of 
Equation 105 with an inaccuracy of 0(Ar^  + Az^  + At^ )At^ . 
This completes the convergence proof for the family of 
finite difference methods in which the interpolation between 
two time points is described by Equation 111 and the differ­
encing of Equation 105 is described by Equation 116. With 
different values for Cg and f(r%,Zj,t^ ) different finite 
difference methods are obtained. Some of these methods are 
discussed in the following section. 
C. Some Examples of Finite Difference Methods 
for Parabolic Equations 
1) Simple Explicit Method. With = 1, Cg = 0 and 
f(r^ ,Zj,t^ ) = 0 a simple method is obtained. It is a fully 
explicit method and the truncation error of the method is 
0(Ar^  + Az^  + At)At^ . 
2) Simple Iterative Method. With = 0, Cg = 1 and 
f(r.,z.,t.) = 0 another simple method is obtained. It is not 1 J K 
as direct as the simple explicit method. For this method, at 
each time point, some type of iteration is needed. The method 
can be explicit or implicit in either r or z, depending on how 
the iteration is done. The truncation error of the method is 
0(Ar^  + Az^  + At)At%. 
69 
3) Explicit Method with Linear Interpolation. With 
I 
= 1, Cg = 0 and f(r\,Zj,t^ ) = AtU^  ^  ^^ /2 another explicit 
method is obtained. The truncation error of this method is 
0(Ar^  + Az^  + At^ )At^ . 
4) Iterative Method with Linear Interpolation. With 
C2 = ^  and f(r^ ,Zj,t^ ) = 0 another iterative method 
is obtained. The truncation error of the method is 
0(Ar^  + Az^  + At^ )At^ . 
5) Explicit Method with Quadratic Interpolation. With 
C, = 1, C. = 0 and f(r. ,z.,t,) = AtU. . ,/2 + At^ U. . ,/4 
X Z 1 J Iv 
an explicit method is obtained. In this method, the inter­
polation on the right side of Equation 116 and the interpola­
tion in the centered differencing of the left side of the 
equation are the same. The truncation error of the method is 
0(Ar^  + Az^  + At^ )At^ . 
6) Iterative Method with Quadratic Interpolation. With 
C, = 3/4, C- = 1/4 and f(r.,z.,t.) = AtU. . ,/4 an iterative 
X  6  i j K  1  f  J  f  K  
method is obtained. The truncation error of the method is 
0(Ar^  + Az^  + At^ )At^ . 
Other methods with higher order interpolation on the 
right side of Equation 116 can be obtained by using Equations 
112-115. But, since the interpolation on the left side of 
Equation 116 is only quadratic there is no benefit from 
increasing the interpolation order on the right side of the 
equation to orders higher than quadratic. 
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Front among methods (l)-{6), the choice of the method that 
is to be used for any particular problem is at the disposition 
of the user. The direct and explicit methods have only a 
single step at each time point and so at each time point they 
are cheaper than the iterative methods. On the other hand, 
the iterative methods can be made to be implicit in one 
spatial direction or alternatively implicit in more than one 
spatial directions. In this way the solution in interior 
grid points is affected by the boundary conditions faster and 
so a particular solution that is being sought may be arrived 
at in fewer time steps with an iterative method rather than 
with a direct explicit method. The methods with lower order 
interpolations are cheaper and less complicated than the 
methods with higher order interpolation. But, for problems 
where the solution is a time-wise rapidly changing function 
the methods with higher order interpolations are more accurate. 
So, depending on the problem that is being solved and cost and 
accuracy considerations some of the methods are more appro­
priate to some problems than others. 
D. The Numerical Solution of the Governing 
Equations of a Vortex Flow 
The finite difference methods that have been developed 
in sections B and C of this chapter are methods for parabolic 
equations. So, they would be used to solve the radial. 
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tangential and axial momentum equations, the tangential 
vorticity equation and the equation for the kinetic energy of 
turbulence that have been developed in Chapter II. The 
methods can be used to obtain a steady state solution or an 
unsteady state solution. The Poisson equations for the 
pressure and the stream function that have been developed in 
Chapter II are linear elliptic equations. So during the 
solution of the governing equations the equations for the 
pressure and the stream function would be solved at each time 
point by a finite difference method for elliptic equations. 
Several reliable finite difference methods for linear elliptic 
equations are discussed in books on numerical methods such as 
those by Ames (1969) and Roache (1972). Any good method for 
# 
linear elliptic equations can be used along with the methods 
for parabolic equations that have been developed in this 
chapter. 
Whether a steady state solution or an unsteady state 
solution is obtained during the solution of the governing 
equations in Chapter II depends on the boundary conditions 
that are used and the combination of equations that are solved. 
For turbulent axisymmetric flow, to obtain an unsteady state 
solution, one would solve the radial and tangential momentum 
equations, the Poisson equation for the pressure, the 
continuity equation and the equation for the kinetic energy 
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of turbulence. For turbulent axisymmetric flow, to obtain a 
steady state solution, one would solve the tangential 
momentum equation, the tangential vorticity equation, the 
Poisson equations for the pressure and the stream function, 
and the equation for the kinetic energy of turbulence. In 
the following chapter, some unsteady state solutions are 
obtained and discussed. 
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V. SOME SOLUTIONS FOR THE UNSTEADY STATE FLOW OF AN 
AXISYMMETRIC GENERAL VORTEX NEAR A SOLID SURFACE 
NORMAL TO THE AXIS OF THE VORTEX 
A. Introduction 
In this chapter, as an example of the application of the 
developments of Chapters II, III and IV, the unsteady state 
flow of an axisymmetric general vortex near a flat solid 
surface is examined. The vortex flow that is examined is a 
flow where the rotational motion at some distance from the 
surface and the radial inflow at some distance from the axis 
are maintained. Two sets of solutions, one for a weak inflow 
and one for a strong inflow, have been obtained. For the 
case with the strong inflow both the "boundary layer" equa­
tions and the whole governing equations have been solved and 
a comparison between the solutions of the two sets of equa­
tions is presented. 
In section B, the numerical method that is used to solve 
the governing equations of the vortex flow and the boundary 
and initial conditions for which solutions are obtained are 
described. In section C, the solutions to the flow problem 
with a strong inflow are presented and discussed. In section 
D, the solutions to the flow problem with a weak inflow are 
presented and discussed. 
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B. The Numerical Method 
In order to obtain solutions for the unsteady state flow 
of an axisymmetric vortex, the set of Equations 53, 54, 56, 57 
and 63 and the set of Equations 58-62 have been solved. In 
both sets of equations, the equations for the radial velocity, 
tangential velocity and kinetic energy of turbulence have 
been solved by the Iterative method with linear interpolation 
of Chapter IV. In the first set of equations, the Poisson 
equation for the pressure was solved by the PEADI method for 
elliptic equations. But in the second set of equations, there 
is no need for the solution of any equation for the pressure. 
Throughout the flow region that is examined the pressure has 
the same value as its value at the axial outer boundary. In 
both sets of equations, the axial velocity is determined by 
integrating the continuity equation numerically by the simple 
trapezoidal method. The continuity equation is integrated 
from the solid surface up to the axial outer boundary. 
For the solutions that have been obtained v was taken 
m 
to be the maximum value of the tangential velocity at the 
axial outer boundary and r* was taken to be the radial 
m 
distance from the axis of the vortex to the radial point 
where v* exists. With the dimensional quantities chosen this 
way, y was taken to be 2.61 x 10 ^  and the governing equations 
of the flow were solved in the region 0 r £ 4 and 0 £ z £ 1, 
with grid interval sizes of Ar = 0.2 and Az = 0.05. 
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Within this region, for the équations for U, V and q the 
following differencing was used. 
%i,j,k+% " (%i,j,k+l %i,j,k)/2 (156) 
(^ t)i,j,k+^  = (<j,k+l - (157) 
^^ r^ i,j,k+^  (^ +l,j,k+l *i-l,j,k+l ^  ^ i+l,j,k 
- Xi-l,i,k)/4Ar (158) 
(Xz)i,j,k+% ~ (^ o+l,k+l " Xi,j-l,k+l i^,j+l,k 
- Xi,i-l,k)/4A: (159) 
(%rr)i,j,k+% " (^ +lo,k+l ' ^^,j,k+l Xi-l,j,k+l 
2 
Xi+l,i,k " 2Xi,j,k + j %)/2Ar 
(^ zz)i,j,k+^  = (<j+i,k+i - <îj,k+i + 4!j-i,k+i 
%i,i+l,k " 2Xi,i,k "*• %i,j-l,k)/2A=^  
(160) 
(161) 
In these difference equations, X is any flow variable, i,j 
and k are the radial, axial and temporal grid point indices 
and m is the iteration number, ^  1. With the introduction of 
the difference equations 156-161 into the differential equa­
tions for U, V and q, linear coupled algebraic equations are 
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obtained for U, V and g at each time point, k + 1, radial 
point, i and iteration number (m+1). The first iteration was 
obtained from 
i^,j,k+l " %i,j,k (Xt)i,j,k ' 
and (X.). . . can be obtained from the equations for U, V and 
t  1  ,  J  , K  
q. For m + 1 ^  1 the linear equations that are obtained are 
of the form: 
j^^ i,j+l,k+l ®j^ i,j,k+l j^^ i,j-l,k+l - Dj (163) 
Equations of this foirm are obtained for 2 £ j ^  J - 1 and 
2 £ i £ I - 1, where I and J are the total number of radial 
and axial grid points. The equations are solved by deriving 
from them equations of the form: 
i^,j,k+l " ^j^ i,j+l,k+l (1G4) 
where, Ej = + CjEj_j^ ) (165) 
and F. = (D. - C.F. i)/(B. + C.E._,) (166) 
J  J  J j - * -  J  J J - * -
In order to solve the equations of the form of Equation 
164, first, starting with the boundary conditions at j = 1, 
E. and F. are determined for all j 2<j<J-l using ] ] - — 
Equations 165 and 166. Then, starting with the boundary 
conditions at j = J, X. . , , is solved for J - 1 > j >1 
1 f J f K"r X — 
using Equation 164. 
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At each time point and iteration point, after the 
determination of U, V and g, W is determined by integrating 
the continuity equation. During the integration, centered 
differencing was used for U^ . The difference equation for W 
that was used was: 
i^,j,k ~ ^^ i,n-l,k " 2~^  r. ^ i,n,k 2Ar^ i^+l,n,k 
11—6 X 
i^-l,n,k^  ^  i^,n-l,k ^  2Ar^ i^+l,n-l,k 
- ^ i-l,n-l,k)}] (167) 
After determining W, e was determined using Equation 48 and K 
was determined using Equation 43, For all the derivatives of 
the flow variables and Q in the equations for e and K, 
centered differencing was used. With this, for the second 
set of equations, the determination of the flow variables at 
a time and iteration point is completed. But for the first 
set of equations the pressure has to be determined and this 
was done by solving Equation 63 by the PRADI method. In the 
application of the PRADI method to Equation 63, for the 
derivatives of the flow variables other than the pressure, 
centered differencing was used. 
For the numerical solutions that have been obtained, the 
boundary conditions that were used are the following. 
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At 2 = 0; At z = 0, the no-slip boundary condition was 
used so that: 
U(r,0), V(r,0), W(r,0), q(r,0) = 0 (168) 
At z = 1; At the axial outer edge of the flow region 
that was examined, the simple solutions to the governing 
equations that were obtained in Chapter III, Equations 85 were 
used so that; 
U(r,l) = -2.512pr (170) 
2 
V(r,l) = 1.39(1 - e"l'256r (171) 
q(r,l) = 0 (172) 
P(r,l) = 
 ^ 2 
{2.512yrU^ (r,l) + ^  }dr (173) 
r r 
At r = 0: At the axis of the vortex, the boundary condi­
tions that were used are obtained from the nature of the 
coordinate system and the governing equations of the flow. 
The boundary conditions are: 
U(0,z), V(0,z) = 0 (174) 
U, V are linear near r = 0 (175) 
Pj.{0,z) = 0 (176) 
79 
q(0,z) = 0 or g(0,z) = cq(4,z)W^  (0,z) (177) 
where, c is a constant. 
At r = 4; At r = 4, the radial outer boundary of the 
flow region that was examined, the boundary conditions that 
were obtained are obtained from physical considerations and 
observation. The boundary conditions are; 
U(4,z) = Az^ /^  + Bz^  + Cz^  + Dz (178) 
V(4,z) % 1/r (179) 
q(4,z) = Az^ /^  + Bz^  + Cz^  + Dz (180) 
P(4,z) % 1/r^  (181) 
In Equations 178 and 180, A, B, C and D are constants 
and they are chosen such that U and q would have a chosen 
maximum value at a chosen point z and such that U and q would 
have a chosen value and a chosen axial derivative at z = 4. 
At t = 0: For the solution that have been obtained the 
initial conditions that were used are: 
U(r,z,0) = U(4,z){V(r,l)/V(4,l)} (182) 
V(r,z,0) = V(r,l)zl/7 (183) 
q(r,z,0) = q(4,z) (184) 
P(r,z,0) = P(r,l) (185) 
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The convergence of the iteration that is described by 
Equations 156-161 is a proved fact. For example, a proof of 
the convergence is given by Lees (1959). In order to deter­
mine the number of iterations that are needed, at the first 
time step, k = 2, 10 iterations were carried out. The con­
vergence of the iteration was then observed. As a representa­
tive example of the convergence of the iteration at all the 
computational grid points, the convergence of the iteration 
at the point r = 0.8 and z = 0.5 is shown in Table 1 for U, 
V and W. 
Table 1. The convergence of the iteration at a time point 
Iteration u V w 
number 
1 -0.3659820 0.8778173 0.9912846 
2 -0.3672625 0.8775676 0.4256893 
3 -0.3646214 0.8782682 0.4255198 
4 -0.3646444 0.8782477 0.4255371 
5 -0.3646449 0.8782479 0.4255351 
6 -0.3646448 0.8782481 0.4255359 
7 -0.3646445 0.8782480 0.4255362 
8 -0.3646443 0.8782480 0.4255365 
9 -0.3646442 0.8782480 0.4255367 
10 -0.3646440 0.8782480 0.4255370 
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From Table 1, it is seen that three to five iterations 
are adequate. So# during the application of the numerical 
method, for the first few time steps, five iterations were 
used and after a few time steps three iterations were used. 
During the solution of the equation for P by the PRADI 
method two iterations were found to be adequate for a con­
vergence of up to five or six decimal points. The Peaceman 
Rachford constants that were used were 8 x /5 and 0.4/5. 
At the beginning of every time step, A^ , C^ , and 
of Equation 130 were computed and the time step size was 
determined from: 
Atj^  = 0.75/(1.75 + H^ ) (186) 
This completes the description of the numerical method 
and boundary and initial condition that were used. The 
numerical solution process at a time step can be summarized 
by the following algorithm. 
Algorithm 2 
1) Determine A^ , C^ , D^ , E^ , Gj^ , and At^  
2) For m = 1, compute the value of the flow variables 
at (k + 1) using the governing equations and Equation 162. 
3) For m > 1, compute the values of U, V and q at 
(k + 1) using the governing equations. Equations 156-161 and 
Equations 164-166. From the governing equations and Equations 
156-161 linear coupled equations for U, V and q of the form of 
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Equation 163 are obtained. These equations are then solved 
using Equations 164-166. 
4) Compute the values of W at (k + 1) using Equation 
167. 
5) Compute the values of e and K at (k + 1) using 
Equations 43 and 48. Obviously, e is determined first. 
6) Compute the values of P at (k + 1) by solving the 
equation for P by the PRADI method. 
7) Repeat steps 3-6 until a converged solution for the 
flow variables at the time point (k + 1) is obtained. 
Using this algorithm and the boundary conditions that 
have been described above, two sets of solutions to the 
governing of an axisymmetric vortex flow have been obtained. 
These sets of solutions are presented in the next two sec­
tions . 
C. Solutions for a Strong Inflow at the 
Radial Outer Boundary 
For the first set of solutions, an inflow per unit area 
of 0.024 was mainted at r = 4. The constants A, B, C and D 
of Equations 178 and 180 were chosen such that the radial 
velocity and the kinetic energy of turbulence would have their 
maximum values at z = 0.2. The maximum value of the radial 
velocity at r = 4 was chosen to be 0.0445 and the maximum 
value of the kinetic energy of turbulence at r = 4 was taken 
to be equal to lO"^  x (U(4,2)^  + V(4,2)^  + W(4,2)^ ). At the 
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axis of the vortex, for g, the boundary condition = 0 was 
used. With these specifications and the boundary and initial 
conditions specified by Equations 168-184, the whole governing 
equations of an axisymmetric flow and the "boundary layer" 
equations were solved by the numerical method of the last 
section. After a few time steps, when the magnitudes of the 
values of the flow variables and the magnitudes of the time 
derivatives of the flow variables became to be of the same 
order, the observation of the evolution of the vortex flow 
was started. 
The flow starts as a one cell vortex with down flow in 
the radially outer part of the flow field and upflow in the 
inner part of the flow field. There is inflow everywhere 
and the maximum upflow occurs at the axis of the vortex. As 
time goes on, this upflow at the axis of the vortex increases 
until it reaches a maximum value and then it starts to 
decrease. While the upflow at the axis of the vortex 
decreases, the upflow at radial points that are a short 
distance away from the axis (r = 0.3-0.8) continues 
to increase gradually. The nature of the vortex flow at this 
point of its evolution is shown in detail in Figs. 10-17. 
Prom Figs. 10, 11 and 13, it is seen that the vortex flow 
is a one cell vortex with upflow for small r and downflow for 
large r. The maximum upflow occurs at r = 0.4. From Fig. 12 
it is seen that for small r, when it is observed along the 
Fig. 10. The meridional flow pattern for a one cell vortex with a strong inflow at 
the radial outer boundary 
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axial direction, the tangential velocity has its maximum value 
at 2 < 1. For some radial points the tangential velocity is 
also oscillatory. From Fig. 17 it is seen that the pressure 
does not change much in the axial direction. From Fig. 14, 
it is seen that q has not changed much from its initial 
values. From Fig. 15, it is seen that e has its maximum value 
in the vicinity of the ground and decreases fast with 
increasing z. From Fig. 16, it is seen that K is small where 
the velocity gradients are large and q is small and K is 
large where the velocity gradients are small and q is large. 
As the integration of the governing equations is con­
tinued the upflow near the axis of the vortex decreases 
continuously until it becomes zero and a downflow near the 
axis of the vortex begins to appear. As time increases, this 
downflow near the axis of the vortex increases while an upflow 
region adjacent to it increases and a clearly two cell vortex 
flow is obtained. The solution to the whole governing equa­
tion at this point of the evolution of the vortex is shown in 
Figs. 18-25. 
Figs. 18, 19 and 21 show that the two cell vortex has a 
downflow region between r = 0 and r = 0.3, an upflow region 
between r = 0.3 and r = 1.2 and a downflow region for r > 1.2. 
The maximum downflow occurs at r = 0 and the maximum upflow 
occurs at r = 0.6. Fig. 20 shows that the axially oscillatory 
variation of the tangential velocity in the radially inner 
Fig, 18. The meridional flow pattern for a two cell vortex with a strong inflow 
at the radial outer boundary 
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regions of the vortex is getting more pronounced. As it is 
seen in Figs. 22, 23, 24 and 25, q, e, K and P for this two 
cell vortex are of the same nature as the q, e, K and P for 
the one cell solution that is shown in Figs. 10-17. 
As the integration of the governing equations is con­
tinued the downflow near the axis of the vortex increases 
and the upflow adjacent to it increases. After sometime the 
downflow reaches a maximum value and starts to decrease. 
During the same time the downflow region extends out radially. 
In the upflow region, which is now decreasing in radial 
extent due to the radial spread of the downflow region, the 
upflow increases. Also, during the same time the amplitudes 
of the axial oscillations of the tangential velocity continue 
to increase and the tangential velocity becomes large and 
positive at some points and negative at some other points. 
With further integration, the downflow near the axis of the 
vortex decreases to zero and near the axis of the vortex an 
upflow region starts to appear. Adjacent to this upflow 
region a downflow region persists. During the same time the 
upflow in the upflow region radially outward and adjacent to 
this downflow region continues to increase. Also, a narrow 
downflow region between r = 1.1 and r = 1.3 and a narrow up­
flow region between r = 1.3 and r = 1.5 begin to appear. With 
continued integration, the magnitudes of axial velocities in 
these different regions increase until finally a clearly 
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defined five cell vortex flow develops. The solution to the 
whole governing equations at this point in the evolution of 
the vortex flow is shown in Figs. 26-33. 
As it can be seen in Figs. 26, 27 and 29, the five cell 
vortex has upflow regions between r = 0 and r = 0.3, between 
r = 0.7 and r = 1.1 and between r = 1.3 and r = 1.5. Between 
r = 0.3 and r = 0.7, between r = 1.1 and r = 1.3 and for 
r > 1.5 there are downflow regions. The strongest downflow 
occurs at r = 0.4 and the strongest upflow occurs at r = 0.8. 
From Fig. 28, it is seen that the axial ascillation of the 
tangential velocity has increased from what it was when the 
flow was a two cell vortex. Also, from Figs. 30, 31 and 32, 
the turbulence quantities q, e and k are more oscillatory for 
this five cell vortex than for the two cell vortex. But, the 
oscillations are not as large as the oscillations of q, e 
and k for the five cell solution that was obtained in the 
exploratory analysis. The pressure, on the other hand, has 
hardly changed from what it was when the flow was a one cell 
solution. 
The meaning of the negative tangential velocity values 
that have been obtained is not clear. The negative tangential 
velocity values could mean that there is a breakdown in the 
rotational flow pattern, that there is a region within the 
rotational flow field where there is random mixing rather than 
an axisymmetric rotation. It could also mean that there are 
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some satellite vortices that have developed in the neighbor­
hood of r = 0.6. In either case, when this happens, the 
axisymmetry assumption becomes questionable. So at the point 
of the integration of the governing equations where 
substantial negative values for the tangential velocity were 
obtained the integration of the governing equations was 
stopped. So for the problem of a vortex flow with a strong 
inflow at the radial outer boundary the integration of the 
governing equations was stopped at the point where a five cell 
vortex was obtained. 
The solutions that have been presented with Figs. 10-17, 
18-25 and 26-33 are the solutions to the whole governing equa­
tions. Up to the point where a two cell vortex was obtained, 
along side with the whole equations, the "boundary layer" 
equations have also been solved. It has been found that the 
solutions to the two sets of equations are close. An illustra­
tive comparison of the solutions of the two sets of solutions 
is given in Tables 2-5. The solutions in Tables 2 and 3 are 
for a one cell vortex and r = 0.6 and 1.6, respectively; and 
the solutions in Tables 4 and 5 are for a two cell vortex and 
r = 0.6 and 1.6, respectively. As it can be seen from the 
tables, for most of the flow field points the difference 
between the solutions of the two sets of equations is less 
than 5% of the solution to the whole equations. But for a 
few points the difference gets as large as 15%. Since the 
Table 2. Comparison of the solutions for the "boundary layer" equations and the 
whole equations for a one cell vortex at r = 0.6 
"Boundary layer" equations Whole equations 
z U V q U V q 
0. 05 -0. 5539 0. 6521 0. 3625 X 
1 o
 
1—
! 
-0.5409 0. 6528 0. 3794 X 
1 o
 
1—
! 
0. 10 -0. 5875 0. 8996 0. 5344 X 10-4 -0.5775 0. 9066 0. 4326 X 10-4 
0. 15 -0. 5694 1. 0041 0. 6909 X 10-4 -0.5630 1. 0138 0. 6858 X 10-4 
0. 20 -0. 5481 1. 0575 0. 7499 X 10-4 -0.5420 1. 0674 0. 7478 X 10-4 
0. 25 -0. 5268 1. 0905 0. 7592 X 10-4 -0.5198 1. 0996 0. 7588 X 10-4 
0. 30 -0. 5049 1. 1128 0. 7437 X 10-4 -0.4967 1. 1206 0. 7440 X 10-4 
0. 35 -0. 4823 1. 1277 0. 7124 X 10-4 -0.8730 1. 1343 0. 7127 X 10-4 
0. 40 -0. 4587 1. 1367 0. 6693 X 10-4 -0.4487 1. 1421 0. 6696 X 10-4 
0. 50 -0. 4086 1, 1402 0. 5585 X 10-4 -0.3980 1. 1439 0. 5584 X 10-4 
0. 60 -0. 3544 1. 1276 0. 4278 X 10-4 -0.3438 1. 1301 0. 4279 X 10-4 
0. 70 -0. 2893 1. 0985 0. 2883 X 10-4 -0.2795 1. 002 0. 2886 X 10-4 
0. 80 -0. 2033 1. 0410 0. 1496 X 10-4 -0.1955 1. 0422 0. 1496 X 10-4 
0. 90 -0. 1033 0. 9495 0. 4742 X 10-4 -0.9898 XIQ-l 0. 9501 0. 4779 X 10-5 
Table 3. Comparison of the solutions for the "boundary layer" equations and the 
whole equations for a one cell vortex at r = 1.6 
"Boundary layer" equations Whole equations 
z U V q U V q 
0. 05 -0.3785 0. 5298 0. 2473 X 10-4 -0.3626 0. 5298 0. 2528 X 10-4 
0. 10 -0.4035 0. 6184 0. 6207 X 10-4 -0.3976 0. 6183 0. 6127 X 10-4 
0. 15 -0.4071 0. 6576 0. 7416 X 10-4 -0.4054 0. 6576 0. 7368 X 10-4 
0. 20 -0.4016 0. 6856 0. 7664 X 10-4 -0.4012 0. 6857 0. 7646 X 10-4 
0. 25 -0.3891 0. 7079 0. 7625 X 10-4 -0.3890 0. 7080 0. 7618 X 10-4 
0. 30 -0.3707 0. 7262 0. 7395 X 10-4 -0.3706 0. 7263 0. 7392 X 10-4 
0. 35 -0.3473 0. 7418 0. 7013 X 10-4 -0.3471 0. 7419 0. 7010 X 10-4 
0. 40 -0.3197 0. 7552 0. 6511 X 10-4 -0.3195 0. 7553 0. 6509 X 10-4 
0. 50 -0.2552 0. 7772 0. 5252 X 10-4 -0.2551 0. 7773 0. 5251 X 10-4 
0. 60 -0.1843 0. 7945 0. 3793 X 10-4 -0.1843 0. 7946 0. 3792 X 
1 o
 
I—1 
0. 70 -0.1147 0. 8085 0. 2370 X o
 1 
-0.1146 0. 8085 0. 2369 X 10-4 
0. 80 -0. 5504 XlO" 1 0. 8203 0. 1151 X 
1 o
 
1—
i 
-0.5508 X 10-1 0. 8204 0. 1150 X 10-4 
0. 90 -0. 1516 X10" 1 0. 8314 0. 3037 X 10-5 -0.1524 X10-1 0. 8314 0. 3038 X 10-5 
Table 4. Comparison of the solutions for the "boundary layer" equations and the 
whole equations for a two cell vortex at r = 0.6 
"Boundary layer" equations Whole equations 
z U V q U V q 
0 .  05  -0 .6060  0 .  6483  0 .  5331  X 10-4  -0 .5923  0 .  6366  0 .  5387  X 10-4  
0 .  10  -0 .6179  1 .  0142  0 .  5766  X 
1 o
 
I—i 
-0 .6000  0 .  9977  0 .  5903  X 10-4  
0 .  15  -0 .5064  1 .  2132  0 .  6852  X 10-4  -0 .4916  1 .  1981  0 .  6916  X 
1 o
 
1—1 
0 .  20  -0 .4013  1 .  3096  0 .  7434  X 10-4  -0 .3881  1 .  2978  0 .  7464  X 10-4  
0 .  25  -0 .3198  1 .  3579  0 .  7555  X 10-4  -0 .3071  1 .  3488  0 .  7571  X 10-4  
0 .  30  -0 .2539  1 .  3826  0 .  7349  X 10-4  -0 .2405  1 .  3751  0 .  7371  X 10-4  
0 .  35  -0 .2052  1 .  4009  0 .  6958  X 10-4  -0 .1903  1 .  3442  0 .  6969  X 10-4  
0 .  40  -0 .1547  1 .  3884  0 .  6250  X 10-4  -0 .1391  1 .  3822  0 .  6275  X 10-4  
0 .  50  -0 .1058  1 .  3285  0 .  4283  X 10-4  -0 .  8956  X 10-1  1 .  3230  0 .  4340  X 10-4  
0 .  60  -0 .1121  1 .  2241  0 .  2347  X 10-4  -0 .  9718  X10"  1  1 .  2203  0 .  2422  X 10-4  
0 .  70  -0 .1001  1 .  1215  0 .  1187  X 10-4  -0 .  8810  X lO" 1  1 .  1189  0 .  1247  X 10-4  
0 .  80  -0 .7368 XlO' l  1 .  0222  0 .  5560  X 10-5  -0 .  6513  XlO" 1  1 .  0208  0 .  5947  X 10-5  
0 .  90  -0 .3791X10"^ 0 .  9329  0 .  2128  X 10-5  -0 .  3347  X 10"  1  0 .  9323  0 .  2252  X 10-5  
Table 5. Comparison of the solutions for the "boundary layer" equations and the 
whole equations for a two cell vortex at r = 1.6 
"Boundary layer" equations Whole equations 
z U V q U V q 
0. 05 -0.4187 0. 5412 0. 2716 X 10-4 -0.4066 0. 5404 0. 2827 X 10-4 
0. 10 -0.4198 0. 6284 0. 6595 X 10-4 -0.4158 0. 6280 0. 6550 X M
 
o
 1 
0. 15 -0.4128 0. 6674 0. 7564 X 10-4 -0.4120 0. 6671 0. 7541 X 10-4 
0. 20 -0.4007 0. 6958 0. 7762 X 10-4 -0.4006 0. 6956 0. 7759 X lQ-4 
0. 25 -0.3836 0. 7182 0. 7705 X 10-4 -0.3837 0. 7181 0. 7706 X 10-4 
0. 30 -0.3621 0. 7367 0. 7461 X 10-4 -0.3622 0. 7366 0. 7463 X 10-4 
0. 35 -0.3369 0. 7523 0. 7068 X 10-4 -0.3370 0. 7523 0. 7069 X 
1 o
 
1—! 
0. 40 -0.3084 0. 7657 0. 6556 X 10-4 -0.3085 0. 7656 0. 6558 X 10-4 
0. 50 -0.2440 0. 7873 0. 5283 X 10-4 -0.2441 0. 7872 0. 5285 X 10-4 
0. 60 -0.1745 0. 8035 0. 3826 X 10-4 -0.1747 0. 8035 0. 3827 X 10-4 
0. 70 -0.1069 0. 8157 0. 2395 X 10-4 -0.1072 0. 8157 0. 2396 X 1C"4 
0. 80 -
(—1 1 o
 
I—1 X 
o
 
in o
 
t 0. 8256 0. 1167 X 10-4 -0 .5038 XIQ-l 0. 8255 0. 1168 X 10-4 
0. 90 - 0.1382 XlO"^  0. 8347 0. 3108 X 10-5 -0 .1410 XlO'l 0. 8346 0. 3117 X 10-5 
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magnitude of the axial velocity in the radially inner parts 
of the flow field is not small, normal boundary layer flow 
concepts cannot be used to explain the closeness of the solu­
tions to the two sets of equations. The explanation must 
come from some different ideas. The reasons for the closeness 
of the two sets of solutions are mainly the following two. 
i) For much of the flow field, in the governing equa­
tions, the convection terms are much larger than the diffusion 
terms. Since the only difference between the whole equations 
and the "boundary layer" equations is the absence of radial 
diffusion terms, in the latter, when the convection terms are 
much larger than the diffusion terms, the effect of the dif­
fusion terms becomes small and so the solutions of the two 
sets of equations become close. 
ii) An additional reason for the closeness of the two 
sets of solutions is the nature of the solutions for the flow 
variables. The nature of the equations that govern a rotating 
flow and the nature of the radial variation of the flow 
variables for a vortex flow are such that for an axisymmetric 
vortex flow the radial diffusion is zero or much smaller than 
the axial diffusion. This is illustrated well by the diffus­
ion terms in the tangential momentum equation when the dif-
2 fusivity is constant, u+ V^ /r - V/r ). It is easily seen 
that when V 1/r or V ^  r the net radial diffusion is zero. 
So, for parts of the vortex flow field where V r or V 1/r 
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the net radial diffusion would be zero. 
For the numerical method that has been used, the differ­
ence in the costs of solving the whole equations and the 
"boundary layer" equations is due to the additional radial 
diffusion terms in the whole equations and the additional 
solution of the equation for the pressure during the solution 
of the whole equations. The difference in the costs depends 
on the number of iterations at each time point. With five 
iterations at each time point, on an IBM 365 computer, the 
difference in the costs is about 20% the cost of solving "the 
boundary layer" equations. 
The solutions that have been discussed in this section 
are for one set of boundary conditions. For different sets 
of boundary conditions different solutions would be obtained. 
Examining the solutions that have been discussed in this 
section and the governing equations of the flow it can be 
seen that the solution to the governing equations that is 
obtained is greatly affected by the radial inflow per unit 
area that is maintained at the radial outer boundary. So, 
in order to get a better understanding of this effect, a 
second set of solutions has also been obtained. For the 
second set of solutions, the same boundary conditions as for 
the solutions that have been discussed in this section were 
used except for the radial inflow per unit area at the radial 
outer boundary and the radial boundary conditions for q. 
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This second set of solutions is presented and discussed in 
the following section. 
D. Solutions for a Weak Inflow at the 
Radial Outer Boundary 
For the second set of solutions, the boundary condition 
q(0,z) = 10 W(0,z) {g{4,z)/q(4,0.2)} was used and an inflow 
of 0.0016 per unit area was maintained at r = 4. Also, the 
maximum value of q at r = 4 was taken to be 10 ^ {U(4,0.2) + 
2 2 V (4,0.2) +W (4,0.2)}. The solution was started in the same 
way the first solution was started. For the earlier periods 
of the evolution of the vortex flow, the second solution be­
haves in the same way as the first solution. As in the first 
solution, the one cell vortex that is started with evolves and 
changes to a two cell vortex. 
The solution to the governing equations at the point of 
evolution of the vortex flow when the vortex is a one cell 
vortex that is starting to evolve to a two cell vortex is 
shown in Figs. 34-41. As it is seen in Figs. 34, 35 and 37, 
the one cell vortex flow has an upflow region from r = 0 to 
r = 1.1 and a downflow region for r > 1.1. Also, for this 
one cell vortex, there is a region of circulating flow near 
the radial outer boundary. Since the radial inflow at the 
radial outer boundary is smaller for the second solution than 
for the first solution, the magnitude of the velocities in 
—O" —' "Q O— • g 0 ==<&= ® —(I  ^( 
1 1 1 1 1 1 1 r 
0.00 0.90 1.00 t.so g.oo 2.50 3.00 3.so 
Z O o 
00 p 
O rJ 
—I— 0 50 2.03 ll.OO aoo t.oo t-SQ e.50 3.00 3.50 
RADIAL POSITION 
Fig. 34. The meridional flow pattern for a one cell vortex with a weak inflow at the 
radial outer boundary 
r*  m 
ooa 
Q* 
0.00 -0.60 000 0.60 
i t 
s 
< 
3 20 
000 •0.20 o.uo 
T-Î 2 
d* 
000 •0.60 LOO -O.SQ 1.60 000 000 000 ooo 
RADIAL  VELOCITY 
Fig. 35. The variation of the radial velocity for a one cell vortex with a weak 
inflow at the radial outer boundary 
o.u \oo  100 0.00 0.50 0.00 
d* 
too  0.50 OV) 
z 
o 
g 
to 
Q.n 0.00 
r«  2 B 
0.00 o.w 0.00 010 
8 
TANGENTIAL VELOCITY 
Fig. 36. The variation of the tangential velocity for a one cell vortex with a weak 
inflow at the radial outer boundary 
\ .oo  0.00 o. to  0.00 0.00 0.00 o.w 000 0.00 0.00 0.10 0 20 
N) 
0 00 •0.90 0 00 o.m 
r .g*  
O.uo O.MO 0 00 0 00 
T>1 B 
0.00 
< 
-o.eo Qto 
AXIAL VELOCITY 
Fig. 37. The variation of the axial 
inflow at the radial outer 
velocity for a one cell vortex with a weak 
boundary 
r «0.8 
2 
d '  
iso 160 
W 
fais ' t - eo 
0.60 O.OO 0.60 
TURBULENCE ENERGY 
z 
1120 0 20 0.00 0.60 0.60 ISO 0.00 0.00 100 
Fig. 38. The variation of the turbulence energy for a one cell vortex with a weak 
inflow at the radial outer boundary 
(mlo-*! uio': 
TURBULENCE DISSIPATION RkTS 
Fiq. 39. The variation of the turbulence dissipation rate for a one cell vortex with 
a weak inflow at the radial outer boundary 
(#10^ 1 
(1:0^ 1 
TURBULENT V ISCOSITY 
Fig. 40. The variation of the turbulent viscosity for a one cell vortex with a weak 
inflow at the radial outer boundary 
fa ID 
7M.OO -TftS.iO -19300 ("10^ 1 loit.n -toio.uo Mfl90<4Q 
z a 
H 
-iwo.ao -isac.oo ->c>i9 2o tilO-*! •1627.eo '(620.to •1&2V60 -tu7.20 -ItOB.HO .ub5.w -613.60 -6.2 a: lilO'l 
to 
>766.«a .765.80 •ieu69 ItlQ-* •llfi.OO -116.60 -230.00 -236.60 '23* BO iflo-*] 
PRESSURE DEFICIT  
-1 
ts 2.2 
•IM.60 •IM.HO 'WG 20 '2M.W -245.20 29 9 00 
fa 16 
171.20 fiJC*! -qfS.M -<«78.00 -MTU.Sa 
Fig. 41. The variation of the 
inflow at the radial 
pressure deficit for a one cell vortex with a weak 
outer boundary 
127 
the meridional plane is smaller for this one cell vortex flow 
than for the one cell vortex flow that is presented in Figs. 
10-17. The maximim upflow for this one cell vortex is 0.44 
and occurs at r = 0.4. In Fig. 36, it is seen that the 
tangential velocity for the one cell vortex has its maximum 
value at 2 < 1 for r £ 1.2 but it does not oscillate axially 
much. It is seen in Figs. 38, 39 and 40 that, because of the 
boundary conditions that were used for g at r = 0 and r = 4, 
the value for q, e and K for this one cell solution of the 
second set of solutions are larger than those for the one 
cell solution of the first set of solutions. 
The two cell vortex to which the one cell vortex flow 
evolves is shown in Figs. 42-49. As it is shown in Figs. 42, 
43 and 45, the two cell vortex has a downflow region between 
r = 0.0 and r = 0.3, an upflow region between r = 0.3 and 
r = 1.3 and a downflow region for r > 1.3. Also, there is 
a region of circulating flow near the radial outer boundary. 
The maximum downflow is 0.25 and occurs at r = 0. The maxi­
mum upflow is 0.61 and occurs at r = 0.6. As it is seen in 
Fig. 44 the tangential velocity is axially oscillatory for 
small r. 
Unlike the first solution, for this second set of solu­
tions, the two cell vortex flow does not evolve to a five cell 
vortex but to a three cell vortex. The downflow region of 
the two cell vortex spreads outward radially and an upflow 
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region develops near the axis of the vortex forming a clearly 
defined three cell vortex. The solution to the governing 
equations that is obtained when the vortex flow is a three 
cell vortex is shown in Figs. 50-57. As it is seen from Figs. 
50, 51 and 53, for this three cell vortex there is an upflow 
region from r = 0 to r = 0.3, a downflow region from r = 0.3 
to r = 0.6, an upflow region from r = 0.6 to r= 1.3 and a 
downflow region for r > 1.3. There is also a region of 
circulating flow near the radial outer boundary. As it can 
be seen in Fig. 52, the axial oscillation of the tangential 
velocity at r = 0.6 has an increased amplitude from what it 
was when the vortex flow was a two cell vortex. 
As the integration of the governing equations is con­
tinued the upflow near the axis of the vortex increases until 
it reaches a maximum value and then starts to decrease towards 
zero. During the same time the amplitudes of the oscillations 
of the tangential velocity at r = 0.6 increase until a nega­
tive tangential velocity is obtained. With further integra­
tion, the part of the flow field that was an upflow region 
when the vortex flow was a three cell vortex becomes a down-
flow region and at the same time an upflow region develops 
about r = 1.6. Thus by a four cell vortex flow is formed. 
The solution to the governing equations at this point of the 
evolution of the vortex flow is shown in Figs. 58-65. From 
Figs. 58, 59 and 61, it seen that the four cell vortex has a 
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downflow region from r = 0 to r = 0.9, an upflow region from 
r= 0.9 to r = 1.3, a downflow region from r = 1.3 to r = 1.5, 
an upflow region from r = 1.5 to r = 1.7 and a downflow 
region for r > 1.7. Also, the region of circulating flow near 
the radial outer boundary has persisted. As it can be seen 
from Fig. 60, the negative value for the tangential velocity 
that is obtained at r = 0.6 is quite substantial and so the 
integration of the governing equations was stopped at this 
point. 
From the solutions that have been presented in this sec­
tion and in the previous section one can conclude that when 
the axial flow in a vortex flow field is not constrained the 
structure of a vortex flow field near a solid surface changes 
in time continuously. One of the important factors that con­
trol the pattern of evolution of the vortex flow is the 
radial inflow per unit area at the radial outer boundary. 
For different values for the radial inflow per unit area dif­
ferent patterns of evolution are obtained. But, for any value 
for the radial inflow per unit area at the radial outer 
boundary, eventually, the velocities in the inner parts of 
the flow field become large. Also, eventually, in the inner 
parts of the flow field, a complexity in the flow structure is 
created in the form of satellite vortices or the regional 
breakdown of rotation. 
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VI. CONCLUSIONS 
In Chapter II, a new turbulence model has been developed. 
In Chapter III, a new method of solving the governing equa­
tions of a vortex flow along a radial line has been developed. 
In Chapter IV, a family of finite difference methods for 
solving parabolic equations has been developed. For the 
finite difference methods, a complete convergence analysis is 
provided. So, with the developments of these three chapters 
the flow of any general vortex near a solid surface normal to 
the axis of the vortex can be analyzed thoroughly and 
dependably. 
The turbulence model that has been developed in Chapter 
II has been developed in a new approach. The model does not 
make use of the Prandtl's mixing length hypothesis. Instead 
of following the line of development of Prandtl's mixing 
length hypothesis, the turbulence diffusivity is determined 
from a knowledge of the production and dissipation rates of 
turbulence energy. The relations that are shown in Figs. 7-9 
are preliminary results. They are not universally applicable. 
If those relations are determined in such a way so that the 
relations are valid for all turbulent flows then the turbulence 
model would be of universal applicability. 
' The superiority of such a turbulence model over a 
mixing length model is obvious. Because all the turbulence 
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quantities of the present model are expressed in terms 
of the mean flow variables the present model is of 
universal applicability while in the mixing length model a 
function for the mixing length has to be defined for every 
turbulent flow. The superiority of the present turbulence 
model over two equation models of turbulence is due to appli­
cation rather than basic concept. If the nondimensional 
variables in two equation models can be determined in such 
a way so that they can have universally correct values, then, 
conceptually, two equation models would be as good as the 
present model. At the present time, this cannot be done. 
Even if it can be done, the present model would still be 
cheaper because in the present model, one has to solve only 
one differential equation. Multi-equation models of turbulence 
are much more expensive to use than the present model. How 
much more expensive any multi-equation model is depends on the 
number of differential equations in the multi-equation model. 
The cost for multi-equation models would be six or more times 
the cost for the present model. Because in multi-equation 
models differential equations are provided for each Reynolds 
stress, in concept, multi-equation models would be more 
accurate than the present model. But whether any particular 
multi-equation model is actually more accurate than the 
present model or not depends on the quality of the experimental 
data that is used in the model and the way the experimental 
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data is used. But for most turbulent flows, even if the 
accuracy of the present model can be improved by using a 
multi-equation model, most probably, the improved accuracy 
that may be obtained would not be worth the additional cost 
that is incurred by the multi-equation model. 
The accuracy of the present model can possibly be im­
proved without increasing the cost if generalized expressions 
for every Reynolds stress term can be obtained from experi­
mental data in the same way that a generalized expression for 
the turbulence energy dissipation rate has been obtained for 
the present model. The cost of the present model may be 
decreased and the accuracy of the present model may also be 
improved if the differential equation for the kinetic energy 
of turbulence of the present model would be replaced by a 
generalized expression for the kinetic energy of turbulence 
that is obtained from experimental data. These would be very 
good subjects for further research in turbulence modeling. 
The method that has been developed in Chapter III for 
the solution of the governing equations of a vortex flow is 
very complete. The method does not involve any assumptions 
or simplifications. With the method, along a radial line, 
the governing equations are solved completely. In contrast 
to the completeness of the method is the simplicity of the 
method. With the method, complete solutions to the governing 
equations are obtained quite easily. This is in contrast also 
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to the solution processes that have been developed by other 
investigators, for example, Bellamy-Knights (1971). The 
solution process for obtaining solutions for multi-cell vortex 
flows that has been developed by Bellamy-Knights (1971) is 
more time consuming and more expensive than the solution 
process of Chapter III. Also, his solution process gives 
restricted solutions while as the method of Chapter III is of 
unrestricted applicability. 
The basic ideas of the method of Chapter III can probably 
be not improved. But the application of the ideas behind the 
method can be extended. In the same way that a method of 
solving the governing equations of a vortex flow along a 
radial line has been developed, a method of solving the 
governing equations along an axial line or any other well-
defined line can be developed. In addition to obtaining solu­
tions to the governing equations, the method can also be used 
to estimate values for the flow variables between data points 
when one has a scanty experimental or observational data set. 
The family of finite difference methods that has been 
developed in Chapter IV is also another complete development 
that has been presented in this thesis. The family of finite 
difference methods that has been developed is a large family. 
For all the finite difference methods that are members of the 
family a complete convergence analysis has been developed in 
Chapter IV. The convergence analysis method does not involve 
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any linearization, simplifications or restrictions due to 
boundary conditions. This is the main strength of the finite 
difference methods and what makes the methods dependable and 
trouble-free. During the application of one of the finite 
difference methods in the solution of the governing equations 
of a vortex flow near a solid surface that has been presented 
in Chapter V no problem of any kind was encountered. 
Many finite difference methods for nonlinear parabolic 
equation that have been in use up to the present time have a 
linearized numerical stability analysis. This has restricted 
the application of the methods to problems where the 
linearized analysis is adequate. So, in addition to the 
family of finite difference methods that have been discussed 
in Chapter IV the convergence analysis method that has been 
developed in Chapter IV can also be used to analyze and 
extend the application of any finite difference method for 
nonlinear parabolic equations. 
In terms of the tangential velocity at the axial outer 
boundary, the solutions that have been presented in Chapter 
V are only for one type of vortex. Before generalized 
descriptions and explanations for the flow of general vortices 
near a solid surface can be made solutions to many types of 
vortices with different sets of boundary conditions must be 
obtained. Still, from the solutions of Chapter V, in conjunc­
tion with the governing equations of a vortex flow one can 
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make one conclusion on the nature of vortex flows near a 
solid surface. This is that, when v r^ , the product of the 
mm 
reference velocity and reference distance, is not very small, 
from the axis of the vortex up to the radial point where the 
magnitude of (r) is of the same order as the magnitude of 
(li + K), the nature of the vortex flow is determined by the 
convective transport processes of the flow. All the signifi­
cant and outstanding features of a vortex flow in the radially 
inner regions of the vortex flow field are due to the convec­
tive transport of momentum. This can be seen easily by 
writing the governing equations in an approximate form as: 
= -UU^  - WUg - Pj. + V^ /r (186) 
= -UV^  - WVg - UV/r (187) 
w = - (U^  + U/r)dr (188) 
o 
P = P„{r) (189) 
By examining these equations one can follow the processes 
that create features of vortex flows such as the axial varia­
tion of the tangential velocity and the cell structure. 
All of the developments in this thesis have been for 
incompressible flow with negligible temperature effects. The 
developments can be extended to flows where temperature 
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effects are important without much difficulty. All that is 
needed to be done is the inclusion of an equation for the 
temperature in the set of governing equations for a vortex 
flow. The developments can also be extended to flows where 
compressibility effects are important without too much diffi­
culty. This would entail the inclusion of a state equation 
in the set of governing equations. For both of these exten­
sions experimental turbulence data for flows where temperature 
and compressibility effects are significant would have to be 
used. But, the solution processes of Chapters III and IV 
would remain basically unchanged. 
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IX. APPENDIX 
A. Some Remarks on the Application of 
the Turbulence Model of Chapter II 
The relations that are shown in Figs. 7-9 were obtained 
using the data sets of Laufer (1954), Klebanoff (1955), 
Townsend (1949) and Townsend (1951). From Laufer's data set, 
the part for r/a = 0-0.9 was used. (r is the radial distance 
from the center of the pipe and a is the radius of the pipe.) 
From Klebanoffs data set, the part for z/ô = 0.1-1.0 was used, 
(z is the distance from the surface and ô is the boundary 
layer thickness.) In both of these data sets that have been 
used data from the law of the wall region has been excluded. 
From Townsend's wake data sets the data for x/d = 160 was used, 
(x is the distance from the axis of a cylinder of diameter d.) 
From Townsend's boundary layer data the part for the outer 
half of the boundary layer was used. In all of the data sets, 
for all of the relations, the velocities are relative to the 
solid surface associated with each turbulent flow. So, during 
the application of the turbulence model with the relations of 
Figs. 7-9 to any wake, boundary layer or pipe flow the 
velocities must be relative to the solid surface associated 
with the particular turbulent flow. The choice of this 
reference frame is arbitrary, dictated only by the reference 
frame that was used in the development of the relations. 
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Since the relations of Figs. 7-9 are functions of a 
velocity they are not invariant to some coordinate 
transformations and particularly to a Galilean transformation. 
In fluid mechanics, Galilean transformation is applied to the 
equations of fluid motion frequently, for example, in the 
analysis of wake flows and boundary layer flows. If the 
equations of fluid motion are to be uniformly applied to a 
variety of flow configurations (wake flows, boundary layer 
flows, vortex flows etc.) without any worry about coordinate 
systems or reference frames, then the expressions for the 
Reynolds stresses have to be invariant to a Galilean trans­
formation. "Since the expressions derived in Chapter II 
depend upon the frame of reference chosen (through the use of 
variable Q) they may not be applicable to a vortex flow. 
In addition to not being invariant to a Galilean trans­
formation the present expressions for A/s, e and Du are not 
universal. For example, they do not apply to a homogenous 
flow. The applicability of the expressions to a vortex flow 
is not known. From a strictly correct point of view, the 
application of the relations of Figs. 7-9 to the analysis of 
a vortex flow is valid only if there is experimental evidence 
This is a criticism on the applicability of the present 
turbulence model to a vortex flow that has been made by L. N. 
Wilson from the Department of Aerospace Engineering at Iowa 
State University. 
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that supports the correctness of tiie application of the rela­
tions to a vortex flow. At the present there is no experi­
mental data on the nature of turbulence in a vortex flow near 
a surface. The present relations for A/e, e and Du may be 
correct or may not be correct for a vortex flow. The use of 
the relations in the analysis of a vortex flow is therefore 
the same as guessing or estimating relations for A/e, e and 
Du for a vortex flow. In the use of the relations of Figs. 
7-9 the guess or estimation is being guided by data from a 
boundary layer flow, a pipe flow and a wake flow. Because the 
relations are applicable to three different types of flow it 
is estimated that they are also applicable to a vortex flow. 
But there is nothing in the development of the relations that 
guarantees the correct applicability of the relations to 
vortex flow near a solid surface. 
The accuracy or inaccuracy of the solutions for q, e and 
K that have been obtained in Chapter V is not known. From a 
qualitative point of view, the solutions that have been 
obtained are what they would be expected to be. But, as far 
as the quantitative accuracy of the solutions is concerned, 
without a comparison with experimental results, there is 
nothing that can be said about it. 
If there is any inaccuracy in the solutions for K, it may 
affect the quantitative accuracy of the solutions for U, V, W 
and P to some extent, especially for large r. But, because of 
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the small magnitude of K compared with the magnitudes of the 
velocities, the qualitative nature of the solutions for U, V, 
W and P would not be affected by errors in the solution for K. 
Finally, in this thesis, as far as the turbulence model 
is concerned, what is being emphasized is not the presently 
obtained relations for A/e, e and Du. The present relations 
are preliminary results. The emphasis is on the form of the 
turbulence model itself, a differential equation for q and 
generalizad empirical expressions for A/e, e. Du and any 
other turbulence quantity of interest. As far as A/e, e and 
Du are concerned, probably, many different relations can be 
obtained for them, and further research to obtain relations 
for A/e, e and Du that are universally applicable and 
invariant to a Galilean transformation is encouraged. 
B. Some Remarks on the Application of the Finite 
Difference Methods of Chapter IV 
The family of finite difference methods that have been 
developed in Chapter IV are of a very wide applicability. 
They can be used to solve any set of equations of the form: 
= F(X, t, Y, Y^ , Y) (A4) 
where, f is the vector variable, ^  is the space vector and a 
subscript of ^  designates the differentiation of the components 
of the vector variable in terms of the components of the space 
variable. 
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Such equations are encountered very frequently in the 
mathematical description of physical processes. The equations 
could contain only first order derivatives, only second order 
derivatives or both first and second order derivatives. They 
can be linear or nonlinear. The application of the finite 
difference methods of Chapter IV to solve such equations is 
encouraged. 
Also, during the development of numerical methods for 
such equations for any particular purpose the application of 
the convergence analysis method that has been developed in 
Chapter IV is encouraged. Furthermore, if any existing method 
for such equations does not have a complete convergence 
analysis, the application of the convergence analysis method 
of Chapter IV to the numerical method and the expansion of 
its applicability is suggested. 
