Bayesian methods are extensively used to analyse geophysical datasets. A critical and somewhat overlooked component of high-dimensional Bayesian inversion is the definition of the prior probability density function that describes the joint probability of model parameters before considering available datasets. If insufficient prior information is available about model parameter correlations, then it is tempting to assume that model parameters are uncorrelated.
INTRODUCTION
In Bayesian inference, the model parameters are treated probabilistically. Bayes' theorem is used to combine a prior probability density function (pdf) and a likelihood function that quantifies the agreement between the proposed model parameter values and the observed data (Tarantola 2005) .
The corresponding posterior pdf is only defined analytically for specific situations, such as, for linear inverse problems based on least-squares formalism. For nonlinear problems, it is necessary to rely on sample-based methods, such as Markov chain Monte Carlo (MCMC) methods (Gamerman & Lopes 2006; Gilks et al. 1996; Sambridge & Mosegaard 2002; Mosegaard & Tarantola 1995) .
Assumed or known spatial correlations are captured either through parametrization choices (the number of unknowns and the type of basis function used; e.g., Lochbühler et al. 2014) or by considering prior pdfs defined in terms of, for example, multi-Gaussian fields, multiple-point statistics or partially ordered Markov models Hansen et al. 2016) . Such geostatistical priors are useful when dealing with well-characterized sites, or when the geological setting is well understood (Huysmans & Dassargues 2009; Caers & Zhang 2004) . Nevertheless, focusing on a specific class of spatial random field models might provide overly optimistic estimates of posterior model uncertainty. Furthermore, the morphology of individual posterior model realizations will be strongly affected by the prior pdf (Hansen et al. 2016 ).
Another option is to simply state that if there is insufficient prior information about model parameter correlations, then it might be tempting to simply assume that model parameters are uncorrelated (Linde & Vrugt 2013) . Unfortunately, when working with a spatially gridded model of moderately high dimensions (some 100's of unknowns), this leads to posterior model realizations with far too much variability (i.e., the entropy is too high) to be deemed realistic from a geological perspective (Linde & Vrugt 2013; Rosas-Carbajal et al. 2014) . In fact, actual smoothly varying subsurface fields will never (in practice) be part of the inferred posterior pdf.
To address this issue, Rosas-Carbajal et al. (2014) used an explicit prior constraint on model structure using classical roughness measures that are common in deterministic inversions (Menke 1989; deGroot-Hedlin & Constable 1990) . The appropriate weight to this prior constraint was estimated during the inversion process by employing an empirical Bayes (EB) framework (Casella On structure-based priors in Bayesian geophysical inversion 3 1985; Malinverno & Briggs 2004) . Rosas-Carbajal et al. (2014) applied the methodology to electrical resistance tomography (ERT) and radio magnetotelluric (RMT) data. Visually, the posterior realizations offered a clear improvement compared with an uncorrelated prior, but this came at the cost of model realizations that were overly smooth and marginal probability estimates that were slightly biased. Lochbühler et al. (2015) tackled the problem differently, by using prior pdfs of summary statistics (e.g., total model roughness) that were estimated from a large set of training images (i.e., 2D or 3-D representations describing the expected spatial continuity of the property field of interest; Strebelle 2002) . This approach leads to better results provided that reliable training images (e.g., able to describe the expected sub-surface structure) are available.
In this study, we introduce a formal Bayesian method that defines the prior pdf in terms of global summary statistics that quantify model structure. We present results for uniform priors of model structure and highlight the main differences and advantages compared with the recent work by Rosas-Carbajal et al. (2014) and Lochbühler et al. (2015) . We explain why structure-based spatial priors offer a useful complement to uncorrelated parameters and more traditional geostatistical models when addressing subsurface investigations with limited prior information. The examples considered are related to near-surface applications, but the approach is equally applicable to crustal or mantle-scale problems.
In order to sample a prior pdf of a given global measure of model structure, we rely on the Metropolis-Hastings (M-H) algorithm for computing the acceptance ratio within an MCMC framework (Metropolis et al. 1953; Hastings 1970) . Given a target pdf that is difficult to sample from and a model proposal pdf, the M-H algorithm generates a sequence of iterates whose distribution approximates the target pdf once the chain converges. This happens because the M-H acceptance ratio satisfies the two conditions that ensure that any Markov process has a unique stationary pdf: detailed balance and ergodicity. We formulate the prior and its sampling in terms of global measures of model structure. The numerical challenge of our approach lies in estimating the proposal pdfs in terms of the chosen model structure metric. Indeed, proposal pdfs that sample individual model parameters symmetrically will result in asymmetric proposal pdfs in terms of model structure and it is essential to account for this asymmetry. The absence of an analytical expression for the proposal pdf in terms of model structure requires estimation by numerical means. This estimation is non-trivial and requires an accurate approximation of the ratio between the probability (in terms of model structure) of moving from the proposed state to the current one and of the corresponding reverse step. This ratio depends strongly on the current model structure (and the individual values of model parameters) so it must be evaluated at each MCMC step. After demonstrating the ability of our algorithm to adequately sample the desired prior pdf for various global model structure metrics, we apply the Bayesian inversion algorithm to a simple synthetic test case and to a field-based crosshole ground-penetrating radar (GPR) experiment.
This work shares some apparent similarities with trans-dimensional inversion (Malinverno 2002; Sambridge et al. 2006; Bodin & Sambridge 2009 ) and Bayesian model selection (Kass & Raftery 1995) . In trans-dimensional inversion, the model dimensionality evolves dynamically during the inversion in order to find an appropriate balance between data misfit and model complexity. This approach accounts for relative variations of the evidence (the denominator in Bayes' theorem), which is at the heart of Bayesian model selection. Bayesian model selection uses explicit evidence computations to compare prior models given the available data. In this work, we define our structure-based prior to give equal probability to any level of model structure, and we will demonstrate that this allows us to obtain appropriate levels of model complexity. Nevertheless, a formal statistical analysis of the appropriateness of a given prior model necessitates evidence computation and this is outside the scope of this work. Likewise, the evidence is not accounted for in determining the appropriate level of model complexity. We consider our approach as a complement to trans-dimensional inversion, which also has its issues in that the results are strongly sensitive to the underlying model parametrization and prior models (Hawkins & Sambridge 2015) .
In this paper, we first introduce structure-based prior sampling (SBP in Section 2) and present the results when considering MCMC inversion of a synthetic and a field-based crosshole GPR experiment (Section 3). In Section 4, we discuss the advantages and drawbacks of this methodology with respect to uncorrelated prior (UP) MCMC inversion and with the methodologies by Rosas-Carbajal et al. (2014) and Lochbühler et al. (2015) . Finally, in Section 5 we provide our conclusions.
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METHODOLOGY

Bayesian inversion
Within this study, we define the model parameters on a squared l ×l Cartesian grid. The subsurface model, m, is then described by a vector of l × l = M variables, while the N observations are contained in the data vector d. These are related to the model through a forward operator g(-)
where is an N-dimensional vector containing the residuals.
Bayes' Theorem (Tarantola & Valette 1982) states that the posterior pdf of the model parameters conditional on the observations is given by
where ρ(m) is the prior pdf, ρ(d) is the evidence, which is a constant when the parametrization is fixed (as in our case, but it is accounted for in trans-dimensional inversion and it is at the heart of Bayesian model selection), and L(m|d) ≡ ρ(d|m) is the conditional probability of the observations given the model, also called the likelihood function. This function quantifies the agreement between data predictions based on proposed model realizations and actual observations (the larger the value of the likelihood, the closer are the predictions and observations). Under the assumption of zero-mean, normally distributed and uncorrelated residuals, the log-likelihood is (Tarantola 2005 )
where
represents the data misfit and σ i is the standard deviation of the i-th measurement. For nonlinear inverse problems it is not possible to find an analytical formulation for the posterior pdf, ρ(m|d), and it is common to rely on MCMC methods (Sambridge & Mosegaard 2002 ).
Metropolis -Hastings algorithm
There exists many MCMC samplers, but we rely herein on the M-H algorithm (Metropolis et al. 1953; Hastings 1970) . In the standard formulation, the transition probability is proportional to the
In this formulation, q is the proposal pdf, which generates model perturbations at each proposal step, while subscript prop refers to the proposed model state and curr to the current state of the Markov chain. An important aspect of our work lies in the derivation of proposal pdfs that are non-stationary and asymmetric. To better understand the critical role played by the proposal distribution, we briefly review the theory underlying the M-H algorithm.
A basic characteristic of MCMC samplers is the so-called Markov property, which states that the probability of visiting the proposed state m prop only depends on the current state m curr and not on previously visited states. This implies that the sampling algorithm is completely defined by the transition matrix
where P r(m curr → m prop ) is the probability of moving from the current state to the proposed state, and the transition matrix is such that T (m r |m curr ) ≥ 0 ∀m r and mr T (m r |m curr ) = 1, where the index m r stands for each accessible state from m curr within one step of the chain. The elements of this transition matrix are the transition probabilities and they define the sampling method used.
The M-H algorithm is a powerful and widely applied MCMC method to sample from unknown pdfs. Given a target pdf π(m) that is difficult to sample from and a proposal pdf q(m curr −→ m prop ), the M-H algorithm generates a sequence of iterates {m 1 , m 2 , . . . , m T } which approximate a unique stationary pdf (π(m)) after the burn-in period. The burn-in corresponds to the initial phase of the chain, in which the sampled states are still influenced by the arbitrary starting point and is, therefore, not considered part of the sampled posterior pdf. The M-H algorithm is able to sample
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(i) Detailed balance (or reversibility) is a sufficient condition for a random walk to asymptotically reach a stationary pdf. This principle requires each transition (m curr −→ m prop ) to be reversible and it can be stated as follows: given a transition matrix T (m prop |m curr ) (eq. 5), a stationary
(ii) Ergodicity of the Markov process requires that every state must be aperiodic (e.g., the system does not return to the same state at fixed intervals), positive recurrent (e.g., the expected number of steps for returning to the same state is finite) and irreducible (e.g., each state is accessible in a finite number of steps). This condition guarantees the uniqueness of the stationary pdf π(m).
A central aspect of MCMC theory is to define transition kernels, such that the sequence of samples drawn will converge to the target pdf π(m). Let us consider below the case of prior sampling, in which π(m) = ρ(m). If the chain proposes a move from m curr to m prop , such that
then this implies that the chain moves too often from m curr to m prop and too rarely in the other direction. To counteract this tendency, the M-H algorithm reduces the number of moves from m curr to m prop , to achieve detailed balance. This is done by introducing a probability (0 < α(m curr , m prop ) < 1) that the proposed move is executed. The resulting transition from m curr to m prop is defined as
The probability α(m curr , m prop ) is calculated to ensure that T (m prop |m curr ) satisfies the detailed balance criterion (eq. 6), as
and, by substituting eq. (8),
The inequality in eq. (7) indicates that the move from m prop to m curr is not made often enough.
Setting α(m prop , m curr ) = 1, one obtains from eq. (9)
which is the acceptance ratio given in eq. (4) when no data are considered.
Structure-based priors
Most MCMC applications in geophysics rely on a symmetric proposal pdf: q(m prop −→ m curr ) = q(m curr −→ m prop ), which reduces the M-H algorithm to the simpler Metropolis algorithm, in which the proposal pdf is not considered in the computation of the acceptance ratio. The acceptance ratio is then given by
which reduces to likelihood ratios when considering uniform and uncorrelated prior pdfs a,b] . A notable exception to symmetric proposal distributions is trans-dimensional inversions, in which the model parametrization evolves as a part of the inversion process (Malinverno 2002; Sambridge et al. 2006; Bodin & Sambridge 2009 ).
Our interest lies in sampling a given prior pdf of a global measure of model structure S (for instance, model roughness). To do so, we need to account for the asymmetry of the proposal step
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where, in the numerator, ρ(S(m prop )) is the prior probability of the chosen model structure metric, and q(S(m prop ) −→ S(m curr )) is the probability of proposing a given model structure when using an underlying symmetric proposal pdf q(m prop −→ m curr ) for the individual model parameters.
The proposal pdf in terms of model structure is often asymmetric and depends strongly on m curr in the denominator of the ratio, and on m prop in the nominator. The absence of an analytical expression for the proposal pdfs in eq. (12), requires us to estimate it numerically. This estimation must be repeated at each proposal step as the ratio
and m prop .
Our proposed structure-based implementation of the M-H acceptance ratio (eq. 12), can be applied to any prior pdf of model structure (e.g., a Gaussian distribution with a known mean and standard deviation). Herein, we consider sampling from a uniform structural prior, but it is trivial to extend the method to other choices. The choice of a uniform prior for model structure implies that all possible prior model realizations are not equally likely, but that is equally likely to sample a model realization with a small S (low variability) as one with a large S (high variability). This formulation broadens the set of possible prior model realizations and is suitable for cases when limited prior information about subsurface structure is available.
Numerical estimation of probability density functions
We consider two alternative approaches to estimate the proposal probability ratio of model structure in eq. (12) from a finite sample of realizations. In the non-parametric case, no assumptions are made about the underlying pdf, whereas in the parametric case the samples are assumed to be drawn from a known distribution type (e.g., normal, gamma, beta...).
Kernel density estimation (KDE) is a frequently used non-parametric approach to estimate the pdf of a random variable (Silverman 1986) . If the vector X = [X 1 , X 2 , . . . , X n ] is an independent and identically distributed sample drawn from a distribution with an unknown density f (x), its KDE is given by
where K is the kernel (or weighting function), which is usually chosen from symmetric functions of unitary area ( K(t)dt = 1), x is the point where the function needs to be evaluated and h > 0 is the bandwidth (or smoothing parameter). Both the kernel shape and the bandwidth dimension are crucial parameters and there is a vast literature on the topic (Pedretti & Fernàndez-Garcia 2013; Shimazaki & Shinomoto 2010; Engel et al. 1994; Kuruwita et al. 2010) . After conducting trials with different configurations for the case of a known underlying pdf, we found that the most suitable setting is to use a triangular kernel and the adaptive bandwidth (AB) method with sensitive parameter α = 0.5 (Pedretti & Fernàndez-Garcia 2013) .
In the parametric approach, the underlying pdf is approximated by finding the best-fitting parameter values that define a specific distribution of a given pdf family. One way to estimate these parameter values is to use specific relations between the distribution's parameters and the sample's moments (method of moments; e.g., Frase 1958). In our case, preliminary investigations suggest that q(S(m curr ) −→ S(m prop )), as well as q(S(m prop ) −→ S(m curr )), are often asymmetric with both positive and negative skewness (e.g., the third standardized moment that quantifies asymmetry of the pdf). For the parametric approach, we fit the unknown pdf with the gamma distribution, which allows for different degrees of symmetry (it also reduces to the normal distribution in the limit when the shape parameter goes to infinity)
In this equation, k > 0 represents the shape parameter and its value determines the skewness of the distribution, while θ > 0 is the scale parameter, whose value determines the statistical dispersion of the pdf. The gamma distribution is defined to have positive skewness, but negatively skewed pdfs can be estimated by reflecting the sampled data with respect to their median value. In
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implementing the method of moments we consider also an additional shifting parameter µ 0 . The support of the gamma pdf is [0, ∞], while the proposal pdfs we need to fit are defined on a smaller support ([a, b] , with a > 0 and b < ∞). While the finite upper limit doesn't affect significantly the pdf estimation, the non-zero lower limit has a larger impact and requires the introduction of µ 0 in the parametric approximation of the pdfs. This additional shift parameter requires the pdf to be computed as f (x − µ 0 ; k, θ). The solution is obtained by solving three equations in three variables using direct relationships between the skewness and the shape parameter (eq. 15), the variance and the shape and scale parameters (eq. 16) and finally we introduce the shifting parameter in the mean definition (eq. 17)
By computing the first three moments from the sample, we can obtain a unique estimate of the underlying gamma function.
Algorithm to compute the structure-based model proposal ratio
To ensure that the M-H algorithm samples from a specified pdf of model structure, we need to estimate the proposal probability ratio (eq. 12). We use four steps to estimate the structure-based proposal probability, herein described for the forward step q(S(m curr ) −→ S(m prop )) (i) starting from m curr = {m 1 , ...., m M }, draw the proposed model m prop from the model proposal distribution (q(m curr −→ m prop ) in eq. 10) and compute the measure of structure S(m prop );
(ii) again from m curr = {m 1 , ...., m M }, draw P new realizations from q(m curr −→ m prop );
(iii) for each of the P new models, compute the corresponding model structure S p = S(m p ) ∀p ∈ {1, 2, . . . , P } ;
(iv) the obtained {S 1 , · · · , S P } are considered samples from the proposal pdf and we apply one of the methods described in section 2.3.1 to estimate the probability to draw S(m prop ) from the sampled distribution.
The algorithm is equivalent for the backward step q(S(m prop ) −→ S(m curr )), but without step (i), since we are interested in the probability of drawing the same amount of structure as S(m curr ).
For computational reasons, the sample size is kept relatively small (P = 1000). The computation time increases proportionally to the sample size (e.g., P), without a significant improvement when considering larger values (e.g., P = 10000) (Fig. 1 ). An example of generated samples and the corresponding estimated model structure-based proposal pdf is given in Fig. 2 .
Measures of model structure
To illustrate our method, we consider four measures of model structure that are widely used in deterministic inversion (Menke 1989) . We use l 1 -and l 2 -norms related to model roughness and damping. To introduce these measures, we describe below each grid element (e.g., model parameter) by two indices. If we consider the model grid as a matrix, then the first index relates to the row and the second one to the column. With this notation the implemented measures of model structure are
• Roughness (l 1 -norm): sum of the absolute differences between neighbouring parameters
• Roughness (l 2 -norm): sum of the squared differences between neighbouring parameters
• Damping (l 1 -norm): sum of the absolute differences between each model parameter and a prior reference value (m ref )
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• Damping (l 2 -norm): sum of the squared differences between each model parameter and a prior reference value (m ref )
Empirical Bayes
To evaluate the performance of our proposed structure-based prior MCMC method, and to study how much the choice of a different prior influence the full inversion results, we compare the results with the approach presented by Rosas-Carbajal et al. (2014) . In this study, the authors employed empirical Bayes to constrain model structure in favour of smooth spatial transitions. The empirical Bayes method (Casella 1985) uses hyper-parameters to describe a family of prior pdfs (e.g., the standard deviation of a normal distribution is treated as an unknown). The posterior distribution of the hyperparameters is estimated together with the regular model parameters during the inversion. 
in case of a model structure defined in terms of roughness using an l 2 -norm, while in case of an
The corresponding equations for S D2 and S D1 are obtained by replacing S R2 and S R1 in eqs (22) and (23), respectively. Here, Q indicates the total rank of the model structure operator and λ is a hyper-parameter to invert for (together with the other model parameters). The smaller the λ, the more weight is given to the prior constraint on model structure.
MCMC simulations are generally initiated at a random point in the prior parameter space, which is most likely far from regions of high posterior density. Therefore, the early stages of the Markov chains are generally not considered to be part of the target pdf. This initial part of the chain is referred as the burn-in period and indicates the part of the chain that is still dependent on the starting point. Estimating the burn-in time is necessary to decide on what part of the sampled chains that should be discarded. We estimate the end of burn-in as the iteration when the estimated loglikelihood stabilizes at a value that corresponds to the expected measurement uncertainty (Cowles & Carlin 1996) .
We rely on the potential scale reduction factor (Gelman & Rubin 1992) to estimate how many samples that are needed after burn-in to adequately sample the posterior pdf. In this study, we periodically compute thisR-statistic using the last 50% of the samples within each chain.
Following common practice, convergence to a stationary pdf is declared whenR is less than 1.2 for all model parameters.
Moreover, we studied the behaviour of the autocorrelation function as a measure of independence between realizations. Neighbouring samples in MCMC chains are in fact highly correlated, so that the number of independent samples are fewer than the number of iterations: the autocorrelation function describes how quickly the correlation between samples decreases (as function of the lag τ )
where E[−] is the expected value operator, m i t and m i t+τ are states of the ith model parameter at iteration t and t + τ , µ is the mean value of the parameter and σ is its variation.
RESULTS
To evaluate the influence of our proposed model structure-based prior, we apply our methodology to a synthetic test case and to a field example. In both cases, the dataset consists of first-arrival 
Prior structure-based sampling
We first evaluate the ability of our methodology to sample a uniform prior pdf for the four measures of structure defined in Section 2.5: S R1 , S R2 , S D1 and S D2 . Our proposed structure-based prior M-H algorithm is theoretically valid, but it is at the mercy of the finite size (P=1000) evaluations of the structure-based proposal distribution.In order to improve the results, and sample a distribution of model structure closer to the target uniform prior, we introduce an exponent correction ν to the computed ratio between the structure proposal pdfs (eq. 12), whose optimal value depends on both, the model parametrization (e.g., number of parameters) and the measure of structure considered (e.g., R 1 , R 2 , D 1 or D 2 ). The acceptance ratio for a uniform structure-based prior sampling then
Note that ν = 1 corresponds to the case of no correction. For the prior sampling, the uncorrelated prior acceptance ratio is 1, while for the empirical Bayes case, we only consider the ratio of the constraint function. Finally, for our structure-based prior approach, the acceptance ratio is given by the estimated proposal probability ratio.
The sampled model structure for the different acceptance ratios are depicted in Fig.3 . When using the standard uncorrelated prior approach, we find that the sampled model structure pdf is for the non-parametric empirical structure proposal pdf estimation). Adding a small empiricallyestimated exponential correction (ν ∈ [1.02, 1.07]) leads to an even wider distribution (note that the y-axes in Fig. 3 are logarithmic) . Clearly, the sampled structure-based prior is not completely consistent with the ideal uniform prior. This is perhaps not surprising given the numerical nature of our method to estimate the proposal ratios.
Inversion results
The synthetic dataset is generated by calculating the forward response of the synthetic model depicted in Fig. 4 and contaminating each simulated data with uncorrelated Gaussian noise centred
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with l(m|d) being the log-likelihood function defined in eq. (3).
The results are compared with the uncorrelated prior approach with acceptance ratio 
where c m indicates either c m,2 (eq. 22) or c m,1 (eq. 23).
For our model structure-based prior approach, we first compare the inversion results with and without the exponent correction (e.g. ν = 1 or ν as indicated in Fig. 3 ). The sampled posterior pdfs of model structure (Fig. 5) almost overlap, which suggests that the influence of the exponent correction on the inferred posterior pdf is minor. Therefore, in the following we do not consider any exponent correction for sampling the posterior pdf, that is, we keep ν = 1 in eq. (26).
For the empirical Bayes approach, we follow Rosas-Carbajal et al. (2014) in defining the prior on the model structure weight (the hyper-parameter λ) with a Jeffreys pdf with a range between one quarter and four times the optimal value found when eqs. (22) and (23) The results in terms of the sampled posterior model structure are shown in Fig. 6 for the three different acceptance ratios (eqs 26-28). For all measures of model structure, the uncorrelated prior overestimates the actual model variability severely. The empirical Bayes approach behaves differently depending on the norm used to quantify the model variability: the method is able to sample the correct model structure when using the l 1 -norm, while it underestimates the structure when using an l 2 -norm. For our structure-based prior approach, the actual model structure is sampled in all cases.
These variations in the model structure metrics are also reflected in the individual model realizations. Fig. 7 shows random prior model realizations in case of an S R2 (eq. 19) measure of model structure. The amount of structure for uncorrelated priors (Fig. 7a ) and empirical Bayes ( (Fig. 8b) are overly smooth. In case of our structure-based prior approach (Figs 8c and d) , the ability to sample the correct structure is reflected by model realizations that appear closer to the actual model (cf. Fig. 4) . Fig. 9 depicts the mean and standard deviation of the posterior realizations for the different acceptance ratios. Our structure-based prior approach shows the mean values that are the closest to the true model (cf. Fig. 4 ) and provides standard deviations with magnitudes that are in-between the other two methods, with a slightly lower variability in the case of non-parametric pdf estimation. Moreover, the empirical Bayes and the structure-based prior approaches present slightly higher standard deviations on the edges of the model. This behaviour reflects the fact that the influence of central model parameters on the value of model structure is higher than the ones of parameters on the borders.
The corresponding parameters are consequently less affected by structure constraints or structure based prior sampling and show a slightly higher variability.
Figs 10(a)-(d) show the log-likelihood evolution for the different approaches, resulting in a burn-in period of ≈ 10 4 iterations for all the cases. Convergence analyses for the different acceptance ratios are summarized in Table 1 , where we list the number of iterations after whichR< 1.2 for all model parameters and the autocorrelation function r(τ ) ≤ 0.2, the weighted data misfit root mean squared error (wrmse D ), and the average acceptance rate after burn-in. Moreover, for estimating the quality of the posterior model realizations, we also computed the root mean squared error (wrmse M ) between the actual model, m act (Fig. 4) , and the posterior ones, m (Fig. 8 )
The values of wrmse M (see Table 1 ) demonstrate that our structure-based prior approach samples model realizations that are significantly closer to the underlying one compared with those sampled by the other methods (wrmse M is 50% higher when using empirical Bayes and 100%
higher when using the uncorrelated prior approach). Furthermore, theR-convergence is significantly reduced when comparing uncorrelated and structure-based prior sampling (uncorrelated priorR-convergence time is 1.3 to 2 times longer) or uncorrelated prior to empirical Bayes (uncorrelated priorR-convergence time is 2.2 to 3.4 times longer). The autocorrelation function doesn't show any difference between the different acceptance ratios or measures of model structure used to define the prior pdf. We also find that the wrmse D values are smaller in case of the uncorrelated prior approach (5% smaller than empirical Bayes results and 2% smaller than when using our structure-based prior approach). The mean wrmse D values for our structured-based prior approach (between 1.04 and 1.05) are very close to the wrmse D calculated from the forward response of the true model (1.04).
Field example
We now apply our proposed methodology to a crosshole GPR experiment performed at a field site close to the Thur River in northern Switzerland (Coscia et al. 2011; Klotzsche et al. 2013 ).
This site has been investigated thoroughly, for example, to delineate lithologic sub-units within the gravel aquifer by joint inversion of seismic, ERT and crosshole GPR data (Doetsch et al. 2010) .
For the GPR experiments, the data were acquired at a 0.4 ns sampling rate using a RAMAC 250
MHz system, which at this site had a centre frequency of 100 MHz with significant energy between 50 and 170 MHz. The first-arrival travel times ranged between 60 and 91 ns, with estimated picking errors of approximately 1%. The vertical spacing of sources and receivers was 0.5 m and 0.1 m, respectively. Moreover, in order to ensure fully symmetric radar coverage, source and receiver antennas were interchanged and the experiment repeated for each borehole pair.
We focus only on one borehole pair and N=878 first-arrival GPR travel times (e.g. 2D crosshole GPR inversion). The two boreholes considered are C2 and B2 (following the naming convention of Coscia et al. 2011) . Fig. 11 shows the GPR inversion model obtained for and (b) for the parametric and non-parametric empirical structure proposal pdf estimation, respectively. The prior sampling with our structure-based prior method and ν = 1 (e.g., without exponential correction) shows a very significant widening of the sampled model structures compared to the uncorrelated prior and empirical Bayes methods. Nevertheless, implementing an empiricallyestimated exponential correction (ν = 1.1) leads to an even more uniform-looking distribution.
On structure-based priors in Bayesian geophysical inversion 21 Fig. 12(c) depicts the posterior pdf of model structure for the case of parametric structural proposal approximation with and without exponent correction. In agreement with the synthetic case, we find that the sampled posterior pdfs of model structure show a strong overlap, which indicates that the influence of the exponent correction on the inferred posterior pdf is minor. The results based on the non-parametric method (cf. Fig. 12d ) are analogous. Similarly to the synthetic example (cf. Fig. 6b ), we find that the structure-based prior approach provide a posterior distribution with a wider class of model structure values than the other methods.
Random prior model realizations are shown in Fig. 13 . As expected, we find a large model variability for the uncorrelated prior approach (Fig. 13a ) and a high correlation between model parameters for the empirical Bayes approach (Fig. 13b ). With our structure-based prior method (Figs 13c and d) it is possible to sample different degrees of model parameter correlation. In Fig. 14 we show random posterior model realizations. The uncorrelated prior results are too variable to be deemed geologically realistic (Fig. 14a) , while the empirical Bayes realizations tend to provide very smooth transitions and almost no small-scale variability (Fig. 14b) . Our structure-based approach provides an in-between behaviour (Figs 14c and d) . Fig. 15 depicts the means and standard deviations of the posterior realizations for the different acceptance ratios. Similar to the synthetic case, we find that our structure-based prior approach provides standard deviations that are inbetween the other two methods, with a slightly lower variability in the case of non-parametric pdf estimation.
Figs 10(e)-(h) show the log-likelihood evolution for the different approaches, resulting in a burn-in period of ≈ 10 4 iterations for all cases. In Table 2 we summarize the convergence analysis of the different MCMC inversion approaches. As in the synthetic case, theR-convergence for the uncorrelated prior is significantly longer than for the structure-based prior and 1.5 times longer than for the empirical Bayes approach, while the autocorrelation function shows the same behavior for all the acceptance ratios. Finally, the relative wrmse D values are smaller in case of the uncorrelated prior approach (30% smaller than for the empirical Bayes results and 10% smaller than for the structure-based prior approaches).
We have introduced a new approach for structure-based prior sampling in MCMC inversions.
The measures of model structure that we have considered are related to standard roughness and damping measures based on l 1 and l 2 -norms. We have shown that the introduced approach is able to adequately sample the prior distribution of model structure. We focused on uniform structural priors to give equal weight to all possible levels of model structure, but our approach can easily be applied to other prior pdfs of model structure (it is enough to assign prior probabilities to ρ(S(m prop )) and ρ(S(m curr )) in eq. 12). To quantify the efficiency of the structure-based prior method, we compared it with the uncorrelated prior and empirical Bayes approach (e.g., RosasCarbajal et al. 2014) . We presented examples for synthetic and field-based crosshole GPR data, but the methodology can be applied to any kind of geophysical data set or spatial scale. izations that are more similar to the underlying model than results based on an uncorrelated prior or empirical Bayes. This happens as our structure-based prior approach samples a larger range of model structure. In both empirical Bayes and uncorrelated prior methods, the range of the sampled model structure is limited: in the first case towards higher values (i.e., more heterogeneous models) and in the second case towards lower values (i.e., more homogeneous models). When the actual model structure value of the subsurface is outside of the sampled prior ranges, then the two approaches are practically unable to sample the true model in the posterior exploration using a finite MCMC chain. To illustrate this, Fig. 16 shows that when using an uncorrelated prior on a 10 × 10 discretized grid, the a priori probability to sample a structure value that is half of the sampled mean is approximately 10 −100 . The structure-based prior approach scans a much larger range of model structure (see Figs 3, 12a and b) . In the future it would be interesting to calculate the evidences (see eq.2) of the different prior models used in this work. This would allow us (notably for field-based data in which the true model is unknown) to assess which prior model is the most appropriate given the available data. Unfortunately, evidence computation is numerically very challenging in high parameter dimensions and we leave this for future work.
The main limitation of the empirical Bayes method by Rosas-Carbajal et al. (2014) is that the Our structure-based prior approach is built on solid theory. The main drawback is related to the empirical pdf estimation schemes used to compute the proposal structure distribution ratio. We have found that using a small exponent correction (see eq. 25) helps to better sample the target prior structure distribution (Figs 3, 12a and b) . Luckily, the posterior realizations are only weakly sensitive to this ad hoc correction (Figs 5 and 12c).
CONCLUSIONS
The prior pdf has a strong influence on moderately high-dimensional (100s of parameters) Bayesian inversion results. Despite its importance, there is little guidance in the geophysical literature about how to choose meaningful priors when prior knowledge is weak. We argue that prior models that are described in terms of global measure of model structure are easy to define and understand, especially for researchers with a background in classical regularized deterministic inversion. We propose a theoretically solid approach to enable prior sampling in terms of a pre-defined model structure metric. The method is demonstrated for l 1 -and l 2 -norm measures related to model rough- . Sensitivity analysis of the algorithm used to compute the probability ratio:
, as function of the sample size (i.e., P). The results show prior distributions of model structure in terms of roughness computed with a l 1 norm (eq. 18) after 10 5 model generations. The models considered are 2-D equally spaced 10 × 10 Cartesian grids. The numerical pdf estimation is done parametrically with the method of moments (a) and non-parametrically with the kernel density estimation (KDE) (b), considering in both cases sample sizes of P=1000 and P=10000. In the legend are also displayed the computation times needed for the algorithm to estimate one proposal ratio.
On structure-based priors in Bayesian geophysical inversion 29 Figure 2 . Examples of samples and estimates of S R2 model structure proposal pdfs. (a,c,e) Forward step,
The models considered are 2D models discretized with an equally spaced 10 × 10 Cartesian grid. The histograms are based on P=1000 proposed model structure evaluations. The pdf estimators are the non-parametric kernel density estimation (KDE) and the parametric method of moments (Moments). The current model structure value (purple cross), the proposed model structure value (black cross) and the skewness are indicated. . Posterior density of model structure for structure-based prior acceptance ratios with parametric approximation of structure proposal pdf and S R2 measure of model structure with and without exponent correction (e.g., ν = 1.04 and ν = 1 in eq. 26, respectively). The actual model structure value for the known underlying model (Fig. 4) is indicated by a black cross. to the probability density to sample a model structure which is half of the sampled mean values. On structure-based priors in Bayesian geophysical inversion 45 
