Abstract:
Introduction
Consider the l 1 optimization problem: Minimize function
where f i : R n → R, 0 ≤ i ≤ m (m is usually large), are smooth functions depending on a small number of variables (n i , say) satisfying either Assumption 1 or Assumption 2. Since continuous functions attain their maxima on a compact set, Assumption 2 guarantees that constants F , g and G exist such that f i (x) ≤ F , g i (x) ≤ g and G i (x) ≤ G for all x ∈ D. The choice of F and D will be discussed later (see Assumption 3) . Note that set convL(F ) used in Assumption 1 need not be compact.
Minimization of F is equivalent to the sparse nonlinear programming problem with
Problem (2) can be solved by an arbitrary nonlinear programming method utilizing sparsity (sequential linear programming [7] , sequential quadratic programming [10] , interior-point [1] , [11] , [24] and nonsmooth equation [12] ). In this paper, we introduce a trust-region interior-point method that utilizes a special structure of the l 1 problem (1). The constrained problem (2) is replaced by a sequence of unconstrained problems 
and Z = diag(z 1 , . . . , z m ), we can write (7)- (8) in the form
The system of n+m nonlinear equations (10) can be solved by the Newton method, which uses second-order derivatives. In every step of the Newton method, we solve a set of n + m linear equations to obtain increments ∆x and ∆z of x and z, respectively. These increments can be used for obtaining new quantities
where α > 0 is a suitable step-size. This is a standard way for solving general nonlinear programming problems. For special nonlinear programming problem (2), the structure of B(x, z; µ) allows us to obtain minimizer z(x; µ) ∈ R of function B(x, z; µ) for a given x ∈ R n .
Lemma 1. Function B(x, z; µ) (with x fixed) has the unique stationary point, which is its global minimizer. This stationary point is characterized by equations
which have solutions
Proof. Function B(x, z; µ) (with x fixed) is convex for
it is a sum of convex functions. Thus if a stationary point of B(x, z; µ) exists, it is its unique global minimizer. Differentiating B(x, z; µ) by z (see (8) ), we obtain quadratic equations (11) , which define its unique stationary point.
and u(x; µ) = u(x, z(x; µ); µ). In this case, barrier function B(x; µ) depends only on x. In order to obtain minimizer (x, z) ∈ R n+m of B(x, z; µ), it suffices to minimize B(x; µ) over R n .
Lemma 2. Consider barrier function (13). Then
and
where
Proof. Differentiating (13), we obtain
by (11) and (7). Differentiating (11), one has
for 1 ≤ i ≤ m after arrangements. Thus
by (8) , (18) , (11) and (17) . Differentiating (14) and using the previous expression, we obtain
which is equation (15) .
2
i (x) tends to zero faster than µ then v i (x; µ) can tend to infinity and ∇ 2 B(x; µ) can be ill-conditioned (see (15) ). The following lemma gives the upper bound for ∇ 2 B(x; µ) .
Lemma 4. If Assumption 3 holds, then
Proof. Using (15) and Assumption 3, we obtain (20) by (17) . Using (12), we can write (19) is descent for B(x; µ) if matrix G(x; µ) is positive definite. Unfortunately, positive definiteness of this matrix is not assured, which causes that standard line-search methods cannot be used. For this reason, trustregion methods were developed. These methods use the direction vector obtained as an approximate minimizer of the quadratic subproblem
where ∆ is the trust region radius (more details are given in Section 3). Direction vector d serves for obtaining new point x
we set x
Finally, we update the trust region radius in such a way that
where 0 < ρ < ρ < 1 and 0 < β < 1 < β. Now we are in a position to describe the basic algorithm.
Algorithm 1.
Data: Termination parameter ε > 0, minimum value of the barrier parameter µ > 0, rate of the barrier parameter decrease 0 < τ < 1, trust-region parameters 0 < ρ < ρ < 1, trust-region coefficients 0 < β < 1 < β, step bound ∆ > 0. Input: Sparsity pattern of matrix A. Initial estimation of vector x.
Step 1: Initiation. Choose initial barrier parameter µ > 0 and initial trust-region radius 0 < ∆ ≤ ∆. Determine the sparsity pattern of matrix ∇ Step 5:
Step-length selection. Determine step-length α by (23) and set
Step 6: Trust-region update. Determine new trust-region radius ∆ by (24) and set ∆ := min(∆, ∆).
Step 7: Barrier parameter update. (22)), determine a new value of barrier parameter µ ≥ µ (not greater than the current one) by the procedure described in Section 3. Go to Step 2.
The use of the maximum step-length ∆ has no theoretical significance but is very useful for practical computations. First, the problem functions can sometimes be evaluated only in a relatively small region (if they contain exponentials) so that the maximum step-length is necessary. Secondly, the problem can be very ill-conditioned far from the solution point, thus large steps are unsuitable. Finally, if the problem has more local solutions, a suitably chosen maximum step-length can cause a local solution with a lower value of F to be reached. Therefore, maximum step-length ∆ is a parameter, which is most frequently tuned.
The important part of Algorithm 1 is the update of barrier parameter µ. There are several influences that should be taken into account, which make the updating procedure rather complicated.
Implementation details
In Section 2, we have pointed out that direction vector d ∈ R n should be a solution of the quadratic subproblem (21) . Usually, an inexact approximate solution suffices. There are several ways for computing a suitable approximate solutions (see, e.g., [19] , [4] , [22] , [23] , [18] , [21] , [13] ). We have used two approaches based on direct decompositions of matrix ∇ 2 B (we omit arguments x and µ in the subsequent considerations). The first strategy, the dog-leg method described in [19] , [4] , seeks d as a linear combination of the Cauchy step
Bg)g and the Newton step
g. The Newton step is computed by using either sparse Gill-Murray decomposition [8] or sparse Bunch-Parlett decomposition [5] . The sparse Gill-Murray decomposition has the form ∇ Algorithm A: Data ∆ > 0.
Step
Bg ≤ 0, set s := −(∆/ g )g and terminate the computation.
Step 2: Compute the Cauchy step
Step 3: Compute the Newton step
Step 4:
and terminate the computation.
Step 5:
The second strategy, the optimum step method, computes a more accurate solution of (21) by using the Newton method applied to the nonlinear equation
where (∇ 2 B + λI)d(λ) = −g. This way, described in [18] in more details, follows from the KKT conditions for (21) . Since the Newton method applied to (25) can be unstable, safeguards (lower and upper bounds to λ) are usually used. The following algorithm is a typical implementation of the optimum step method.
Algorithm B: Data 0 < δ < 1 < δ (usually δ = 0.9 and δ = 1.1), ∆ > 0.
Step 1: Determine ν as the maximum diagonal element of matrix −∇ Step 2: If l > 0 and λ ≤ ν, set λ := λλ.
Step 3: Determine Gill-Murray decomposition ∇ The above algorithms generate direction vectors such that
where 0 < σ < 1 is a constant depending on the particular algorithm. These inequalities imply (see [20] ), that a constant 0 < c < 1 exists such that
where γ is the minimum norm of gradients that have been computed and B is an upper bound for ∇ 
/(2µ)) by Lemma 4). Thus
by (23) 
and (26).
A very important part of Algorithm 1 is the update of the barrier parameter µ. There are two requirements, which play opposite roles. First µ → 0 should hold, since this is the main property of every interior point method. On the other hand, the convergence theory requires (27) to hold. Thus a lower bound µ for the barrier parameter has to be used (we recommend value µ = 10 −6 in double precision arithmetic). Algorithm 1 is also sensitive on the way in which the barrier parameter decreases. We have tested various possibilities for the barrier parameter update including simple geometric sequences, which were proved to be unsuitable. Better results were obtained by setting
where 0 < τ < 1.
Global convergence
In the subsequent considerations, we will assume that ε = µ = 0 and all computations are exact. We will investigate infinite sequence {x k } ∞ 1 generated by Algorithm 1.
Lemma 5. Let Assumption 3 be satisfied. Then values {µ
, generated by Algorithm 1, form a non-increasing sequence such that µ k → 0.
Proof. (a) First we prove that B(x; µ) is bounded from below if µ is fixed. Since
for all 1 ≤ i ≤ m by (11) and (12), we can write
(b) Now we prove that the sequence of points in which µ k is updated is infinite. If it was finite, an index l ∈ N would exist such that µ k+1 = µ k = µ l ∀k ≥ l. Since function B(x; µ l ) is continuous, bounded from below by (a) and since (27) (with µ k = µ l ) holds ∀k ≥ l, it can be proved (see [20] ) that lim inf k→∞ g(
, which is a contradiction. Since the sequence of points where µ k+1 ≤ τ µ k is infinite, we can conclude that µ k → 0.
2 Now we will prove that
for some L ∈ R. For this purpose, we consider that z(x; µ) and B(x; µ) are functions of µ and we write z(x, µ) = z(x; µ) and B(x, µ) = B(x; µ).
, be values given by Lemma 1 (for fixed x and variable µ). Then
Differentiating function
by (11) . 2
Lemma 7. Let Assumption 3 be satisfied. Then (31) holds with some L ∈ R.
Proof. Using Lemma 6, the mean value theorem and (29), we can write
(a) Since (31) holds, we can write
which together with (31), (27) and Lemma 5 implies
(see (29)) and γ k = min 1≤j≤k g(x j ; µ j ) . If lim inf k→∞ g(x k ; µ k ) = 0 was not satisfied, a number ε > 0 would exist such that
Then, using the previous inequality, we would obtain
It remains to prove that the sum on the right hand side is infinite, which gives a contradiction. If this sum was finite, an index l ∈ N would exist such that
gives γ k → 0. But this is in contradiction with (32).
(b) Using (29), one has z
2 Remark 1. If we replace (23) by
in Algorithm 1, then lim k→∞ g(x k ; µ k ) = 0. A proof of this assertion can be found, e.g., in [3] . 
Computational experiments
The primal interior-point method was tested by using the collection of relatively difficult problems with optional dimension chosen from [15] , which can be downloaded (together with the above report) from www.cs.cas.cz/~luksan/test.html as Test 14 and Test 15. Functions f i (x), 1 ≤ i ≤ m, given in [15] serve for defining objective function
We have used parameters ε = 10
, µ = 10
, δ = 0.9, δ = 1.1, ∆ = 1000, ρ = 0.1, ρ = 0.9, β = 0.5, β = 2.0, τ = 0.01 in Algorithm 1 as defaults (step bound ∆ was sometimes tuned).
The first set of the tests concerns comparison of interior-point methods with various trust-region and line-search strategies and the bundle variable metric method proposed in [17] . Medium-size test problems with 200 variables were used. The results of computational experiments are reported in two tables, where only summary results (over all 22 test problems) are given. Here M is the method used: T1 -Algorithm A with the Bunch-Parlett decomposition, T2 -Algorithm A with the Gill-Murray decomposition, T3 -Algorithm B with the Gill-Murray decomposition, L -line-search with restarts described in [14] , B -bundle variable metric method described in [17] ; NIT is the total number of iterations, NFV is the total number of function evaluations, NFG is the total number of gradient evaluations, NR is the total number of restarts, NF is the number of problems, for which the global minimizer was not found (either a worse local minimum was obtained or the method failed even if parameter ∆ was tuned), NT is the number of problems for which parameter ∆ was tuned and TIME is the total computational time in seconds. The results introduced in these tables indicate that trust-region strategies are more efficient than restarted line-search strategies in connection with the interior-point method for l 1 optimization. These observations differs from conclusions concerning the interior-point method for minimax optimization proposed in [14] , where matrix ∇ 2 B has a different structure. The trust-region interior-point method is less sensitive to the choice of parameters and requires a lower number of iterations and shorter computational time in comparison with the bundle variable metric method proposed in [17] . This method also finds the global minimum (if the l 1 problems has several local solutions) more frequently (see column NF in the above tables).
The second set of tests concerns a comparison of the interior-point method, realized as a dog-leg method with the Gill-Murray decomposition, with the bundle variable metric method described in [17] . Large-scale test problems with 1000 variables are used. The results of computational experiments are given in two tables, where P is the problem number, NIT is the number of iterations, NFV is the number of function evaluations, NFG is the number of gradient evaluations and F is the function value reached. The last row of every table contains summary results including the total computational time. The bundle variable metric method was chosen for comparison, since it is based on a quite different principle and can also be used for large sparse l 1 optimization. The results introduced in these tables confirm conclusions following from the previous tables. The trust-region interior-point method seems to be more efficient than the bundle variable metric method in all indicators. Especially, the computational time is much shorter and also the number of global minima attained is greater in the case of the trust-region interior-point method. We believe that the efficiency of the interiorpoint method could be improved by using a better procedure for the barrier parameter update.
