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ABSTRACT
Recently proposed new gauge invariant formulation of the Chern-Simons gauge theory is con-
sidered in detail. This formulation is consistent with the gauge fixed formulation. Furthermore
it is found that the canonical (Noether) Poincare´ generators are not gauge invariant even on
the constraints surface and do not satisfy the Poincare´ algebra contrast to usual case. It is
the improved generators, constructed from the symmetric energy-momentum tensor, which are
(manifestly) gauge invariant and obey the quantum as well as classical Poincare´ algebra. The
physical states are constructed and it is found in the Schro¨dinger picture that unusual gauge
invariant longitudinal mode of the gauge field is crucial for constructing the physical wave-
functional which is genuine to (pure) Chern-Simons theory. In matching to the gauge fixed
formulation, we consider three typical gauges, Coulomb, axial and Weyl gauges as explicit ex-
amples. Furthermore, recent several confusions about the effect of Dirac’s dressing function and
the gauge fixings are clarified. The analysis according to old gauge independent formulation
a′ la Dirac is summarized in an appendix.
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I. Introduction
In general, there are two approaches in quantum field theory: the gauge invariant formula-
tion (GIF) and the gauge fixed formulation (GFF). The latter is the conventional one, where
one chooses a gauge. In the former what we are interested in this paper on the other hand, one
does not fix the gauge but works with gauge invariant quantities. There are several methods
which achieve this former approach depending on what one chooses the gauge invariant vari-
ables [1, 2, 3, 4] and his interests. In this paper, we consider the formalism a′ la Dirac [5] which
provides one of the simplest formulation and whose validity is independent on the space-time
dimensions and the treating models in principle.
The idea of the Dirac’s gauge invariant formalism is to describe all physical effect by the
manifestly gauge invariant variables, called physical variables by introducing Dirac’s dressing
function ck(x,y): The physical variables are defined as the quantities which commute with
all first-class constraints within the Hamiltonian formulation, which are believed to be directly
measurable ones, such that the gauge fixing condition needs not be introduced . If this procedure
is succeeded, the model is said to be gauge invariant within that formulation; usually this was
trivial thing at classical level but non-trivial at quantum level even for the gauge theories which
have the gauge invariance of Lagrangian (density) [5].
Recently this gauge invariant method using the Dirac’s gauge invariant variables has been
of considerable interest in the pertubative analysis of QED and QCD, especially in relation
to the infrared divergence and quark confinement problems [6]. However as for the formalism
itself, it is not clear how the results in GIF can be matched to GFF even though this matching
has been considered in several recent analyzes [7].
Furthermore, a similar gauge independent Hamiltonian analysis [8] a´ la Dirac [5, 9] has been
recently considered for the Chern-Simons (CS) gauge theory with matter fields [10]. Actually
after the CS gauge theory was invented, there arose several debates about the gauge dependence
of the spin and statistics transmutation phenomena for the charged matter fields, since the
analysis was carried out with specific gauge fixing [10, 11, 12]. So, with the formulation without
gauge fixing, one can expect to resolve this debate since one is not confined to a specific
gauge. But the result of the recent gauge independent analysis for this problem in Ref. [8] was
questionable since there was no room for spin transmutation. This was in sharp contrast to the
well-known spin transmutation of GFF [10, 11, 12].
This paper is devoted to a detailed study of our new gauge invariant Hamiltonian formu-
lation that has been recently suggested as a resolution of these problems [13]. In Sec. II, we
introduce a physically plausible assumption for the Poincare´ transformation of the Dirac’s gauge
invariant fields that these fields transform conventionally to the space and time transforma-
tion. As a result we find a new set of equations for Dirac dressing function ck(x,y). However,
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these fields do not transform conventionally under the spatial rotation and Lorentz boost. In
Sec. III, we consider quantization. It is found that the gauge invariant field operators satisfy
the graded commutation (exchange) relations depending on the dressing, and physical states
are constructed as the products of the gauge invariant field operators with the gauge invariant
vacuum state algebraically. This is compared to the physical wavefunctional in the Schro¨dinger
picture and it is found, as a genuine effect of the (pure) CS theory, that the gauge invariant
but longitudinal mode of the gauge field Ai is important as well as the usual gauge varying
longitudinal mode which carries full gauge transformation property of Ai. Moreover, it is shown
that the improved generators, constructed from the symmetric (Belinfante) energy-momentum
tensor [14], which are (manifestly) gauge invariant, obey the Poincare´ algebra. But we show
that canonical (Noether) Poincare´ generators are not gauge invariant “even on the constraints
surface” and do not satisfy the Poincare´ algebra. These results are valid even at the quantum
level as well as as the classical ones. The inequivalence of the improved and canonical genera-
tors is essentially due to the CS term, and is important for genuine spin transmutation in the
relativistic CS gauge theory. Furthermore the fact that only the symmetric energy-momentum
tensor, not the canonical one, is meaningful is consistent with Einstein’s theory of gravity. In
Sec. IV, we provide and explain our recently proposed method which matches GIF to GFF con-
sistently. The Coulomb, axial and Weyl gauges are considered as explicit examples. Moreover
we clarify several confusions which result from the misunderstanding the gauge fixing kernel
and the dressing function. Sec. V is devoted to the discussion and summary. As discussion,
we have considered the manifestly gauge invariant action and its possible generalization which
is connected to the known equivalence of the self-dual and Maxwell-CS theories. In Appendix
A, we consider the old Dirac formalism for the determination of the extended Poincare´ gener-
ators and we find that this formulation is valid only when one neglects the singular boundary
terms. In Appendix B, we derive the physical wavefunction of the Maxwell-CS theory in the
Schro¨dinger picture in our context and with emphasis on the difference to the (pure) CS theory.
In Appendix C, we present the proof of the master formula for the matching of GIF and GFF.
II. New gauge invariant formulation
A. Dirac’s gauge invariant variables
Our model is the Abelian CS gauge theory with massive relativistic complex scalars [8, 10]
which is described by the Lagrangian density
L = κ
2
ǫµνρAµ∂νAρ + (Dµφ)
∗(Dµφ)−m2φ∗φ, (1)
where ǫ012 = 1, gµν=diag(1,–1,–1), and Dµ = ∂µ + iAµ. This Lagrangian density is invariant
up to the total divergence under the gauge transformations φ(x)→ exp[−iΛ(x)]φ(x), Aµ(x)→
3
Aµ(x) + ∂µΛ(x), where Λ is a well-behaved function such that ǫ
µνλ∂µ∂νΛ = 0. As a reflection
of this symmetry, there are the first-class constraints
T0 ≡ π0 ≈ 0, (2)
T ≡ J0 − κB ≈ 0, (3)
which are the primary and secondary constraints, respectively, and there is also a second class-
class constraints Ti ≡ πi− κ2ǫijAj ≈ 0 (i = 1, 2), which results from the symplectic structure of
(1) in the Dirac’s canonical formalism. Here, J0 is the time component of the conserved matter
current Jµ = i[(Dµφ)
∗φ−φ∗Dµφ] and B = ǫij∂iAj is the magnetic field. But all of them are not
crucial in the development of our formulation: It is found that only the secondary constraints
T ≈ 0 is the non-trivial one. Actually, the Faddeev-Jackiw (FJ) (or symplectic) bracket method
does the work properly and in this method the basic (equal time) Poisson brackets (called FJ
or symplectic) brackets [15]) become
{Ai(x), Aj(y)} = 1
κ
ǫijδ2(x− y),
{φ(x), π(y)} = {φ∗(x), π∗(y)} = δ2(x− y), (4)
others vanish
with π = (D0φ)
∗, π∗ = D0φ, and there remains only the (Gauss’ law) constraint T (x) ≈ 0: In
this FJ method, the primary constraints of the Dirac bracket method, T0 ≈ 0, Ti ≈ 0, need
not be introduced.
Now in order to develop the manifestly gauge invariant Hamiltonian formulation we intro-
duce the following variables
φˆ(x) ≡ φ(x)exp (iW (x)) ,
πˆ(x) ≡ π(x)exp (−iW (x)) ,
Aµ(x) ≡ Aµ(x)− ∂µW (x), (5)
and their complex conjugates with
W (x) =
∫
d2z ck(x, z)A
k(z). (6)
These variables are manifestly gauge invariant, i.e., {T (x),Fα(y)} = 0, Fα = (Ai, φˆ, πˆ) in the
Hamiltonian formulation3 if the Dirac dressing function ck(x, z) satisfies
∂kz ck(x, z) = −δ2(x− z). (7)
3In order to include A0 also in this category, one could introduce
∫
d2x (∂0Λ)pi0 as a temporal-gauge trans-
formation with {A0(x), pi0(y)} = δ2(x − y) in addition to (4).
4
Here, we note that there are infinitely many solutions of ck(x, z) which satisfy (7) and the gauge
invariance of the variables in (5) should be understood on each solution hyper-surface but not
on the entire solution space: This will be discussed in detail in Sec. IV.
Moreover, we note that the decomposition of the base gauge fields as
Ai(x) = Ai(x) + ∂iW (x) (8)
is not always the same as the usual decomposition to the transverse and longitudinal components
Ai(x) = A
T
i (x) + A
L
i (x) (9)
with ∇ ·AT = 0 and ∇×AL = 0: Although (Ai, ∂iW ) is similar to (ATi , ALi ) in that the first
parts do not gauge transform and only the second parts gauge transform, Ai does not always
satisfy the divergence-free condition:
∂iAi(x) = ∂iAi(x) +
∫
d2z ∇2xck(x− z)Ak(z) (10)
6= 0.
[The transformation between these two decomposition method will be discussed in detail in Sec.
III. B; it will be shown also that Ai satisfies more generalized condition, and this generalized
condition reduces to the divergence-free condition for a particular form of ck(x−z) in Sec. IV.]
On the other hand, in the usual decomposition (9), the gauge invariant variables (5) for the
matter fields are found to be
φˆ(x) = φ(x)exp
[
−i∂−1i ALi (x)
]
,
πˆ(x) = π(x)exp
[
i∂−1i A
L
i (x)
]
(11)
when the zero-mode of the operator ∂i∂i = ∇2 is unimportant such that ∇−2∇2 = 1 [∂−1i ≡
∂i∇−2 and ∇−2 is defined as the ordered equation ∇2∇−2 = 1]4 in the Coulomb gauge.
B. Poincare´ Transformation of gauge invariant fields
In order to give some physical meaning to the gauge invariant fields (5), the transforma-
tion properties under the Poincare´ generators should be defined. To this end, let us consider
4Recently the replacement φ(x) → φ(x)ei∂−1i ALi (x), which is the same as what one uses when he wants
to remove the gauge dependent ALi part in the first order form of the Lagrangian, has been understood as a
Darboux transformation in the context of the Hamiltonian reduction [15] : Although they didn’t use φˆ explicitly,
their renamed field φ in the right-hand side is nothing but φˆ in our formulation.
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the (manifestly) gauge invariant Poincare´ generators which are expressed only by the gauge
invariant fields and Di ≡ ∂i + iAi:
P 0s =
∫
d2x
[
|πˆ|2 + |Diφˆ|2 +m2|φˆ|2
]
,
P is =
∫
d2x
[
πˆDiφˆ+ (Diφˆ)∗πˆ∗
]
,
M12s =
∫
d2x ǫijx
i
[
πˆDjφˆ+ (Djφˆ)∗πˆ∗
]
,
M0is = x
0P is −
∫
d2x xi
[
|πˆ|2 + |Djφˆ|2 +m2|φˆ|2
]
. (12)
These are improved generators following the terminology of Callan et al. [16] constructed from
the symmetric (Belinfante) energy-momentum tensor T µνs [14] :
T µνs (x) ≡
δI√
gδgµν(x)
∣∣∣∣∣
gµν→ηµν
= (Dµφ)∗(Dνφ) + (Dνφ)(Dµφ)∗ − ηµν
[
(Dρφ)∗(Dρφ)−m2φ∗φ
]
,
= (Dµφˆ)∗(Dνφˆ) + (Dνφˆ)(Dµφˆ)∗ − ηµν
[
(Dρφˆ)∗(Dρφˆ)−m2φˆ∗φˆ
]
,
P µs =
∫
d2x T 0µs ,
Mµνs =
∫
d2x
[
xµT 0νs − xνT 0µs
]
,
where πˆ∗ = D0φˆ = (∂0 + iA0)φˆ and I =
∫
d3xL. Though the gauge invariance of P µs ,Mµνs of
(12) is manifest (at least classically), there can be added additional term Γ ≡ ∫ d2x [u(x)T (x)+
u0(x)T0(x)], which is proportional to the (first-class) constraints, to generate the correct Poincare´
transformations for the undressed base fields φ and Aµ [9]. However, we note that as far as we
are interested in the dynamics of the physically relevant variables of (5), we do not need this
additional term Γ in the Poincare´ generators of (12) [8, 9] since Γ has the vanishing Poisson
bracket with the gauge invariant variables Fα. (See Appendix A for the fixing the constraints
term Γ from the transformation properties of the undressed base fields a’ la Dirac.) Then, the
generators in (12) should generate the correct transformation for the Fα; but this will depend
on how the variables Fα are defined.
In the followings, we will define the gauge invariant canonical fields Fα = (Ai, φˆ, φˆ∗), which
appear in the Poincare´ generators, as what involving a particle-like object and investigate what
information can be obtained from this definition.
1. Space and time translations
First of all, we consider the spatial translation generated by
{φˆ(x), P js } = ∂jφ(x)eiW (x) + iφ(x)eiW (x)
∫
d2z ck(x, z)∂
i
zA
k(z)
6
= ∂jφˆ(x)− iφˆ(x)
∫
d2z
[
∂jzck(x, z) + ∂
j
xck(x, z)
]
Ak(z).
From the second to third lines, the integration by parts has been performed and we have
dropped the terms
∫
d2z ∂iz
(
ck(x, z)A
k(z)
)
and
∫
d2z ∂kz (ck(x, z)A
j(z)) , which vanish for suffi-
ciently rapidly decreasing integrand. This seems to show the translational anomaly due to the
second term. ( Following the terminology of Hagen et al. [10, 11, 12], “anomaly” means an un-
conventional contribution whose origin is at the classical level.) However, this anomaly should
not appear in order that φˆ responds conventionally to translations, i.e., {φˆ(x), P js } = ∂jφˆ(x)
like as the particle-like object which is described by the local fields: The usual local fields have
no translational anomaly, even though they have additional terms in the rotation because of
their spin or other properties.5 From this property, we obtain the condition that ck(x, z) be
translation invariant
∂izck(x, z) = −∂ixck(x, z), (13)
i.e.,
ck(x, z) = ck(x− z). (14)
This results would be also easily anticipated ones if the base fields φ and Ai are translationally
invariant as well. But this is not always necessary to derive (14). Actually in this case the base
fields are not translationally invariant under the generators of (12)6,
{φ(x), P js } = Djφ(x),
{Ai(x), P js } = −ǫij
1
κ
J0(x) ≈ F j i(x),
{A0(x), P js } = 0,
but the translationally non-invariant terms cancel each others in the gauge invariant combina-
tion (5). Furthermore, the condition (13) or (14) also guarantees the correct spatial translation
5Similar assumption has been recently considered independently in a different context by Bagan et al. [17]
6These unconventional coordinate transformations on fields can be understood as the “gauge-covariant”
coordinate transformation [18, 19] δ¯fAµ ≡ LfAµ − ∂µ(fαAα) = fαFαµ, δ¯fφ ≡ Lfφ − ifαAαφ = fα(∂α +
iAα)φ under the coordinate transformation δfx
µ = −fµ(x) [fµ=constant for space-time translation, fµ =
ωµνx
ν (ωµν = −ωνµ) for the space rotation and Lorentz boost], where Lf denotes the Lie derivative; the
discrepancies about A0 transformation can be traced back to the (strong) implementation of the constraint
pi0 ≈ 0 which is the gauge transformation generator of A0. By recovering pi0 in the Poincare´ generator complete
equivalence will be obtained. These results are consistent with the fact that, by introducing the (first-class)
constraints terms additionally into the Poincare´ generator, one can obtain the correct coordinate transformations
as is shown in Appendix A: The additional constraints terms compensate the gauge transformation part with
gauge function fαAα in the gauge-covariant coordinate transformation δ¯f and the correct transformations
δfAµ = LfAµ, δfφ = Lfφ are obtained. We thank Prof. R. Jackiw for suggesting this way of understanding.
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law for all other gauge invariant fields in Fα7:
{Fα(x), P js } = ∂jFα(x), Fα = (Ai, φˆ, φˆ∗).
Similarly, by considering the time translation
{φˆ(x), P 0s } = ∂0φ(x)eiW (x) + iφ(x)eiW (x)
∫
d2z ck(x− z)∂0zAk(z)
= ∂0φˆ(x)− iφˆ(x)
∫
d2z ∂0 (ck(x− z))Ak(z)
we obtain the correct time translation if the boundary integral
∫
d2z ∂kz (ck(x− z)A0(z)) van-
ishes and ck(x − z) be time independent. This property is also satisfied for all other gauge
invariant fields and the results read in a compact form
{Fα(x), P 0s } = ∂0Fα(x).
Contrast to this, the transformation for the base fields are not correctly generated, i.e.,
{φ(x), P 0s } = D0φ(x),
{Ai(x), P 0s } = −ǫij
1
κ
Jj(x) = F
0
i(x),
{A0(x), P 0s } = 0.
2. Space rotations and Lorentz boost
For the space rotation and Lorentz boost, contrast to the translations, the anomalies are
present even in the transformation for Fα since in that case they represent the spin or other
properties of Fα. The brackets with the rotation generator are expressed as
{φˆ(x),M12s } = ǫijxi(∂j + iAj)φ(x)eiW (x) + iφ(x)eiW (x)
∫
d2z ck(x− z)zk 1
κ
J0(z)
= ǫijxi∂jφˆ(x)− iΞ12(x)φˆ(x),
{Ai(x),M12s } = ǫjkxj∂kAi(x)− ǫijAj(x)− ∂xi
∫
d2z ck(x− z)
[
ǫjlzj∂lzA
k(z)− ǫkjAj(z)
]
= ǫjkxj∂kAi(x)− ǫijAj(x) + ∂iΞ12(x),
and the brackets with the Lorentz boost are
{φˆ(x),M0js } = (x0∂j − xj∂0)φ(x)eiW (x)
+ iφ(x)eiW (x)
∫
d2z ck(x− z)
[
(z0∂jz − zj∂0)Ak(z) + δkjA0(z)
]
7Correct transformation for A0 also can be obtained by reviving the pi0 term in the Poincare´ generators
similar to what was noted in the footnote ‘3’. See Appendix A for detail.
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= x0∂j φˆ(x)− xj∂0φˆ(x)− iΞ0j(x)φˆ(x),
{Ai(x),M0js } = (x0∂j − xj∂0)Ai(x)− δijA0
− ∂xi
∫
d2z ck(x− z)
[
(z0∂jz − zj∂0)Ak(z) + δkjA0(z)
]
= x0∂jAi(x)− xj∂0Ai(x)− δijA0 + ∂iΞ0j(x)φ(x);
or in the compact form these are expressed as follows
{Fα(x),Mµνs } = xµ∂νFα(x)− xν∂µFα(x) + ΣµναβFβ(x) + Ωµνα (x),
Ωµν
φˆ
(x) = −iΞµν(x)φˆ(x),
Ωµν
φˆ∗
(x) = iΞµν(x)φˆ∗(x),
ΩµνAi(x) = ∂iΞ
µν(x), (15)
where
Ξµν = −Ξνµ,
Ξ12(x) = ǫijxiAj(x) + 1
κ
∫
d2z zkck(x− z)J0(z),
Ξ0i(x) = −xiA0(x)− 1
κ
∫
d2z ziǫkjck(x− z)J j(z)
with the spin-factors Σµναβ = η
µαηνβ − ηµβηνα, Σµνφ(φ∗) = 0 for the gauge and scalar fields, respec-
tively. As a comparison, the corresponding brackets for the base fields are as follows:
{φ(x),M12s } = ǫijxiDjφ(x),
{Ai(x),M12s } = xi
1
κ
J0(x) ≈ xiǫkl∂kAl(x),
{A0(x),M12s } = 0,
and
{φ(x),M0js } = (x0Dj − xjD0)φ(x),
{Ai(x),M0js } = x0F ji(x)− xjFi0(x),
{A0(x),M0js } = 0
for the space rotation and Lorentz transformations, respectively, which show the incorrect
transformation for the gauge varying base fields; we must supplement the constraint term Γ in
order to give the correct transformation even for the gauge varying base fields as well as the
gauge invariant fields Fα. The anomalous term Ωµνα for the transformation of Fα in (15) is
gauge invariant because it is expressed only with the Fα. At first, it seems odd that the gauge
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invariant variables do have the anomaly, but as will be clear in later section, these variables are
nothing but the Hagen’s rotational anomaly term and other gauge restoring terms in GFF. This
will be treated in Sec. IV. But here, it will be interesting to note that Aµ can be re-expressed
completely by the matter currents as
Ai(x) = Ai(x)−
∫
d2z ∂xi ck(x− z)Ak(z)
= Ai(x)−
∫
d2z ck(x− z) (Fki(z)− ∂kAi(z))
= −
∫
d2z ck(x− z)Fki(z)
≈ −1
κ
∫
d2z ǫikck(x− z)J0(z), (16)
A0(x) = A0(x)−
∫
d2z ck(x− z)∂0Ak(z)
= A0(x)−
∫
d2z ck(x− z)
(
Fk0(z) + ∂
kA0(z)
)
= −
∫
d2z ck(x− z)Fk0(z)
= −1
κ
∫
d2z ǫkjck(x− z)J j(z) (17)
: The third lines in (16) and (17) are just the results of integration by parts without recourse
to the particular properties of CS theory; in the last steps we used the constraint T ≈ 0 and
the Euler-Lagrange equation of (1), F 0k = − 1
κ
ǫkjJ
j , respectively, which are genuine to the CS
theory. It is remarkable that the expressions (16) and (17) in terms of Jµ, which solves the
constraint and equation of motion, were obtained without solving the differential equations but
from the simple algebraic manipulation by imposing the constraint and equation of motion.
Moreover, the anomalous terms are, then, expressed as
Ξ12 =
1
κ
∫
d2z (xk − zk)ck(x− z)J0(z)
Ξ0i = −1
κ
∫
d2z (xi − zi)ck(x− z)ǫkjJ j(z). (18)
These solutions are similar to the Coulomb gauge solution [10] and hence imply the similarity
of GIF to GFF with the Coulomb gauge in particular.8 (This will be discussed again in Sec. IV.
A in a different context.) However it should be noted that the Lorentz anomaly does not occur
in the transformation of the current Jµ, even though Aµ, which is expressed by Jµ as given
above, does have the anomaly: This will be connected to the fact that the anomaly depends
on the dressing ck(x− z) but Jµ is already gauge invariant without recourse to that dressing.
III. Quantization
8This has the same origin to what has been observed in a different context in Ref. [15]
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The quantization in our gauge invariant formulation is carried out by assuming the (equal
time) quantum commutation relation
[Aiop(x), A
j
op(y)] =
ih¯
κ
ǫijδ2(x− y),
[φop(x), πop(y)] = [φ
†
op(x), π
†
op(y)] = ih¯δ
2(x− y), (19)
others vanish
for the operator valued fields Aiop, φop, πop = (D0φ)
†
op, and their complex conjugates, and the
physical states
∣∣∣Ψphys
〉
, which are annihilated by the Gauss’ law constraint (3) (with normal
ordering : :)
Top
∣∣∣Ψphys
〉
= 0. (20)
Here, we note that the quantum commutation relations in (19) are not gauge independent
because the involved field operators Aiop, φop, ... etc. are gauge varying ones. So, we first
consider the commutation (or exchange) relations for the gauge invariant variables Fαop which
are more basic objects in our formulation.
A. Operator exchange relations
At the classical level, the basic brackets between the gauge invariant canonical fields Fα
become as follows
{φˆ(x), φˆ(y)} = −φˆ(x)φˆ(y) 1
κ
∆(x− y),
{φˆ(x), φˆ∗(y)} = φˆ(x)φˆ∗(y) 1
κ
∆(x− y),
{φˆ(x), πˆ(y)} = δ2(x− y) + φˆ(x)πˆ(y) 1
κ
∆(x− y),
{φˆ(x), πˆ∗(y)} = −φˆ(x)πˆ∗(y) 1
κ
∆(x− y),
{πˆ(x), πˆ(y)} = −πˆ(x)πˆ(y) 1
κ
∆(x− y),
{πˆ(x), πˆ∗(y)} = πˆ(x)πˆ∗(y) 1
κ
∆(x− y),
{Ai(x),Aj(y)} = 1
κ
[
ǫijδ
2(x− y) + ξij(x− y) + ∂xi ∂yj∆(x− y)
]
,
{Ai(x), φˆ(y)} = − i
κ
φˆ(y) [ǫikck(y − x) + ∂xi ∆(x− y)] ,
{Ai(x), πˆ(y)} = i
κ
πˆ(y) [ǫikck(y − x) + ∂xi ∆(x− y)] . (21)
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Here, we have introduced two functions
∆(x− y) =
∫
d2z ǫklck(x− z)cl(y − z), (22)
ξij(x− y) = ǫik∂yj ck(y − x)− ǫjk∂xi ck(x− y), (23)
which are totally antisymmetric under the interchange of all the indices, i.e.,
∆(x− y) = −∆(y − x), (24)
ξij(x− y) = −ξji(y − x). (25)
Then, the corresponding quantum commutation (exchange) algebras are
φˆop(x)φˆop(y) = φˆop(y)φˆop(x)e
− ih¯
κ
∆(x−y),
φˆop(x)φˆ
†
op(y) = φˆ
†
op(y)φˆop(x)e
ih¯
κ
∆(x−y),
φˆop(x)πˆop(y) = δ
2(x− y) + πˆop(y)φˆop(x)e ih¯κ ∆(x−y),
φˆop(x)πˆ
†
op(y) = πˆ
†
op(y)φˆop(x)e
− ih¯
κ
∆(x−y),
πˆop(x)πˆop(y) = πˆop(y)πˆop(x)e
− ih¯
κ
∆(x−y),
πˆop(x)πˆ
†
op(y) = πˆ
†
op(y)πˆop(x)e
ih¯
κ
∆(x−y),[
Aiop(x),Ajop(y)
]
=
ih¯
κ
[
ǫijδ
2(x− y) + ξij(x− y) + ∂xi ∂yj∆(x− y)
]
,
[
Aiop(x), φˆop(y)
]
= − h¯
κ
φˆ(y) [ǫikck(y − x) + ∂xi ∆(x− y)] ,[
Aiop(x), πˆop(y)
]
=
h¯
κ
πˆ(y) [ǫikck(y− x) + ∂xi ∆(x− y)] , (26)
where
φˆop(x) ≡ φop(x)exp [iWop(x)] ,
πˆop(x) ≡ πop(x)exp [−iWop(x)] ,
Aµop(x) ≡ Aµop(x)− ∂µWop(x) (27)
with Wop(x) =
∫
d2z ck(x − z)Akop(z) and we have used the formula eAeB = eA+B+
1
2
[A,B] with
[[A,B], A] = [[A,B], B] = 0. Here, we note that the path-ordering is not needed in defining
the exponential factor of (27) although Aiop’s do not commute by themselves: They are non-
commuting only for the same positions such that Aiop of the adjacent points of the integration
range commutes: Only for the non-Abelian case, the path-ordering is needed9. These results
look like the graded commutation relations of the anyon field [21] but it is found that this is
not the case always [10, 22] . This will be treated in the Sec. V in detail.
9 If we consider the situation where are the crossings of the contours in the line integral representation of
W (x), the path-ordering is required [20]; See also footnote ‘21’ in this paper for this problem.
12
B. Physical states : Algebraic construction
There is well-known way to construct the physical states: If the vacuum state |0〉 is a physical
state which satisfies (20), the state O(Aiop, φˆop, φˆ†op) |0〉, which is the power series function O,
is also a physical state [ this is because TO |0〉 = ([T,O] +OT ) |0〉 = [T,O] |0〉 = 0 is satisfied
if O is gauge-invariant]. As a simplest case, let us consider the state
φˆop(x) |0〉 . (28)
Then, it is found that this state has one unit charge at the operator position x of the operator
in addition to the vacuum charge
J0(y)φˆop(x) |0〉 =
{
[J0(y), φˆop(x)] + φˆop(x)J0(y)
}
|0〉
=
[
δ(x− y) + J¯0(y)
]
φˆop(x) |0〉 ,
where we have used the commutation relation [J0(y), φˆop(x)] = δ
2(x − y)φˆop(x) and J¯0(y) is
the charge density of the vacuum at the position y. The state (28) has also the gauge field
cloud around the position x of φˆop(x) as
Aiop(y)φˆop(x) |0〉 =
{
[Aiop(y), φˆop(x)] + φˆop(x)A
i
op(y)
}
|0〉
=
[
h¯
κ
ǫikck(x− y) + A¯i(y)
]
φˆop(x) |0〉 , (29)
Bop(y)φˆop(x) |0〉 = ǫij∂yi
(
Ajop(y)φˆop(x)
)
|0〉
=
[
h¯
κ
δ2(x− y) + B¯(y)
]
φˆop(x) |0〉 , (30)
where A¯i(y), B¯(y) are the fields of the vacuum at the point y and we have used the commutation
relation, [Aiop(y), φˆop(x)] =
h¯
κ
φˆop(x)ǫikck(x − y) in (29): The state φˆop(x) |0〉 has the gauge
varying vector field ai(y) = h¯
κ
ǫikck(x − y), as well as the gauge invariant point magnetic field
b(y)(= ǫij∂ia
j) = h¯
κ
δ2(y−x). This is understood as that the φˆop(x) creates one charged particle
at the position x together with the vector field ai(y) and the point magnetic flux
∫
d2y b(y) = h¯
κ
.
Therefore, let us call φˆop the charge-flux composite (CFC) operator. On the other hand, φop(x)
creates one charged particle at x without gauge field cloud, and eiWop(x) creates the point
magnetic flux at x without charge. [This situation is in contrast to the QED case where φˆop(x)
creates the gauge invariant (physical) electron together with only the gauge invariant electric
field [5, 6].] Similarly, φˆ†op annihilates one CFC operator and let us call it the anti-CFC one.
Now, N CFC state becomes
L∑
a=1
ca
a∏
i=1
φˆop(xi) |0〉 (31)
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with the c-number coefficient ca. Furthermore, more general state with N CFC andM anti-CFC
is expressed as
∑M
b=1
∑L
a=1 cab
∏b
j=1 φˆop(xj)
∏a
i=1 φˆ
†
op(xi) |0〉 when φˆ†op’s are placed to the right-
hand side of φˆop’s. In the case of (31), the CFC operators can be re-arranged as a factorized
form
L∏
j=1
eiWop(xj)
L∏
i=1
φop(xi) |0〉 = e− 12 ih¯κ
∑L−1
i=1
∆(xi−xi+1) ei
∑L
i=1
Wop(xi)
L∏
i=1
φop(xi) |0〉
in an appropriate order of φˆop’s and the first exponential factor will show the multi-valuedness
under the exchanging any two CFC’s if ∆(xi − xi+1) does not vanish.
Let me now consider finally the state Aiop(x) |0〉 . Then, it is easy to see that this state does
not carry the charge nor magnetic flux in addition to the vacuum charge
J0(y)Aiop(x) |0〉 = J¯0(y)Aiop(x) |0〉 ,
B(y)Aiop(x) |0〉 = B¯(y)Aiop(x) |0〉
from the communication relations [J0(y),Aiop(x)] = 0, [B(y),Aiop(x)] = 0. But, it just carries
the gauge varying vector field aj(y) = − ih¯
κ
[ǫijδ
2(x− y) + ǫkj∂xi ck(x− y)] in addition to that
of the vacuum:
Ajop(y)Aiop(x) |0〉 =
{−ih¯
κ
[
ǫijδ
2(x− y) + ǫkj∂xi ck(x− y)
]
+ A¯j(y)Aiop(x)
}
|0〉 .
The most general state, then, will be
N∑
c=1
M∑
b=1
L∑
a=1
ccba
c∏
k=1
Akop(xk)
b∏
j=1
φˆop(xj)
a∏
i
φˆ†op(xi) |0〉 (32)
with the c-number coefficient ccba. Here, we note that there seems to be no general reason
to omit the purely gauge field Akop part in this construction. However, that part is physically
doubtful because it can imply the independent gauge field dynamics contrast to the nature
of the CS gauge field. Moreover, the representation of the physical states are not unique:
It depends on what gauge invariant operators are fundamental and the physical states with
different representations are not equivalent in general. As a more explicit approach, which
fixes these problems and shows the more detailed form of the states, we consider the functional
Schro¨dinger picture approach.
C. Physical wavefunctional in Schro¨ndinger picture
In the previous section B, we have considered a general algebraic construction for the
physical states
∣∣∣Ψphys
〉
. In this section, we consider a more explicit way to construct them,
especially in the Schro¨dinger picture [23].
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To go to the Schro¨dinger picture, we must choose a representation for the field commutation
relation (19). Instead of taking the rotationally non-symmetric representations, which take one
(spatial) component of Ai as the conjugate momenta of the other component [20], we take the
rotationally symmetric representation which shows the contents of the gauge invariant operators
more explicitly, as in the previous section B.
To this end, we note that Ai can be expressed as
Ai = ǫij∂−1j B + ∂iη (33)
which solves the equation ǫij∂iAj = ǫij∂iAj = B with a gauge invariant scalar field η. The field
η is determined as
η(x) = −∇−2
[
∂iAi(x) +∇2W (x)
]
(34)
by considering the divergence (10)
∂iAi(x) = ∂iAi(x) +∇2W (x)
= −∇2η(x).
Using the expressions of (33) and (34), the base field Ai of (8) can be re-arranged as follows
Ai = ǫij∂
−1
j B + ∂i(η +W ), where the first term corresponds to the transverse component A
T
i ,
and the second term corresponds to the longitudinal component ALi of (9)
10; but when the
zero-mode can be neglected, one finds that the combined quantity ‘η +W ’ becomes the usual
form of the longitudinal mode which appears in (11):
η +W = −∇−2∂iAi −∇−2∇2W +W
= −∂i∇−2Ai −W +W
= ∂−1i Ai
= ∂−1i A
L
i . (35)
Now, let us consider a representation for the Schro¨dinger picture. To this end, we first
note that W (x) is the (unique) canonical conjugate of B while η is completely decoupled in
the canonical conjugate sector of B, and furthermore η can not be simultaneously diagonalized
with W from the commutation relations [we omit the subscript ‘op’ hereafter]:
[W (x, B(y)] =
ih¯
κ
δ2(x− y),
[η(x), B(y)] = 0,
[W (x), η(y)] =
ih¯
κ
∇−2
[
ǫik∂
y
i ck(x− y)−∇2∆(x− y)
]
6= 0.
10Here, one finds that all the longitudinal parts are not participated in the gauge transformation but only
∂iW does the work
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Hence, for the representation with diagonalizedW (x), B(y) will acts as a (functional) operators
B(y) |Ψ〉 → h¯
iκ
δ
δW (y)
Ψ(W ) (36)
for any state functional Ψ(W ). This is a usual step that can be performed, although the detail
form of conjugate moment B is different from, theory to theories when Ai’s commute with
themselves [see Appendix B for the analysis about this usual case in our context], where η has
no important role in the construction of Ψ. Now, here one meets an unusual situation where
the naive expectation (36) is not valid and η is crucial as well as W in the construction of Ψ :
This results from the fact that neither W (x) nor η(y) can be taken as an diagonalized base in
the Scro¨dinger picture because of the commutation relations
[W (x),W (y)] =
ih¯
κ
∆(x− y),
[η(x), η(y)] = −ih¯
κ
∇−2ξkk(x− y) + ih¯
κ
∆(x− y),
which all are non-vanishing in general.11 But the combination W = W + η results a vanishing
commutation relation [W (x),W (y)] = 0 for all field points x and y [20] and hence W can be a
diagonalized base for a representation of the Schro¨dinger picture but not W alone: Hence, the
correct representation is
B(y) |Ψ〉 → h¯
iκ
δ
δW (y)
Ψ(W )
instead of (36). In this representation, it is easy to see that the physical wavefunctional Ψphys
(20), which satisfies the Gauss’ law constraint, is any functional made of φ ≡ φeiW and φ† ≡
φ†e−iW [: J0 :≡ ih¯(φπ − φ†π†)]12
[κB(x)− : J0(x) :] Ψphys =
[
h¯
i
δ
δW (x)
− h¯φ(x) δ
δφ(x)
+ h¯φ†(x)
δ
δφ†(x)
]
Ψphys
= 0
with the usual representation for the matter parts
π(x)
∣∣∣Ψphys
〉
→ h¯
i
δ
δφ(x)
Ψ(φ, φ†),
11 For the coincident points x = y, one can make them vanish within a regularization prescription [24].
But, the general multi-particle states with the distinguishable positions can not be diagonalized with respect to
neither W nor η.
12In Ref.[25], the forbidden combinations also were introduced explicitly and used to analyze the gauge
equivalence.
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φ(x)
∣∣∣Ψphys
〉
→ φ(x)Ψ(φ, φ†),
π†(x)
∣∣∣Ψphys
〉
→ h¯
i
δ
δφ†(x)
Ψ(φ, φ†),
φ†(x)
∣∣∣Ψphys
〉
→ φ†(x)Ψ(φ, φ†) (37)
; when the zero-mode is neglizable, φ, φ
†
are nothing but the usual ones in (11) from the
relation (35). But our setting is more general than the usual one: In particular, in a polynomial
representation, it reads
Ψphys(φ, φ
†
) =
b∏
j
φ(xj)
a∏
i
φ
†
(yi)
and there is no factor of the purely gauge field, in this case ǫij∂
−1
j B instead of Ai. This
corresponds to a different representation from (32) and so this wavefunctional is not equivalent
to (32) in general: Actually, there is a slight difference in the purely gauge field part compared
to (32). For two particles sector, for example it becomes
Ψphys = φ(x)φ(y)
= eiη(x)eiη(y)e[W (x),η(y)]+
1
2
[η(x),W (x)]+ 1
2
[η(y),W (y)]φˆ(x)φˆ(y). (38)
by separating eiη and φˆ parts: In the functional Schro¨dinger approach, the full Akop part, which
has the momenta B as well as η, is not allowed in the form of (32) but only η part is allowed
and contributes to the physical states in the representation of (32), in a specific from as (38).
Finally, we note that the time-independent functional Schro¨dinger equation becomes
HΨE(φ, φ
†
)
=
∫
d2x :
[
π π† +Diφ(Diφ)† +m2φ φ
†
]
: ΨE(φ, φ
†
)
=
∫
d2x
[
−h¯2 δ
δφ(x)
δ
δφ(x)†
+ ∂iφ∂iφ
†
+ i
(
φ∂iφ
† − ∂iφ φ†
)
Ai
tr
+ φ φ
†
(Ai
tr
)2
]
ΨE(φ, φ
†
)
= EΨE(φ, φ
†
),
where the barred variables in the Hamiltonian is the quantities involved φ, φ
†
and Ai
tr ≡
ǫij∂
−1
j B =
h¯
iκ
ǫij∂
−1
j
δ
δW (x)
which generates (−) h¯
κ
ǫij∂
−1
j δ
2(x − y) = (−) h¯
2piκ
ǫij
(x−y)j
|x−y|2
for each
φ(y)(φ
†
(y)) in the physical wavefunctional ΨE(φ, φ
†
); this reflects the relation Ai
tr ≈ 1
κ
ǫij∂
−1
j :
J0 :.
D. Poincare´ algebra
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As an important criterion of the consistency of the model, let us consider the Poincare´
algebra. In general, the quantum algebra can have some anomaly term compared to the classical
one [24] . But it is found that this is not the case in our model: Classical algebra and quantum
algebra are the same with appropriate choice of ordering and prescription. To see this, we first
note, after some calculation, that one can obtain the relation which is the most non-trivial one
in the Dirac-Schwinger conditions as follows,
[
T 00s (x), T
00
s (y)
]
=
(
T 0is (x) + T
0i
s (y)
)
∂ixδ
2(x− y).
Using this condition, it is straightforward to find the following quantum Poincare´ algebra
[P µs , P
ν
s ] = 0,
[P µs ,M
κλ
s ] = ih¯(η
µλP κ − ηµκP λ),
[Mµνs ,M
κλ
s ] = ih¯
(
ηµκMνλ − ηνκMµλ + ηνλMµκ − ηµλMνκ
)
(39)
as well as the classical one. Here, we have considered symmetric ordering for the quantum
generators in (39) and used the condition of finite matrix elements of the Poincare´ generators.
On the other hand, there are canonical (Noether) Poincare´ generators which are usually
identical to the improved ones (12) on the constraint surface when one drops the boundary
terms. But this is not trivial matter in lower dimensions like as in (2+1)-dimensions since in
that case the boundary term should be treated more carefully [26] . Moreover, in the Chern-
Simons theory the situation is more serious: The gauge varying “bulk” terms also appear in
the canonical generators contrast to the improved ones. Let us describe this in detail. The
(classical) canonical Poincare´ generators are defined as
P µc =
∫
d2x T 0µc ,
Mµνc =
∫
d2x
[
xµT 0νc − xνT 0µc + παΣµναβAβ
]
with the canonical energy-momentum tensor
T µνc =
∑
F=φ,φ∗,Aµ
∂L
∂(∂µF )
∂νF − ηµνL
= (Dµφ)∗(Dνφ) + (Dµφ)(Dνφ)∗ − JµAν − ηµν
[
(Dσφ)∗(Dσφ)−m2φ∗φ
]
+
κ
2
ηµδǫσδρA
σ∂νAρ − κ
2
ηµνǫσηρA
σ∂ηAρ
in the covariant form [πα ≡ (π0, πi) = (0, κ2ǫijAj)] or
T 00c = |πφ|2 + |Djφ|2 +m2|φ|2 −A0(J0 − κB),
T 0ic = πφD
iφ+ (Diφ)∗π∗φ − J0Ai −
κ
2
ǫjkA
j∂iAk
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in the components form. More explicitly, the canonical Poincare´ generators become
P 0c =
∫
d2x
[
|πφ|2 + |Diφ|2 +m2|φ|2 −A0(J0 − κB)
]
,
P ic =
∫
d2x
[
πφD
iφ+ (Diφ)∗π∗φ − J0Ai −
κ
2
ǫjkA
j∂iAk
]
,
M12c =
∫
d2x
[
ǫijx
iT 0jc + ǫijπ
iAj
]
,
M0ic = x
0P ic −
∫
d2x
[
xiT 00c − π0Ai + πiA0
]
.
Then, one can easily find the following relations between the canonical and improved generators
P 0c ≈ P 0s ,
P ic ≈ P is ,
M12c ≈M12s +
κ
2
∫
d2x ∂k
(
xkAlAl − xlAkAl
)
,
M0ic ≈M0is +
κ
2
∫
d2x A0ǫ
ijAj , (40)
where we have dropped the boundary term
∫
d2x ∂j
(
ǫjkA
iAk
)
, which vanishes for the finite
gauge field part of P ic or M
12
c ; however, the boundary term in ‘M
12
c −M12s ’ can not be simply
neglected. Here, one can observe that the canonical boost generator M0ic is not gauge invariant
because of term κ
2
∫
d2x A0ǫ
ijAj although the term ‘M12c − M12s ’ is gauge invariant for the
rapidly decreasing gauge transformation function Λ asymptotically. Moreover, the commutators
involving M0ic do not satisfy the Poincare´ algebra:
1
ih¯
[M0ic , P
0
c ] ≈ −P jc +
κ
2
ǫik
∫
d2x ∂0
(
A0Ak
)
,
1
ih¯
[M0ic , P
j
c ] ≈ −δijP 0c +
κ
2
ǫik
∫
d2x ∂j
(
A0Ak
)
,
1
ih¯
[M0ic ,M
12
c ] ≈ −ǫijM0jc −
κ
2
ǫijx
0
∫
d2x ∂l
(
ǫlkAjA
k
)
,
1
ih¯
[M0ic ,M
0j
c ] ≈ −ǫijM12c −
κ
2
ǫij
∫
d2x ∂k
(
xkAlAl − xlAkAl
)
−κ
2
ǫij
∫
d2x
[
5
2
A20 + A
kAk + ∂0(xkA0Ak)
]
.
Here, we have also used the symmetric ordering for the quantum Poincare´ generators and used
the prescription ∂iδ
2(0) ≡ 0 in order to remove the undesirable infinities which arise from the
non-commuting Ai at the same points; with these choices the quantum algebras are the same
as the classical ones.
In conclusion, it is the improved generators (12), constructed from the symmetric energy-
momentum tensor, which are (manifestly) gauge invariant and obey the quantum as well as
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classical Poincare´ algebra. Hence these improved generators have a unique meaning consistently
with Einstein’s theory of gravity13; this will lead to the uniqueness of the anomalous spin of
the relativistic matter, which comes only from M12s . (Detailed discussion will be presented in
Sec. IV.)
IV. Matching of GIF and GFF
So far, we have considered the manifestly gauge invariant formulation by introducing the
Dirac dressing function. Now, the interesting question is how the gauge invariant results are
matched to gauge fixed results. Actually, there have been some confusions about this issue
[5, 6, 7]. This will be clarified in the subsection D and now we start by describing the correct
matching to GFF which has been presented recently [13].
In order to perform the matching, we need two things. One is the formula, called master
formula
{La, Lb} ≈ {La, Lb}DΓ. (41)
[The proof is presented in the Appendix C and only the interpretation of the result is in
order here.] Here La is any gauge invariant quantity, where the bracket with the first-class
constraint T of (3) vanishes, {La, T} ≈ 0. The left-hand side of the formula (41) is the basic
bracket of La’s. The right-hand side of (41) is the Dirac bracket with gauge fixing function
Γ = 0, det|{Γ, T}| 6= 0. Moreover, in the latter case, since Γ = 0 can be strongly implemented,
La can be replaced by La|Γ that represents the projection of La onto the surface Γ = 0. The left-
hand side is gauge independent by construction since La’s and the the basic bracket algebra
(4) are introduced gauge independently. On the other hand, the Dirac bracket [9] depends
explicitly on the chosen gauge Γ in general. But there is one exceptional case, i.e., when
the Dirac bracket is considered for the gauge invariant variables. Our master formula (41)
explicitly show this exceptional case: The Dirac bracket for the gauge invariant variables La
or their projection La|Γ on the surface Γ = 0 are still gauge invariant and equal to the basic
bracket for the corresponding variables14.
13There may be other differently improved generators depending on what gravity theory is chosen like as
in Ref. [16]. But we do not consider this possibility in this paper. Moreover, the preferred property of the
symmetric energy-momentum tensor compared to canonical one by the gauge invariance was examined also by
Deser and MaCarthy [27]. But they missed the important role of the gauge invariance, which is genuine for the
CS gauge theory, on the integrated quantities, Poincare´ generators.
14 For the first-class constraint T , it was known in Ref. [28]; this formula was implicitly included also in the
recently developed Batalin-Fradkin-Tyutin formalism [29]. But, the formula (41) is valid even for the second-
class constraint T and this fact has done an important role in the Dirac’s canonical analysis of the boundary
CS theory consistently to the symplectic reduction method [30].
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Another important thing for the matching is to know how the defining equation (7) for
ck(x − y) is modified in GFF. By considering φˆ (or Aµ) in a specific gauge and the residual
gauge transformation of φ and Aµ, one can find modified (but still make φˆ be gauge invariant)
equation for ck(x−y). Here we will consider the following three typical cases with the resultant
modified equations of ck(x− y):
a) Coulomb gauge (∂iAi ≈ 0) :
∫
d2z cj(x− z)Aj(z) = 0,
b) Axial gauge (A1 ≈ 0) : ∂2zc2(x− z) = −δ2(x− z),
c) Weyl gauge (A0 ≈ 0) : ∂jzcj(x− z) = −δ2(x− z). (42)
These results are generally valid for any other gauge theories when they are formulated by our
gauge invariant formulation. Note that these results are different from recent claims of Ref. [6]
except in the case of Coulomb gauge15. Moreover, the Weyl gauge does not modify the equation
for ck from (7). Then, using these relations and (41), we can consider the gauge fixed results
directly from GIF. However, as can be observed in these examples, gauge fixings restrict the
solution space in general. Therefore, all the variables which appear in (15) are gauge invariant
for each solution hyper-surface which is selected by gauge fixing, but their functional form may
be different depending on the chosen gauges. Let us derive the results of (42) in detail and the
matching to GFF using them.
A. Coulomb gauge (∂iAi ≈ 0)
It is important to note that in this gauge, there is no residual gauge symmetry: If we
consider the gauge transformation, i.e., Ai → Ai + ∂iΛ, Λ should satisfy the Laplace equation
∇2Λ(x) = 0 over all space-times and so this equation has only one trivial solution Λ(x) = 0. On
the other hand, since the gauge transformation of φ is defined as what makes Di = ∂i + iAi as
a covariant derivative when acted upon φ, φ does not transform (modular unimportant global
phase transformation), either. Hence, it is found that the additional factor W , which cancels
the gauge transformations of Ai and φ, is unnecessary or it can be made to be zero simply, i.e.,
W (x) =
∫
d2z cj(x, z)A
j(z) = 0. (43)
In this case, the gauge invariant variables in (5) and the corresponding base fields are equivalent,
i.e., Aµ = Aµ, φˆ = φ, πˆ = π and thus the solution of Aµ in this gauge can be directly read from
15 Authors of Refs. [6, 7] considered
∫
d2z cj(x − z)Aj(z) = 0 even “b)” and “c)” cases. But then, the
manifestly gauge invariant fields in (5) are not gauge invariant under the residual gauge symmetries φ →
e−iΛφ, Aµ → Aµ + ∂µΛ with x1 and x0 independent Λ for “b)” and “c)”, respectively.
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(16), (17) as follows [10]16:
Ai(x) ≈ − 1
2πκ
∫
d2z ǫik
(x− z)k
|x− z|2 J
0(z),
A0(x) = − 1
2πκ
∫
d2z ǫkj
(x− z)k
|x− z|2 J
j(z).
Now, in order to find the solution cj of (43), let us define cj as
cj(x− z) = ∂zjχ(x− z) (44)
then, it is easy to see∫
d2z cj(x− z)Aj(z) =
∫
d2z ∂zjχ(x− z)Aj(z)
= −
∫
d2z χ(x− z)∂zjAj(z)
= 0
when one neglects the boundary term, i.e.,
∫
d2z ∂zj
(
χ(x− z)Aj(z)
)
= 0. (45)
Now, to find the solution of χ with this property, let us note that χ satisfies the Poisson equation
∇2χ(x− z) = δ2(x− z) according to (7). The well-known solution of this equation is
χ(x− z) = 1
4π
ln|x− z|2 (46)
up to unimportant constant term. It is easy to find that this solution satisfies (45) as∫
d2z ∂zj
(
χ(x− z)Aj(z)
)
=
∮
S1
R→∞
Rdθrˆ ·
(
χ(x− z)Aj(z)
)
=
Q
4π2κ
∮
S1
R→∞
dθrˆ · θˆlnR
= 0
“geometrically” though not neglizable in the naive asymptotic r-dependence. [Here the inte-
gration is evaluated on a circle with infinite radius R, polar angle θ, and their corresponding
(orthogonal) unit vectors rˆ, θˆ.] Hence, one finds the solution, by using (44) and (46), as follows
cj(x− z) = − 1
2π
(x− z)j
|x− z|2 . (47)
16Here, one should be careful in order not to obtain a wrong result by applying Aµ → Aµ before applying the
constraint or equations of motion: Only for the final formula in (16) and (17), one can get the correct results.
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Then, we find the anomalous transformation (15) with
Ξ12(x) =
1
2πκ
Q,
Ξ0i(x) =
1
2πκ
∫
d2z
(x− z)i(x− z)k
|x− z|2 ǫjkJ
j(z), (48)
where Q =
∫
d2zJ0, which can be directly obtained from the expressions of (18) by substituting
(47). These are exactly Hagen’s rotational anomaly and Coulomb gauge restoring term in the
Lorentz transformation, respectively [10].
Next, let us consider the two functions ∆(x − y) and ξij(x − y) which characterize the
commutation relations. About ∆(x− y) (22), one finds that, upon using (44),
∆(x− y) =
∫
d2z ǫkj∂zkχ(x− y)∂zjχ(y − z)
= −
∫
d2z ǫkj∇z × [∇zχ(x− y)χ(y − z)]
= −
∮
S1
R→∞
Rdθθˆ · [∇rχ(x− r)χ(y − r)]
= − 1
2π
∮
S1
R→∞
dθθˆ · rˆlnR
= 0 (49)
from the geometric reason, by performing the integration by parts in the second line. Now,
about ξij(x− y) (23), one finds that, upon using the antisymmetry cj(x− z) = −cj(z− x) for
the solution (47)
ξij(x− y) = −ǫik∂yj ck(y − x) + ǫkj∂xi ck(x− y)
=
(
ǫik∂
x
j + ǫkj∂
x
i
)
ck(x− y)
which becomes, for each indices, as follows:
a) (ǫik∂
x
i + ǫki∂
x
i ) ck(x− y) = 0 (for i = j),
b) (ǫ1k∂
x
2 + ǫk2∂
x
1 ) ck(x− y) = ∂x2 c2(x− y) + ∂x1 c1(x− y)
= −δ2(x− y) (for i = 1, j = 2),
c) (ǫ2k∂
x
1 + ǫk1∂
x
2 ) ck(x− y) = −∂x1 c1(x− y)− ∂x2 c2(x− y)
= δ2(x− y) (for i = 2, j = 1).
In a compact form, it becomes
ξij(x− y) = −ǫijδ2(x− y).
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Using these results, one finds that the basic brackets defined in (21) are the usual Dirac brackets
in the Coulomb gauge
{Ai(x),Aj(y)}D(Coulomb) ≈ {Ai(x), Aj(y)}D(Coulomb) = 0,
{φˆ(x), φˆ(y)}D(Coulomb) ≈ {φ(x), φ(y)}D(Coulomb) = 0,
{Ai(x), φˆ(y)}D(Coulomb) ≈ {Ai(x), φ(y)}D(Coulomb) = − i
2πκ
ǫik
(x− z)k
|x− z|2 φ(y).
Furthermore, these two results imply that the gauge invariant operator φˆop satisfies the boson
commutation relation, [φˆop(x), φˆop(y)] = 0 in this case instead of the generic graded commu-
tation relations (26). Here, we note the special importance of the Coulomb gauge in that the
original fields φ, φ∗, Aµ themselves are already gauge invariant fields because of the result (43)
and hence they already have the full anomaly structures of (15). Furthermore, this gauge is the
simplest one to obtain the anomalous spin of the original matter field φ as Ξ12 of (48) since this
does not have other gauge restoring terms as in the rotationally non-symmetric gauge. This is
made clear by noting the relation of (40)
M12s ≈M12c −
κ
2
∫
d2z ∂k
(
zkAlAl − zlAlAk
)
,
where M12c is the canonical angular momentum
M12c =
∫
d2z
[
ǫlkz
l
(
π∂kφ+ (∂kφ)∗π∗
)
− κzlAl(∂kAk) + κ
2
∂k(zlAlAk)
]
.
The surface terms in M12s −M12c and M12c , which are gauge invariant for the rapidly decreasing
gauge transformation function Λ, give the gauge independent spin terms “(1/4πκ)Q2” [10,
11, 12] (unconventional) and “0” (conventional) in M12s , respectively: Because of the gauge
independence of the surface terms, only the calculation in one simple gauge, e.g., Coulomb gauge
is sufficient17 to get this general result and in that case one obtains explicitly the boundary
integrals as follows∫
d2z ∂k
(
zkAlAl
)
= −
∮
S1
R→∞
Rdθrˆ · r AlAl
= − 1
4πκ2
∮
S1
R→∞
R2dθ ǫlk
rk
|r|2Q ǫlj
rj
|r|2Q
= − 1
κ2
Q2,∫
d2z ∂k
(
zlAlAk
)
= −
∮
S1
R→∞
Rdθrˆ · r ·A zlAl
= 0.
17Explicit manipulations of the gauge independence of the unconventional term have been established only
for some limited class of gauges [10, 11, 12]. But these results will be generalized to the case of general gauges
due to the gauge invariance of the term.
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From which the anomalous spin Q
2piκ
of (48) for the base matter field, which is defined as the
surface term M12s −M12c for the base matter field is readily seen to follow for general gauges:
The commutation relation [Q, φ(x)] = φ(x) which is a basic ingredient in the derivation, is
gauge independent relation because it expresses the gauge independent fact that φ carries the
unit charge18. On the other hand, the second term of M12c , which vanishes only in the Coulomb
gauge19, gives the gauge restoring contribution to the rotation transformation for the matter
field for the general gauges; actually, this is the case for the rotation non-invariant gauge since
the Coulomb gauge only is the “rotation invariant ” one20. Finally, we note that the anomalous
spin, which comes only from M12s , has a unique meaning because of the uniqueness of the
improved generators in that they are gauge invariant on the constraints surface and obey the
Poincare´ algebra though this is not the case for the canonical ones.
Furthermore, this uniqueness of anomalous spin is in contrast to the anomalous statistics,
which has only artificial meaning in this case [22]. This is because we can obtain in any field
theories any arbitrary statistics by constructing gauge invariant exotic operators of the form
of Semenoff and its several variations [10]. In this sense the relativistic CS gauge theory does
not respect the spin-statistics relation [21] in agreement with Hagen’s result [10, 22]. Here, we
would like to comment that the situation of non-relativistic CS gauge theory is not better than
the relativistic case. This is because even though the anomalous statistics is uniquely defined
by removing the gauge field (in this case the gauge field is pure gauge due to point nature of
the sources in non-relativistic quantum field theory) the anomalous spin has no unique meaning
[10, 11]: The anomalous spin can be removed by redefining the angular momentum generator
without distorting the Poincare´ algebra.
B. Axial gauge (A1 ≈ 0)
In this gauge, the residual gauge symmetry is Ai → Ai = ∂iΛ, ∂1Λ = 0 which preserves the
chosen gauge A1 ≈ 0. Under this transformation, the matter field φˆ is gauge invariant when
the dressing satisfies the equation
∂2zc2(x− z) = −δ2(x− z), (50)
and by comparing to the original equation (7) one obtains furthermore another equation
∂1z c1(x− z) = 0. (51)
18This can be explicitly checked by considering the general gauges
∫
d2z Kµ(x, z)A
µ(z) ≈ 0 with a kernel
Kµ(x, z) as will be discussed in subsection D in a different context.
19The other factor zlAl will not be zero for all space region.
20These gauge should be “translation” invariant also such that the each gauge is defined over all space.
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Now, let us consider the several solutions of the equations (50) and (51). First the simplest
solution is [5]
c1(x− z) = 0,
c2(x− z) = −δ(x1 − z1)ǫ(x2 − z2) (52)
with the step function ǫ(x)
ǫ(x) =
{
0 (x < 0)
1 (x > 0)
.
This gives for W a line integral21
W (x) =
∫ x2
−∞
dz2 A
2(x1, z2).
In this case, φˆop(x) carries the vector potential at the position y, a
1(y) = − h¯
κ
δ(x1 − y1)ǫ(x2 −
y2), a
2(y) = 0, which is orthogonal to and non-vanishing only along the integration path; this
can be considered as a shrink of the space where the gauge field lives for the Coulomb gauge
into one-dimensional (straight) lineal space. Moreover, since this solution (52) corresponds to
a different solution hyper-surface to the Coulomb gauge and therefore, its related anomalous
terms in (15) have different functional form to (48) even though they are gauge invariant on
their own hyper-surfaces:
Ξ01(x) = 0,
Ξ02(x) =
1
κ
∫ ∞
−∞
dy2 J1(x1, y2),
Ξ12(x) = −1
κ
∫ ∞
−∞
dy2 J0(x1, y2).
Here, we have used the formula (18).
Furthermore, one finds that the two characteristic functions of (22) and (23) become as
follows
∆(x− y) = 0,
ξ11(x− y) = −∂x1 δ(x1 − y1),
ξ12(x− y) = −ξ21(x− y) = δ2(x− y),
ξ22(x− y) = 0, (53)
21Here, we are considering the line-integral representation of W in the context of gauge fixing which is well-
defined over all space, the crossings in the contour of the integral is not considered. Hence, in our case, there
is no path-ordering even when we consider the quantum theory contrast to the case of [20].
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and thus the basic brackets of (21), which are found to be the Dirac bracket in the axial gauge
A1 ≈ 0, become as follows
{A1(x),A1(y)}D(axial) = −1
κ
∂x1 δ(x1 − y1),
{φˆ(x), πˆ(y)}D(axial) = δ2(x− y),
{A1(x), φˆ(y)}D(axial) = − i
κ
φˆ(y)δ(y1 − x1)ǫ(y2 − x2),
{A1(x), πˆ(y)}D(axial) = i
κ
φˆ(y)δ(y1 − x1)ǫ(y2 − x2),
others vanish,
where
A1(x) = −∂x1
∫
d2z c2(x− z)A2(z)
= −∂x1
∫ x2
−∞
dz2 A
2(x1, z2),
A2(x) = A2(x)− ∂x2
∫
d2z c2(x− z)A2(z)
= 0,
φˆ(x) = φ(x)e
i
∫ x2
−∞
dz2 A
2(x1,z2),
πˆ(x) = π(x)e
−i
∫ x2
−∞
dz2 A
2(x1,z2). (54)
However, it is not straightforward to obtain the Dirac bracket for the base fields φ and Ai
themselves . Moreover, for more general solution
c1(x− z) = G(x2 − z2),
c2(x− z) = δ(x1 − z1)ǫ(x2 − z2) + F (x1 − z1) (55)
with the functions F andG which have the dependence only along the 1 and 2 directions, respec-
tively, and the gauge invariant variables (54) are not changed except A1(x) =
∫
d2z [∂z1F (x1 −
z1)]A
2(z) but all other variables Ξµν ,∆, ξij have the explicit dependence of two functions F and
G:
Ξ12(x) = −x2
∫
d2z [∂z1F (x1 − z1)]A2(z)−
1
κ
∫ ∞
−∞
dz2 J0(x1, z2),
Ξ01(x) =
1
κ
∫
d2z (x− z)1
[
G(x2 − z2)J2(z)− F (x1 − z1)J1(z)
]
,
Ξ02(x) =
1
κ
∫
d2z (x− z)2
[
G(x2 − z2)J2(z)− F (x1 − z1)J1(z)
]
+
1
κ
∫ ∞
−∞
dz2 J1(x1, z2),
∆(x− y) =
∫ y2
−∞
dz2 G(x2 − z2)−
∫ x2
−∞
dz2 G(y2 − z2)
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+
∫
d2z [G(x2 − z2)F (y1 − z1)− F (x1 − z1)G(y2 − z2)] ,
ξ11(x− y) = −∂x1 δ(x1 − y1)− ∂x1 [F (y1 − x1) + F (x1 − y1)] ,
ξ12(x− y) = −ξ21(x− y) = δ2(x− y).
It is interesting to note that ξij(x− y) is the same as (53) if F (x1 − y1) is an anti-symmetric
function, i.e., F (x1−y1) = −F (y1−x1). Moreover, we note that ∆(x−y) is not zero in general
and hence the commutation relations of φˆ’s are not the bosonic ones and we have additional
contribution in the commutation relation involving Ai(x) according to (26).
C. Weyl gauge (A0 ≈ 0)
In this case, the residual symmetry is the time-independent gauge transformation Aµ →
Aµ + δµi∂iΛ, with the time-independent gauge function Λ. However, because of the form of
Dirac dressing as (6) which is spatially non-local but temporally local, the gauge transformation
of the φˆ,Aµ fields (5) is formally the same as that of gauge unfixed case and this gives the same
equation for the dressing as (7).
D. Clarification of previous confusions
Up to now, there have been several confusions about the gauge fixing (kernel-) function
Kµ(x, z) in the gauge condition ∫
d2z Kµ(x, z)A
µ(z) = 0 (56)
and the Dirac dressing function ck(x− z) which satisfies (7) [5, 6, 7]. The main source of these
confusions is the identity [36, 5] ∫
d2x ci(y− x)Ai(x) = 0, (57)
where the function ci(y − x) rapidly decreases in the asymptotic region so that a boundary
integral
∫
d2x ∂ix [ci(y − x)W (x)] can be neglected. The identity (57) looks similar to (56),
but there is an important difference. In (56), Aµ denotes the gauge varying field and hence
(56) restricts the gauge symmetry of Aµ, while Ai in (57) is gauge invariant by definition and
hence (57) does not restrict the gauge symmetry; the identity might be involved with some
other symmetries if there are. Actually, it is found that a new symmetry has been introduced
implicitly with the introduction of ci(y − x) [5]22
ck(x− z)→ c′k(x− z) = ck(x− z) + ǫkj∂zj b(x− z) (58)
22It is interesting to compare this symmetry to the BRST symmetry [31]. These two symmetries seem to be
an extremely different ones; since one (BRST symmetry) is about GFF and the other (ck-symmetry) is about
GIF. But they are rather very close in that the fundamental variables (Fα in the former and (Aµ, φ, φ∗) in the
latter ) are not gauge transformed: In the former case, the variable Fα are not gauge transformed by definition;
in the latter case, the variables (Aµ, φ, φ
∗) are not allowed to be gauge transformed because of the introduction
of a complete gauge fixing term.
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because the transformed quantity c′k(x− z) also satisfies the defining equation (7) for the well-
behaved function b(x − z) with ∇ × ∇b = 0. However, this transformation is not trivial one
because it makes W transform as follows
W (x)→W (x) +
∫
d2z b(x− z)B(z) (59)
by neglecting the boundary term
∫
d2z ∂zj
[
ǫkjb(x− z)Ak(z)
]
for rapidly decreasing function
b(x − z). Hence one finds a strange situation that the gauge invariant variables Fα transform
as follows
φˆ(x)→ φˆ′(x) = eiΛ(x)φˆ(x),
Aµ(x)→ A′µ(x) = Aµ(x)− ∂xµΛ(x), (60)
which looks like as a gauge transformation with a transformation function Λ(x) = − ∫ d2z b(x−
z)B(z) ≈ − 1
κ
∫
d2z b(x − z)J0(z). But the existence of the relation (58), (59), (60) saves this
situation. Let us consider the transformation of the condition (58), (59), (60):
0 =
∫
d2x ci(y − x)Ai(x)→ 0 =
∫
d2x ci
′(y− x)Ai′(x)
=
∫
d2x ci(y − x)Ai(x)− 2
∫
d2x b(y − x)B(z)
≈ −2
κ
∫
d2x b(y − x)J0(x)
where we have neglected the boundary terms in the third line for the rapidly decreasing functions
ci(y− x) and b(y− x). Then, one can find that ‘b(y− x) = 0’ is the only solution for b(y− x)
which retains the condition (57) when x is located at the source points where J0(x) does
not vanishes. It is interesting to note that the identity (57) corresponds to the divergence-
free condition ∇ · AT = 0 for the gauge invariant transverse component AT in (9): As the
divergence-free condition defines AT , the condition (57) can be also considered as a defining
equation for Ai. On the other hand, it is easy to see that only for the Coulomb gauge, the
identity (57) is reduced to the divergence-free condition which is consistent to the fact of the
equivalence of Ai and Ai in this gauge.
There is one more interesting effect of the condition (57). To see this, let us consider the
condition (57) with Ai expressed by the solution of (16)
0 =
∫
d2x ci(y− x)Ai(x)
=
∫
d2z B(z)
∫
d2x ǫkici(y − x)ck(z− x). (61)
In general, the function ck(z − x) is sum of the parity even and odd parts. However, if one
restricts only one part, i.e., ci(y−x) = ±ci(x−y) for the parity even or odd parts, respectively,
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(61) becomes
0 = ∓
∫
d2z B(z)∆(z− y)
≈ ∓1
κ
∫
d2z J0(z)∆(z− y)
and one finds finally
∆(z− y) ≈ 0
when z or y is the position of the sources. [Here, the former and latter coordinates z and y,
respectively have no absolute meaning because of the symmetry (24). Moreover, in this case
the coordinates in the function b(y−x) are also equal footing because of the symmetry of (58)
which should be preserved by b(y − x) (actually with opposite parity).] This result provides
an simple interpretation of the result (49) for the solution (47) which has odd parity. On the
other hand, the fact of ∆ = 0 in (53) even for the solution (52) which doesn’t have the definite
parity is the result of the particular form of (52): For more general solution (55), non-vanishing
∆ is expected.23
Now, finally we note that there is an identity for Ak-field as a dual to (57). To this end, let
us assume that we can write Aµ as
Aµ(x) = Aµ(x)− ∂xµ
∫
d2z Kk(x− z)Ak(x) (62)
with
∂kzKk(x− z) = −δ2(x− z). (63)
Then, it is easy to show that Ak in (62) satisfies
24
∫
d2z Kk(x− z)Ak(z) = 0 (64)
when Kk(x−z) is rapidly decreasing asymptotically such that the boundary term
∫
d2x ∂ix(Ki(y−
x)
∫
d2z Kk(x−z)Ak(z)) can be neglected. However, we note that there is no direct connection
between the gauge-fixing kernel Kk(x − z) and the dressing function ck(x − z) but only the
condition,
∫
d2x ∂ix (Ki(y − x)W (x)) = 0 such that we obtain the gauge condition (64) consis-
tently. [This can be easily obtained by expressing Aµ in the right-hand side of (62) in terms of
Aµ using (5) and comparing the left and right- hand sides.]
23∆ = 0 is retained under (58) only for the case where b(x − y) = b(y − x), ∫ d2z ∂zj [b(x − z)cj(y − z) −
b(y − z)cj(x− z)] = 0 are satisfied; actually these are the condition for the invariance of ∆ and ξ in general.
24Note that Ak does not gauge transform by the definition of (62): (64) is just an identity for the completely
gauge fixed quantity Ak. In this sense (64) is not the gauge fixing condition which restricts the gauge variations:
If we consider (64) as a gauge fixing, the representation of Ki as (63) is possible only for the Coulomb gauge as
we have studied in Sec. A. (See [32] for comparison)
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V. Discussion and summary
A. Gauge invariance in action
In this paper, we have studied the manifestly gauge invariant “Hamiltonian” formulation
where the energy momentum tensors are gauge invariant. But this does not imply the gauge
invariance of the action25in general: The non-Abelian CS gauge theory is an example [34, 35].
Hence, if we might find a representation corresponding to (5) in the non-Abelian CS theory, it
will be a problem to get the manifestly gauge invariant action from the original action in terms
of the manifestly gauge invariant fields. However, in our case of Abelian theory, there will be
no general obstacle to do this. Actually it is found that this is the case: When the gauge field
Aµ in the CS term of the original action (1) is replaced by the gauge invariant fields Aµ, it
reads
∫
d3x
κ
2
ǫµνρAµ∂νAρ =
∫
d3x
[
κ
2
ǫµνρAµ∂νAρ − κ
2
ǫµνρ∂νAρ∂µW
]
=
∫
d3x
κ
2
ǫµνρAµ∂νAρ −
∫
d3x
κ
2
∂µ [ǫ
µνρ∂νAρW ]
≈
∫
d3x
κ
2
ǫµνρAµ∂νAρ +
∫
d3x
1
2
∂µ [J
µW ]
; for the well-localized fields one finds the equivalence of the original CS action of the base
fields to the CS action of gauge invariant field Aα. Furthermore, since the matter parts can be
made to be manifestly gauge invariant trivially, the total action integral is invariant manifestly.
Actually, in this derivation the coefficient κ does not have any role and actually this fact has
been considered as the signal of the no-quantization of κ in a slightly different context [34].
According to this interpretation, it is expected that the complete transformation of the original
action into the action which is expressed by the manifestly gauge invariant fields in the non-
Abelian CS theory, if it does exist, at least up to the total derivative terms, is not trivial matter
depending on the coefficient κ. If the interpretation is a correct one, we suspect that
∫
d3x κǫµνρ
〈
Aµ∂νAρ + 2
3
AµAνAρ
〉
+ 8π2κω =
∫
d3x κǫµνρ
〈
Aµ∂νAρ +
2
3
AµAνAρ
〉
,
[〈· · ·〉 denotes trace] up to the total derivatives term, where ω is an integer number which is
involved to the winding number for the homotopically non-trivial, large gauge transformations
of a non-Abelian gauge group whose π3 is Z: Only in this form, it is consistent with the
25Gauge invariance of Lagrangian (density) is a requirement which is stronger than that of action integral.
Appreciation of this subtlety becomes necessary recently, in discussions of the radiatively induced Lorentz and
CPT violating CS term in QED [33].
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well-known quantization of κ [35]. But, it is unclear whether the manifestly gauge invariant
variables corresponding to (5) for all gauge transformation, i.e., large as well as small gauge
transformations, exist or not.
B. Kinetic mass term and dual connection to Maxwell-CS theory
In our original theory (1) there is U(1) gauge symmetry and so the kinetic mass term
1
2
µ2AµA
µ, which breaks the symmetry manifestly, can not be introduced in this context. How-
ever, in contrast, within the gauge invariant fields context, the mass like term
1
2
µ2AµAµ (65)
can not be discarded generally [36, 37]. To see what this term implies, let us re-express this
term as follows, using the formulas in the third steps in (16) and (17) which are valid model
independently
AµAµ(x) =
∫
d2z
∫
d2y ck(x− z)cl(x− y)
[
Fk0(z)F
l0(y) + Fki(z)F
li(y)
]
=
∫
d2z
∫
d2y cµ(x− z)cν(x− y)Fµσ(z)F νσ(y) (66)
with c0(x− z) ≡ 0, without using the equations of motion. The resulted expression is similar
to the Maxwell’s kinetic term, but in a more generalized form, which is absent in the original
theory (1). So, in order to introduce the mass term (65), we must also consider an extension
from the (pure) CS gauge theory (1). On the other hand, since the result (66) was obtained
without using the equation of motion, i.e., model independently, the extended theory need not
have exactly the same form as the final form of (66): These two theories may be related only
after using the equations of motion or the constraints. The most natural candidate for the
extended theory will be, of course, the Maxwell-CS (MCS) theory which has the Maxwell term
in addition to the CS theory (1) [35, 34]:
LMCS[A] = −1
4
FµνF
µν +
κ
2
ǫµνρAµ∂νAρ + (Dµφ)
∗(Dµφ)−m2φ∗φ. (67)
The theory has the equations of motion, ∂µF
µν+ κ
2
ǫµνρFµρ = J
ν . For our purpose, let us consider
the special type of dressing (44) and then the gauge invariant fields (5) become [here, we start
from the model independent formulas in (16) and (17)]
Ai(x) = −
∫
d2z ck(x− z)Fki(z)
=
∫
d2z χ(x− z)∂zkFki(z)
= −κ
∫
d2z χ(x− z)
(
ǫijFj0 − 1
κ
J˜ i
)
(z), (68)
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A0(x) = −κ
∫
d2zck(x− z)Fk0(z)
=
∫
d2z χ(x− z)∂zkFk0(z)
≈ −κ
∫
d2z χ(x− z)
(
B +
1
κ
J0
)
(z), (69)
where we have neglected the boundary term
∫
d2z ∂zk
[
χ(x− z)F kµ(z)
]
. Here, we have intro-
duced the “convection current”, J˜ i ≡ J i − ∂0Fi0 whose divergence is generated only from the
CS part: ∇ · J˜ = κB˙ ; the covariant form J˜µ ≡ Jµ − ∂0Fµ0 is also available from J˜0 = J0.
Then, by using (68) and (69), one can express the mass term (66) in terms of Fµν as follows
[we neglect the boundary term in the same ways as (68) and (69)]
AµAµ(x) = κ2
∫
d2z
∫
d2y χ(x− z)χ(x− y)
[
(B +
1
κ
J0)2 − (Fj0 − 1
κ
ǫlj J˜ l)2
]
= κ2
∫
d2z
∫
d2y χ(x− z)χ(x− y)
[
(B2 − Fj0Fj0)− 4
κ
ǫµνρFνρJ˜µ + J˜
µJ˜µ
]
=
κ2
2
∫
d2z
∫
d2y χ(x− z)χ(x− y)Fµν(z)F µν(y)
+(J˜µ − dependent terms).
The final form of the right-hand side looks like the Maxwell term of (67), but it is still different
by the non-local expression through χ-functions. Moreover, because of the explicit appearance
of the function χ which is absent in the Lagrangian (67), this term has no counter parts in (67).
In order to resolve these problems, let us consider ✷Aµ instead of Aµ:
✷A0(x) = −κ
∫
d2z ✷xχ(x− z)
(
B +
1
κ
J0
)
(z)− κ
∫
d2z ∂zk (✷
xχ(x− z)Fk0(z))
= κ
(
B +
1
κ
J0
)
(x) +
∫
d2z ∂zk
(
δ2(x− y)Fk0(z)
)
,
✷Ai(x) = −κ
∫
d2z ✷xχ(x− z)
(
ǫijFj0 +
1
κ
∂0Fi0 − 1
κ
J i
)
− κ
∫
d2z ∂zk (✷
xχ(x− z)Fki(z))
= κ
(
ǫijFj0 − 1
κ
J˜ i
)
(x) +
∫
d2z ∂zk
(
δ2(x− y)Fki(z)
)
. (70)
Then one obtains
− 1
2κ2
✷Aµ✷Aµ = −1
2
(B +
1
κ
J0)2 +
1
2
(Fj0 − 1
κ
ǫlj J˜ l)2
= −1
4
FµνF
µν + (J˜µ − dependent terms), (71)
where we have neglected the singular boundary terms in (70) and ‘J˜µ-dependent terms’ is
1
2κ
ǫµνρJ˜µFνρ − 12κ2 J˜µJ˜µ. On the other hand, by noting the wave equation for F µν [31], (✷ +
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κ2)F µν = κǫµνρJρ+∂
µJν −∂νJµ and so the wave equation for the gauge invariant fields, before
using (44),
✷Aµ(x) =
∫
d2z ✷xck(x− z)Fkµ(z)
= −
∫
d2z ck(x− z)✷zFkµ(z)
= −κ2Aµ(x)−
∫
d2z ck(x− z)
(
κǫkµρJρ + ∂
kJµ − ∂µJk
)
(z)
[we have neglected the boundary terms in the second line] one finds that the left-hand side of
(71) becomes the usual mass term beside the Jµ-dependent terms
− 1
2κ2
✷Aµ✷Aµ = − 1
2κ2
AµAµ + (Jµ − dependent term). (72)
Hence, by combining (71) and (72) together, the mass term (65) corresponds to the Maxwell
term in the MCS when we neglect both Jµ and J˜µ-dependent terms and the singular boundary
terms. On the other hand, we note that the neglected Jµ and J˜µ-dependent terms and the
singular boundary terms are order of 1
κ
with respect to the first terms in (71) and (72). Hence,
it is found that the so-called “self-dual” action [38, 34] with respect to the gauge invariant fields
Aµ
ISD[A] =
∫
d3x
[
κ
2
ǫµνρAµ∂νAρ − κ
2
2
AµAµ
]
corresponds to the MCS theory (or topologically massive gauge theory [35] ) without “dynamical
matter” parts when we neglect the O( 1
κ
) terms:
ISD[A] = IMCS[A] +O( 1
κ
)
; the result is similar to the previous work [34, 39] in that the SD and MCS theory are equivalent
only when we neglect the dynamical matters26, though equivalent even with the external cur-
rents; but the discrepancy of the order of O( 1
κ
), which looks like a pertubative correction in the
path-integral approach of a model [40], is not understood. Moreover, we have considered the
special case of (44) in the proof and it is unclear whether the similar equivalence can be proved
in more general cases or not; this special case of (44) which is involved with the Coulomb gauge
in GFF, might be connected to the results of the phase space path-integral approach of Ref. [39],
where the Coulomb gauge was crucial for the equivalence of Lagrangians, but complete connec-
tion is not known27. Finally, we note that our method provides a new framework for finding
the corresponding dual theory compared to the previously known methods [34, 39, 41, 42].
26It is not understood why the two different types of currents are involved in SD and MCS sides each other.
27In the configuration space analysis, in contrast, the Lorentz gauge is crucial for the equivalence [34, 35]; in
this case, the Lorentz gauge in the self-dual frame is nothing but the Bianchi identity in the MCS frame.
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In summary of this paper, we have considered a new GIF consistent with GFF. Our formal-
ism is new in the following three points. (A) We introduced the assumption that there be no
translation transformation anomaly for gauge invariant variables Fα. From this assumption,
we obtained several new conditions for the dressing function ck(x, z), which are crucial in our
development. (B) We introduced the master formula (41), which allowed matching to the gauge
fixed system. (C) We found the manner how the equation of the dressing function ck(x, z) are
modified after gauge fixing. Using this formulation, we have obtained a novel GIF, which is
consistent with the conventional GFF: The former formulation provides exactly the rotational
anomaly of the latter. Hence, in our formulation there is no inconsistency, as in the previous
gauge independent formulation of Ref. [8]. As a byproduct, we explicitly found that the anoma-
lous spin of the charged matter has a unique meaning. This is due to the uniqueness of the
Poincare´ generators when constructed from the symmetric energy-momentum tensor because
it is the improved generator which are (manifestly) gauge invariant and obey the quantum as
well as classical Poincare´ algebra, but this is not the case for the canonical Poincare´ generators.
Moreover, we have constructed the physical states in the algebraic construction and also in the
Schro¨dinger picture. In the latter method, we found that the “gauge invariant” scalar field η
of the longitudinal mode of Ai is crucial for constructing the physical wavefunctional which is
a genuine effect of (pure) CS theory. The existing confusion about the gauge condition and
dressing function have been clarified.
We would like to conclude with two additional comments. First, in our formulation, there
is no gauge non-invariance problem of Poincare´ generators on the physical states. This is
essentially due to absence of additional terms proportional to constraints in the generators of
(12), in contrast to the old formulation of Dirac [5]. Second, the master formula (41), which
guarantees the classical Poincare´ covariance of our CS gauge theory in all gauges, also works in
all other gauge theories. Hence as far as the gauge dependent operator ordering problem does
not occur, the quantum Poincare´ covariance for one gauge guarantees also the covariance for
all other gauges. The gauge independent proof of quantum covariance has been an old issue
in quantum field theory, and now it is reduced to the solvability of the problem of the gauge
dependent operator ordering.
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Appendix A. Dirac’s extended Poincare´ generators
In this Appendix, we will consider the extension of the generators (12) by including the
constraints terms and we will show that the correct transformation law can be obtained for the
undressed base fields Fα = (Aµ, φ, φ
∗) as well as the gauge invariant fields Fα = (Aµ, φˆ, φˆ∗).
This method has been widely used after the formulation by Dirac [8, 9, 28] and has been
considered as what having a general validity. But in this appendix we will show that this is
valid only when we neglect the singular boundary terms [36].
To this end, let us consider the extended generators by the first-class constraints T ≈ 0 and
T0 ≈ 0 [here, we included the constraint T0 ≈ 0 in order to give the correct transformation to
A0 also] [5, 9]
P 0s(E) =
∫
d2x
[
|πφ|2 + |Diφ|2 +m2|φ|2 + v00T0 + v0T
]
,
P is(E) =
∫
d2x
[
πφD
iφ+ (Diφ)∗π∗φ + v
i
0T0 + v
iT
]
,
M12s(E) =
∫
d2x
[
ǫijx
i
(
πφD
jφ+ (Djφ)∗π∗φ
)
+ u0T0 + uT
]
,
M0is(E) = x
0P is −
∫
d2x
[
xi
(
|πφ|2 + |Djφ|2 +m2|φ|2
)
+ ui0T0 + u
iT
]
, (73)
and consider the transformation property of the undressed base fields Aµ, φ, φ
∗; the transfor-
mation for the gauge invariant fields are the same as in Sec. II.
Firstly, for the time translational generator P 0s(E), this produces the following transformation
{A0(x), P 0s(E)} ≈ v00(x),
{Ai(x), P 0s(E)} ≈ ǫij
1
κ
Jj(x) + ∂
iv0(x),
{φ(x), P 0s(E)} ≈ π∗φ(x) + iv0φ(x),
{φ∗(x), P 0s(E)} ≈ πφ(x)− iv0φ∗(x)
such that P 0s(E) can be made to produce the correct transformation {Fα(x), P 0s(E)} ≈ ∂0Fα(x),
if the coefficients are
v00 ≈ ∂0A0,
∂iv
0 ≈ ǫij 1
κ
Jj − ∂0Ai,
v0 ≈ −A0. (74)
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Note that these solutions are consistent with the classical equation of motion F 0k = 1
κ
ǫkjJ
j
which can be reproduced by combining the second and the third equations in (74) and the fact
of πφ = (D0φ)
∗.
Secondly, for the space translation generators P is(E), this produces the transformations
{A0(x), P js(E)} ≈ vj0(x),
{Ai(x), P js(E)} ≈ −ǫij
1
κ
J0(x) + ∂iv
j(x),
{φ(x), P js(E)} ≈
[
(∂j + iAj) + ivj
]
φ(x),
{φ∗(x), P js(E)} ≈
[
(∂j − iAj)− ivj
]
φ∗(x)
such that P js(E) can be made to produce the desired transformation {Fα(x), P js(E)} ≈ ∂jFα(x)
if the coefficients are
vi0 ≈ ∂iA0,
∂iv
j ≈ −ǫij 1
κ
J0 + ∂jAi,
vj ≈ −Aj .
Note that these solutions are also consistent with the constraint B = 1
κ
J0.
Thirdly, for the space-rotation generator M12s(E), this produces the transformations
{A0(x),M12s(E)} ≈ u0(x),
{Ai(x),M12s(E)} ≈ xi
1
κ
J0(x)− ∂iu(x) +
∫
d2z ∂zi
(
u(z)δ2x− z)
)
,
{φ(x),M12s(E)} ≈
[
ǫijx
i(∂j + iAj) + iu
]
φ(x),
{φ∗(x),M12s(E)} ≈
[
ǫijx
i(∂j − iAj)− iu
]
φ∗(x)
and because of the singular boundary term for {Ai(x),M12s(E)}, it is impossible to get the desired
transformation
{Fα(x),M12s(E)} = (x1∂2 − x2∂1)Fα(x) + Σ12αβFβ(x),
for all base fields Fα unless we exclude the boundary positions in the field point x. In the case
when φ (or φ∗) has no anomalous transformation, the coefficients are found to be
u0 ≈ ǫijxi∂jA0, u ≈ −ǫijxiAj (75)
with the transformations
{A0(x),M12s(E)} ≈ ǫjkxj∂kA0(x),
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{Ai(x),M12s(E)} ≈ ǫjkxj∂kAi(x)− ǫikAk(x) +
∫
d2z ∂zi
(
ǫjkzjA
k(z)δ2(x− z)
)
,
{φ(x),M12s(E)} ≈ ǫjkxj∂kφ(x),
{φ∗(x),M12s(E)} ≈ ǫjkxj∂kφ∗(x).
It seems that there is no other solution which is better than (75). It is not clear how this
additional boundary term is related to the anomaly for the gauge invariant fields Fα.
Finally, to consider the transformations generated by the Lorentz-boost generators M0is(E),
it is more convenient to re-express M0is(E) in (73) as
M0is(E) = x
0P is(E) −
∫
d2x
[
xi
(
|πφ|2 + |Djφ|2 +m2|φ|2
)
+ u
′i
0T0 + u
′i
3T
]
,
and this produces the transformations
{A0(x),M0js(E)} ≈ x0∂jA0(x)− u
′j
0 (x),
{Ai(x),M0js(E)} ≈ (x0∂j − xj∂0)Ai(x)− δijA0(x) + ∂i(xjA0 + u
′j)(x)
−
∫
d2z ∂zi
(
u
′j(z)δ2(x− y)
)
,
{φ(x),M0js(E)} ≈ (x0∂j − xj∂0)φ(x),
{φ∗(x),M0js(E)} ≈ (x0∂j − xj∂0)φ∗(x).
Similar to the rotation transformation, there is a solution for the coefficients
u
′i
0 ≈ xi∂0A0 + Ai, u
′i ≈ −xiA0.
which produce the desired transformations
{Fα(x),M0js(E)} = (x0∂j − xj∂0)Fα(x) + Σ0jαβFβ(x),
for the matter field Fα as follows
{A0(x),M0js(E)} ≈ (x0∂j − xj∂0)A0(x)− Aj(x),
{Ai(x),M0js(E)} ≈ (x0∂j − xj∂0)Ai(x)− δijA0(x) +
∫
d2z ∂zi
(
zjA0(z)δ
2(x− z)
)
,
{φ(x),M0js(E)} ≈ (x0∂j − xj∂0)φ(x),
{φ∗(x),M0js(E)} ≈ (x0∂j − xj∂0)φ∗(x).
In conclusion, the Dirac’s idea, which introduces the extended Poincare´ generator as a
correct generator without choosing the gauge condition, can be applied in the CS theory only
when we neglect the singular boundary terms. This will be the first example of this phenomena
as far as we know.
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Appendix B
In this Appendix, we explain the usual case where W (x) itself can be diagonalized and the
physical states can be constructed without recourse to η field.
Our considering model is the Maxwell-CS theory [the action will be described in (67)] and
they produce the Gauss’ law constraint
(
∂iE
i + κB− : J0 :
) ∣∣∣Ψphys
〉
= 0 (76)
where Ei = F i0. The non-vanishing commutation relations are [Ai(x), E
j(y)] = ih¯δijδ
2(x− y)
and so, one can consider the representation where Ai is diagonalized:
Ei(x) |Ψ〉 → h¯
i
δ
δAi(x)
Ψ(A),
Ai(x) |Ψ〉 → Ai(x)Ψ(A). (77)
Then, together with the representation for the matter parts (37), the representation (77) make
the Gauss’ law (76) become a differential equation
[
h¯
i
∂i
δ
δAi(x)
+ κB(x)− h¯φ(x) δ
δφ(x)
+ h¯φ†(x)
δ
δφ†(x)
]
Ψphys = 0. (78)
On the other hand, since the first part becomes
∂i
δ
δAi(x)
=
∫
d2y
[
∂xi
(
δAj(y)
δAi(x)
)
δ
δAj(y) + ∂
x
i
(
δW (y)
δAi(x)
)
δ
δW (y)
]
= −1
i
δ
δW (x)
from the relation
∂xi
(
δAj(y)
δAi(x)
)
= ∂xj δ
2(x− y) + ∂yj δ2(x− y) = 0,
∂xi
(
δW (y)
δAi(x)
)
= −∂xi ci(y− x) = −δ2(y − x)
(78) becomes, finally
[
− h¯
i
δ
δW (x)
+ κB(x)− h¯φ(x) δ
δφ(x)
+ h¯φ†(x)
δ
δφ†(x)
]
Ψphys = 0. (79)
Then, it is easy to see that the solution of (79) is the form of [35]
Ψphys(B,W, φ, φ
†) = e−iκ
∫
d2x B(x)W (x)Φ(B)ϕ(φˆ, φˆ†), (80)
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when Φ(B) and ϕ(φˆ, φˆ†) are any functionals of B and φˆ, φˆ† respectively. Because of the first
exponential factor, the physical wavefunctional are not gauge invariant and actually the factor
produces the 1− cocyle for the MCS theory. Furthermore, we note that η field commutes with
W and ∂iE
i, the η part of Ψphys is not determined in any way and only has a redundant
role. Finally, we note that this model has a well defined weak coupling limit κ → 0, i.e, the
three-dimensional QED limit and the wavefunctional is found to be
Ψphys(B,W, φ, φ
†) = Φ(B)ϕ(φˆ, φˆ†)
from (80); however, the strong coupling limit κ→∞, i.e., pure CS limit is not well-defined.
Appendix C. Proof of master formula
In this Appendix, we present the proof of the master formula (41). There are two class of
the constraints system largely: The first-class constraint system and the second-class constraint
one. In the former, one choose the gauge conditions to remove the redundancies which makes
the quantum theory is well-defined; in the latter one does not introduce additional (gauge)
conditions since the quantum theory is well-defined (at least formally) without it. These two
systems are closely related but the exact equivalence is generally unclear. So, for the definite-
ness, we will consider these two cases separately.
First, let us consider the former case, i.e., the case when there is a first-class constraints
systems T ≈ 0 and corresponding gauge condition Γ ≈ 0: {T, T} ∼ T ≈ 0, {T,Γ} 6≈ 0. [Here,
it does not matter what the bracket algebra for Γ itself {Γ,Γ} is.] Then, the Poisson bracket
matrices ∆αβ ≡ {Θα,Θβ} (Θ1 ≡ T ≈ 0,Θ2 ≡ Γ ≈ 0) becomes
∆αβ =
(
a b
c d
)
,
where a = {T, T} ≈ 0, b = {T,Γ} 6≈ 0, c = {Γ, T} 6≈ 0, and d = {Γ,Γ}
with non-vanishing determinant: det∆αβ = ad − bc ≈ −bc. [Here, we are considering only
the discrete indices for convenience. Generalization to the continuous indices will be straight-
forward.] Then, the inverse of ∆αβ becomes
∆−1 =
1
det∆
(
d −b
−c a
)
≈ − 1
bc
(
d −b
−c 0
)
.
Here, the fact of ∆−122 ≈ 0 is crucial in the proof. Then, the Dirac bracket [9] for the gauge
invariant La, which has a vanishing Poisson bracket with respect to the first-class constraints,
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i.e., {La, T} ≈ 0 is found to be
{La, Lb}DΓ ≡ {La, Lb} − {La,Θα}∆−1αβ{Θβ, Lb}
≈ {La, Lb} − {La,Θ2}∆−122 {Θ2, Lb}
≈ {La, Lb},
where we have used the conditions {La, T} ≈ 0 and ∆−122 ≈ 0 in the second and third lines,
respectively. This proof can be generalized to the case of several first-class constraints and
corresponding gauge conditions; even with the (partial) gauge conditions which are involved
only for a part of the first-class constraints, this proof is applied for the partially gauge invariant
variables which commute only with those parts of the first-class constraints. This proves the
master formula (41) for the former case.
Secondly, let us consider the later case, i.e., the case when there is only one second-class
constraint χ ≈ 0: ∆ ≡ {χ, χ} 6= 0. Then, the Dirac bracket for the quantity La, which
commutes with the second-class constraint χ, i.e., {La, χ} ≈ 0 is found to be
{La, Lb}D = {La, Lb} − {La, χ}∆−122 {χ, Lb}
≈ {La, Lb},
where we have used the fact of {La, χ} ≈ 0. This proof can be generalized to the case of
several second-class constraints together with the first-class constraints which do not have the
involved gauge conditions when La commutes with the second-class constraints. This latter
case is rather unusual case compared to the former case [28] and has been studied only recently
in the CS theories with boundary [30].
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