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ABSTRACT
Analysts often use data-driven approaches to supplement their substantive knowledge when select-
ing covariates for causal effect estimation. Multiple variable selection procedures tailored for causal
effect estimation have been devised in recent years, but additional developments are still required
to adequately address the needs of data analysts. In this paper, we propose a Generalized Bayesian
Causal Effect Estimation (GBCEE) algorithm to perform variable selection and produce double ro-
bust estimates of causal effects for binary or continuous exposures and outcomes. GBCEE employs
a prior distribution that targets the selection of true confounders and predictors of the outcome for
the unbiased estimation of causal effects with reduced standard errors. Double robust estimators
provide some robustness against model misspecification, whereas the Bayesian machinery allows
GBCEE to directly produce inferences for its estimate. GBCEE was compared to multiple alterna-
tives in various simulation scenarios and was observed to perform similarly or to outperform double
robust alternatives. Its ability to directly produce inferences is also an important advantage from
a computational perspective. The method is finally illustrated for the estimation of the effect of
meeting physical activity recommendations on the risk of hip or upper-leg fractures among elderly
women in the Study of Osteoporotic Fractures. The 95% confidence interval produced by GBCEE
is 61% shorter than that of a double robust estimator adjusting for all potential confounders in this
illustration.
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1 Introduction
Estimating causal effects using observational data requires important subject-matter knowledge. One notably needs to
identify the confounding covariates that bias the association between the exposure and the outcome. Unfortunately,
prior knowledge is often insufficient to undertake this task. For example, reviews of variable selection methods used in
epidemiological journals indicate that data-driven approaches are frequently employed to select confounders [32, 25].
Recent research has shown that many classical model selection approaches, including stepwise regression, Bayesian
model averaging, lasso and adaptive lasso, can have poor performances in a causal inference framework (for example,
[9, 21, 24, 33]). There are two important explanations of this phenomenon. First, many model selection approaches
do not account for the model selection steps and therefore produce confidence intervals that include the true effect less
often then they should. Second, classical methods often fail to identify all important confounders. This is because they
generally focus on modeling the outcome as a function of the exposure and potential confounders. Confounders that
are weakly associated with the outcome but strongly with the exposure may thus fail to be identified.
Multiple model selection methods for causal inference have been introduced in recent years, including the collabo-
rative targeted maximum likelihood (C-TMLE; [29]), Bayesian Adjustment for Confounding (BAC; [33, 34]), Con-
founder selection via penalized credible regions (BP; [36]), Inference on treatment effects after selection among high-
dimensional controls (HDM; [1]), Bayesian Causal Effect Estimation algorithm (BCEE; [24]), Model averaged double
robust estimation (MADR; [4]), Outcome-adaptive Lasso (OAL; [21]), and the Group lasso and double robust esti-
mation of causal effects (GLiDeR; [11]). Despite these important developments, there is still a need for new methods
or for the extension of existing methods. For instance, not all methods directly produce standard errors or confidence
intervals for their causal effect estimator. Instead, they rely on bootstrap procedures for making inferences, which
can be computationally intensive. Moreover, many methods were specifically elaborated for estimating the effect of
a binary exposure on a continuous outcome. Only a few address additional situations. Finally, most methods either
model the outcome as a function of the exposure and confounders, or the exposure as a function of confounders, and
require that the postulated model is correct. In contrast, double robust methods combine both models and yield unbi-
ased estimators if either model, but not necessarily both, is correct. Table 1 presents a summary of the characteristics
of the causal model selection methods mentioned earlier.
Table 1: Characteristics of causal model selection methods
Method R Binary Continuous Binary Continuous Modeling Inferences
package exposure exposure outcome outcome
C-TMLE ctmle X X X Double robust Asymptotic
BAC bacr, BACprior X X X X Outcome Bayesian
BP BayesPen1 X X X X Outcome Bayesian
HDM hdm X X Outcome Asymptotic
BCEE BCEE X X X Outcome Bayesian
MADR madr X ±2 X Double robust Bootstrap
OAL None3 X X X Exposure Bootstrap
GLiDeR None4 X ±2 X Double robust Bootstrap
1 The BayesPen package was removed from the CRAN repository in December 2014 because the maintainer email address
bounced.
2 The proposed method would directly adapt to this situation, but the software does not accommodate it.
3 R code is provided in [21], but the code depends on the lqa R package that has been removed from the CRAN repository due to
uncorrected error checks. The lqa package is still available on the CRAN archives.
4 R code is provided in [11].
In this paper, we extend the BCEE algorithm to select confounders and produce double robust causal effect estimation
for binary or continuous exposure and outcome. We call this extension the Generalized Bayesian Causal Effect Esti-
mation algorithm (GBCEE). BCEE’s framework has various desirable features. First, its model selection algorithm is
theoretically motivated using the graphical framework to causal inference (for example, [14]). This algorithm favors
models that include true confounders in addition to outcome risk factors, but that exclude instruments (covariates as-
sociated with the exposure, but not the outcome). Simulation studies indicate that such models unbiasedly estimate
causal effects with improved efficiency as compared to models including all potential confounders or to models in-
cluding only true confounders [3, 6, 21]. Moreover, BCEE takes advantage of the Bayesian framework to directly
produce inferences that account for the model selection step, thus avoiding reliance on the bootstrap. All extensions
presented in this article will be implemented in the R package BCEE.
2
A PREPRINT - MARCH 27, 2020
The remainder of the paper is structured as follows. In Section 2, we introduce some notation and motivate the
confounder selection problem. The GBCEE algorithm is presented in Section 3. Section 4 presents a simulation
study to investigate and compare the finite sample properties of GBCEE. An illustration of GBCEE’s application for
estimating the effect of physical activity on the risk of fractures using data from the Study of Osteoporotic Fractures is
presented in Section 5. We conclude in Section 6 with a discussion of the results and perspectives for future research.
2 Notation and motivation
Let Y be the outcome of interest andX be the exposure under study. Let Y x be the counterfactual outcome that would
have been observed if, possibly contrary to fact, X = x. We denote by ∆ the causal exposure effect of interest. We
restrict our attention to causal effects that can be expressed as contrasts between two counterfactual expectations of
the outcome, E[Y x] vs E[Y x′ ], for x 6= x′. For example, if both exposure and outcome are binary, ∆ can be the causal
risk difference E[Y 1]− E[Y 0].
For estimating the causal effect, a sample of independent and identically distributed observations {Ui, Xi, Yi}, i =
1, ..., n, is drawn from a given population, where Ui = {Ui,1, ..., Ui,M} is a set of potentially confounding covariates.
We assume conditional exchangeability Y x
∐
X|U and positivity fX(x|U = u) > 0 for all u and all x where
fX(x) > 0. The conditional exchangeability assumption is often interpreted as a “no unmeasured confounders”
assumption and informally entails there is no factor that simultaneously affects X and Y after conditioning onU . The
positivity assumption means that all possible values of X have a positive probability of occurring within each stratum
of u. Under these assumptions, counterfactual expectations E[Y x] are non parametrically identified from the observed
data as EU {E [Y |X = x,U ]}. Confounder selection entails finding a subset of U , Z ⊆ U , such that the conditional
exchangeability assumption also holds, Y x
∐
X|Z.
Confounder selection among the set U can be desirable for multiple reasons. When M ≈ n or M > n, it might not
be feasible to estimate E[Y |X = x,U ] because of data sparsity. Moreover, U is susceptible to include instruments or
conditional instruments. Adjusting for such variables is known to increase the variance of estimators and is suscep-
tible to amplify biases (for example, see [15] and references therein). Finally, identifying which covariates are true
confounders may be of substantive interest.
3 The GBCEE algorithm
We now describe the GBCEE algorithm. We first provide an overview of the algorithm in the next subsection. The con-
struction of the prior distribution is presented in Section 3.2. The double robust estimators used within the algorithm
are presented in Section 3.3. The implementation of the algorithm is described in Section 3.4.
3.1 Overview
GBCEE averages double robust estimates of the causal effect ∆ over potential confounder sets. These sets are the 2M
possible subsets of U . Let αY = (αY1 , ..., α
Y
M ) be an M -dimensional vector for the inclusion of the covariates U in
the potential confounder set, where component αYm equals 1 if Um is included in the set and α
Y
m equals 0 otherwise.
Let ∆ˆα
Y
be the double robust estimate of ∆ produced by considering the set defined by αY and A be the set of all
possible confounder sets. As will be seen in Section 3.3, each ∆ˆα
Y
is constructed using the output of an exposure
model and an outcome model, both of which include the potential confounders indicated by αY . Using this notation,
GBCEE estimates ∆ as
∆ˆ = E[∆|Y ] =
∑
αY ∈A
∆ˆα
Y
P (αY |Y ).
The weight attributed to each estimate ∆ˆα
Y
is the posterior probability of a model for the outcome, conditional on the
exposure and the covariates included in αY , P (αY |Y ) ∝ P (Y |αY )P (αY ). We propose using a generalized linear
model as the model for the outcome:
g
[
E(Y |αY , X,U)] = δαY0 + βαY X + M∑
m=1
αYmδ
αY
m Um, (1)
where g is a known link function. This outcome model serves as component in constructing ∆ˆα
Y
, in addition to being
used for computing P (Y |αY ).
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So far, GBCEE is thus identical to a classical Bayesian model averaging of ∆ˆα
Y
. The important differentiating
feature of GBCEE is that it uses an informative prior distribution, P (αY ), tailored to put the bulk of the posterior
weight on potential confounder sets that meet the conditional exchangeability assumption. The prior distribution is
further constructed to favor sets that exclude instruments or conditional instruments. As such, the prior distribution
targets sets αY that allow unbiased estimation of ∆, with improved efficiency as compared to the full set U .
3.2 Prior distribution construction
The first step for constructing the prior distribution P (αY ) aims to identify the determinants of the exposure. This
step helps identifying instruments, conditional instruments as well as confounders in later steps. To do so, we consider
generalized linear models for the exposure according to potential confounders. Let αX ∈ A be defined similarly
to αY , that is, αX is an M -dimensional vector for the inclusion of the covariates U in the exposure model. The
exposure models are
g
[
E(X|αX ,U)] = δαX0 + M∑
m=1
αXmδ
αX
m Um, (2)
where g is a known link function. The posterior distribution of the exposure model P (αX |X) ∝ P (X|αX)P (αX)
is then computed. Typically, a uniform prior distribution over A would be used for P (αX). The set αX that includes
all true predictors of the exposure is ensured to have a posterior probability of 1 asymptotically if the exposure model
is correctly specified [10, 35]. As described in Section 3.3, the exposure models (2) are also used for constructing the
double robust estimates ∆α
Y
.
Using the information from the first step, GBCEE’s prior distribution is defined as
P (αY ) =
∑
αX∈A P
(
αY |αX)P (αX |X), where P (αY |αX) ∝∏Mm=1 PαY |αX (αYm|αXm), and
PαY |αX
(
αYm = 1|αXm = 0
)
= PαY |αX
(
αYm = 0|αXm = 0
)
=
1
2
,
PαY |αX
(
αYm = 1|αXm = 1
)
=
ωα
Y
m
ωαYm + 1
,
PαY |αX
(
αYm = 0|αXm = 1
)
=
1
ωαYm + 1
.
Intuitively, ifUm was not found to be associated with the exposure in the first step of GBCEE (αXm = 0), there is no rea-
son to force either the inclusion or the exclusion of Um from the outcome model, hence PαY |αX
(
αYm = 1|αXm = 0
)
=
PαY |αX
(
αYm = 0|αXm = 0
)
= 1/2. However, if Um was found to be associated with the exposure (αXm = 1), it is de-
sirable (i) to force its inclusion in the outcome model if Um is also associated with the outcome (Um is a confounder),
and (ii) force its exclusion from the outcome model if Um is not associated with the outcome (Um is an instrument
or a conditional instrument). This is accomplished through the parameter ωα
Y
m , which is proportional to the strength
of the association between Um and Y conditional on the other variables in the outcome model αY . Some additional
notation must be introduced to define ωα
Y
m formally.
We denote by δ˜α
Y
m the regression coefficient for Um in the outcome model defined by α
Y if Um is included in this
model (that is, if αYm = 1). Otherwise, δ˜
αY
m is the regression coefficient for Um in the outcome model that includes the
same covariates as αY , but additionally include Um. Using this notation,
ωα
Y
m = ω ×
(
δ˜α
Y
m
σUm
σY
)2
, (3)
where 0 ≤ ω ≤ ∞ is a user-defined hyperparameter, σUm and σY are the standard deviations of Um and Y , respec-
tively. Note that the term σUm/σY makes ω
αY
m insensitive to the choice of scale for Y and Um. However, when Y is
binary (0/1), the regression coefficients do not need to be scaled for σY ; we thus set σY = 1 in Equation (3) in that
case. Since δ˜α
Y
m , σUm and σY are unknown, they are replaced by their maximum likelihood estimates. As will be
seen in Section 3.4, the uncertainty associated with this estimation is accounted for in the implementation of GBCEE.
It is recommended to choose ω = c × nb, with 0 < b < 1 and c is a constant that does not depend on sample size.
This ensures that the prior distribution behaves as desired asymptotically, that is, that confounders are included and
instruments and conditional instruments are excluded [24]. More details concerning the prior distribution can be found
in [24].
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3.3 Double robust estimators
Targeted maximum likelihood estimation (TMLE) is a general framework for constructing double robust estimators
introduced by [28], but based on earlier work [20]. TMLE is consistent if either the outcome or the exposure model is
correctly specified, and is semiparametric efficient when both are correctly specified. It has also been suggested that
TMLE is robust to near violations of the positivity assumption [16, 30]. For these reasons, we propose using TMLE
in GBCEE.
The estimators we propose using depend on the type of the outcome and of the exposure. For constructing these
estimators, we use the generalized linear model (1) for the outcome with an identity link when Y is continuous and
with a logit link when Y is binary. For the exposure model, we use the model (2) with an identity link when X is
continuous and with a logit link when X is binary.
Briefly, in our case, TMLE first entails proposing an initial estimate for the causal contrast of interest based on the
outcome model. The initial estimate is then fluctuated based on the output from the exposure model. The intuition
is that the exposure model should contain no additional information for predicting the outcome if the initial outcome
model is correctly specified. A residual association thus suggests that residual confounding is present. TMLE uses
this residual association to fluctuate the initial estimate in a clever way, that is, such that the estimating equations of
the efficient influence function of the causal contrast is solved. The efficient influence function is an analogue to the
Crame´r-Rao variance lower bound for semiparametric estimators. A more technical presentation of TMLE can be
found in [30].
We now briefly expose the contrasts of interest and the TMLE estimators we propose using. More details are provided
in Web Appendix A. When both Y and X are continuous, the causal effect of interest is ∆ = E[Y x+1] − E[Y x],
assuming a linear effect of X on Y . The estimator we use is the TMLE proposed in Chapter 22 of [30]. When Y is
continuous and X is binary the targeted causal effect is ∆ = E[Y 1]− E[Y 0] and the estimator is the TMLE proposed
in Chapter 4 of [30]. We use the same algorithm as [22] for estimating E[Y x], for x = 0, 1. When both Y and X are
binary, we consider either ∆ = E[Y 1] − E[Y 0] or ∆ = E[Y 1]/E[Y 0]. The same method as in the previous case is
employed for estimating E[Y x]. Finally, when Y is binary and X is continuous, we consider ∆ = E[Y x]− E[Y x′ ] or
∆ = E[Y x]/E[Y x′ ], with x 6= x′. We use the TMLE proposed in Chapter 9 of [30], initially introduced by [19].
3.4 Implementation
The proposed algorithm for sampling in the posterior distribution of ∆ is similar to the one proposed by [24], but has
been revised to improve computational efficiency.
Step 1. Determine the posterior distribution of the exposure model P (αX |X) ∝ P (X|αX). Efficient algorithms for
performing this task are readily available in usual software, for example in the package BMA in R [18].
Step 2. Use a Markov chain Monte Carlo model composition algorithm to explore the outcome model space αY [13].
This algorithm starts with an initial outcome model. At each step of the algorithm, a candidate model is randomly
chosen by adding or removing one covariateUm from the outcome model. The decision to move to the candidate model
(αY1 ) or to remain in the current model (α
Y
2 ) is based on the Metropolis-Hasting ratio of the posterior probability of
the outcome models
P (αY1 |Y )
P (αY2 |Y )
=
P (Y |αY1 )
P (Y |αY2 )
×
∑
αX P
(
αY1 |αX
)
P (αX |X)∑
αX P
(
αY2 |αX
)
P (αX |X)
=
P (Y |αY1 )
P (Y |αY2 )
×
∑
αX
∏M
m=1 PαY1 |αX
(
αYm|αXm
)
P (αX |X)∑
αX
∏M
m=1 PαY2 |αX (α
Y
m|αXm)P (αX |X)
.
Similarly to [24], we propose the following approximation∑
αX
∏M
m=1 PαY1 |αX
(
αYm|αXm
)
P (αX |X)∑
αX
∏M
m=1 PαY2 |αX (α
Y
m|αXm)P (αX |X)
≈
∑
αX PαY1 |αX
(
αYm|αXm
)
P (αX |X)∑
αX PαY2 |αX (α
Y
m|αXm)P (αX |X)
.
The intuition of this approximation is that the two outcome models αY1 and α
Y
2 only differ in their inclusion of
covariate Um. As such, it is expected that the term related to Um in
∏M
m=1 PαY |αX
(
αYm|αXm
)
is the most influential
on the value of the ratio.
Since PαY |αX
(
αYm|αXm
)
depends on δ˜α
Y
m which is unknown, we proposed replacing δ˜
αY
m by its maximum
likelihood estimate. To account for the uncertainty in this estimate, we can write PαY |αX (αYm|αXm) =
5
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∫
δ˜αYm
PαY |αX (αYm|αXm, δ˜α
Y
m )f(δ˜
αY
m )dδ˜
αY
m where f(δ˜
αY
m ) is approximated by its limit distribution, the maximum
likelihood estimator distribution N
(
ˆ˜
δα
Y
m , ŜE(
ˆ˜
δα
Y
m )
)
[31, 5].
Step 3. For each αY explored, compute ∆ˆα
Y
, V̂ ar(∆ˆα
Y
) and P (αY |Y ).
The causal contrasts ∆ˆα
Y
are estimated using the double robust estimators presented in the previous section. An
asymptotic estimator for the variance of these estimators is the sample variance of the efficient influence function
divided by n [30]. The efficient influence functions of the estimators can be found in their respective references
given previously (see Section 3.3). While this variance estimator is computationally attractive, it is consistent only if
both the exposure and the outcome models are correctly specified, and is conservative if only the exposure model is
correctly specified. An alternative solution is using the nonparametric bootstrap. This may be seen as computationally
undesirable, but it is important to remark that the bootstrap is performed within, and not over, the GBCEE algorithm,
thus reducing the computational cost.
The posterior probability of each outcome model P (αY |Y ) can be approximated using the Metropolis-Hasting ratios
of the posterior probability of the outcome models calculated in Step 2. Remark that it is possible to obtain ratios com-
paring the posterior probability of each explored model to a single alternative model, for example αY1 , by multiplying
together ratios comparing different models. For example, P (α
Y
3 |Y )
P (αY1 |Y )
=
P (αY3 |Y )
P (αY2 |Y )
× P (αY2 |Y )
P (αY1 |Y )
. The posterior probability
of each model is then obtained by dividing each of these ratios by their sum.
Step 4. Compute the posterior expectation E(∆|Y ) = ∑αY ∆ˆαY P (αY |Y ) and the posterior variance V ar(∆|Y ) =∑
αY
[
V̂ ar(∆ˆα
Y
) + (∆ˆα
Y
)2
]
P (αY |Y )− E(∆|Y )2. [17]
4 Simulation study
4.1 Scenarios
We consider 5 scenarios where the exposure is binary and the outcome is continuous. Two of these scenarios are then
adapted to the case where the outcome is instead binary. We focus on the binary exposure – continuous outcome case
since it is the case for which the most comparators are available.
Scenario 1 is inspired from [24]. The data-generating equations are U6, ..., U40
iid∼ N(0, 1), U1, ..., U5 iid∼ N(U11 +
... + U15, 1), X ∼ Bernoulli(p = expit(U11 + ... + U30)) and Y ∼ N(X + 0.1U1 + ... + 0.1U10, 1), where
expit(x) = [1 + exp(−x)]−1.
Scenario 2 is taken from [21]. U1, ..., U20 were generated as multivariate normal variables with mean 0, unit variance
and 0.5 correlation, X ∼ Bernoulli(p = expit(U1 + U2 + U5 + U6)) and Y ∼ N(2X + 0.6U1 + 0.6U2 + 0.6U3 +
0.6U4, 1).
Scenario 3 is taken from [9]. The data were generated as U1, ..., U100
iid∼ N(1, σ2 = 4), X ∼ Bernoulli(p =
expit(0.5U1 − U2 + 0.3U5 − 0.3U6 + 0.3U7 − 0.3U8)), Y ∼ N(X + 2U1 + 0.2U2 + 5U3 + 5U4, σ2 = 4).
Scenarios 4 and 5 are taken from [11]. In both scenarios, U1, ..., U5 were generated as multivariate normal variables
with mean 1, unit variance and 0.6 correlations. In Scenario 4, X ∼ Bernoulli(p = expit(0.5U1 + 0.5U2 + 0.1U3))
and Y ∼ N(X + U3 + U4 + U5 +
∑5
i=1
∑5
j=1 0.5UiUj , 1). In Scenario 5, X ∼ Bernoulli(p = expit(−5 + U3 +
U4 + U5 +
∑5
i=1
∑5
j=1 0.5UiUj)), and Y ∼ N(X + 0.5U1 + 0.5U2 + 0.1U3, 1).
Scenarios 2 and 4 are adapted to the binary outcome (Scenarios 2B and 4B). Only the equation used for generating
Y were changed; they were, respectively, Y ∼ Bernoulli(p = expit(2X + 0.6U1 + 0.6U2 + 0.6U3 + 0.6U4)) and
Y ∼ Bernoulli(p = expit(−5 +X + U3 + U4 + U5 +
∑5
i=1
∑5
j=1 0.5UiUj)).
In Scenarios 1-5, both a sample size of n = 200 and n = 1000 were considered. In Scenarios 2B and 4B, only a
sample size of n = 1000 was considered because of frequent convergence problems with n = 200, due to too few
events relative to the number of variables.
4.2 Analysis
For each scenario, 1000 datasets were generated. The estimand of interest was the average treatment effect ∆ =
E[Y 1]−E[Y 0]. In Scenarios 1-5, ∆ was estimated with GBCEE setting ω = 500√n, OAL, C-TMLE, GLiDeR, BAC,
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MADR, BP, and HDM. For Scenarios 2B and 4B, only GBCEE, OAL, C-TMLE and BAC were considered. The other
methods, or the software available for these methods, do not allow estimating the average treatment effect for binary
outcomes.
As benchmarks, in all scenarios, we have additionally estimated ∆ using the parametric g-formula ∆ˆg =
1
n
∑n
i=1(Eˆ[Y |X = 1,Ui] − Eˆ[Y |X = 0,Ui]) and with a double robust augmented inverse probability weighting
(AIPW) estimator:
∆ˆAIPW =
1
n
n∑
i=1
{[
Xi
Pˆ (X = 1|Ui)
+
1−Xi
1− Pˆ (X = 1|Ui)
]
×[
Yi − Eˆ(Y |Xi,Ui)
]
+ Eˆ(Y |X = 1,Ui)− Eˆ(Y |X = 0,Ui)
}
,
where Eˆ[Y |X,U ] was obtained from a linear regression model in Scenarios 1-5 and a logistic regression model in
Scenarios 2B and 4B, and Pˆ (X = 1|Ui) was produced by a logistic regression model. These regression models were
either adjusted for all potential confounders (full-g and full-AIPW, respectively) or only for the pure outcome pre-
dictors and true confounders (target-g and target-AIPW, respectively). The target adjustment set was {U1, ..., U10} in
Scenario 1, {U1, ..., U4} in Scenarios 2, 2B and 3, {U1, ..., U5} in Scenario 4 and 4B, and {U1, U2, U3} in Scenario 5.
In real data analyses, the target adjustment set would typically be unknown.
For all methods, only main terms of the covariates were considered. Since Scenarios 4, 4B and 5 feature non-linear
and interaction terms, this allow evaluating the robustness of methods to model misspecifications. Most methods were
implemented using the default options of their respective R function or package (see Table 1). For BAC, we used 500
burn-in iterations, followed by 5000 iterations with a thinning of 5. For GBCEE, we performed 2000 iterations of the
Markov chain Monte Carlo model composition algorithm.
For each method, we computed the bias as the difference between the average of the estimates and the true effect. In
Scenarios 1-5, the true effect corresponded to the coefficient associated with X in the data-generating equations. In
Scenarios 2B and 4B, the true effect was estimated using Monte Carlo simulations, because the true risk difference
cannot be easily determined analytically from the data-generating equations. A sample of n = 1 000 000 observations
was generated in which the counterfactual outcomes Y 1 and Y 0 were simulated for each observation, and the true
effect was estimated as the mean difference of these counterfactual outcomes. The true effects were approximately
0.2814 and 0.0229 in Scenarios 2B and 4B, respectively. The standard deviation (SD) of the estimates, the mean
squared error and the proportion of simulation replicates in which the 95% confidence intervals included the true effect
(CP) were also computed. The ratio of the root mean squared error of each method over the root mean squared error of
target-g (Rel. RMSE) was also computed, except in Scenarios 4 and 4B where the comparator was target-AIPW, since
the g-formula estimator was misspecified. For OAL, GLiDeR and MADR, confidence intervals were computed using
1000 nonparametric bootstrap replicates with the percentile method. Because this procedure is very computationally
expansive, this was only done in Scenarios 4, 4B and 5. Additionally, we did not compute confidence intervals for the
g-formula estimators in Scenarios 2B and 4B, since no simple variance estimator is available. For GBCEE and AIPW,
confidence intervals were based on the efficient influence function variance estimator. The probability of inclusion of
each covariate was calculated in Scenarios 1-5 for all methods, except HDM and CTMLE whose R function does not
provide this information.
4.3 Results
The results of the simulation study for Scenarios 1-5 and n = 1000 are reported in Table 2. The other results are
overall similar and are presented in Web Appendix B. Differences are noted in the main text as appropriate.
First, we notice that the lowest bias, variance and RMSE is generally achieved by both the target-g and the target-
AIPW, except in Scenario 4 where the g-formula performs poorly because of the outcome model misspecification.
However, recall that these estimators are only considered as benchmarks. Second, we remark that the variance and
RMSE of full-g and full-AIPW are greater than their target counterparts. The increase in the variance and RMSE is
particularly pronounced for the double robust AIPW. These results are important to keep in mind when considering
those for the variable selection methods: the double robustness property, which protects against bias due to model
misspecification, may come at the cost of increased variance when spurious variables are included.
Because BAC, BP and HDM are outcome-modeling based variable selection methods, it is not surprising that they
generally perform better than the double robust variable selection methods (GBCEE, C-TMLE, GLiDeR and MADR)
in Scenarios 1-3 and 5, where the outcome model is correctly specified. However, substantial bias is observed for BAC,
BP and HDM in Scenario 4 where the outcome model is misspecified. Additionally, these methods offer no substantial
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RMSE reduction as compared to full-g when n = 1000, sometimes even performing worse. Some variance and RMSE
reductions were however observed when n = 200 (see Web Appendix B). OAL, which is an exposure-modeling based
method, generally performed poorly as compared to all other variable selection methods, having larger bias and/or
variance, except in Scenario 1.
When comparing together the double robust methods, we first notice that, GBCEE, GLiDeR and MADR yield esti-
mates with little or no bias in all scenarios when n = 1000, even when the outcome model or the exposure model
is misspecified (Scenario 4 and 5, respectively). At most, a bias of -0.1 was observed for GLiDeR in Scenario 4.
Unexpectedly, C-TMLE yields results with substantial bias in Scenario 4 where the outcome model is misspecified,
although the bias is much smaller than that of the outcome-modeling methods (BAC, BP and HDM). When n = 200,
larger biases were observed in Scenarios 3 and 4. In terms of RMSE, GBCEE, GLiDeR, MADR and C-TMLE all
generally yield improvement improvement as compared to full-AIPW, except in Scenario 4 where the target adjust-
ment set includes all covariates. In such a case, no variance reduction can be expected through variable selection. The
relative performance of the methods is variable; no method is consistently performing better than all others across
scenarios and sample sizes. For n = 1000, the two lowest RMSE among double robust variable selection methods
are achieved, respectively, by GBCEE and MADR in Scenario 1; GLiDeR and C-TMLE in Scenario 2; GBCEE and
MADR in Scenario 3; GBCEE and C-TMLE in Scenario 4; GBCEE and GLiDeR in Scenario 5.
The coverage probabilities of 95% confidence intervals for BAC, BP and HDM are close to their nominal level in all
scenarios, except Scenario 4 where the outcome-model is incorrectly specified. The coverage probability was much
lower than 95% in all scenarios for C-TMLE. For GBCEE, the coverage was close to 95% in all scenarios, except in
Scenario 5 where the coverage probability was 87%. This is likely due to the inconsistency of the efficient influence
function variance estimator when the exposure model is misspecified. To verify this assumption, we ran again the
simulation for GBCEE using a nonparametric bootstrap variance estimator with 200 replicates. A 94% coverage was
then achieved. Similarly, in scenarios with n = 200, poorer coverage probabilities are obtained with GBCEE (see
Web Appendix B). This is most likely because of the asymptotic nature of the efficient influence function variance
estimator, since poor coverage probabilities are also obtained with target-AIPW. As mentioned earlier, the coverage of
OAL, GLiDeR and MADR were only examined in Scenarios 4 and 5 due to the associated computational burden. In
Scenario 4, coverages of 89%-90% were observed, whereas the coverages were 93%-95% in Scenario 5.
Plots of the inclusion probability of covariates are available in Web Appendix C. These figures reveal that GBCEE,
OAL, GLiDeR and MADR have relatively similar behaviors, having large probabilities of including both true con-
founders and outcome risk factors, and lower probabilities of including the other variables. BAC and BP have high
probabilities of including true confounders, outcome risk factors and instruments.
We evaluated the computational time of the variable selection methods in one replication of Scenario 1 with n = 1000
on a PC with 4 GHz and 16 Gb RAM. The running time for producing both the estimate and confidence interval was
25.8 seconds for GBCEE using the efficient influence function variance estimator and 40.2 minutes when using 200
bootstrap replicates for estimating the variance, 1 minute for C-TMLE, 1.6 minutes for BAC, 0.6 seconds for BP and
2 seconds for HDM. The execution time for obtaining point estimates only was 0.7 second for OAL, 8.7 seconds for
GLiDeR, and 1.1 minutes for MADR. Obtaining the confidence interval required 8.7 minutes for OAL, 39.8 minutes
for GLiDeR and 19.9 hours for MADR, using 1000 bootstrap replicates.
5 Application for estimating the effect of physical activity on the risk of fractures
Osteoporosis is a disease where bones become fragile because of low bone mineral density or to the deterioration of
bone architecture. It is a common disease with a prevalence of 5% in men and 25% in women aged 65 years and
older from the United States [12]. The prevalence of osteoporosis increases with age. Because of the bone fragility,
individuals with osteoporosis are at higher risk of fractures. In addition to important pain, osteoporotic fractures
may also induce a loss of mobility and quality of life, additional morbidities, and premature mortality. Preventing
osteoporosis and the related fractures has thus become a public health priority. Physical activity may help preventing
osteoporosis and osteoporotic fractures. Indeed, regular physical activity is associated with increased bone mineral
density and lower risk of falls [2, 26].
To illustrate the use of GBCEE, we estimated the effect of attaining the physical activity recommendations from the
World Health Organization on the 5-year risk of fracture in elderly women using the publicly available limited data set
from the Study of Osteoporotic Fractures [37]. The Study of Osteoporotic Fractures is a multicentric population based
cohort study that recruited women aged 65 or older in four urban regions in the United states: Baltimore, Pittsburgh,
Minneapolis, and Portland. More details can be found elsewhere. An ethical exemption was obtained from the CHU
de Que´bec – Universite´ Laval Ethics Board (# 2020-4788).
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Table 2: Results of Scenarios 1-5, with n = 1000
Scenario 1 Scenario 2 Scenario 3
Rel. Rel. Rel.
Method Bias SD RMSE CP Bias SD RMSE CP Bias SD RMSE CP
full-g 0.00 0.09 1.41 0.96 0.00 0.09 1.06 0.95 0.01 0.18 1.14 0.95
target-g 0.00 0.06 1.00 0.96 0.00 0.08 1.00 0.95 0.00 0.16 1.00 0.95
full-AIPW 0.03 0.65 10.11 0.94 -0.01 0.45 5.40 0.94 0.00 0.98 6.12 0.95
target-AIPW 0.00 0.06 1.00 0.95 0.00 0.08 1.00 0.86 0.00 0.16 1.00 0.89
GBCEE 0.00 0.08 1.17 0.95 0.00 0.14 1.65 0.94 0.00 0.20 1.29 0.94
OAL 0.02 0.08 1.22 . 0.26 0.25 4.29 . -0.36 0.29 2.88 .
C-TMLE 0.01 0.10 1.50 0.87 0.02 0.11 1.39 0.77 -0.00 0.28 1.78 0.65
GLiDeR 0.01 0.08 1.18 . 0.00 0.12 1.38 . -0.10 0.21 1.45 .
BAC 0.00 0.09 1.42 0.96 0.00 0.09 1.06 0.95 0.00 0.18 1.11 0.92
MADR 0.01 0.07 1.05 . 0.00 0.15 1.75 . 0.00 0.22 1.41 .
BP 0.00 0.09 1.42 0.95 0.00 0.09 1.06 0.95 0.00 0.18 1.13 0.94
HDM 0.00 0.09 1.41 0.96 0.00 0.09 1.06 0.95 0.00 0.18 1.10 0.94
Scenario 4 Scenario 5
full-g -4.63 1.67 1.96 0.26 0.00 0.10 1.02 0.95
target-g -4.63 1.67 1.96 0.26 0.00 0.09 1.00 0.95
full-AIPW -0.01 2.51 1.00 0.93 0.00 0.13 1.41 0.92
target-AIPW -0.01 2.51 1.00 0.93 0.00 0.09 1.00 0.76
GBCEE 0.07 2.51 1.00 0.91 0.00 0.11 1.20 0.88
OAL 0.14 6.20 2.47 0.89 0.15 0.22 2.83 0.93
C-TMLE 2.45 1.10 1.07 0.39 0.02 0.17 1.78 0.72
GLiDeR 0.01 3.34 1.33 0.89 0.02 0.13 1.41 0.95
BAC -4.66 1.67 1.97 0.24 0.00 0.10 1.02 0.95
MADR 0.02 3.22 1.28 0.90 0.03 0.26 2.82 0.95
BP -4.63 1.67 1.96 0.26 0.00 0.10 1.02 0.95
HDM -4.63 1.67 1.96 0.20 0.00 0.10 1.02 0.95
In this application, we consider data on 9671 white women enrolled in 1986. Subjects were considered as exposed
if they spent 7.5 kilocalories per kilogram of body mass from moderate or high intensity physical activity per week,
and unexposed otherwise. The outcome of interest was the occurrence of any hip or upper leg fracture in the five
years following the baseline interview. A very rich set of 55 measured potential confounders were identified based
on substantive knowledge and notably include data on age, ethnic origin, body mass index, smoking, alcohol use,
education, various drug use, fall history, self and familial history of fracture, physical activity history when a teenager
and during adulthood, fear of falling and various health conditions (see Web Appendix D).
Table 8 in Web Appendix D presents a comparison of the baseline characteristics of participants according to exposure
to physical activity recommendations. Among others, subjects that were unexposed had a greater body mass index,
were older, had less years of education, were more afraid of falling, practiced less physical activity in the past, drank
less alcohol, had more difficulty walking, rated their overall health more poorly, and were less likely to still be married.
Only 3,458 participants had complete information for all variables. Most variables had only few missing data (<10%),
except for parental history of fracture (mother = 24%, father = 37%) and years since menopause (18%). Missing data
were imputed using chained equations with the mice package in R. To simplify this illustration, a single random
imputation was performed, but multiple imputations would be preferable in practice. The effect was estimated with
AIPW adjusting for all potential confounders and GBCEE. Standard errors were estimated using 50 nonparametric
bootstrap replicates.
The fully adjusted AIPW yielded a 5-year risk difference of fracture of -1.1% (95% confidence interval: -4.6%,
2.4%) between subjects that attained the physical activity recommendations and those who did not. The estimate
using GBCEE, with ω = 500
√
n and 20 000 iterations, was -0.9% (95% confidence interval: -2.3%, 0.4%). In
this illustration, GBCEE yields a major decrease of the width of the 95% confidence interval as compared to the
fully adjusted estimate (61%). The potential confounders with the largest probability of being selected by GBCEE
were: mother history of fracture (100%), self-rated health (100%), difficulty to walk 2-3 blocs (100%), the presence of
fracture before age 50 (100%), education (100%), age (100%), body mass index (100%), short mini mental status exam
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(80%), any drinking in past year (73%), and osteoporosis diagnostic (72%). All other covariates had a probability of
being selected < 50%, with most being null.
6 Discussion
We have presented a generalization of the Bayesian Causal Effect Estimation algorithm to estimate the causal effect
of a binary or continuous exposure on a binary or continuous outcome using double robust targeted maximum likeli-
hood estimators. Like the original BCEE, GBCEE is theoretically motivated using the graphical framework to causal
inference. It aims to select adjustment covariates such that the final estimator is unbiased and has reduced variance
as compared to an estimator adjusting for all covariates. Additionally, the Bayesian framework allows producing in-
ferences that account for the model selection step in a principled way. We have also proposed an implementation of
GBCEE that is more computationally efficient than that of BCEE.
We have compared GBCEE to alternative model selection methods in a simulation study. GBCEE produced estimates
with little or no bias in all scenarios, and with improved precision as compared to a fully adjusted double robust
estimator in most scenarios. The only situation where no improvement in precision was observed was when unbiased
estimation required adjusting for all potential confounders; hence no variance reduction was possible. The relative
performance of the estimators was observed to depend both on the data-generating mechanism and sample size, but
GBCEE often had the lowest or second lowest RMSE among double robust methods. It might be interesting for
future studies to specifically investigate the factors that affect the efficiency of the different model selection methods
and to provide insights regarding the situations where one method should be expected to outperform the others. The
simulation study results also indicated that outcome-model based algorithms outperformed double robust methods in
scenarios where the outcome model was correctly specified. However, the former methods produced estimates with
high bias when the outcome model was incorrectly specified, unlike the latter. Model misspecifications are likely to
be common in practice.
From a computational perspective, GBCEE produced both an estimate and inferences more quickly than the other
double robust algorithms when the influence function based variance estimator was used. This variance estimator
produced valid inferences in most scenarios. Two exceptions were when the exposure model was misspecified and
when the sample size was small. As such, it is advisable to use the bootstrap variance estimator for inferences when
the sample size is moderate or small. In such situations, using the bootstrap variance estimator is unlikely to be
computationally prohibitive.
Regarding inferences for model selection procedures, it is unclear if employing the usual nonparametric bootstrap is
appropriate. Indeed, model selection may yield estimators that lack the smoothness required for the bootstrap to be
valid. This may be the reason why the coverage of 95% confidence intervals was around 90% for MADR, GLiDeR
and OAL in Scenario 4 of our simulation study. A smoothed-bootstrap method has been proposed specifically for
the variable selection problem, [8] and was used by Shortreed and Erterfaie (2017)[21]. We have explored using
this approach in our simulation study, but we have observed that a very large number of replications (5000-10 000)
was necessary to achieve appropriate variance estimation. Shortreed and Ertefaie (2017) [21] based their inferences
on 10 000 replications. Overall, we believe that inference procedures for variable selection methods require further
investigation. We note that GBCEE does not share this limitation when the bootstrap variance estimator is used, since
the bootstrap is performed within – and not over – the variable selection algorithm.
Finally, we have illustrated the use of GBCEE for estimating the effect of reaching physical activity recommenda-
tions on the risk of osteoporotic fractures among elderly women. In this example, the estimate produced by GBCEE
was similar to that of the fully adjusted double robust estimator, but the confidence interval was much shorter. Since
resources available for research are limited, it is important to make the most out of the available data. Confounder
selection methods should be considered as a valuable tool for achieving this, especially when there are multiple po-
tential confounders or when it is unknown whether some covariates are confounders, risk factors for the outcome, or
instruments.
There are multiple directions in which the current work could be extended. For instance, to the best of our knowledge,
no confounder selection method is applicable to the censored time-to-event outcome case yet. To reduce the risk of
model misspecifications, it would also be possible to employ machine learning within GBCEE. In fact, TMLE is often
paired with Super Learner, an ensemble method that combines the predictions from multiple methods using a cross-
validation procedure [30]. A simple possibility for doing so would entail computing the prior and posterior probability
of a given adjustment set αY using parametric working models, exactly as proposed in the current paper. However,
the causal contrast estimate ∆ˆα
Y
would be computed using a TMLE that employs machine learning. We would expect
this procedure to perform well in practice as long as confounders feature a non negligible main linear effect on both the
exposure and the outcome. However, an important downside to such a procedure would be its computational burden.
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Web Appendix A - Detailed presentation of the double-robust estimators
Continuous outcome, continuous exposure
The causal contrast of interest is ∆ = E[Y x+1]− E[Y x]. The algorithm for obtaining the TMLE is
ˆ = argmin

n∑
i=1
[
yi − yˆαYi − 
(
x− xˆαYi
)]2
∆ˆα
Y
= βα
Y
+ ˆ,
where yˆα
Y
i and xˆ
αY
i are the predicted values from the outcome and the exposure models, respectively. Recall that
each model include the covariates αY . In practice, ˆ can be obtained as the coefficient estimate of a linear regression
without intercept of Y on x− xˆαYi with yˆα
Y
i as an offset term.
Continuous outcome, binary exposure
The causal contrast of interest is ∆ = E[Y 1]− E[Y 0]. The TMLE of E[Y x], for x = 0, 1, is obtained as follows:
wi =
I(Xi = x)
Pˆ (X = x|αY ,Ui)
, Qxi0 = Eˆ[Y |αY , X = x,Ui],
ˆx = argmin
x
n∑
i=1
wi [yi −Qxi0 − x]2 , Qxi1 = Qxi0 + ˆx,
Eˆ[Y x] =
∑n
i=1Q
x
i1
n
,
where I(·) is the indicator function taking value 1 when its argument is true and 0 otherwise, and Pˆ (X = 1|αY ,Ui)
and Eˆ[Y |αY , X = x,Ui] are calculated from (2) and (1) in the main manuscript, respectively. The intercept estimate
of a linear regression of Y with only an intercept and offset term Qxi0 weighted according to wi can be used to obtain
ˆ. Then, ∆ˆα
Y
= Eˆ[Y 1]− Eˆ[Y 0].
Binary outcome, binary exposure
The same algorithm as in Section 6 is employed for estimating E[Y x].
Binary outcome, continuous exposure
The contrasts we consider are ∆ = E[Y x]−E[Y x′ ] or ∆ = E[Y x]/E[Y x′ ], with x 6= x′. The algorithm for estimating
∆α
Y
is:
Qxi0 = Eˆ[Y |αY , X = x,Ui],
ˆ = argmax

expit
(
logit(Qxi0) + 
fX(x)
fX(x|αY ,Ui)
)Y
×[
1− expit
(
logit(Qxi0) + 
fX(x)
fX(x|αY ,Ui)
)]1−Y
,
Qxi1 = expit
[
logit(Qxi0) + ˆ
fX(x)
fX(x|αY ,Ui)
]
,
Eˆ[Y x] =
∑n
i=1Q
x
i1
n
,
where fX(x) is the marginal density of X assuming a normal density. The quantity ˆ can be conveniently estimated
as the unique coefficient of a logistic regression of Y on fX(x)/fX(x|αY ,Ui) with no intercept and offset term
logit(Qxi0).
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Web Appendix B - Additional simulation results
Table 3: Results of Scenario 1, with n = 200
Rel.
Method Bias SD RMSE CP
full-g −0.00 0.24 1.49 0.95
target-g 0.00 0.16 1.00 0.95
full-AIPW 1.13 31.36 198.12 0.82
target-AIPW 0.00 0.16 1.00 0.93
GBCEE 0.02 0.20 1.29 0.93
OAL 0.05 0.20 1.31 .
C-TMLE 0.06 0.28 1.82 0.74
GLiDeR 0.03 0.18 1.13 .
BAC 0.01 0.22 1.38 0.94
MADR 0.03 0.17 1.12 .
BP 0.02 0.22 1.42 0.92
HDM −0.00 0.18 1.14 0.95
Table 4: Results of Scenario 2, with n = 200
Rel.
Method Bias SD RMSE CP
full-g −0.01 0.21 1.10 0.95
target-g −0.01 0.19 1.00 0.95
full-AIPW −0.02 2.27 12.01 0.88
target-AIPW −0.01 0.19 1.00 0.85
GBCEE −0.01 0.26 1.39 0.91
OAL 0.41 0.46 3.27 .
C-TMLE 0.05 0.28 1.48 0.70
GLiDeR 0.01 0.24 1.25 .
BAC −0.04 0.20 1.09 0.94
MADR −0.01 0.40 2.13 .
BP −0.01 0.21 1.10 0.94
HDM −0.00 0.20 1.07 0.95
Table 5: Results of Scenario 3, with n = 200
Rel.
Method Bias SD RMSE CP
full-g 0.00 0.54 1.52 0.95
target-g −0.01 0.35 1.00 0.94
full-AIPW . . . .
target-AIPW −0.01 0.35 1.00 0.88
GBCEE −0.13 0.48 1.41 0.79
OAL −0.37 0.52 1.79 .
C-TMLE 0.02 1.08 3.05 0.56
GLiDeR −0.16 0.38 1.18 .
BAC −0.04 0.47 1.32 0.94
MADR −0.14 0.48 1.41 .
BP 0.01 0.45 1.28 0.93
HDM −0.01 0.36 1.01 0.95
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Table 6: Results of Scenario 4, with n = 200
Rel.
Method Bias SD RMSE CP
full/target-g −4.78 3.82 1.15 0.83
full/target-AIPW 0.23 5.30 1.00 0.94
GBCEE 0.47 5.36 1.01 0.92
OAL 1.44 11.37 2.16 0.83
C-TMLE 2.50 2.79 0.71 0.78
GLiDeR 0.21 5.43 1.02 0.90
BAC −4.61 3.82 1.13 0.84
MADR 0.28 5.13 0.97 0.90
BP −4.78 3.81 1.15 0.83
HDM −4.77 3.82 1.15 0.76
Table 7: Results for Scenario 5, with n = 200
Rel.
Method Bias SD RMSE CP
full-g −0.01 0.22 1.03 0.95
target-g −0.00 0.21 1.00 0.95
full-AIPW −0.06 1.53 7.14 0.86
target-AIPW −0.00 0.21 1.00 0.73
GBCEE 0.01 0.26 1.23 0.85
OAL 0.26 0.42 2.29 0.91
C-TMLE 0.05 0.40 1.87 0.66
GLiDeR 0.04 0.23 1.10 0.96
BAC 0.01 0.22 1.02 0.95
MADR 0.01 0.65 3.04 0.97
BP −0.01 0.22 1.03 0.95
HDM −0.01 0.22 1.03 0.95
Table 8: Results of Scenario 2B, with n = 1000
Rel.
Method Bias SD RMSE CP
full-g 0.00 0.04 1.11 .
target-g 0.00 0.04 1.00 .
full-AIPW −0.00 0.09 2.67 0.93
target-AIPW 0.00 0.05 1.33 0.93
GBCEE 0.00 0.05 1.54 0.93
OAL 0.04 0.07 2.17 .
C-TMLE 0.04 0.08 2.39 0.53
BAC −0.01 0.04 1.10 0.91
Table 9: Results of Scenario 4B, with n = 1000
Rel.
Method Bias SD RMSE CP
full/target-g 0.00 0.02 1.02 .
full/target-AIPW −0.00 0.02 1.00 0.94
GBCEE −0.00 0.02 1.00 0.94
OAL 0.00 0.02 1.06 0.96
C-TMLE 0.00 0.02 1.00 0.96
BAC 0.00 0.02 1.02 0.95
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Web Appendix C - Covariates inclusion probabilities
In the plots below, MADRx and MADRy represent the covariates included to model the exposure and the outcome,
respectively. Unlike GBCEE, MADR does not necessarily include the same covariates in both models.
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Web Appendix D - Additional information on the application
Table 10: Descriptive characteristics of the participants in the Study of Osteoporotic Fractures according to exposure
to physical activity recommandations. Numbers are mean (standard deviation) unless otherwise stated.
Unexposed Exposed Standardized mean difference
n 2984 474
Body mass index (in kg/m2) 26.45 (4.37) 25.15 (4.04) 0.309
Waist to hip ratio 0.81 (0.06) 0.80 (0.06) 0.183
Short Mini Mental Status Exam 24.68 (1.61) 24.95 (1.33) 0.184
Clinic 0.267
1 751 (25.2) 153 (32.3)
2 595 (19.9) 122 (25.7)
3 780 (26.1) 103 (21.7)
4 858 (28.8) 96 (20.3)
Age 71.67 (5.18) 70.07 (4.31) 0.335
Highest grade of school completed 12.56 (2.70) 13.62 (2.76) 0.388
Northern European – n (%) 1845 (61.8) 298 (62.9) 0.021
Central European – n (%) 1512 (50.7) 235 (49.6) 0.022
Southern European – n (%) 198 ( 6.6) 29 ( 6.1) 0.021
Jewish – n (%) 56 ( 1.9) 17 ( 3.6) 0.105
Native American – n (%) 21 ( 0.7) 1 ( 0.2) 0.073
Russian – n (%) 83 ( 2.8) 11 ( 2.3) 0.029
Other origin – n (%) 121 ( 4.1) 16 ( 3.4) 0.036
Hysterectomy – n (%) 759 (25.4) 117 (24.7) 0.017
Ovary removed – n (%) 756 (25.3) 123 (25.9) 0.014
Fracture before 50 – n (%) 997 (33.4) 145 (30.6) 0.060
Fell in past year – n (%) 798 (26.7) 128 (27.0) 0.006
Injury from fall in past year – n (%) 562 (18.8) 80 (16.9) 0.051
Fear of falling – n (%) 1323 (44.3) 131 (27.6) 0.353
Time/year of moderate physical activity at 50 16.58 (45.32) 50.24 (77.91) 0.528
Time/year of high physical activity at 50 1.93 (16.05) 7.89 (29.92) 0.248
Time/year of moderate physical activity at 30 16.81 (46.74) 38.70 (74.39) 0.352
Time/year of high physical activity at 30 3.28 (19.89) 7.86 (30.47) 0.178
Time/year of moderate physical activity when teenager 46.61 (80.66) 69.87 (94.15) 0.265
Time/year of high physical activity when teenager 16.20 (48.09) 20.68 (51.64) 0.090
Bed ridden for 7 days in past year – n (%) 126 ( 4.2) 11 ( 2.3) 0.107
Smoking – n (%) 0.080
Never 1887 (63.2) 291 (61.4)
Past 803 (26.9) 143 (30.2)
Current 294 ( 9.9) 40 ( 8.4)
Caffeine intake (mg/day) 134.06 (137.32) 138.69 (136.24) 0.034
Any alcoholic beverage in past year – n (%) 2046 (68.6) 376 (79.3) 0.247
At least 1 alcoholic beverage in past 30 days – n (%) 1576 (52.8) 314 (66.2) 0.276
How often >3 drinks/day in past 30 days 0.18 (0.76) 0.22 (0.73) 0.050
Osteoporosis – n (%) 426 (14.3) 39 ( 8.2) 0.192
Diabetes – n (%) 174 ( 5.8) 19 ( 4.0) 0.084
Ever had a stroke – n (%) 84 ( 2.8) 4 ( 0.8) 0.147
Ever had hypertension – n (%) 1114 (37.3) 142 (30.0) 0.157
Parkinson’s disease – n (%) 12 ( 0.4) 1 ( 0.2) 0.035
Arthritis – n (%) 1772 (59.4) 253 (53.4) 0.121
Stayed in hospital overnight in past year – n (%) 311 (10.4) 39 ( 8.2) 0.076
Pain around hip for most days in a month in past year – n (%) 1015 (34.0) 146 (30.8) 0.069
Thiazide use – n (%) 0.116
Never 1971 (66.1) 335 (70.7)
Past 244 ( 8.2) 40 ( 8.4)
Current 769 (25.8) 99 (20.9)
Non-thiazide diuretice use – n (%) 0.167
Never 2750 (92.2) 455 (96.0)
Past 79 ( 2.6) 8 ( 1.7)
Current 155 ( 5.2) 11 ( 2.3)
Benzodiazapine use in past year – n (%) 414 (13.9) 63 (13.3) 0.017
Sedative hypnotic use in past year – n (%) 37 ( 1.2) 13 ( 2.7) 0.108
Antidepressants use in past year – n (%) 101 ( 3.4) 19 ( 4.0) 0.033
Oral estrogen use – n (%) 0.286
Never 1913 (64.1) 238 (50.2)
Past 743 (24.9) 158 (33.3)
Current 328 (11.0) 78 (16.5)
Progestin use – n (%) 0.171
Never 2819 (94.5) 429 (90.5)
Past 76 ( 2.5) 14 ( 3.0)
Current 89 ( 3.0) 31 ( 6.5)
Difficulty walking 2 or 3 blocks – n (%) 356 (11.9) 18 ( 3.8) 0.306
Back pain in past year – n (%) 1922 (64.4) 274 (57.8) 0.136
Use walking aids – n (%) 114 ( 3.8) 11 ( 2.3) 0.087
Problems that prevent getting up or walking up stairs – n (%) 283 ( 9.5) 27 ( 5.7) 0.143
Comparative self-ratted health (1 = Excellent, 5 = Very poor) 1.84 (0.70) 1.53 (0.63) 0.461
Not married – n (%) 1500 (50.3) 182 (38.4) 0.241
Years since menopause 23.76 (8.03) 21.04 (7.29) 0.354
Mother ever had a fracture – n (%) 974 (32.6) 158 (33.3) 0.015
Father ever had a fracture – n (%) 626 (21.0) 106 (22.4) 0.034
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