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Abstract
Alon and Mohar (2002) posed the following problem: among all graphs
G of maximum degree at most d and girth at least g, what is the largest
possible value of χ(Gt), the chromatic number of the tth power of G? For
t ≥ 3, we provide several upper and lower bounds concerning this problem,
all of which are sharp up to a constant factor as d→∞. The upper bounds
rely in part on the probabilistic method, while the lower bounds are various
direct constructions whose building blocks are incidence structures.
1 Introduction
For a positive integer t, the t-th power Gt of a (simple) graph G = (V,E) is a
graph with vertex set V in which two distinct elements of V are joined by an
edge if there is a path in G of length at most t between them. What is the
largest possible value of the chromatic number χ(Gt) of Gt, among all graphs
G with maximum degree at most d and girth (the length of the shortest cycle
contained in the graph) at least g?
For t = 1, this question was essentially a long-standing problem of Viz-
ing [11], one that stimulated much work on the chromatic number of bounded
degree triangle-free graphs, and was eventually settled asymptotically by Jo-
hansson [6] using the probabilistic method. In particular, he showed that the
largest possible value of the chromatic number over all girth 4 graphs of maxi-
mum degree at most d is Θ(d/ log d) as d→∞.
The case t = 2 was considered and settled asymptotically by Alon and
Mohar [2]. They showed that the largest possible value of the chromatic number
of a graph’s square taken over all girth 7 graphs of maximum degree at most
d is Θ(d2/ log d) as d →∞. Moreover, there exist girth 6 graphs of arbitrarily
large maximum degree d such that the chromatic number of their square is
(1 + o(1))d2 as d→∞.
In this work, we consider this extremal question for larger powers t ≥ 3,
which was posed as a problem in [2], and settle a range of cases for g.
A first basic remark to make is that, ignoring the girth constraint, the
maximum degree ∆(Gt) of Gt for G a graph of maximum degree at most d
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satisfies
∆(Gt) ≤ d
t−1∑
i=1
(d− 1)i ≤ dt,
and therefore we have the following as a trivial upper bound for our problem:
χ(Gt) ≤ ∆(Gt) + 1 ≤ dt + 1. (1)
This bound is sharp up to a 1 + o(1) factor (as d → ∞) for t = 1 and g = 3,
for t = 2 and g ≤ 6 (as d→∞), but only two other cases for t and g have been
settled to this precision, by examples for the so-called degree diameter problem,
cf. [8]. Recall that the De Bruijn graph of dimension n on an alphabet Σ of size
k is the directed graph whose vertices are the words of Σn and whose arcs link
the pairs (a.u, u.b) for all a, b ∈ Σ, u ∈ Σn−1. For all d even, the undirected
and loopless version of the De Bruijn graph of dimension t on an alphabet of
size d/2 contains dt/2t vertices, and every pair of its vertices can be linked with
a path of length at most t; this certifies the general upper bound (1) to be
sharp only up to a (1 + o(1))2t factor. It is known, via the degree diameter
problem, that this factor can be improved upon in many cases for t. However,
De Bruijn graphs (and other constructions) have many short cycles and we are
mostly interested here in whether the bound in (1) can be attained up to a
constant factor by, or instead significantly lowered for, those graphs G having
some prescribed girth.
Alon and Mohar showed that the largest possible value of the chromatic
number χ(Gt) of Gt, among all graphs G with maximum degree at most d and
girth at least 3t + 1 is Θ(dt/ log d) as d → ∞. Kaiser and the first author [7]
remarked that the same statement with 3t + 1 replaced by 2t + 3 could hold.
In our first result, we make a further improvement by proving it necessary to
exclude only the cycles of length 6 if t = 2 or of length in {8, 10, . . . , 2t + 2}
when t ≥ 3 in order to obtain an asymptotic reduction upon the bound in (1).
Theorem 1. The largest possible value of the chromatic number χ(Gt) of Gt,
taken over all graphs G of maximum degree at most d containing as a subgraph
no cycle of length 6 for t = 2 or of length in {8, 10, . . . , 2t + 2} for t ≥ 3 is
Θ(dt/ log d) as d→∞.
For t = 3, this says that the chromatic number of the cube of a graph of
maximum degree at most d containing no cycle of length 8 is Θ(d3/ log d) as
d → ∞. The largest forbidden cycle length 2t + 2 in Theorem 1 may not in
general be reduced to 2t + 1 or 2t because of the girth 6 examples mentioned
for case t = 2. We made no effort to optimise the constant factors implicit in
the Θ(dt/ log d) term of Theorem 1, although doing so could be of interest in,
say, the t = 2 and t = 3 cases. We prove Theorem 1 in Section 2.
We make a side remark that, with respect to the case t = 1, excluding any
fixed cycle length is sufficient for a logarithmic improvement over (1).
Proposition 2. Let k ≥ 3. The largest possible value of the chromatic number
χ(G) of G, taken over all graphs G of maximum degree at most d containing
as a subgraph no cycle of length k is Θ(d/ log d) as d→∞.
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Before continuing, we introduce some abbreviating notation:
χtg(d) := max{χ(G
t) : ∆(G) ≤ d and g(G) ≥ g},
where ∆(G) is the maximum degree of the graph G and g(G) is its girth. In this
language, we have χ13(d) ∼ d, while χ
1
4(d) = Θ(d/ log d), and χ
2
6(d) ∼ d
2, while
χ27(d) = Θ(d
2/ log d). Alon and Mohar showed χtg(d) = Ω(d
t/ log d) for every t
and g, and Theorem 1 thus implies that χt2t+3(d) = Θ(d
t/ log d) as d→∞.
A motivating conjecture for us is one of Alon and Mohar, asserting that
for every t there is a critical girth gt such that χ
t
gt(d) = Θ(d
t) and χtgt+1(d) =
Θ(dt/ log d), just as for t = 1 (g1 = 3) and t = 2 (g2 = 6). We are not aware of
any previous work, for any t ≥ 3, showing that gt, if it exists, is greater than 3.
Our second contribution in this work is to give Ω(dt) lower bounds on χtg(d)
for various choices of t and g(≤ 2t + 2). We show, in particular, that gt, if it
exists, is at least 4 for t = 3, at least 6 for all t ≥ 4, and at least 8 for all t ≥ 11.
Theorem 3. There are constructions to certify the following statements hold.
(i) χ34(d) & d
3/23 as d→∞ and χ33(d) & 3d
3/23 for infinitely many d;
(ii) χ46(d) & d
4/24 as d→∞ and χ44(d) & 2d
4/24 as d→∞;
(iii) χ56(d) & d
5/25 as d→∞ and χ54(d) & 5d
5/25 for infinitely many d;
(iv) χ66(d) & d
6/26 as d→∞ and χ66(d) & 3d
6/26 for infinitely many d;
(v) χ76(d) & 2d
7/27 as d→∞;
(vi) χ86(d) & d
8/28 as d→∞ and χ86(d) & 3d
8/28 for infinitely many d;
(vii) χ106 (d) & d
10/210 as d→∞ and χ106 (d) & 5d
10/210 for infinitely many d;
(viii) for t = 9 or t ≥ 11, χt8(d) & d
t/2t as d→∞, χt8(d) & 3d
t/2t for infinitely
many d, and, if 5|t, then χt8(d) & 5d
t/2t for infinitely many d.
Moreover, these constructions are bipartite if t is even.
These lower bounds are obtained by a few different direct methods, including
a circular construction (Section 3) and two other somewhat ad hoc methods
(Section 4).
A summary of current known bounds for Alon and Mohar’s problem is given
in Table 1. When reflecting upon the gaps between entries in the upper and
lower rows, one should keep in mind that among graphs G of maximum degree
at most d and of girth lying strictly within these gaps, the current best upper
and lower bounds on the extremal value of χ(Gt) are off by only a log d factor
from one another. We would be intrigued to learn of any constructions that
certify lim inft→∞ gt = ∞, or of any upper bound on lim supt→∞(gt + 1)/t
strictly less than 2.
3
t 1 2 3 4 5 6 7 8 9 10 ≥ 11
gt ≥ 3 6 4 6 6 6 6 6 8 6 8
gt + 1 ≤ 4 7 9 11 13 15 17 19 21 23 2t+ 3
Table 1: Bounds on the conjectured critical girth gt (if it exists).
2 An upper bound for graphs without certain cycles
The proof of Theorem 1 relies on the following result due to Alon, Krivele-
vich and Sudakov [1], showing an upper bound on the chromatic number of
a graph whose maximum neighbourhood density is bounded. This result in-
vokes Johannson’s result for triangle-free graphs and is thereby reliant on the
probabilistic method.
Theorem 4 ([1]). For all graphs Gˆ = (Vˆ , Eˆ) with maximum degree at most ∆ˆ
such that for each vˆ ∈ Vˆ there are at most ∆ˆ
2
f
edges spanning N(vˆ), it holds
that χ(Gˆ) = O
(
∆ˆ
log f
)
as ∆ˆ→∞.
Before proving Theorem 1, let us warm up with a proof of Proposition 2.
Proof of Proposition 2. Let G be a graph of maximum degree at most d with no
cycle of length k. Let x be any vertex of G and consider the subgraph G[N(x)]
induced by the neighbourhood of x. It clearly has at most d vertices. Since G
contains no cycle of length k, G[N(x)] contains no path of length k − 2. Thus,
by a result of Erdo˝s and Gallai [3] on the Tura´n number of paths, G[N(x)]
contains at most (k − 3)d/2 edges. By applying Theorem 4 with ∆ˆ = d and
f = 2d/(k − 3), it follows that χ(G) = O (d/ log d) as d → ∞. There are
standard probabilistic examples having arbitrarily large girth that show this
bound to be sharp up to a constant factor, cf. [9, Ex. 12.7].
Proof of Theorem 1. Alon and Mohar [2] showed that χtg(d) = Ω(d
t/ log d) as
d→∞, so it suffices to provide the upper bounds.
Let G be a graph of maximum degree at most d satisfying the required
forbidden cycle conditions. Our plan is to apply Theorem 4 with Gˆ = Gt,
∆ˆ = dt and f = Ω(d), directly obtaining the bound on χ(Gt) we desire. For
the proof of Theorem 1, it remains to show that the number of edges spanning
the neighbourhood of any vertex in Gt is O(d2t−1).
Let x be any vertex of G. Let us denote by Ai = Ai(x) the set of vertices of
G at distance exactly i from x. Clearly, we have that |Ai| ≤
∑i
j=1 |Aj | ≤ d
i for
all i. We want to show that the number of pairs of vertices from
⋃t
i=1Ai that
are within distance t of one another is O(d2t−1). Note that the number of such
pairs with one vertex in Ai, for some i < t, is at most d
t+i ≤ d2t−1. In fact,
we shall show the stronger assertion that the number of paths of length t both
of whose endpoints are within distance t of x is O(d2t−1). Note here that the
number of such paths of length i, for some i < t, is at most dt(d− 1)i < d2t−1.
With the assumption on forbidden cycle lengths in G, we show the following
claims.
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Claim 5. The induced subgraph G[At−1∪At] contains no 6-path x1y1x2y2x3y3x4
such that xi ∈ At−1 for all i.
Claim 6. The induced subgraph G[At∪At+1] contains no 6-path x1y1x2y2x3y3x4
such that xi ∈ At for all i.
Proof of Claim 5. For t = 2, G[A1 ∪ A2] contains no 4-path x1y1x2y2x3 such
that x1, x2, x3 ∈ A1, or else this path together with x forms a cycle of length 6.
So suppose t ≥ 3 and x1y1x2y2x3y3x4 is a 6-path in G[At−1 ∪ At] such
that xi ∈ At−1 for all i. In a breadth-first search tree rooted at x, let a
be the last common ancestor of x1 and x3. If a ∈ Ai for some i < t − 2,
then there is a cycle containing the vertices a, x1, y1, x2, y2, x3 of length
2(t − 1 − i) + 4 ∈ {8, 10, . . . , 2t + 2}. So a ∈ At−2. Similarly, if b is the last
common ancestor of x2 and x4, then b ∈ At−2. If a = b, then ax1y1x2y2x3y3x4a
is a cycle of length 8. Otherwise, ax1y1x2bx4y3x3a is a cycle of length 8. In all
cases we obtain a contradiction to the forbidden cycle conditions. ♦
Proof of Claim 6. For t = 2, suppose that G[A2 ∪ A3] contains a 4-path
x1y1x2y2x3 such that x1, x2, x3 ∈ A2. In a breadth-first search tree rooted at
x, let a be the last common ancestor of x1 and x3. It must be that a = x or
else a together with the 4-path forms a cycle of length 6. Then we consider
the last common ancestors a′ of x1 and x2 and a
′′ of x2 and x3. If neither of
these is x, then xa′x1y1x2a
′′ is a cycle of length 6, a contradiction. Otherwise,
if say a′ is x, then there is a cycle containing x, x1, y1, x2 that has length 6, a
contradiction.
So suppose t ≥ 3 and x1y1x2y2x3y3x4 is a 6-path in G[At ∪At+1] such that
xi ∈ At for all i. We may attempt the same argument as for Claim 5, except
that the last common ancestor a of x1 and x3 may well be in A0, i.e. a = x,
which does not contradict the cycle condition. In this case, we consider the last
common ancestors a′ of x1 and x2 and a
′′ of x2 and x3. If neither of these is
x, then there is a cycle of length 2t + 2 which contains x, a′, x1y1x2 and a
′′, a
contradiction. Otherwise, if say a′ is x, then there is a cycle containing x, x1,
y1, x2 that has length 2t+ 2, a contradiction. So continuing as in the proof of
Claim 5, we obtain a contradiction in all cases. ♦
We can proceed with counting the (ordered) t-paths that join two vertices
within distance t of x. We use the two claims to estimate the number of t-paths
containing particular vertices and edges.
Let us call a vertex u of G a bottleneck of type 1 if u ∈ At and u has at least
four neighbours in At−1. We shall show that the vertices of At−1 are adjacent
to at most 2 bottlenecks of type 1 on average. Indeed, let u′ ∈ At−1 be adjacent
to k ≥ 3 such bottlenecks, call them y1, y2, . . . , yk. Let Y = {y1, . . . , yk} and
U = N(Y )∩At−1\{u
′}. Every vertex of U is adjacent to exactly one bottleneck
of type 1. For otherwise suppose u′′ ∈ U were adjacent to two bottlenecks of
type 1, y ∈ Y and z. Then, using k ≥ 3 and the definition of a bottleneck of
type 1, there would exist a ∈ N(z) ∩ At−1 \ {u
′, u′′}, y′ ∈ Y \ {y, z} and b ∈
N(y′)∩At−1 \{a, u
′, u′′}. And so azu′′yu′y′b would be a 6-path in G[At−1∪At],
a contradiction to Claim 5. Since any bottleneck of type 1 has at least four
neighbours in At−1, it follows that |U | ≥ 3k. We then compute that the average
5
adjacency to bottlenecks of type 1 from {u′} ∪ U is (k + |U |)/(1 + |U |) ≤
1 + (k − 1)/(3k + 1) < 2. Since this accounts for all vertices in At−1 adjacent
to at least three bottlenecks of type 1, we conclude that the overall average
adjacency from At−1 is also at most 2, i.e. the number of bottlenecks of type 1
is at most 2|At−1| < 2d
t−1. The number of t-paths containing a given vertex
is at most (t+ 1)d(d − 1)t−1 (where t+ 1 counts its position within the path);
therefore, the number of t-paths containing a bottleneck of type 1 is at most
2(t+ 1)dt(d− 1)t−1 < 3td2t−1.
Let us call an edge uv of G a bottleneck of type 2 if u ∈ At, v ∈ At+1
and v has at least four neighbours in At. We shall show that the vertices
of At are incident to at most 2 bottlenecks of type 2 on average. Indeed, let
u′ ∈ At be incident to k ≥ 3 such bottlenecks, call them u
′y1, u
′y2, . . . , u
′yk. Let
Y = {y1, . . . , yk} and U = N(Y ) ∩ At \ {u
′}. Every vertex of U is incident to
exactly one bottleneck of type 2. For otherwise suppose u′′ ∈ U were incident to
two bottlenecks of type 2, u′′y with y ∈ Y and u′′z. Then, using k ≥ 3 and the
definition of a bottleneck of type 2, there would exist a ∈ N(z) ∩At \ {u
′, u′′},
y′ ∈ Y \ {y, z} and b ∈ N(y′) ∩ At \ {a, u
′, u′′}. And so azu′′yu′y′b would be a
6-path in G[At ∪ At+1], a contradiction to Claim 6. Since the At+1 endpoint
of any bottleneck of type 2 has at least four neighbours in At, it follows that
|U | ≥ 3k. We then compute that the average incidence to bottlenecks of type 2
from {u′} ∪ U is (k + |U |)/(1 + |U |) ≤ 1 + (k − 1)/(3k + 1) < 2. Since this
accounts for all vertices in ∈ At incident to at least three bottlenecks of type 2,
we conclude that the overall average incidence from At is also at most two,
i.e. the number of bottlenecks of type 2 is at most 2|At| < 2d
t. The number of
t-paths containing a given edge is at most t(d− 1)t−1; therefore, the number of
t-paths containing a bottleneck of type 2 is at most 2dtt(d− 1)t−1 < 2td2t−1.
Let us call an edge uv of G a bottleneck of type 3 if u, v ∈ At. By Claim 6,
G[At] contains no 6-path, and so by the result of Erdo˝s and Gallai [3] it has at
most 2.5|At| < 2.5d
t edges. We can thus conclude that the number of t-paths
containing a bottleneck of type 3 is at most 2.5dtt(d− 1)t−1 < 3td2t−1.
Now we concentrate on t-paths having both endpoints in At and containing
no bottleneck of any type. Let x0x1 · · · xt be such a t-path. So x0 and xt
are in At and are not bottlenecks of type 1, and no xixi+1 is a bottleneck of
type 2 or 3. Since x0x1 is not a bottleneck of type 3, there are two possibilities:
x1 ∈ At−1 or there is some i ∈ {1, . . . , t−1} such that xi ∈ At+1 and xi+1 ∈ At.
In the first case, since x0 is not a bottleneck of type 1, there are at most three
choices for x1 and at most (d− 1)
t−1 choices for the remainder of the path. In
the second case, there are t− 1 choices for i, there are at most three choices for
xi+1 given xi since xixi+1 is not a bottleneck of type 2, and there are at most
(d− 1)t−1 choices for the rest of the path. Together with the at most dt choices
for x0, we combine the case considerations to conclude that the total number
of choices for the path x0x1 · · · xt is at most d
t(3+3(t−1))(d−1)t−1 < 3td2t−1.
Overall, the number of pairs of vertices from
⋃t
i=1Ai that are within distance
t of one another is at most (2+ 11t)d2t−1. As x was arbitrary, this implies that
the number of edges spanning the neighbourhood of any vertex in Gt is at
most (2 + 11t)d2t−1. An application of Theorem 4 to Gt with f = d/(2 + 11t)
completes the proof.
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(0, 0, 0)
(0, 0, 1)
(0, 1, 0)
(0, 1, 1)
(1, 0, 0)
(1, 0, 1)
(1, 1, 0)
(1, 1, 1)
U (0) U (1) U (2) U (0)
Figure 1: A schematic for the Hamming-type circular construction G2 for t = 3
and d = 4.
3 Circular constructions
In this section, we describe some constructions based on a natural “circular
unfolding” of the Hamming graph, or of the De Bruijn graph. We first give
basic versions that have weaker girth properties but provide intuition, and we
develop these further later.
Proposition 7. For all positive t and all even d, there is a graph G of maximum
degree d such that χ(Gt) ≥ dt/2t. Moreover, G can be chosen to have girth 4 if
t /∈ {1, 3} as well as bipartite if t is even.
Proof. Of course, the t-dimensional De Bruijn graph on d/2 symbols already
certifies the first part of the statement, but we give two other constructions that
satisfy the second part of the statement. Thus hereafter we can assume t ≥ 2.
For both constructions, the vertex set is V = ∪t−1i=0U
(i) where each U (i) is a copy
of [d/2]t, the set of ordered t-tuples of symbols from [d/2] = {1, . . . , d/2}.
A De Bruijn-type construction. We define G1 = (V,E1) as follows. For all
i ∈ {0, . . . , t−1}, we join an element (x
(i)
0 , . . . , x
(i)
t−1) of U
(i) and an element
(x
(i+1 mod t)
0 , . . . , x
(i+1 mod t)
t−1 ) of U
(i+1 mod t) by an edge if the latter is a left
cyclic shift of the former, i.e. if x
(i+1 mod t)
j = x
(i)
j+1 for all j ∈ {0, . . . , t−2}
(and x
(i)
0 , x
(i+1 mod t)
t−1 are arbitrary from [d/2]).
A Hamming-type construction. We define G2 = (V,E2) as follows. For all
i ∈ {0, . . . , t−1}, we join an element (x
(i)
0 , . . . , x
(i)
t−1) of U
(i) and an element
(x
(i+1 mod t)
0 , . . . , x
(i+1 mod t)
t−1 ) of U
(i+1 mod t) by an edge if the t-tuples agree
on all symbols except possibly at coordinate i, i.e. if x
(i+1 mod t)
j = x
(i)
j for
all j ∈ {0, . . . , t− 1} \ {i} (and x
(i)
i , x
(i+1 mod t)
i are arbitrary from [d/2]).
See Figure 1 for a schematic of G2.
In both constructions, the maximum degree into U (i+1 mod t) from a vertex in
U (i) is d/2 and the same is true from U (i+1 mod t) into U (i), so both constructions
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have maximum degree d overall. In both constructions, for any pair of elements
in U (0) there is a path between them of length at most t, one that passes through
every U (i), either by a sequence of t cyclic shifts or a sequence of t one-symbol
changes. Therefore, the induced subgraphs G1
t[U (0)] and G2
t[U (0)] are both
cliques, implying that χ(G1
t) ≥ |U (0)| = dt/2t and similarly for G2. As these
constructions are composed of bipartite graphs connected in sequence around
a cycle of length t, G1 and G2 are of girth 4 if t 6= 3 and are bipartite if t is
even. This ends the proof.
To proceed further with this circular construction to obtain one with higher
girth, we certainly have to handle the (many) cycles of length 4 that span only
two consecutive parts U (i) and U (i+1 mod t). We do this essentially by substi-
tuting a subsegment U (i), U (i+1 mod t), . . . , U (i+k mod t) with a sparse bipartite
structure having good distance properties. Some of the most efficient such
sparse structures arise from finite geometries, generalised polygons in particu-
lar. We base our substitution operation on these structures, and therefore find
it convenient to encapsulate the properties most relevant to us in the following
definition.
We say a balanced bipartite graph H = (V = A ∪ B,E) with parts A and
B, |A| = |B|, is a good conduit (between A and B) with parameters (τ,∆, γ, c)
if it has girth γ, it is regular of degree ∆, there is a path of length at most τ
between any a ∈ A and any b ∈ B, and moreover |A| (and so also |B|) is of
maximum possible order Θ(∆τ ) such that |A| ≥ c∆τ .
The following good conduits are useful in our constructions, because of
their relatively high girth. The balanced complete bipartite graph K∆,∆ is a
good conduit with parameters (1,∆, 4, 1). Let q be a prime power. The point-
line incidence graph Qq of a symplectic quadrangle with parameters (q, q) is a
good conduit with parameters (3, q + 1, 8, 1). The point-line incidence graph
Hq of a split Cayley hexagon with parameters (q, q) is a good conduit with
parameters (5, q+1, 12, 1). We have intentionally made specific classical choices
of generalised polygons here, cf. [10], partly because we know they are defined
for all prime powers q and partly for symmetry considerations described later.
We remark that no generalised octagon with parameters (q, q) exists and no
generalised n-gons for any other even value of n exist [4].
We are now prepared to present the main construction of the section. This
is a generalisation of G2. (It is possible to generalise G1 in a similar way.)
Theorem 8. Let t =
∑λ−1
i=0 τi for some positive odd integers τi and λ ≥ 2. Let
d be even. Suppose that for every i there is a good conduit Hi with parameters
(τi, d/2, γi, ci). Then there is a graph G of maximum degree d such that χ(G
t) ≥
(
∏λ−1
i=0 ci)d
t/2t and its girth satisfies girth(G) ≥ min{λ, 8,mini γi}. Moreover,
G is bipartite if and only if t is even.
After the proof, we show how to modify the construction in certain cases to
mimic the inclusion of good conduits with τ parameter equal to 2 (note that
good conduits with even τ are precluded from the definition), to increase the
girth of G, or to improve the bound on χ(Gt).
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Proof of Theorem 8. For every i, let Hi = (Vi = Ai ∪ Bi, Ei) be the assumed
good conduit with parameters (τi, d/2, γi, ci). Write Ai = {a
i
1, . . . , a
i
ni
} and
Bi = {b
i
1, . . . , b
i
ni
}. By the definition of Hi, ni ≥ cid
τi/2τi .
We define G = (V,E) as follows. The vertex set is V = ∪λ−1i=0 U
(i) where
each U (i) is a copy of
∏λ−1
j=0 [nj], the set of ordered λ-tuples whose j
th coordi-
nate is a symbol from [nj ] = {1, . . . , nj}. For all i ∈ {0, . . . , λ− 1}, we join an
element (x
(i)
0 , . . . , x
(i)
λ−1) of U
(i) and an element (x
(i+1 mod λ)
0 , . . . , x
(i+1 mod λ)
λ−1 ) of
U (i+1 mod λ) by an edge only if the λ-tuples agree on all symbols except possibly
at coordinate i, in which case we use Hi and its ordering as a template for ad-
jacency. More precisely, join (x
(i)
0 , . . . , x
(i)
λ−1) and (x
(i+1 mod λ)
0 , . . . , x
(i+1 mod λ)
λ−1 )
by an edge of G if x
(i)
j = x
(i+1 mod λ)
j for all j ∈ {0, . . . , λ− 1} \ {i} and there is
an edge in Hi joining a
i
x
(i)
i
and bi
x
(i+1 mod λ)
i
. Clearly G is bipartite if and only if
λ is even, which holds if and only if t is even.
Since Hi has maximum degree d/2, the degree into U
(i+1 mod λ) from a
vertex in U (i) is at most d/2 (with respect to the edges added between U (i)
and U (i+1 mod λ)) and the same is true from U (i+1 mod λ) into U (i), so overall G
has maximum degree d. Between any pair of elements in U (0), there is a path
of length at most t =
∑λ−1
i=0 τi passing through every U
(i), which changes the
symbol at coordinate i via a path of length at most τi in the subgraph induced
by U (i) and U (i+1 mod λ). It follows that the induced subgraph Gt[U (0)] is a
clique, and so χ(Gt) ≥ |U (0)| =
∏λ−1
i=0 ni ≥
∏λ−1
i=0 cid
τi/2τi = (
∏λ−1
i=0 ci)d
t/2t.
All that remains is to establish the girth of G. For the statement we essen-
tially only need to consider cycles of length 7 or less, whose winding number
with respect to the cycle U (0)U (1) · · ·U (λ)U (0) is 0. Such cycles are of even
length, so we only need to consider lengths 4 and 6. We do not need to consider
the cycles that only go back and forth between U (i) and U (i+1 mod λ) (only along
the edges added between U (i) and U (i+1 mod λ)), for such cycles are accounted
for by the mini γi term. So, for cycles of length 4 of winding number 0, without
loss of generality we need only consider one that proceeds in order through U (0),
U (1), U (2), and then back through U (1) to U (0), written as u(0)u(1)u(2)v(1)u(0).
By construction, the λ-tuples u(0), u(1), v(1) share all but their zeroth coordi-
nate symbols and the tuples u(2), u(1), v(1) share all but their first coordinate;
however, this implies that u(1) and v(1) are the same tuple in U (1), a contra-
diction. For cycles of length 6 that, say, proceed in order through U (0), U (1),
U (2), U (3) and back, we argue in a similar fashion as for length 4 to obtain a
contradiction. The remaining case (for winding number 0) is a cycle of length
6 that is, without loss of generality, of the form u(0)u(1)u(2)v(1)v(2)w(1)u(0). By
construction, the tuples u(0), u(1), w(1) share all but their zeroth coordinate
symbols and the tuples v(2), v(1), w(1) share all but their first coordinate as do
u(2), u(1), v(1); however, this implies that u(1) and w(1) are the same tuple in
U (1), a contradiction. This concludes our determination of the girth of G.
We remark that cycles of length 8 may well occur, for instance when the
same good conduit H is used two times consecutively. In particular, supposing
H is used from U (0) to U (1) to U (2) and a1b2a3 and b4a5b6 are two 2-paths in H,
then (4, 1, . . .)(1), (4, 2, . . .)(2), (4, 3, . . .)(1), (5, 3, . . .)(0), (6, 3, . . .)(1), (6, 2, . . .)(2),
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Figure 2: An illustration of P2 together with its mirror.
(6, 1, . . .)(1), (5, 1, . . .)(0), (4, 1, . . .)(1) represents an 8-cycle in the construction.
In two of the small values for t (namely, 4 or 7), we cannot apply the
construction of Theorem 8 without a modification. The intuition is to include
another sparse structure with good distance properties, that is, the point-line
incidence graph Pq of the projective plane PG(2, q), for q a prime power. This
is a bipartite graph (V = A ∪ B,E) of girth 6, that is regular of degree q + 1,
has a 2-path between a and a′ for any a, a′ ∈ A (and similarly a 2-path between
b and b′ for any b, b′ ∈ B), and has |A| = |B| = q2 + q + 1. The graph Pd−1
certifies χ26(d) & d
2 if d− 1 is a prime power; moreover, since the gap between
two successive primes p and p′ is o(p) [5], the inequality holds for all d as d→∞.
The graph Pq has properties similar to what we might require for a good
conduit having parameter τ = 2, except that it connects vertices in the same
part. One solution to this parity issue is to “unfold a mirror of Pq”, that is,
add a disjoint copy of one of its parts with the same adjacencies as the original,
so that the conduit is between the vertices of two copies of the same part. See
Figure 2 for an illustration of P2 together with its mirror, denoted by −P2.
Directly, however, this creates cycles of length 4 (from vertices of degree 2),
so we need to segregate the embedding of Pq and its mirror (i.e. Pq with A and
B switched). More precisely, suppose that we want to use Pq as a template for
the edges between U (0) and U (1) (as in the construction of G in Theorem 8).
For this, we change symbols (chosen from [q2+ q+1]) at the zeroth coordinate
in one step according to Pq between U
(0) and U (1), and change the zeroth
coordinate in a second step according to the mirror of Pq but later in the cycle,
say by adding a new part U ′(0) after U (2) in the cycle and adding edges between
U (2) and U ′(0) according to the mirror of Pq. Although this adds one more
part to the cycle of U (j)s, it avoids cycles in G of length 4 and appropriately
mimics the distance properties of a good conduit with parameter τ = 2. We
can also interleave when we want to embed Pq and its mirror for two or three
coordinates.
In all, the girth we obtain for this modification of Theorem 8 satisfies
girth(G) ≥ min{λ + ι, 6,mini γi}, where ι = |{i|τi = 2}| ≥ 1, provided that
λ ≥ 3 if ι = 1.
For t ≥ 6, it is possible to improve on the construction in Theorem 8 either
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in terms of the girth of G or χ(Gt) by applying a similar modification as above
but instead to good conduits. In particular, we can “unfold” Qq or Hq into
three copies (one of which is mirrored), or possibly five copies (two of which
are mirrored) in the case of Hq, and distribute the embeddings of these copies
around the cycle, doing this for all coordinates. By unfolding into an odd num-
ber (≤ τ) of parts, the distance properties of the construction are unhindered.
If these embeddings are interleaved so that no two embeddings of the same
coordinate are at distance at most 1 in the cycle U (0)U (1) · · ·U (λ)U (0), then the
same analysis for girth at the end of the proof of Theorem 8 applies. If they are
interleaved so that no two embeddings of the same coordinate are at distance
0, then cycles of length 4 do not occur but cycles of length 6 may well occur.
Furthermore, when all of the coordinates are unfolded into the same number
(three or five) of copies and these are distributed evenly so that each segment
of length λ contains exactly one embedding for each coordinate, and the good
conduits satisfy a symmetry condition (self-duality) that we describe formally
in Section 4, then U (0) ∪ U (λ) ∪ U (2λ) ∪ · · · induces a clique in the t-th power,
increasing the bound on χ(Gt) (by a factor 3 or 5).
The above modifications do not affect the parity of the main cycle, so we
still have that the construction is bipartite if and only if t is even. We shall
describe a few further special improvements upon Theorem 8 within the proof
of Theorem 3.
4 Cliques in Gt from good conduits
Good conduits of parameters (τ,∆, γ, c) are themselves very nearly cliques in
the τ th power and indeed there are two simple ways to modify them to create
such cliques. This yields better bounds for χtg(d) in a few situations when
t ∈ {3, 5}.
The first idea is to contract a perfect matching, thereby merging the parts.
Proposition 9. Let H be a good conduit of parameters (τ,∆, γ, c) and let A =
{a1, . . . , an}, B = {b1, . . . , bn} be a matching ordering of H. The graph µ(H),
which we call the matching contraction of H, formed from H by contracting
every edge aibi, i ∈ {1, . . . , n} and ignoring any duplicate edges satisfies the
following properties: µ(H) has maximum degree 2∆ − 2, girth at least γ/2,
n(≥ c∆τ ) vertices, and between every two vertices in µ(H) there is a path of
length at most τ .
Proof. The statements about the maximum degree and number of vertices are
trivial to check. That every pair of vertices is joined by a τ -path follows from
the distance properties of H as a good conduit. Let {v1, . . . , vn} be an ordering
of the vertices such that vi corresponds to the contracted edge aibi for every
i ∈ {1, . . . , n}. For the girth, suppose C = vi0vi1 · · · viℓvi0 is a cycle of length
ℓ in µ(H). Then, for every j ∈ {1, . . . , ℓ}, either aijbij+1 mod ℓ or aij+1 mod ℓbij is
an edge of H. Moreover, every aijbij is an edge of H, so by also including at
most ℓ such edges, we obtain a cycle of length at most 2ℓ in H. So girth(H) ≤
2 girth(µ(H)), as required.
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It is worth noting that the conclusion of the last proposition gives a lower bound
on the output girth (of γ/2); however, it is conceivable that with a suitable
matching ordering the girth could be made higher (namely, up to 3γ/4 − 1),
but we have not yet pursued this further.
The second idea is to connect good conduits with parameter τ end-to-end
around a cycle of length τ . In order to do so, we need that the input good
conduit is symmetric. More precisely, we say a good conduit between A and B
is self-dual if there is a bijection σ : A → B such that the mapping for which
every element a ∈ A is mapped to σ(a) and every element b ∈ B is mapped
to σ−1(b) is an automorphism of the graph. In other words, a self-dual good
conduit has an embedding such that it is isomorphic to its mirror. Note that
this corresponds to the notion of self-duality in generalised polygons, so every
self-dual generalised polygon gives rise to a self-dual good conduit. It is known
that Qq, resp. Hq, is self-dual when q is a power of 2, resp. of 3, cf. [10].
Proposition 10. Let H be a self-dual good conduit of parameters (τ,∆, γ, c)
for τ ≥ 3. The graph ψ(H), which we call an H-cycle of length τ , formed by
connecting τ copies of H end-to-end in a cycle with vertices identified according
to the self-duality bijection for H, is regular of degree 2∆, has girth min{τ, 4},
has τn(≥ τc∆τ ) vertices, and between every two vertices in ψ(H) there is a
path of length at most τ .
Proof. The statements about the maximum degree and number of vertices are
trivial to check. There are cycles of length 4 spanning three parts due to the
symmetry of H. There are no triangles unless τ = 3. By the self-duality of H,
there is a τ -path between every pair of vertices in the same part by traversing
through exactly one full revolution of the cycle. Moreover, by the parity of τ
together with the self-duality of H, any two vertices in different parts are joined
by a τ -path possibly by changing directions several times along the cycle.
5 Summary and conclusion
Let us tie things together for Theorem 3 before proposing further possibilities.
Proof of Theorem 3. Table 2 explicitly indicates which construction from Sec-
tion 3 or 4 is used in each lower bound for χtg(d) listed in Theorem 3. In the
table, we have used the following notation. The largest prime power not ex-
ceeding d/2− 1 is denoted q, so that 2q + 2 ∼ d as d→∞. The inequalities in
rows involving q hold for all d as d→∞ since the gap between two successive
primes p and p′ is o(p) [5]. The mirror of a graph G is denoted by −G. We
have written (G0
α0 , . . . , Gλ−1
αλ−1) for the circular construction as described in
Section 3, with the adjacencies between U (i) and U (i+1 mod λ) defined according
to Gi along the αi-th coordinate. Bracketed factors 3 and 5 in the lefthand
column require self-duality and are not necessarily valid for all values of d as
d→∞, as we describe below.
In the row for t = 4 and girth 6 we use a subgraph of the circular construc-
tion. It has vertex set U (0) ∪U (1) ∪U (2), with the edges between U (0) and U (1)
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Bound Construction that certifies the bound
χ26(d) & d
2 Pq′ , with q
′ the largest prime power at most d+ 1
χ33(d) & 3d
3/23 A Qq′-cycle of length 3, with q
′ the largest power of 2
at most d/2 − 1
χ34(d) & d
3/23 A matching contraction of Qq
χ44(d) & 2d
4/24
(
Pq
0,−Pq
0,Pq
1,−Pq
1
)
χ46(d) & d
4/24 A “non-circular”
(
Pq
0,Pq
1
)
(see proof)
χ54(d) & 5d
5/25 An Hq′-cycle of length 5, with q
′ the largest power of 3
at most d/2 − 1
χ56(d) & d
5/25 A matching contraction of Hq
χ66(d) & (3)d
6/26
(
Qq
0,Qq
1
)
, each coordinate unfolded into three copies
χ76(d) & 2d
7/27
(
Qq
0,Pq
1,−Qq
0,−Pq
1,Pq
2,Qq
0,−Pq
2
)
χ86(d) & (3)d
8/28
(
Qq
0,Hq
1
)
, each coordinate unfolded into three copies
χt8(d) & (3)d
t/2t,
t = 9 or t ≥ 11
A circular construction with at least three τj’s chosen
from {3, 5} such that they sum to t, each coordinate
unfolded into three copies
χ106 (d) & (5)d
t/2t A circular construction composed of two Hq’s, each co-
ordinate unfolded into five copies
χt8(d) & (5)d
t/2t,
t ≥ 15, 5|t
A circular construction composed only of Hq’s, each
coordinate unfolded into five copies
Table 2: A list of constructions used in the proof of Theorem 3.
embedded according to Pq along the zeroth coordinate (as in the circular con-
struction), and edges between U (1) and U (2) embedded according to Pq along
the first coordinate. There are no edges between U (0) and U (2). By the same
arguments used for the circular construction, we conclude that the girth of the
graph is 6. Moreover, the distance properties of Pq ensure that U
(1) induces a
clique in the fourth power.
In the row for t = 4 and girth 4, we have an additional factor 2, which is
justified with the observation that U (0) ∪ U (2) induces a clique in the fourth
power. This holds similarly for U (0) ∪ U (1) in the row for t = 7.
For the third-to-last row, it is easily checked that, if t = 9 or t ≥ 11, then
t is expressible as a sum of at least three terms in {3, 5}, so that the circular
construction as per Theorem 8 need only be composed using Qq’s and Hq’s.
Then, as described at the end of Section 3, we can unfold each coordinate
into three copies, distributed evenly around the cycle, to achieve a girth 8
construction. Optionally, if we use Qq2 and Hq3 , where q2 is a power of 2 and
q3 is a power of 3 , then the use of self-dual embeddings ensures that we can
freely change direction around the main cycle so that U (0)∪U (λ)∪U (2λ) induces
a clique in the t-th power. By choosing q2 and q3 of similar magnitude (say, by
using arbitrarily fine rational approximations of log2 3), we see that the factor
3 improvement in the inequality holds for infinitely many d. This also explains
the girth 6 constructions for t = 6 and t = 8. A similar argument, where we
instead unfold each coordinate into five copies, applies for the last two rows.
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Our work is a first systematic attempt at the problem of Alon and Mohar,
although their conjecture — which says for every positive t there is a critical
girth gt such that χ
t
gt
(d) = Θ(dt) and χtgt+1(d) = Θ(d
t/ log d) — remains wide
open. Because of the reliance upon incidence structures, it seems unlikely that
our methods or similar ones could produce constructions of girth higher than
12 or 16. We suspect though that gt exists and is linear in t. Irrespective of the
existence or value of gt, we conjecture the following in relation to Theorem 1.
Conjecture 11. The largest possible value of the chromatic number χ(Gt) of
Gt, taken over all graphs G of maximum degree at most d containing as a
subgraph no cycle of length 2t+ 2 is Θ(dt/ log d) as d→∞.
In [7], an edge-colouring version of Alon and Mohar’s problem was proposed
and studied. This is related to a well-known conjecture of Erdo˝s and Nesˇetrˇil,
and to frequency allocation problems in ad hoc wireless networks. Techniques
in the present paper carry over similarly, but we defer this to follow up work.
Determination of the extremal value of χt3(d) up to a 1 + o(1) factor as
d→∞ is very enticing and is closely related to the degree diameter problem.
Another interesting problem: what is the smallest possible value of the
stability number α(Gt) of Gt, taken over all graphs G of maximum degree at
most d and girth at least g? To our knowledge, this natural extremal problem
has not been extensively studied thus far.
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