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Abstract
In this note we analyze the relationship between the properties of von Neumann-Morgenstern
utility functions and expected utility functions. More precisely, we investigate which of the regularity
and concavity assumptions usually imposed on the latter transfer to the former and vice versa. In
particular we obtain that, in order for the expected utility functions to fulfill such classical properties,
it is enough to assume them for the von Neumann-Morgenstern utility functions.
Let G = C(S + 1), where C ≥ 1 is the number of commodities and S ≥ 1 is the number of possible
states of the world tomorrow. Household’s preferences are represented by a utility function U : RG++ → R.
According to [1] that utility function is named “expected utility function” when it has the following form
U(x) =
S∑
s=1
asu(x0, xs), (1)
where as ∈ (0, 1),
S∑
s=1
as = 1 and u : R
2C
++ → R is the so-called “von Neumann-Morgenstern utility
function”. See also [2], Chapter 6, for a discussion on the terminology.
Classical assumptions on utility functions are as follows1
U ∈ C2(RG++); (2)
for every x ∈ RG++, DU(x) >> 0 ; (3)
for every v ∈ RG \ {0} and x ∈ RG++, v D
2U(x) v < 0 ; (4)
for every x ∈ RG++,
{
x ∈ RG++ : U(x) ≥ U(x)
}
is closed in the topology of RG, (5)
with x = (x0, x1, . . . , xS) ∈ R
G
++ and xi ∈ R
C
++, for i ∈ {0, 1, . . . , S} .
Our aim is that of understanding what are the assumptions to impose on u in order for U in (1) to satisfy
(2)-(5). In particular, we will prove that if u satisfies the analogue of (2)-(5) on R2C++, i.e.,
u ∈ C2(R2C++); (6)
for every x ∈ R2C++, Du(x) >> 0 ; (7)
for every w ∈ R2C \ {0} and x ∈ R2C++, w D
2u(x)w < 0 ; (8)
for every x ∈ R2C++,
{
x ∈ R2C++ : u(x) ≥ u(x)
}
is closed in the topology of R2C , (9)
then U in (1) fulfills (2)-(5). Actually, for sake of completeness, we investigate the converse implication,
too, obtaining the next result:
∗Many thanks to Michele Gori for suggesting me this interesting problem and for his helpful comments and suggestions.
1For every positive integer M, given v = (v1, . . . , vM ), w = (w1, . . . , wM ) ∈ R
M , we write v ≫ w if vi > wi, for each
i ∈ {1, . . . ,M}.
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Theorem 1. Let us assume that u : R2C++ → R is lower unbounded and U : R
G
++ → R is as in (1). Then
U satisfies (2)-(5) if and only if u fulfills (6)-(9).
Along the course of the proof of Theorem 1, we will use the following result:
Proposition 2. Let F : RM++ → R be continuous and lower unbounded. Then
F (x[n])→ −∞, ∀{x[n] : n ∈ N} ⊆ RM++, x
[n] → ∂RM++
if and only if
for every x ∈ RM++,
{
x ∈ RM++ : F (x) ≥ F (x)
}
is closed in the topology of RM .
Proof. ⇒: Assume by contradiction that F (x[n])→ −∞, ∀{x[n] : n ∈ N} ⊆ RM++, x
[n] → ∂RM++ but there
exists x ∈ RM++ such that S(x) =
{
x ∈ RM++ : F (x) ≥ F (x)
}
is not closed in the topology of RM . Then
there exists a sequence (x̂[n])n in S(x) converging to a certain x
∗ /∈ S(x). This means that x∗ ∈ ∂RM++
or F (x∗) < F (x). The latter possibility is however prevented by the continuity of F. Then it has to be
x∗ ∈ ∂RM++. As a consequence x̂
[n] → x∗ ∈ ∂RM++ and thus F (x̂
[n]) → −∞, but this is impossible as
F (x̂[n]) ≥ F (x), for any n ∈ N.
⇐: Assume by contradiction that for every x ∈ RM++, S(x) is closed in the topology of R
M but there
exists {x̂[n] : n ∈ N} ⊆ RM++, x̂
[n] → ∂RM++ with F (x̂
[n]) 6→ −∞. This means that
∃K > 0 : ∀n¯ ∈ N, ∃n ≥ n¯ with F (x̂[n]) > −K. (10)
As F is lower unbounded, there exists x∗ ∈ RM++ such that F (x
∗) = −K. But then S(x∗) is not closed
in the topology of RM . Indeed, for a subsequence of (x̂[n])n as in (10), that we still denote by (x̂
[n])n, it
holds that F (x̂[n]) > −K = F (x∗), and thus (x̂[n])n is in S(x
∗). However, x̂[n] → ∂RM++ and so its limit
point does not belong to S(x∗). The contradiction is found.
Proof of Theorem 1. About (6)⇒(2), it is immediate to see that if u is C2 on R2C++, then U has the same
property on RG++.
Vice versa, as
u(x0, x1) = a1u(x0, x1) + · · ·+ aS−1u(x0, x1) +
(
1−
S−1∑
s=1
as
)
u(x0, x1) = U(x0, x1, . . . , x1), (11)
if U ∈ C2(RG++), then u ∈ C
2(R2C++) and thus (2)⇒(6).
It is straightforward to see that if u fulfills (7) then U in (1) satifies (3), as
DU(x0, x1, . . . , xS) =
(
S∑
s=1
asDx0u(x0, xs), a1Dx1u(x0, x1), . . . , aS DxSu(x0, xS)
)
, (12)
where Dxiu(x0, xs) denotes the partial Jacobian of u(x0, xs) with respect to xi, for i ∈ {0, s} and s ∈
{1, . . . , S}.
The implication (3)⇒(7) follows again by (11), as
Du(x, y) = DU(x, y, . . . , y) = (Dx0U(x, y, . . . , y), Dx1U(x, y, . . . , y) + · · ·+DxSU(x, y, . . . , y)), (13)
where, for U(x0, x1, . . . , xS), we have set DxsU(x, y, . . . , y) = DxsU(x0, x1, . . . , xS)|(x,y,...,y), with s ∈
{0, . . . , S} .
Let us turn to (8)⇒(4). The computations of D2u(x0, xs), with s ∈ {1, . . . , S}, and D
2U(x0, x1, . . . , xS)
are as follows2:
D2u(x0, xs) =
 D2x0,x0u(x0, xs) D2x0,xsu(x0, xs)
D2x0,xsu(x0, xs) D
2
xs,xs
u(x0, xs)
 (14)
2Notice that throughout the note, since (2) and (6) hold true, we use Schwarz Lemma when computing the partial
Hessians of u and U.
2
and D2U(x0, x1, . . . , xS) =
S∑
s=1
as D
2
x0,x0
u(x0, xs) a1D
2
x0,x1
u(x0, x1) a2D
2
x0,x2
u(x0, x2) . . . aS D
2
x0,xS
u(x0, xS)
a1D
2
x0,x1
u(x0, x1) a1D
2
x1,x1
u(x0, x1) 0 . . . 0
a2D
2
x0,x2
u(x0, x2) 0 a2D
2
x2,x2
u(x0, x2) 0
...
...
. . .
aS D
2
x0,xS
u(x0, xS) 0 . . . 0 aS D
2
xS,xS
u(x0, xS)

(15)
where D2xi,xju(x0, xs) denotes the partial Hessian of u(x0, xs) with respect to xi and xj , for i, j ∈ {0, s}
and s ∈ {1, . . . , S}.
Since u : R2C++ → R satisfies (8), for any w = (w0, ws) ∈ R
2C \ {0} and (x, y) ∈ R2C++, wD
2u(x, y)w < 0,
i.e., using (14),
w0D
2
x0,x0
u(x, y)w0 + 2w0D
2
x0,xs
u(x, y)ws + wsD
2
xs,xs
u(x, y)ws < 0, (16)
where, for u(x0, xs), we have set D
2
xi,xj
u(x, y) = D2xi,xju(x0, xs)|(x,y), for i, j ∈ {0, s} and s ∈ {1, . . . , S} .
We want to prove that U : RG++ → R fulfills (4), i.e., for any v = (v0, v1, . . . , vS) ∈ R
G \ {0} and
(x0, x1, . . . , xS) ∈ R
G
++,(
v0
(
S∑
s=1
as D
2
x0,x0
u(x0, xs)
)
+ v1a1D
2
x0,x1
u(x0, x1) + · · ·+ vSaSD
2
x0,xS
u(x0, xS)
)
v0+(
v0a1D
2
x0,x1
u(x0, x1) + v1a1D
2
x1,x1
u(x0, x1)
)
v1+
...(
v0aSD
2
x0,xS
u(x0, xS) + vSaSD
2
xS,xS
u(x0, xS)
)
vS < 0,
(17)
where we have used (15). Rewriting (17) as
a1
(
v0D
2
x0,x0
u(x0, x1)v0 + 2v0D
2
x0,x1
u(x0, x1)v1 + v1D
2
x1,x1
u(x0, x1)v1
)
+
...
aS
(
v0D
2
x0,x0
u(x0, xS)v0 + 2v0D
2
x0,xS
u(x0, xS)vS + vSD
2
xS,xS
u(x0, xS)vS
)
< 0,
(18)
it is immediate to see that the desired property follows by (16), choosing w = (v0, vs) and (x, y) = (x0, xs),
with s ∈ {1, . . . , S} . 3
Vice versa, let us assume that U : RG++ → R in (1) fulfills (4) and let us show that u : R
2C
++ → R satisfies
(8). Using (11) and (13), we get that
D2u(x, y) = D2U(x, y, . . . , y) =
D2x0,x0U(x, y, . . . , y)
∑
s∈{1,...,S}
D2x0,xsU(x, y, . . . , y)
∑
s∈{1,...,S}
D2x0,xsU(x, y, . . . , y)
∑
i,j∈{1,...,S}
D2xi,xjU(x, y, . . . , y)

(19)
where, for U(x0, x1, . . . , xS), we have set D
2
xi,xj
U(x, y, . . . , y) = D2xi,xjU(x0, x1, . . . , xS)|(x,y,...,y), with
i, j ∈ {0, . . . , S} .
3Actually, in order to employ (8), we should know that, for s ∈ {1, . . . , S}, (v0, vs) is a nonnull vector, since otherwise the
left hand-side in (16) would be equal to 0. However, since v = (v0, v1, . . . , vS) ∈ R
G\{0}, at least one in {(v0, v1), . . . , (v0, vS)}
is nonnull and this is sufficient to conclude that (18) holds true.
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Since U : RG++ → R in (1) fulfills (4), for any v = (v0, v1, . . . , vS) ∈ R
G \ {0} and (x0, x1, . . . , xS) ∈ R
G
++,
v D2U(x0, x1, . . . , xS) v < 0, i.e., ∑
i,j∈{0,...,S}
viD
2
xi,xj
U(x0, x1, . . . , xS)vj < 0. (20)
Using (19), we rewrite (8) as follows: for any w = (z, t) ∈ R2C \ {0} and (x, y) ∈ R2C++,
zD2x0,x0U(x, y, . . . , y)z + 2 z
S∑
s=1
D2x0,xsU(x, y, . . . , y) t+ t
∑
i,j∈{1,...,S}
D2xi,xjU(x, y, . . . , y) t < 0. (21)
But that comes by (20), choosing v = (z, t, . . . , t) and (x0, x1, . . . , xS) = (x, y, . . . , y).
Let us now assume that the continuous and lower unbounded function u : R2C++ → R satisfies (9) and we
prove that U in (1) fulfills (5). Applying Proposition 2 to u, we find that u(x
[n]
0 , x
[n]
s ) → −∞, for any
sequence {(x
[n]
0 , x
[n]
s ) : n ∈ N} ⊆ R2C++, (x
[n]
0 , x
[n]
s )→ ∂R2C++, for s ∈ {1, . . . , S}. We are going to check that
U in (1) satisfies the following property
U(x
[n]
0 , x
[n]
1 , . . . , x
[n]
S )→ −∞, ∀{(x
[n]
0 , x
[n]
1 , . . . , x
[n]
S ) : n ∈ N} ⊆ R
G
++, (x
[n]
0 , x
[n]
1 , . . . , x
[n]
S )→ ∂R
G
++, (22)
so that, by Proposition 2, we can conclude that U fulfills (5), as desired. Notice that if u is continuous and
lower unbounded, then U displays the same properties and thus it is in fact possible to apply Proposition
2 to that function. Let (x
[n]
0 , x
[n]
1 , . . . , x
[n]
S )n be a sequence in R
G
++ tending to ∂R
G
++. Then x
[n]
s¯ → ∂R
C
++,
for at least one s¯ ∈ {0, 1, . . . , S + 1}. If s¯ ∈ {1, . . . , S}, then u(x
[n]
0 , x
[n]
s¯ ) → −∞. If instead s¯ = 0, then
u(x
[n]
0 , x
[n]
s )→ −∞, for every s ∈ {1, . . . , S}. In both cases, U(x
[n]
0 , x
[n]
1 , . . . , x
[n]
S )→ −∞ because it is the
sum of terms tending to −∞ plus, by the continuity of u, bounded quantities (if any). Condition (22) is
thus checked.
The implication (5)⇒(9) follows by (11), applying again Proposition 2 to U and u. 
We end this note investigating what happens if we replace (4) and (8) with the weaker conditions
for every v ∈ RG \ {0} and x ∈ RG++, DU(x) v = 0 implies v D
2U(x) v < 0 (23)
and
for every w ∈ R2C \ {0} and x ∈ R2C++, Du(x)w = 0 implies wD
2u(x)w < 0, (24)
respectively.
We notice that an argument similar to the one used in the proof of Theorem 1 to check that (4)⇒(8) also
shows that if U : RG++ → R in (1) satisfies (23) then u : R
2C
++ → R fulfills (24).
Indeed let us assume that, wheneverDU(x0, x1, . . . , xS)v = 0, then (20) holds, where v = (v0, v1, . . . , vS) ∈
R
G \ {0} and (x0, x1, . . . , xS) ∈ R
G
++. We have to show that if Du(x, y)w = 0 then (21) holds true,
where w = (z, t) ∈ R2C \ {0} and (x, y) ∈ R2C++. But this follows by (20) choosing v = (z, t, . . . , t) and
(x0, x1, . . . , xS) = (x, y, . . . , y) since, by (13),
Du(x, y)w = DU(x, y, . . . , y)w =
Dx0U(x, y, . . . , y)z + (Dx1U(x, y, . . . , y) + · · ·+DxSU(x, y, . . . , y)) t = DU(x0, x1, . . . , xS)v,
where, for U(x0, x1, . . . , xS), we have set DxsU(x, y, . . . , y) = DxsU(x0, x1, . . . , xS)|(x,y,...,y), with s ∈
{0, . . . , S} .
Instead the vice versa, i.e., that if u : R2C++ → R satisfies (24), then U : R
G
++ → R in (1) fulfills (23), does
not seem to hold in general. We try to explain what is the point. By (12), for v = (v0, v1, . . . , vS) ∈ R
G\{0}
and (x0, x1, . . . , xS) ∈ R
G
++, DU(x0, x1, . . . , xS)v = 0 can be written as
DU(x0, x1, . . . , xS)v =
(
S∑
s=1
asDx0u(x0, xs), a1Dx1u(x0, x1), . . . , aSDxSu(x0, xS)
)
v =
a1 (Dx0u(x0, x1)v0 +Dx1u(x0, x1)v1) + · · ·+ aS (Dx0u(x0, xS)v0 +DxSu(x0, xS)vS) = 0,
(25)
4
where, for u(x0, xs), we have set Dxiu(x0, xs) = Dxiu(x0, xs)|(x0,xs), with i ∈ {0, s} and s ∈ {1, . . . , S}.
In order to use (24) with w = (v0, vs) and x = (x0, xs), for s ∈ {1, . . . , S}, to obtain
4
v0D
2
x0,x0
u(x0, xs)v0 + 2v0D
2
x0,xs
u(x0, xs)vs + vsD
2
xs,xs
U(x0, xs)vs < 0, s ∈ {1, . . . , S}, (26)
so that, recalling (15),
vD2U(x0, x1, . . . , xS)v = a1
(
v0D
2
x0,x0
u(x0, x1)v0 + 2v0D
2
x0,x1
u(x0, x1)v1 + v1D
2
x1,x1
u(x0, x1)v1
)
+
...
aS
(
v0D
2
x0,x0
u(x0, xS)v0 + 2v0D
2
x0,xS
u(x0, xS)vS + vSD
2
xS,xS
u(x0, xS)vS
)
< 0,
(27)
we should know that Dx0u(x0, xs)v0 + Dxsu(x0, xs)vs = 0, for s ∈ {1, . . . , S}. This is however only
a sufficient condition in order for (25) to hold, but not a necessary one. For such reason we have no
arguments to conclude that (27) holds true every time that (25) is satisfied.
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