Using data for twenty-one industries over a thirty-three year period, we examine industry affiliation and the relationship between stock returns and book-to-market-equity (the value effect). Our findings indicate that the value effect is a widespread phenomenon, as a significant value premium is shown to exist in fifteen of twenty-one industries. We identify a value effect at both the industry and firm level; however, the firm level effect is shown to be the stronger of the two. We also show that the industry and firm level effect are complementary, thus, the value effect is strongest in value industries and weakest in growth industries. Finally, we find results consistent with the contention that the value premium is a result of investors requiring higher returns from firms in relatively distressed conditions. Specifically, value firms are shown to have higher returns but also substantially higher earnings uncertainty, higher leverage, and higher risk of financial distress.
differences in bankruptcy risk. Specifically, the authors conclude that investors systematically overprice growth firms that have high bankruptcy risk. The investors are subsequently disappointed when the firms' fortunes do not improve.
In this research, we evaluate the relationship between BE/ME, industry affiliation, and measures of financial distress risk. Given the important role that industry affiliation plays in security analysis, we are particularly interested in determining the influence that industry affiliation has on the value effect. The purpose of the analysis is to examine the relationship between the value effect, firm risk and industry affiliation to provide a better understanding of the value effect and possible explanations for its existence. Specifically, the goal is to determine whether the value effect is consistent with the view that certain firm risk characteristics are being priced by investors, and further, whether industry affiliation appears to influence the value effect.
The analysis, however, is not designed to determine whether the pricing patterns associated with BE/ME are rational. For example, a relationship may exist between financial-distress proxies and the value effect because investors are mispricing financial-distress risk.
The first objective of this paper is to evaluate the strength of the value effect at the firm level relative to the effect at the industry level. Moskowitz and Grinblatt (1999) find evidence indicating that much of the momentum anomaly is due to the industry component of stock returns. 2 In a similar vein to Moskowitz and Grinblatt, we examine whether industry affiliation plays a role in asset prices conditional on BE/ME. Moskowitz and Grinblatt argue that a potential explanation for the observed relationship between momentum in returns and industry affiliation lies in the behavioral research of Daniel and Titman (1997) , Barberis, Shleifer, and Vishny (1998) , and Hong and Stein (1999) . Specifically, Moskowitz and Grinblatt contend that investor biases may be attached to industries rather than specific firms. Investors may become overly confident or pessimistic about the prospects of an industry based on the arrival of new information, which may create conditional patterns in industry returns.
Industry-related problems are commonly identified as a contributing factor in a firm's financial demise [Hotchkiss (1995) ]. Several studies, for example Clinch and Sinclair (1987) and Slovin, Sushka, and Bendeck (1991) , identify industry-wide price reactions to firm specific announcements, supporting the view that industry affiliation may be associated with the value effect. Kothari, Shanken, and Sloan (1995) find a significant relationship between industry BE/ME and industry stock returns. The authors, however, consider only inter-industry BE/ME variation in explaining stock returns and do not examine the relationship between intra-industry variation in BE/ME and stock returns. They also do not consider the size of the value effect across or within specific industries.
The second objective of this paper then is to determine the prevalence and prominence of the value effect across various industries. Daniel, Hirshleifer, and Subrahmanyam (2001) present a model whereby the value effect should be stronger for those stocks with a higher proportion of intangible assets, due to the fact that these firms are harder to value. Chan, Lakonishok, and Sougiannis (2001) present evidence consistent with this model. Chan et. al. report research and development expenditures for various science and technology industries, ranging from 58% of earnings in the electrical equipment industry to 207% in the computer programming industry. 3 The authors note that the expensing of R&D and the accumulation of intangible R&D assets can result in widely different valuations using price-multiples. Failure to properly value R&D expenditures results in misvaluations, which are stronger in those industries where the intensity of R&D spending is higher. Fama and French (1997) and Cohen and Polk (1998) examine the variation in BE/ME factor risk loadings across industries. The cross-industry variation in the factor loadings identified in these studies implies that industry affiliation represents a prominent part of the return premium associated with high BE/ME firms. In particular, Fama and French show that the factor risk loadings on the BE/ME factor vary substantially across industries, which motivates an evaluation of the value effect across industries. The authors also show that the sensitivity of industry returns to the BE/ME factor exhibits substantial variation through time.
Much of the variation in the factor risk loadings may be attributed to changes in the relative BE/ME of the industry itself. Examining factor loadings on BE/ME assumes that the value effect is a result of rational investor pricing. Rather than examining the BE/ME factor loadings across industries, we examine industry affiliation and the relationship between stock returns and BE/ME.
Determining the role that industry affiliation plays in the value effect is essential before the value effect can be adequately incorporated into asset pricing models. For example, the effect may be limited to a relatively few prominent industries, in which case industry affiliation should play a pivotal role in pricing models. In contrast, if the value effect is essentially a firm level phenomenon, industry affiliation should have a limited role in asset pricing models.
An industry analysis of the value effect is also motivated by Chen and Zhang (1998) , as they show that the prominence of the value effect varies by country. More specifically, the authors find that the value effect is much less pronounced in their sample of high-growth countries relative to the effect in more mature markets. The authors argue that this finding is consistent with the view that there is less dispersion in the risk of firms in markets that are experiencing relatively rapid growth. Thus, in growth markets, high BE/ME firms are less likely to be financially distressed. Chan and Chen (1991) report a related finding as they show that small Nasdaq firms are much less prone to be distressed than small NYSE firms. Whereas Chen and Zhang examine the variation in the value premium across countries, we perform a similar investigation of the premium across industries. Chen and Zhang (1998) argue that the value premium is a result of rational investor pricing that is based on differences in firm risk. The authors suggest that the value premium is associated with the relative growth prospects of the market in which a firm operates. They claim that the value premium should be smaller for value firms operating in markets with strong growth prospects because the chance of such firms experiencing financial distress is diminished when compared to the prospects of value firms operating in markets with limited growth prospects.
The third objective of this paper is to determine if the value-related return patterns are consistent with risk-based pricing decisions by investors. Specifically, using the framework of Chen and Zhang, we examine whether the value effect is associated with measures of financial distress risk. If the Chen and Zhang argument is applicable to U.S. industries, we expect to see a greater value premium in those industries with greater distress, due to heightened investor concern over these firms' survival. Although the presence of higher risk in value industries and value stocks is consistent with a risk-based explanation for the value effect, it does not rule out a mispricing explanation. In a review of asset pricing in a behavioral framework, Hirshleifer (2001) notes that the presence of risk-based return patterns is not sufficient evidence of rational pricing. Indeed, a behaviorist would argue that investors may recognize risk, but that they also misprice risk (e.g. overreaction to bad news). Thus, though an observation of higher risk in value stocks is a necessary condition for rational risk-based pricing, it is not a sufficient condition to prove that rational pricing explains the value effect. If we find that value stocks and industries do not have higher risk than their growth counterparts, however, a rational, risk-based pricing explanation is certainly suspect.
Our intention is to rigorously evaluate the relationship between industry affiliation, risk measures, and the value effect. This research provides several contributions to the existing literature. First, we examine the relationship between portfolio returns and both industry and firm BE/ME. This allows us to differentiate the relationship between industry BE/ME and equity returns from that of firm BE/ME and returns. Second, we examine the prevalence of the value effect within various industries. If BE/ME is an effective proxy variable, a value effect should exist within a majority of our industries. Third, we employ a generalized least squares (GLS) methodology that assumes a more general error structure (relative to the traditional approach) that allows for serial correlation in returns and accounts for interdependence in stock performance at a point in time. Fourth, we examine the temporal consistency of industry BE/MEs to determine whether industries can be consistently classified into value or growth categories. Fifth, we follow Chen and Zhang (1998) in examining whether the BE/ME is related to risk characteristics. Specifically, we investigate the Chen and Zhang risk characteristics to determine whether they vary systematically across industries and portfolios that are formed on the basis of BE/ME rank. Finally, we examine the relationship between risk characteristics and the returns attributed to BE/ME to determine whether the value effect is consistent with a riskbased pricing explanation.
I. Sample and Methodology
Using Center for Research in Security Prices (CRSP) and COMPUSTAT data, we form five equal-weighted portfolios within each of twenty-one different industries. 4 Firms are ranked by BE/ME within each industry and formed into portfolios by quintiles i.e. the 20% of firms with the highest BE/ME in an industry are placed in portfolio one, and so forth. 5 Portfolios are reformed on an annual basis. Sorting firms into portfolios follows the long established practice of forming portfolios to analyze time series returns for a large cross section of firms [e.g. Black, Jensen, and Scholes (1972) and Fama and French (1992) ]. By focusing on the explanatory power of a single variable (BE/ME), however, we alleviate the potential statistical problems created by such an approach. In particular, Berk (2000) shows that such an approach biases against finding significant coefficients for other variables included in the model. In order to establish robust statistics, we require industries to maintain a representation of at least fifteen firms throughout the sample period.
We follow Fama and French (1992) in deriving BE/ME. Specifically, BE is measured at fiscal year end in calendar year (t-1), which is at least six months prior to the return measurement interval. The market equity used in calculating BE/ME is measured at calendar year-end (t-1).
This process represents a conservative approach to ensure that the accounting data is available prior to the return interval, which runs from July of year t through June of year t+1. Portfolio returns are derived as monthly equal-weighted returns for the firms in the portfolio. 6 To isolate the returns uniquely associated with BE/ME, we also control for differences in market capitalization and beta. Again, we follow Fama and French (1992) in calculating market capitalization (ME) and beta. Specifically, ME is calculated as price per share times number of shares outstanding at June of year t. We utilize full-period portfolio betas, which are calculated using the value-weighted CRSP index and the Dimson (1979) approach to control for nonsynchronous trading.
Following Moskowitz and Grinblatt (1999) , we use two-digit Standard Industrial Classification (SIC) codes to identify industries. 7 To allow for changes in a firm's SIC code over time, the SIC codes are collected from CRSP. 8 The sample period includes thirty-three portfolio formation years of data from 1968 through 2000. 9 Table 1 reports summary statistics for the sample separated by industry grouping and sorted by book-to-market (BE/ME) ratios. The sample size data indicates that, on average, each industry is represented by a relatively large number of firms. As indicated previously, our sample design required each included industry to have a minimum representation of fifteen firms throughout the sample period. The petroleum industry has the lowest average representation of 24 firms per year, while the retail industry has the largest representation of 273 firms.
II. Firm and Industry Value Premiums
The book-to-market ratios for the industries indicate a fairly high level of variation across industries, which is a necessary, but not a sufficient, condition to find a significant industryrelated value effect. The BE/ME ratios suggest that primary metals, apparel, and construction are the most value-oriented industries, whereas the industries with the highest growth valuations are communications, services, and chemicals. These classifications are consistent with expectations as the industries classified as value are in general more mature, capital intensive industries relative to those industries classified as growth. The standard deviations for the bookto-market ratios reveal that retail, department stores, and apparel exhibit the highest within-industry variation, while the BE/MEs for communications, publishing, and utilities show more within-industry consistency.
The market capitalizations and betas suggest that considerable variation exists in both of these characteristics across our sample of industries. In addition, these two firm characteristics have been shown to explain cross-sectional variation in stock returns in previous research.
Therefore, failure to control for these characteristics may result in a spurious relationship between industry affiliation and the value effect. Finally, in viewing the numbers in Table 1 , it is important to note that the values are averaged both cross-sectionally and temporally. Thus, the market capitalization variable (ME), which has increased considerably over time, is appreciably lower than current levels.
To ensure that the variation in inter-industry BE/ME's (identified in Table 1 ) is statistically significant, we employ a standard ANOVA using industry dummy variables. 10 In the dummy variable regression, the paper industry is the omitted industry because it is the midpoint industry based on BE/ME ranks (see Table 1 ). The F-statistic reported at the bottom of Table 2 confirms that overall, there are statistically significant differences across industry BE/ME ratios.
In addition, the t-statistics provide statistical evidence that many of the industries have BE/MEs that are significantly different from average. The R-square indicates that a significant amount of the variation in BE/ME's (7%) is explained by the industry. This evidence indicates that BE/ME has sufficient inter-industry variation to allow the industry BE/ME to play a prominent role in the value effect.
In the regression analysis, we use the Generalized Least Squares (GLS) approach of Parks (1967) in a pooled cross-sectional, time-series setting to control for time-series and crosssectional correlations and heteroskedasticity in the model residuals. Specifically, the model assumes a first-order autoregressive error structure with contemporaneous correlation among cross sections. Relative to the traditional approach [e.g. Fama and MacBeth (1973) ], the error structure assumed under the Parks method is more consistent with the variance/covariance structure of the data set. The traditional approaches do not consider the serial correlation in the individual disturbance terms nor do they account for the interdependence in stock performance at a point in time.
As indicated previously, the regressions are estimated with portfolio data that is formed based on BE/ME ranks. 11 The purpose of the regression analysis is to examine the relationship between industry affiliation and the value effect. To avoid the identification of a spurious relationship, we control for other prominent variables that have been shown to have a significant relationship with returns (ME and beta). Our methodology for forming portfolios is designed to capture the cross-sectional variation in BE/ME. Forming portfolios based on BE/ME ranks, however, reduces the cross-sectional variation in market capitalization (ME) and beta, and thus diminishes the observed explanatory power of these two variables [see Berk (2000) ]. Therefore, beta and ME are included in the regressions simply to control for any remaining influence that they may have. Table 3 reports the results of the regression analysis on the complete data set of the twenty-one industry quintiles over thirty-three years of data. We regress monthly quintile returns against both quintile BE/ME and industry BE/ME to determine if the value effect is firm specific, industry specific, or present at both industry and firm levels. 12 The first two models indicate that portfolio BE/ME and industry BE/ME are both significant in explaining equity returns when considered separately. Interestingly, the coefficients on the two variables are remarkably similar. When the two are included simultaneously (model 3), industry BE/ME becomes insignificant at the 5% level, however, the coefficient is significant at the 10% level. 13 Further, in the full model, portfolio BE/ME is significant and industry BE/ME is marginally significant even after controlling for differences in portfolio ME and beta. Lastly, the coefficient on portfolio BE/ME is approximately the same size in all the regressions, which provides strong support for the robustness of the portfolio BE/ME variable. The coefficient on industry BE/ME decreases substantially, yet remains marginally significant, once other factors are included in the model. These results suggest that the value effect is related to both firm and industry characteristics, and furthermore, the effects at each level are positive. Thus, value firms in value industries exhibit superior performance relative to other classifications of firms, such as value firms in growth industries. Chen and Zhang's (1998) findings are consistent with ours as they report that the value effect is more prominent in well-established markets relative to the effect identified in growth countries.
The findings in Table 3 are consistent with the results of Kothari, Shanken and Sloan (1995) in that industry BE/ME ratios (defined using SIC codes) show a significant relationship with security returns. Our results, however, extend Kothari et. al. and suggest that intra-industry variation in BE/ME is more important in explaining portfolio returns relative to inter-industry variation in BE/ME. This finding suggests that most of the value effect can be attributed to differences in firm BE/ME's, rather than differences in BE/ME ratios across industries. This result may also help to explain the inability of Kothari et al. to find a significant BE/ME effect when they used S&P industry data. Specifically, it appears that most of the value anomaly is due to intra-industry variation in BE/ME ratios; therefore, the use of industry data diminishes the prominence of the value effect. Furthermore, the broader the industry classification, the smaller the coefficient on industry BE/ME is likely to be.
As indicated previously, the coefficients on ME and beta indicate little about the significance of these firm characteristics since our methodology reduced the variation in these two measures. The fact that the two are statistically significant indicates, however, that our methodology did not eliminate the variation in the two measures. Further, the significance of these two variables implies that it was appropriate to control for their variation to avoid the identification of a spurious relationship. 14 To validate our interpretation of the results in Table 3 , we perform several robustness checks. 15 First, we sort firms into 21 groups based on annual BE/ME ratios (without regard to industry), and then into five quintiles. The same regressions as in Table 3 are then repeated. The results (not reported) for model 1 and model 2 are qualitatively similar to the findings reported in Table 3 . However, in model 3, the magnitude of the coefficient on industry BE/ME falls from 0.0018 (significant at the 10% level) to 0.0008 (statistically insignificant). A similar result is observed in model 4. This suggests that the original results for portfolio versus industry BE/ME are not due to finer cuts in the BE/ME ratio across the two-step sort process. Next, we sort firms into five BE/ME quintiles, and then within each quintile, into the 21 industry portfolios i.e. we reverse the sort order relative to the original sort. Again, the regressions from Table 3 are repeated. These results (not reported) are also qualitatively similar to those in Table 3 . Further, as with the original results, the coefficient on industry BE/ME remains lower than the firm-level BE/ME coefficient, although closer in magnitude. The results from the reversed sort, however, indicate that both the portfolio and industry BE/ME coefficients are significant at the 1% level.
III. Consistency of the Value Premium Across Industries
We next examine the prevalence of the value effect across our sample of industries. If BE/ME effectively proxies for financial distress risk, or serves as a consistent indicator of investor irrational pricing, we should expect the value effect to prevail across our entire sample of industries. Table 4 presents the time-series, cross-sectional GLS regressions (Parks approach) within each of the twenty-one different industries. A separate regression is estimated for each industry and in each regression the portfolio/quintile return is included as the dependent variable and portfolio/quintile BE/ME, ME, and beta are included as explanatory variables. The results from these regressions establish the prevalence of the value effect across the various industries.
Specifically, fifteen of the twenty-one industries have a significant BE/ME coefficient and none of the industries have a significant growth effect (i.e. a significant negative coefficient on BE/ME). 16 This provides evidence supporting the prominence of the value effect; however, the fact that six industries (communications, chemicals, publishing, paper, department stores, and construction ) have insignificant coefficients indicates that the value effect is not universal. 17 Furthermore, there is considerable variation in the size of the BE/ME coefficient, ranging from a high of 0.01426 for the apparel industry to a low of -0.00017 for the department stores industry.
The wide dispersion in the BE/ME coefficient across industries suggests that industry affiliation should be a consideration when using asset-pricing models that include BE/ME. While the dispersion in the BE/ME coefficients appears large, to confirm the differences in coefficients are statistical significant, we perform a paired comparison of the coefficients across industries. In particular, a t-statistic for the difference between two industries is calculated utilizing a pooled variance between the two coefficients. We categorize the BE/ME coefficients into three groups 1) relatively low BE/ME coefficients, 2) relatively high BE/ME coefficients and the final group contains the remaining coefficients. The high-coefficient group includes the apparel, electrical equipment, fabricated metals, food, miscellaneous manufacturing, transportation, and utilities industries and are identified with an "H" next to the industry name.
Although the coefficients for these five industries cannot be distinguished from each other, they are statistically larger (at the 5% level) than the low-coefficient industries that include the chemicals, construction, department stores, paper, petroleum, primary metals, publishing, and services industries (identified with an "L"). Likewise, the low-coefficient industries cannot be distinguished from each other, but are significantly lower than the high coefficient group of industries. The remaining six industries cannot be distinguished from either group. These results indicate that the importance of BE/ME in explaining returns differs across industries, and thus, failure to consider industry affiliation could result in systematic mispricing of securities across industries.
While there has been relatively little research linking industry affiliation and the value effect, Daniel, Hirshleifer, and Subrahmanyam (2001) and Chan, Lakonishok, and Sougiannis (2001) suggest that the value effect should be stronger for those stocks with a relatively high commitment to R&D activities because such firms are harder to value. The relatively large coefficient on BE/ME for the electrical equipment industry would tend to support this contention as R&D expenditures are generally substantial for firms in this industry (see Chan et. al.) . In contrast, the very large coefficient on BE/ME for the apparel industry is counter to this claim since the apparel industry generally devotes relatively few resources to R&D. Furthermore, the relatively strong value effect identified for the utilities industry runs counter to the view that firms that are difficult to value (e.g. those whose value is comprised largely of intangibles) are more susceptible to mispricing and should therefore have a relatively prominent value effect.
Clearly, this view would suggest that utilities, which are relatively easy to value, should have a relatively small BE/ME coefficient, rather than the large coefficient we observe.
We also calculated the correlation between the industry BE/ME coefficients and industry BE/ME ratios and found a correlation of only 0.14 (p-value of 0.5360). The relatively low correlation indicates that the prominence of the value effect within an industry is not driven by the level of BE/ME existing in the industry. Further support for this contention is gained by additional analysis of the six industries with insignificant BE/ME coefficients. Specifically, the construction industry is a value industry, the communications, chemicals, and publishing industries are growth industries, and the remaining two industries (paper and department stores) cannot be clearly classified as either value or growth industries (see Table 2 ). Therefore, the lack of a significant value effect cannot be clearly attributed to an industry's average level of BE/ME. Table 4 may understate the role that industry affiliation plays in the value anomaly because industry BE/ME ratios change over time, i.e. industries shift between value and growth over time. Table 5 provides a general view of the temporal consistency of the industry BE/ME ratios. The median, minimum, and maximum values are derived from annual BE/ME ranks for each of the twenty-one industries. The top annual rank (most growth oriented industry) is "1", while the lowest rank (most value oriented industry) is "21". It is apparent from the minimum and maximum values that many of the industries have moved dramatically along the value/growth spectrum during the thirty-three years. For example, the biggest range in ranks is nineteen and occurs for the mining, department stores, and petroleum industries. This extreme range in ranks indicates that during the thirty-three year period these three industries had strong value characteristics for at least one year, yet exhibited strong growth characteristics during another year. In contrast, the apparel industry has the lowest range in annual ranks from 15 to 21, which indicates the industry has consistently been a value industry throughout the thirty-three years. The chemical industry has the second lowest range in annual ranks from 1 to 8, denoting that it has been fairly consistently categorized as a growth industry. In general, the results in Table 4 indicate that the growth prospects of an industry, as indicated by the industry's relative BE/ME, change considerably over time. Therefore, it is appropriate to consider the fluctuations in industry prospects that occur over time and periodically reclassify industries.
The findings in

IV. Risk and the Value Effect
We next reexamine the intra-industry value effect while considering the temporal variation in industry BE/ME ranking. Given the temporal inconsistency of value/growth industry classifications in Table 5 , we differentiate industries using their relative BE/ME ratio for each
year. The twenty-one industries are ranked based on their annual BE/ME ratios (1 through 21) and separated into five categories (quintiles). 18 The industries are reclassified annually into quintiles based on industry BE/ME. Within each industry quintile, the firms are separated into quintiles based on firm BE/ME. Table 6 shows the twenty-five portfolios created with the two step sort process (first on industry BE/ME and then on firm BE/ME).
We follow Chen and Zhang (1998) in evaluating the risk characteristics of the alternative value/growth portfolios. Specifically, for each of the twenty-five portfolios, we use the three measures defined by Chen and Zhang to identify risks related to the level of financial distress, earnings uncertainty, and financial leverage. Financial distress is measured by the percentage of dividend paying firms with a dividend decrease of 25% or more, earnings uncertainty is measured by the standard deviation of the earnings yield, and financial leverage is measured by the book value of debt divided by the market value of equity. We also provide statistics on the return on assets (ROA), where the ROA is operating income divided by total assets. Detailed descriptions of the three variables and their means for the twenty-five portfolios are reported in Table 6 . If the value premium reflects compensation required for the higher risk associated with value companies as argued by Fama and French, the three risk measures should be higher for value portfolios relative to growth portfolios.
The values reported in Table 6 indicate that value portfolios have lower return on assets (ROAs) relative to growth portfolios, as one would expect. There is a monotonic decrease in ROA from the growth to value portfolio within each of the industry classifications, and further, there is a decreasing pattern in ROA for each portfolio across industry classification. The differences in ROA across the most extreme industry and firm classification (growth versus value) are especially pronounced. This indicates that our BE/ME classification of industries and portfolios serves to differentiate the portfolios by earnings performance.
Looking first at the risk measures across industry classification, the three risk measures indicate that risk is positively related to industry BE/ME. Specifically, there is a generally consistent increase in the risk measures as one moves from the growth industry classification (low industry BE/MEs) to the value industry classification (high industry BE/MEs). Thus, value industries exhibit higher risk levels than growth industries, which supports the view that the significant coefficient on the industry BE/ME variable identified in Table 3 reflects a premium that investors require as compensation for higher risk. The higher leverage of the value firms is probably a contributing factor to the higher incidence of financial distress.
Focusing next on the risk measures within industry classification, the consistent increase in risk measures from the growth to value category indicates that value firms within both value and growth industries are riskier than growth firms in the same industry classification. Once again, these findings support the proposition that, relative to growth firms, value firms have higher required returns because they have higher risk. This result is consistent with the positive relation between BE/ME and distress risk identified by He and Ng (1994) . Furthermore, this finding supports Chen and Zhang's (1998) claim that value firms tend to be relatively financially distressed, and thus, the premium attached to value firms is consistent with investors pricing this higher risk.
Finally, the degree of dispersion in the risk measures is generally higher in value industries relative to growth industries. For example, in value industries, the financial distress measure for value firms is approximately five times higher than it is for growth firms (17.31% vs. 3.68%), the same difference in growth industries is less than three times (8.40% vs. 3.14%).
Comparable relationships exist for the earnings uncertainty measure as the differences are 14.56% vs. 3.33% and 7.27% vs. 2.05%. These findings support Chen and Zhang's (1998) argument that a growth market helps to alleviate the performance problems of marginal quality firms i.e. lesser quality firms in an established market are more likely to experience performance problems than their counterparts in a growth market. The financial distress measure for value firms in value industries is over 17%, which suggests this category contains a high proportion of firms suffering from past misfortunes and facing an uncertain future (fallen angels). The 8.4% financial distress measure for value firms in growth industries suggests that fallen angels comprise a smaller proportion of this category. This view is further supported by the observation that growth firms in value industries experience nearly the same incidence of financial distress as growth firms in growth industries (3.68% vs. 3.14%) . Thus, it appears that the firms with the best growth prospects have a low probability of becoming financially distressed whether they are in industries with relative strong or weak growth potential.
To further examine the relationship between the risk characteristics and the value effect, we calculate a measure of the relative return that is attributed to a portfolio's BE/ME. The measure is reported in Table 6 as "alpha" and is derived as the intercept in the regression of portfolio returns against the three known factors from Fama and French (1996) , excluding the HML (high book-to-market less low book-to-market) factor. 19 Since alpha contains the portion of portfolio returns not explained by the market and size factor, it can be viewed as a measure of the return attributed to the BE/ME characteristic of the portfolio.
The consistent increase in alpha within each of the industry classifications, once again confirms the prevalence of the value effect. Within each industry classification, value firms provide much higher alphas than growth firms. Further, the alphas for the value firms are very consistent across the five industry classifications, ranging from a low of 1.23% to a high of 1.47%, with growth industries falling in the middle of the range at 1.35%. This evidence suggests that investors assign relatively cheap prices to value firms regardless of their industry affiliation. Thus, it appears that investors are consistent in their rather negative evaluation of value firms whether industry prospects are viewed favorably or unfavorably. The consistency in the alphas for value firms is somewhat surprising in light of the rather large differences in risk measures for value firms in growth versus value industries. In particular, if the value effect were driven purely by firm risk characteristics, the value firms in value industries should have considerably higher alphas relative to their counterparts in growth industries.
In contrast, the alphas for the growth firms show much more dispersion across the industry classifications, ranging from a low of 0.34% for growth industries to a high of 0.86% for value industries. This finding indicates that the growth prospects of the industry impact investor pricing of growth companies. Specifically, investors assign lower prices to growth firms in value industries relative to their counterparts in growth industries. The pricing patterns for the growth companies align rather closely with the risk characteristics as growth companies in value industries exhibit higher risk relative to growth firms in growth industries.
Overall, an analysis of the alphas reveals strong patterns in the alphas within each of the industry classifications. In contrast, the only obvious pattern in alphas across industry classification is that growth firms (firm classifications Growth and 2) in value industries (industry classification 4 and Value) have large alphas relative to their counterparts in the other industry classifications. This finding suggests that investor perceptions of the industry tend to influence their pricing decisions regarding growth firms, but have little influence on their pricing decisions for value firms. In particular, the alphas are consistent with the view that negative perceptions of an industry depress prices for growth firms versus the prices assigned if the perceptions of an industry are positive. In contrast, investor perceptions of value firms appear to be relatively negative regardless of the perception of the industry.
The patterns in the alphas appear to correspond with the within industry patterns for the three risk measures; however, a more robust analysis is required to confirm the statistical significance of this relationship. If the value effect is consistent with investor pricing of firm risk, then alpha should be significantly related to the risk measures. Table 7 reports the correlation of the risk characteristics with one another and with alpha. As expected, each of the three risk measures is highly correlated with each other. The earnings uncertainty and financial distress measures have a correlation of almost 94%, while leverage and financial distress are somewhat lower at 77%. The correlation between alpha and the three risk measures is also very high, with correlation coefficients ranging from about 61% for both leverage and financial distress to 72% for earnings uncertainty. All are significant at the 5% level or better.
The cross-industry analysis of the value effect produces results that are consistent with Chen and Zhang's (1998) cross-country analysis and support their claim that value stocks are cheap because they tend to be firms in distress, with high financial leverage, and substantial earnings uncertainty. Therefore, the higher returns earned on value stocks are consistent with contention that investors assign lower prices to value stocks because of the higher risk associated with these firms.
V. Summary and Conclusions
We examine the role that industry affiliation plays in the value effect. Our findings indicate that even after controlling for other relevant factors, both inter-and intra-industry variation in BE/ME (book-to-market equity) are relevant in explaining stock returns. Our evidence, however, indicates that intra-industry variation in BE/ME is by far the more important characteristic of the two. This finding suggests that studies that use industry data will tend to understate the significance of the value effect, since much of the effect is attributed to firm level differences in BE/ME. We find strong support for the prevalence of the value effect, as the effect is shown to exist in an overwhelming majority of SIC defined industries (fifteen of twenty-one). In addition, none of the industries report a significant growth effect, i.e. a significant negative coefficient on BE/ME. Our evidence on the value effect within industries does not support the view that the most prominent value effect occurs in those industries that are the most difficult to value (e.g.
industries comprised of a high proportion of intangible assets). For example, we find the largest coefficient on BE/ME for the apparel industry, and further, a very prominent value effect is shown to exist in the utilities industry.
By separating industries into value/growth classifications and calculating portfolio alphas, we show that the value effect exists consistently across all classifications. Thus, markets systematically provide higher rewards for holding value firms versus growth firms. Further, the returns attributed to value firms are very consistent regardless of whether the industry is classified as a value or growth industry. Specifically, investors attach relatively cheap prices to value firms whether the price multiple for the industry is high or low. In contrast, prices for growth firms in value industries are relatively cheap compared to the prices for growth firms in growth industries. Thus, it appears that industry affiliation has a more pronounced influence on the value effect for growth firms than for value firms.
Examining the risk characteristics, we show that firm risk is higher for value firms relative to growth firms; and further, value firms in value industries exhibit the highest risk, while growth firms in growth industries exhibit the lowest risk. The findings are consistent with Fama and French (1992 and Chen and Zhang's (1998) contention that the value effect is created by investor pricing of firm risk. In particular, we show a strong and significant association exists between the returns attributed to BE/ME and risk measures. While our results support the view that the value effect is consistent with investor pricing of firm risk measures, we cannot state conclusively whether the effect is the result of rational pricing. Hirshleifer (2001) argues that the identification of risk-related return patterns is not sufficient evidence of rational pricing. Behaviorists would argue that investors recognize risk but also misprice it. methodology in our study, we investigate this relationship further and find that the sign of the size coefficient is time specific. If we examine a sample period with return measurement ending in 1990 as in Fama and French (1992) , we find a negative coefficient on the size variable. Using the full sample in our study, we find a positive coefficient. Note. -BE/ME is book-to-market equity, where book equity is measured at fiscal year end in calendar year (t -1) and market equity is measured at calendar year-end (t -1). ME is market capitalization (in millions of dollars) measured at June-end of year t. Beta is the full period beta calculated relative to the value-weighted index of NYSE, AMEX and Nasdaq stocks. Following Alford, Jones, and Zmijewski (1994) the values for sample size, BE/ME, BE/ME standard deviation, and market cap (ME) utilize annual medians. The required minimum number of firms in any industry was fifteen. BE/ME pt is the natural log of book-to-market for portfolio p. See Table 1 note for the calculation of BE/ME. IndustryDummy pt is a 0/1 dummy variable that takes the value 1 if the portfolio falls within the industry or 0 if it does not. The paper industry is the omitted industry in the regression. The sample size is 3,465 observations (5 portfolios times 21 industries times 33 years). * -Denotes significantly different from zero by two-tailed test at a 5% significance level. ** -Denotes significantly different from zero by two-tailed test at a 1% significance level. -1) , which is at least six months prior to the return measurement interval and the market equity is measured at calendar year-end (t -1). ME pt is the natural log of the market capitalization of portfolio p at June-end of year t. Beta p is the full period beta for portfolio p calculated relative to the value-weighted index of NYSE, AMEX and Nasdaq stocks. Portfolios are formed as quintiles of BE/ME ranked firms within each of twenty-one different industries, which are defined in Table 1 . The portfolios are reformed annually. There are 41,580 observations in each regression (21 industries times 5 portfolios times 33 years times 12 months). Data is from the portfolio formation periods 1968 through 2000. Coefficients (t-statistics) are presented from the following Parks GLS regressions using monthly pooled cross section time series data: R pt = α 0 +Β 1 BE/ME pt + Β 2 ME pt + Β 3 Beta p + ε pt . R pt is the equally weighted return on BE/ME portfolio p calculated from July of year t through June of year t +1. BE/ME pt is the natural log of book-to-market for portfolio p. In deriving the variable, BE is measured at fiscal year end in calendar year (t -1), which is at least six months prior to the return measurement interval and the market equity is measured at calendar year-end (t -1). ME pt is the natural log of the market capitalization of portfolio p at June-end of year t. Beta p is the full period beta for portfolio p calculated relative to the value-weighted index of NYSE, AMEX and Nasdaq stocks. Portfolios are formed as quintiles of BE/ME ranked firms within each of twenty-one different industries, which are defined in Table 1 . The portfolios are reformed annually. Separate regressions are performed in each of the twenty-one industries. There are 1980 observations in each regression (5 portfolios times 33 years times 12 months). Data is from the portfolio formation periods 1968 through 2000.
* -Denotes significantly different from zero by two tailed test at a 5% significance level. ** -Denotes significantly different from zero by two-tailed test at a 1% significance level. L Industry group with a low coefficient on BE/ME. These coefficients are statistically indistinguishable from one another, but are statistically smaller (at the 5% level or better) than the industry group with a high coefficient.
H Industry group with a high coefficient on BE/ME. These coefficients are statistically indistinguishable from one another, but are statistically larger (at the 5% level or better) than the industry group with a low coefficient. Table 5 Temporal Consistency of Relative BE/ME by Industry Note. -Portfolio formation is as follows: The twenty-one industries (see Table 1 ) are classified into quintiles annually based on the rank of the industry BE/ME and then within each industry classification firms are classified into quintiles annually based on the rank of firm BE/ME. Data is from the portfolio formation periods 1968 through 2000. Return on assets (ROA) is income from operations in portfolio formation year t divided by total assets at fiscal year end in year t -1. Earnings uncertainty is the standard deviation of (earnings/price), where the earnings are from year t and price is the market value of equity at calendar year end t -1. Leverage is the financial leverage, defined as total book value of debt at fiscal year end in year t -1 divided by market value of equity at calendar year end t -1. Financial distress is the percentage of dividend paying firms that cut their dividend in fiscal year t -1 (relative to fiscal year t -2) by 25% or more, i.e. the number of firms that cut dividends by 25% or more divided by the total number of dividend paying firms in year t -1. ROA and the risk measures are reported as annual averages. Alphas (α 0 ) are calculated in the following manner. Portfolio returns are regressed against known risk factors from Fama and French (1996) , excluding the HML (high minus low) factor. That is, R pt = α 0 
