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Abstract
By way of the Bochner integral of vector-valued functions, the integral convexity of sets and
functionals and the concept of integral extreme points of sets are introduced in Banach spaces. The
relations between integral convexity and convexity are mainly discussed, two integral extreme points
theorems and their applications are obtained at last.
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1. Introduction
Throughout this paper, R := R ∪ {+∞} is the extended real numbers set, Ω = [0,1]
is the unit interval with usual topology, (Ω,Σ,µ) is the Lebesgue probability measure
space, (X,‖ · ‖) is a Banach space. A map x :Ω → X is called an X-valued function
(a function in short). In this paper, a simple function means a countable valued simple
function. An X-valued function x is measurable if there is a sequence of simple functions
{yn}∞1 converging to x almost everywhere. A simple function x(t) = xn, t ∈ Bn (where
xn ∈ X, {Bn}∞n=1 is a partition of Ω) is Bochner integrable if
∫
Ω
‖x‖dµ < +∞, then we
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∫
Ω x dµ =
∑∞
n=1 µ(Bn)xn to denote its Bochner integral. A general X-valued func-
tion x is Bochner integrable (integrable in short) if it is measurable and there exists a
sequence of integrable simple functions {yn}∞1 such that
lim
n→∞
∫
Ω
‖x − yn‖dµ = 0,
and then we use
1∫
0
x dµ =
∫
Ω
x dµ = lim
n→∞
∫
Ω
yn dµ
to denote its Bochner integral [2].
In [1], the sequence of finite valued simple functions is used to define the measurability
and the Bochner integral of X-valued functions. Because µ(Ω)< +∞, it is not difficult to
prove that two sorts of definitions of [1] and [2] are equivalent. When X = R, the Bochner
integral and the Lebesgue integral are identical. For an extended real valued, measurable
function f :Ω → R, if ∫ 10 f + dµ = +∞ but ∫ 10 f − dµ < +∞, then we use ∫ 10 f dµ =+∞ to denote its integral quantity [3]. f is called generalized integrable if it is integrable
or
∫ 1
0 f dµ = +∞.
The following are main concepts of this paper.
Definition 1.1. Let (X,‖ · ‖) be a Banach space. A set A ⊂ X is called integral con-
vex (∫ -convex in short), if for each Bochner integrable X-valued function x defined on
(Ω,Σ,µ), x(t) ∈ A a.e., t ∈ Ω , implies ∫ 10 x dµ ∈ A.
For any A ⊂ X, there is a smallest (closed) ∫ -convex set containing A, namely the in-
tersection of all (closed) ∫ -convex sets containing A, which is called the (closed) ∫ -convex
hull of A and denoted by co∫ A (respectively, co∫ A). It is not difficult to verify that
coA ⊂ co∫ A ⊂ co∫ A ⊂ co∫ A. (1)
Definition 1.2. Let A be an
∫
-convex subset of X, let f :A → R be an extended real valued
functional defined on A. If for each Bochner integrable X-valued function x with x(t) ∈ A
a.e., t ∈ Ω , the generalized integrability of f x implies
f
( 1∫
0
x dµ
)

1∫
0
f x dµ, (2)
then f is called integral convex, or
∫
-convex on A. If the opposite inequality holds, then
f is called
∫
-concave on A.
Note. When
∫ 1
0 f x dµ = +∞, the inequality (2) holds naturally, so the generalized inte-
grability of f x in Definition 1.2 can be replaced by integrability.
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right continuous at every point t ∈ [0,1].
Definition 1.3. Let X be a Banach space and B ⊂ A ∈ 2X . B is called an ∫ -extremal
subset of A if for every one-side continuous Bochner integrable X-valued function x with
x(Ω) ⊂ A, ∫ 10 x dµ ∈ B implies x(Ω) ⊂ B . When singleton {x0} is an ∫ -extremal subset
of A, x0 is called an
∫
-extreme point of A. The set of all
∫
-extreme points of A is called
its
∫
-extreme points set and denoted by ext∫ A.
Just as the extension from addition to integral, the extension from convexity to
∫
-
convexity is accompanied with many new methods, new theories and new applications.
For sets and functionals, the relations between
∫
-convexity and convexity are discussed in
Sections 2 and 3, respectively, two
∫
-extreme points theorems and their applications are
obtained at last.
2. The
∫
-convexity of sets
It is not difficult to see that every
∫
-convex set is convex, every
∫
-convex functional is
convex as well. The following three theorems answer the question of when a convex set is
also
∫
-convex. In this second and the next we use x(Ω) ⊂ A to denote x(t) ∈ A a.e., t ∈ Ω
in short.
Theorem 2.1. Every closed convex subset of a Banach space is ∫ -convex.
Proof. Let X be a Banach space and let A be a nonempty closed convex set in X. Suppose
x is a Bochner integrable X-valued function with x(Ω) ⊂ A and x0 =
∫ 1
0 x dµ, let us prove
x0 ∈ A. From the translation invariant property, without loss of generality we may assume
θ ∈ A. When x(t) = xn, t ∈ An (n = 1,2, . . .) is a simple function, where {An}∞1 is a
partition of Ω with λn = µ(An) > 0, by the convexity of A and θ ∈ A we have
n∑
k=1
λkxk =
n∑
k=1
λkxk +
( ∞∑
k=n+1
λk
)
θ ∈ A
for every n ∈ N, the closeness of A implies
x0 =
1∫
0
x dµ =
∞∑
n=1
λnxn = lim
n→∞
n∑
k=1
λkxk ∈ A.
When x is a general Bochner integrable function, it is essentially separably valued by
the Pettis’ measurability theorem [1]. Without loss of generality we may assume x(Ω) is a
separable subset of X, i.e., there exists a sequence {xn}∞1 ⊂ x(Ω) such that {xn}∞1 ⊃ x(Ω).
For each m ∈ N, let
Gn,m =
{
t ∈ Ω : ∥∥x(t) − xn∥∥< 1 }, n = 1,2, . . . .m
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An,m = Gn,m
∖ n−1⋃
k=1
Gk,m.
Then {An,m}∞n=1 constitutes a partition of Ω . Let
ym(t) = xn, t ∈ An,m, n = 1,2, . . . .
Then
sup
t∈Ω
∥∥ym(t) − x(t)∥∥ sup{∥∥xn − x(t)∥∥: t ∈ An,m, n ∈ N} 1
m
→ 0
(m → ∞) (3)
implies that x is the uniform limit of the simple function sequence {ym}∞1 . For each m ∈ N,
(3) implies∥∥ym(t)∥∥ ∥∥x(t)∥∥+ 1
m
, t ∈ Ω,
then the Bochner integrability theorem implies that ym is also integrable. The result showed
for simple functions implies
∫ 1
0 ym dµ ∈ A. (3) also implies
1∫
0
‖ym − x‖dµ 1
m
→ 0 (m → ∞),
thus we have
x0 =
1∫
0
x dµ = lim
m→∞
1∫
0
ym dµ ∈ A
by the definition of the Bochner integral and the closeness of A. 
Note. From above proof we can see that for an arbitrary probability measure on Ω , not
only the concepts introduced in Section 1 is still available, the results of Theorem 2.1 and
the following propositions hold as well. But for the sake of convenience, we would rather
regard it as the Lebesgue probability measure µ.
Corollary. Let x :Ω → X be a Bochner integrable function. Then for each positive mea-
sure set G ∈ Σ we have
1
µ(G)
∫
G
x dµ ∈ co(x(G)). (4)
Proof. Let η(A) = µ(A∩ G)/µ(G), A ∈ Σ . Then (Ω,Σ,η) forms another probability
measure space. (When 0 < µ(G) < 1, η is not a Lebesgue probability measure on Ω .)
When θ ∈ x(G), the function
y(t) =
{
x(t), t ∈ G,
θ, t ∈ Ω \G,
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1
µ(G)
∫
G
x dµ =
∫
Ω
y dη ∈ co∫ (y(Ω))= co(x(G)).
When θ /∈ x(G), assume y0 ∈ x(G), then θ ∈ (x − y0)(G), using the result showed just
now we have
1
µ(G)
∫
G
x dµ − y0 = 1
µ(G)
∫
G
(x − y0) dµ ∈ co
(
(x − y0)(G)
)= co(x(G))− y0,
thus (4) holds as well. 
Diestel [1, p. 48] proved the conclusion of this corollary by separation theorem, here we
prove it by Theorem 2.1, which is an improvement in proof method.
Theorem 2.2. Every open convex subset of a Banach space is ∫ -convex.
Proof. Let A be a nonempty open convex subset of a Banach space X, let x be an in-
tegrable X-valued function with x(Ω) ⊂ A and x0 =
∫ 1
0 x dµ. Replacing absolute values
by norms throughout the usual proof of Lusin’s theorem [3], we can generalize that result
to the vector-valued case. Then the measurability of x implies that there exists a compact
set G ⊂ Ω with 0 < µ(G) such that x is continuous on G, thus x(G) is a compact sub-
set of A. For every t ∈ G, it follows from the local convexity of X that there exists some
convex neighborhood U(x(t)) of x(t) such that U(x(t)) ⊂ A, then H = {U(x(t)): t ∈ G}
forms an open covering of x(G). The compactness of x(G) implies that there exists a finite
subset {U(x(ti)) ∈ H : i = 1,2, . . . , k} of H that covers x(G), then {Bi : i = 1,2, . . . , k}
forms a finite covering of G as well, where Bi = x−1(U(x(ti))) ∩ G. As 0 < µ(G), there
is some 1 i0  k such that µ(Bi0) > 0. By the corollary of Theorem 2.1 we have
1
µ(Bi0)
∫
Bi0
x dµ ∈ co(x(Bi0))⊂ U(x(ti0))⊂ A. (5)
When µ(Bi0) = 1, (5) is equivalent to
∫
Ω
x dµ ∈ A. Otherwise we have
1
µ(Ω \Bi0 )
∫
Ω\Bi0
x dµ ∈ co(x(Ω \ Bi0))⊂ A (6)
by the same corollary, then it follows from the convexity of A and the interior point theorem
[5] that
1∫
0
x dµ = µ(Bi0)
(
1
µ(Bi0)
∫
Bi0
x dµ
)
+ µ(Ω \Bi0)
(
1
µ(Ω \Bi0)
∫
Ω\Bi0
x dµ
)
∈ A,
this completes the proof of the theorem. 
Theorem 2.3. Every finite dimensional convex subset of a Banach space is ∫ -convex.
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ean space, without loss of generality we can deal with the matter in Rn. Using the separa-
tion theorem, the proof can be done by induction on n.
Lemma 2.1 (Hille’s theorem [1]). Let T be a closed linear operator defined inside X and
having values in a Banach space Y . If f and Tf are Bochner integrable with respect to µ,
then
T
(∫
E
f dµ
)
=
∫
E
Tf dµ
for all E ∈∑.
Theorem 2.4. Let X and Y be Banach spaces and let T :X → Y be a continuous linear
mapping. If B is an ∫ -convex subset of Y , then T −1(B) is ∫ -convex in X.
Proof. Suppose x is an X-valued integrable function with x(Ω) ⊂ T −1(B), then the con-
tinuity of T implies that T x is an Y -valued Bochner integrable function with T x(Ω) ⊂ B .
From Hille’s theorem and the
∫
-convexity of B we have T (
∫ 1
0 x dµ) =
∫ 1
0 T x dµ ∈ B ,
thus
∫ 1
0 x dµ = T −1(
∫ 1
0 T x dµ) ∈ T −1(B), and the theorem is proved. 
By Theorem 2.4 and the inverse operator theorem [4] we have the following corollaries:
Corollary 1. Let X, Y be two Banach spaces and T :X → Y a continuous linear injection
such that Y1 = T (X) is a closed subspace of Y . If A is an
∫
-convex set in X, then its image
B = T (A) is ∫ -convex in Y .
Corollary 2. Let X be a Hilbert space, let Y and T be the same as Theorem 2.4 such
that Y1 = T (X) is a closed subspace of Y . Then for every
∫
-convex set A ⊂ X, T (A) is∫
-convex in Y whenever A is compact or open.
The following example shows that all
∫
-convex sets in L1[0,1] forms a proper subfam-
ily of all convex sets.
Example 2.1. Let X = L1[0,1], A = {f ∈ X: lims→1− f (s) = 0}. Then A is clearly a
convex subset of X. Let x :Ω → X be defined by
x(t)(s) =
{
2m, t, s ∈ [1 − 12m−1 ,1 − 12m );m = 1,2, . . . ,
0, otherwise.
Then x(Ω) ⊂ A and x is Bochner integrable simple function. Let f = ∫ 10 x dµ. Then for
every s ∈ [0,1), there is only one m ∈ N such that s ∈ [1 − 1/2m−1,1 − 1/2m) and
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1−2−m∫
1−2−(m−1)
2m dµ = 1,
so f = ∫ 10 x dµ /∈ A and A is not ∫ -convex.
3. The
∫
-convexity of functionals
In order to prove the main theorems of this section, let us show two lemmas first.
Lemma 3.1. The
∫
-convexity of functionals is translation invariant, i.e., when f is an∫
-convex functional defined on an ∫ -convex set A, then for every x0 ∈ X and y0 ∈ R, the
functional
g(x) = y0 + f (x − x0), x ∈ x0 + A,
is also
∫
-convex on the
∫
-convex set x0 + A.
Proof. The
∫
-convexity of x0 + A is clear. Suppose x :Ω → x0 + A is an X-valued inte-
grable function such that gx is integrable, then x − x0 :Ω → A is an integrable function
and f (x − x0) is integrable as well. Thus by the integral convexity of f we have
g
( 1∫
0
x dµ
)
= y0 + f
( 1∫
0
x dµ − x0
)
= y0 + f
( 1∫
0
(x − x0) dµ
)
 y0 +
1∫
0
f (x − x0) dµ =
1∫
0
(
y0 + f (x − x0)
)
dµ =
1∫
0
gx dµ,
namely g is
∫
-convex. 
Lemma 3.2. Let x :Ω → X be integrable and let Ω1 = {t ∈ Ω : ‖x(t)‖ > 0} be the support
set of x . Then for every ε > 0 there exists a partition {Bn}∞n=1 of Ω1 such that for any
tn ∈ Bn, the simple function
yε(t) =
{
x(tn), t ∈ Bn, n = 1,2, . . . ,
0, t ∈ Ω \ Ω1
is integrable and there exists
1∫
0
‖yε − x‖dµ< ε.
The proof of Lemma 3.2 can be done by the method of proof of the analogous proposi-
tion in [1, p. 45].
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∫
-convex subset of a Banach space X and f an extended real
valued convex functional defined on A. Then f is ∫ -convex whenever it is lower semi-
continuous.
Proof. By Lemma 3.1, without loss of generality we may assume θ ∈ A and f (θ) = 0.
Let x :Ω → X be an integrable simple function with x(Ω) ⊂ A such that f x is integrable.
Then there exists a partition {Bn}∞0 of Ω with λn = µ(Bn) > 0 and a sequence {xn}∞0 ⊂ X
such that
x(t) = xn, t ∈ Bn, n = 1,2, . . . ,
and x0 =
∫ 1
0 x dµ =
∑∞
n=1 λnxn is convergent. The lower semi-continuity of f means that∀ε > 0, there exists some neighborhood U(x0) of x0 such that f (x0)− ε < f (x) for every
x ∈ U(x0). For every n ∈ N we have
n∑
k=1
λkxk =
n∑
k=1
λkxk +
( ∞∑
k=n+1
λk
)
θ ∈ A
and
lim
n→∞
n∑
k=1
λkxk = x0.
Thus there is nε ∈ N such that n > nε implies
f (x0) − ε < f
(
n∑
k=1
λkxk
)
= f
(
n∑
k=1
λkxk +
( ∞∑
k=n+1
λk
)
θ
)

n∑
k=1
λkf (xk) (7)
as f is convex. Let n → ∞. Then we have f (x0) − ε ∑∞n=1 λnf (xn), the arbitrary
property of ε implies
f
( 1∫
0
x dµ
)
= f (x0)
∞∑
n=1
λnf (xn) =
1∫
0
f x dµ. (8)
When x is a general Bochner integrable X-valued function with x(Ω) ⊂ A such that f x is
integrable, let x0 =
∫ 1
0 x dµ and let
Ω1 =
{
t ∈ [0,1]: x(t) = θ},
Ω2 =
{
t ∈ [0,1]: f x(t) = 0}
be the support set of x and f x , respectively. Then Lemma 3.2 implies that for every m ∈ N,
there exists a partition {B(m)n }∞n=1 of Ω1 and a partition {C(m)n }∞n=1 of Ω2 such that for
arbitrary t(m)n ∈ B(m)n and s(m)n ∈ C(m)n , the simple functions
xm(t) =
{
x(t
(m)
n ), t ∈ B(m)n , n = 1,2, . . . ,
θ, t ∈ Ω \Ω1,
ym(t) =
{
f x(s
(m)
n ), t ∈ C(m)n , n = 1,2, . . . ,0, t ∈ Ω \Ω2,
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1∫
0
x dµ −
1∫
0
xm dµ
∥∥∥∥∥
1∫
0
‖x − xm‖dµ δ
(
1
m
)
, (9)
f
( 1∫
0
x dµ
)
− f
( 1∫
0
xm dµ
)
 1
m
, (10)
∣∣∣∣∣
1∫
0
f x dµ −
1∫
0
ym dµ
∣∣∣∣∣
1∫
0
|f x − ym|dµ 1
m
, (11)
where δ(1/m) in (9) is some small positive number that ensures (10) for f is lower semi-
continuous at x0. Let {D(m)n }∞n=1 be the mixed refined partition of Ω0 = Ω1 ∪Ω2 produced
by {B(m)n }∞n=1 and {C(m)n }∞n=1. Because the middle of (9) and (11) is nonincreasing as the
partition turn finer, for arbitrary t(m)n ∈ D(m)n , the functions
xm(t) =
{
x(t
(m)
n ), t ∈ D(m)n , n = 1,2, . . . ,
θ, t ∈ Ω \Ω0,
ym(t) =
{
f x(t
(m)
n ), t ∈ D(m)n , n = 1,2, . . . ,
0, t ∈ Ω \ Ω0,
are also integrable and they make (10) and (11) hold simultaneously. The conclusion shown
for simple functions implies
f
( 1∫
0
x dµ
)
 f
( 1∫
0
xm dµ
)
+ 1
m

1∫
0
f xm dµ + 1
m
=
1∫
0
ym dµ + 1
m

1∫
0
f x dµ + 2
m
, (12)
thus let m → +∞. Then we have f ( ∫ 10 x dµ) ∫ 10 f x dµ, and the theorem is proved. 
Theorem 3.2. Let A be an open convex subset of a Banach space X and f an extended
real valued convex functional defined on A. Then f is ∫ -convex whenever f is upper
semi-continuous.
Proof. The fact that A is open and f is convex and upper semi-continuous imply
epi0(f ) :=
{
(x, y) ∈ A × R: f (x) < y}
is an open convex subset of X × R. By Theorems 2.1 and 2.2 we can see that epi0(f ) is an
open
∫
-convex set and epi0(f ) is a closed
∫
-convex set. It is also easy to see that epi0(f )
is made of three parts:
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{
(x, y) ∈ A × R: f (x) = y}
∪ {(x, y) ∈ ∂A× R: ∃(xλ, yλ) ∈ epi0(f ), s.t. xλ → x, yλ → y}, (13)
and the intersection of the three parts is empty. Let x be an integrable X-valued func-
tion with x(Ω) ⊂ A such that f x is integrable and let z(t) = (x(t), f x(t)), t ∈ Ω . Then
z :Ω → X × R is integrable and
z(Ω) = (x, f x)(Ω) ⊂ epi(f ) ⊂ epi0(f ).
The
∫
-convexity of epi0(f ) implies
1∫
0
z dµ =
( 1∫
0
x dµ,
1∫
0
f x dµ
)
∈ epi0(f ).
The
∫
-convexity of A shows
∫ 1
0 x dµ ∈ A, then from (13) we have( 1∫
0
x dµ,
1∫
0
f x dµ
)
∈ epi0(f ) ∪
{
(x, y) ∈ A × R: f (x) = y}, (14)
this is equivalent to f (
∫ 1
0 x dµ)
∫ 1
0 f x dµ, i.e., f is
∫
-convex on A. 
The following example shows that the hypothesis of semi-continuity of Theorems 3.1
and 3.2 is absolutely necessary.
Example 3.1. Let X = l1, its open unit ball B is convex and hence ∫ -convex. Let
B1 =
{
x ∈ B: ∃n0 ∈ N, s.t. xn = 0, ∀n > n0
}
,
f (x) =
{
0, x ∈ B1,
+∞, x ∈ B \ B1.
The convexity of f is clear, but it is not
∫
-convex because f is neither lower nor upper
semi-continuous on B . In fact, let
xm =
( m−1︷ ︸︸ ︷
0, . . . ,0,
1
m + 1 ,0, . . .
)
∈ B1, m = 1,2, . . . ,
x(t) =
{
x1, t ∈
[
0, 12
)∪ {1},
xm, t ∈
[
1 − 12m−1 ,1 − 12m
)
, m = 2,3, . . . .
Then x is an X-valued integrable function with x(Ω) ⊂ B and f x ≡ 0 is integrable, but
f
( 1∫
0
x dµ
)
= +∞ >
1∫
0
f x dµ = 0.
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∫
-extreme points theorems and their applications
Let A be a subset of a Banach space. It follows from the definition that every
∫
-extreme
point of A is its extreme point as well, i.e., ext∫ A ⊂ extA. The following is an example of
ext∫ A = extA.
Example 4.1. Let X = L1[0,1], let
A = {f ∈ X: ∃ε ∈ (0,1), s.t. f (s) = 0, ∀s ∈ (1 − ε,1]},
g(s) =
{
2−m, s ∈ [1 − 12m−1 ,1 − 12m ), m = 1,2, . . . ,
0, s = 1,
and B = A ∪ {g}. Then g ∈ extB is clear. Let x :Ω → X be defined by
x(t)(s) =
{
1, t, s ∈ [1 − 12m−1 ,1 − 12m ), m = 1,2, . . . ,
0, otherwise.
Then x(Ω) ⊂ B . As
lim
t→1−
∥∥x(t) − x(1)∥∥= lim
t→1−
1∫
0
∣∣x(t) − x(1)∣∣dµ = lim
m→∞
1
2m
= 0,
it is obvious that x is one-side continuous and integrable on [0,1] and ∫ 10 x dµ = g, but the
fact that x(t) = g for every t ∈ Ω implies g /∈ ext∫ B , namely ext∫ B ⊃ extB .
The following are two basic
∫
-extreme points theorems.
Theorem 4.1. Let X be a Banach space and A a nonempty compact subset of X. Then
ext∫ A = φ.
Proof. Let E be the family of all compact ∫ -extremal subsets of A. Then A ∈ E . With the
set-theoretic relation ⊃, E forms a semi-order set (i.e., for B1,B2 ∈ E , B1 ≺ B2 ⇔ B1 ⊃
B2), and for each total ordering subset {Bλ: λ ∈ Λ} of E , ⋂λ∈Λ Bλ ∈ E is its upper bound.
Then by Zorn’s lemma there is a maximal element B ∈ E . It is sufficient to prove B is a
singleton. Otherwise assume p,q ∈ B , p = q , then there is f ∈ X∗ such that f (p) = f (q).
Thus the set
B1 =
{
x ∈ B: f (x) = min{f (x): x ∈ B}} (15)
is a compact proper subset of B . We assert that B1 is an
∫
-extremal subset of B , thus it
is an
∫
-extremal subset of A, this contradicts the maximality of B . In fact, if B1 were not
an
∫
-extremal subset of B , then there exists a one-side continuous X-valued integrable
function x with x(Ω) ⊂ B and x0 =
∫ 1
0 x dµ ∈ B1 and t0 ∈ [0,1] such that x(t0) /∈ B1, i.e.,
f (x(t0)) > min{f (x): x ∈ B}. Let ε > 0 be a positive number such that
f
(
x(t0)
)
> min
{
f (x): x ∈ B}+ ε. (16)
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δ > 0 such that, without loss of generality, for every t ∈ [t0, t0 + δ] ⊂ Ω we have
f
(
x(t)
)
> min
{
f (x): x ∈ B}+ ε. (17)
But Hille’s theorem (Lemma 2.1) means
f (x0) = f
( 1∫
0
x dµ
)
=
t0+δ∫
t0
f x dµ+
∫
Ω\[t0,t0+δ]
f x dµ > min
{
f (x): x ∈ B},
this contradicts the fact of x0 ∈ B1. 
Theorem 4.2. Let X be a Banach space and A a nonempty compact convex subset of X.
Then ext∫ A = extA.
Proof. From Theorem 4.1 we have φ = ext∫ A ⊂ extA. Assume x0 ∈ extA, let x be a
one-side continuous X-valued integrable function with
x(Ω) ⊂ A and x0 =
1∫
0
x dµ.
It is sufficient to verify x(Ω) = {x0}. If not, there is t0 ∈ [0,1] such that x(t0) = x0. The
locally convexity of X implies that there exists an open convex neighborhood U(x(t0)) of
x(t0) such that x0 /∈ U(x(t0)). From the one-side continuity of x there exists 0 < δ < 1
such that, without loss of generality, x(t) ∈ U(x(t0)) for every t ∈ [t0, t0 + δ] ⊂ [0,1]. The
corollary of Theorem 2.1 implies
1
δ
t0+δ∫
t0
x dµ ∈ co(x([t0, t0 + δ]))⊂ U(x(t0))∩ A,
1
1 − δ
∫
Ω\[t0,t0+δ]
x dµ ∈ A,
thus from
x0 = δ ·
(
1
δ
t0+δ∫
t0
x dµ
)
+ (1 − δ) ·
(
1
1 − δ
∫
Ω\[t0,t0+δ]
x dµ
)
and x0 ∈ extA we have x0 = (1/δ)
∫ t0+δ
t0
x dµ ∈ U(x(t0)) ∩ A, this contradicts the fact of
x0 /∈ U(x(t0)). 
The following are two important applications of the
∫
-extreme points theory in optimal
control problem.
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an
∫
-concave functional defined on X. Then the ∫ -concave programming
min
{
f (x): x ∈ A}
has solution in ext∫ A if f is lower semi-continuous on A.
Proof. The lower semi-continuity of f means y0 = min{f (x): x ∈ A} exists. For every
n ∈ N, Bn = {x ∈ A: f (x)  y0 + 1/n} is a nonempty compact subset of A, and
each pair of such sets has nonempty intersection. Thus the compactness of A implies
B = ⋂∞n=1 Bn = {x ∈ A: f (x) = y0} is also a nonempty compact subset of A. Theo-
rem 4.1 means ext∫ B = φ, it is sufficient to prove B is an ∫ -extremal subset of A. If
not, there exists a one-side continuous X-valued integrable function x with
x(Ω) ⊂ A and
1∫
0
x dµ ∈ B
such that x(Ω) ⊂ B . Then there is t0 ∈ [0,1] and some ε > 0 such that f (x(t0)) > y0 + ε.
The lower semi-continuity of f and the one-side continuity of x imply that there is δ > 0
such that, without loss of generality, f (x(t)) > y0 + ε for every t ∈ [t0, t0 + δ]. It follows
from the
∫
-concavity of f that
f
( 1∫
0
x dµ
)

1∫
0
f x dµ =
t0+δ∫
t0
f x dµ +
∫
Ω\[t0,t0+δ]
f x dµ > y0,
this contradicts the fact of
∫ 1
0 x dµ ∈ B . 
The following is the dual proposition of Corollary 1.
Corollary 2. Let X be a Banach space and A a nonempty compact subset of X, let f be
an
∫
-convex functional defined on X. Then the ∫ -convex programming
max
{
f (x): x ∈ A}
has solution in ext∫ A if f is upper semi-continuous on A.
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