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Abstract
We consider a degenerate parabolic reaction–diffusion equation with a monostable nonlinearity arising
in population dynamics. In some suitable scaling limit, we prove the generation and propagation of an
interface with constant normal velocity in the case that the initial condition has a convex compact support.
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1. Introduction
Biological invasion can often be observed when a species moves into an environment which
it has not previously occupied. The spatial spreading of the invading species can be seen as a
process where individuals disperse while they move and grow. Fisher [6] proposed a reaction–
* Corresponding author.
E-mail address: elisabeth.logak@u-cergy.fr (E. Logak).0022-0396/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2008.02.018
D. Hilhorst et al. / J. Differential Equations 244 (2008) 2870–2889 2871diffusion equation as a model to describe the process of spatial spreading when mutant individ-
uals with higher adaptability appear in populations, namely
ut = u+ (1 − u)u. (1)
This equation is well known in the field of population genetics. On the other hand, in the field of
theoretical ecology, Skellam [14] used the following diffusion equation to explain spatial patterns
of biological individuals,
ut = du+ r(1 − u/K)u, (2)
where r > 0 is the intrinsic growth rate, K > 0 is the carrying capacity and u is the density of
a biological population. Eq. (2) can be obviously rewritten as Eq. (1) by using suitable transfor-
mations. Thus Eq. (1) appears as a model equation for the invading process of individuals which
expand in environments in various fields ranging from population genetics and bacterial growth
to combustion and even to the dispersal of human culture.
It has been observed that in the case of some animals, the population pressure tends to enhance
dispersal as the population density increases. Based on experiments on ant-lions (Glenuroides
japonicus) by Morishita [10], Shigesada [13] suggested that Eq. (2) should be replaced by
ut = 
(
(d + d0u)u
)+ r(1 − u/K)u, (3)
where d  0 and the rate of population pressure d0 > 0 are both constants. In the special case
when d = r = 0, Eq. (3) can be generally written as
ut = d0
(
um
)
, (4)
with m = 2. On the other hand, in chemical engineering, Eq. (4) with m > 1 is well known as
a model to describe flows in porous medium (see for instance [11]). A characteristic property
of this equation is that the diffusion degenerates when u = 0, which is totally different from the
case of the linear diffusion equation ut = u. From this property there follow two interesting
features, namely the loss of regularity of solutions and the finite speed of propagation. The latter
implies the following. Suppose that the initial function u(x,0) has compact support, then the
solution u(x, t) of (4) also has compact support so that there occurs an interface which separates
the regions where u > 0 and u = 0.
In this article, we consider the initial–boundary value problem
(
P 
)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut = um + 1

u(1 − u) in Ω × [0, T ],
∂(um)
∂ν
= 0 on ∂Ω × [0, T ],
u(x,0) = g(x), x ∈ Ω,
where Ω ⊂ RN (N  1) is a smooth bounded domain, ν is the outward normal vector to ∂Ω ,
m  2 and  > 0 is a small parameter representing the width of the interface. Problem (P )
naturally arises in population dynamics where it is called population density-dependent dispersal
of individuals. Our results bear on the asymptotic behavior of the solution u of Problem (P )
as  → 0.
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ever a unique weak solution u of this problem that we define below. We assume that the initial
data g  0 has a convex compact support in Ω . We then prove that the solution u(., t) has
compact support, which propagates with finite speed as in the case of the porous medium equa-
tion. Note that u is not smooth in the neighborhood of the interface separating the regions
where u > 0 from that where u = 0.
Travelling front solutions to the evolution equation in Problem (P ) have been obtained in
the papers by Newman [12] and Aronson [1].
In the case that m = 1, the singular limit of Problem (P ) has been studied first by Freidlin [7]
using large deviation techniques and then by Evans, Souganidis [5] using PDE and Hamilton–
Jacobi type techniques. They consider the case where Ω = RN and where g  0 has compact
support Ω0. They prove that the solution u of the corresponding initial value problem satisfies
lim
→0u
(x, t) = χΩt (x) =
{
1, x ∈ Ωt,
0, x /∈ Ωt,
where χΩt is the characteristic function of the domain Ωt and where the interface Γt = ∂Ωt
moving with constant normal velocity c1 = 2, starting initially from Γ0 = ∂Ω0. Here in fact, for
each m  1, one can define a constant cm > 0 as the minimal velocity of the travelling wave
solutions of a related one-dimensional diffusion equation (cf. Section 3).
Our main result is that for m  2 the solution u converges to 0 or 1 on both sides of an
interface moving with constant normal velocity cm for compactly supported initial data. Note
that this result holds true for 1 < m < 2 as well for a more restricted class of initial data (see
Remark 5.1 at the end of this paper and [9]).
The organization of this paper is as follows. In Section 2, we define weak solutions of Prob-
lem (P ) and state a criterium guaranteeing that functions are sub- and supersolutions for this
problem. We then give a local in time existence and uniqueness result for the classical solution
of the motion of a curve with constant normal velocity and finally we define a modified signed
distance function which is useful in the following sections. In Section 3, we recall known results
about travelling wave solutions to the one-dimensional degenerate Fisher equation. In Section 4,
we study the generation of interfaces for Problem (P ), starting from fairly general compactly
supported initial data. In Section 5 we prove the main result and show that the solution u con-
verges to the characteristic function of a domain whose boundary moves with constant normal
velocity cm.
2. Preliminaries
To begin with, we define a weak solution of Problem (P ).
Definition 2.1. A function u : Ω ×R+ →R is a weak solution of Problem (P ) if for all T > 0,
(i) u ∈ C(Ω × [0, T ]) and ∇um ∈ L2(Ω × [0, T ]),
(ii) u satisfies the integral equality
∫
Ω
u(T )φ(T ) =
∫
Ω
gφ(0)+
T∫
0
∫
Ω
(
uφt − ∇um∇φ + 1

f (u)φ
)
for all φ ∈ C1(Ω × [0, T ]) with φ  0 in Ω × [0, T ].
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vely u) which satisfies (i) and (ii) with equality replaced by  (respectively ).
Define the operator L by
Lw := wt − wm − 1

w(1 −w) (5)
on the sets where w(x, t) > 0.
Actually, the next lemma states sufficient conditions for a function u to be a weak solution (or
sub/supersolution) of Problem (P ).
Lemma 2.2. Let u be a continuous nonnegative function in Ω × [0, T ]. Define Ω+t = {x ∈ Ω,
u(x, t) > 0} and Γt = ∂Ω+t for all t ∈ [0, T ]. Suppose that the family Γ =
⋃
t∈[0,T ](Γt × {t}) is
sufficiently smooth and let νt be the outward normal vector on Γt . Suppose moreover that
(i) ∇um is continuous in Ω × [0, T ],
(ii) Lu = 0 in {(x, t) ∈ Ω × [0, T ], u(x, t) > 0},
(iii) ∂um
∂νt
= 0 on ∂Ωt for all t ∈ [0, T ].
Then u is a weak solution of Problem (P ) on [0, T ]. Similarly u is a weak sub- (respectively
super-) solution of Problem (P ) if the equality in (ii) is replaced by  (respectively ) and if
the equality in (iii) is replaced by  (respectively ).
Proof. We prove the property for a weak subsolution, namely we assume that u satisfies the
hypotheses of Lemma 2.2 with
Lu 0 in Ωt and ∂u
m
∂νt
 0 on ∂Ωt for all t ∈ [0, T ]. (6)
Our purpose is to check that u satisfies the integral inequality
∫
Ω
u(T )φ(T )
∫
Ω
gφ(0)+
T∫
0
∫
Ω
(
uφt − ∇um∇φ + 1

f (u)φ
)
(7)
for all φ ∈ C1(Ω × [0, T ]) with φ  0 in Ω × [0, T ]. This is equivalent to
∫
Ω+T
u(T )φ(T )
∫
Ω+0
gφ(0)+
T∫
0
∫
Ω+t
(
uφt − ∇um∇φ + 1

f (u)φ
)
. (8)
Note that if Vt is the normal velocity on Γt ,
d
dt
( ∫
+
uφ
)
=
∫
+
(uφt + utφ)+
∫
Γt
uφVt =
∫
+
(uφt + utφ),Ωt Ωt Ωt
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T∫
0
∫
Ω+t
uφt = −
T∫
0
∫
Ω+t
utφ +
∫
Ω+T
u(T )φ(T )−
∫
Ω+0
gφ(0)
so that (8) is equivalent using integration by parts to
T∫
0
∫
Ω+t
(
−utφ + umφ + 1

f (u)φ
)
− 
T∫
0
∫
Γt
∂um
∂νt
φ  0, (9)
which can be rewritten as
−
T∫
0
∫
Ω+t
L(u)φ − 
T∫
0
∫
Γt
∂um
∂νt
φ  0, (10)
and follows directly from (6). 
Let us now make precise the limiting free boundary problem corresponding to Problem (P ).
Assume that the support of g is Ω0, a smooth bounded domain with Ω0 Ω and that Ω \Ω0 is
connected. Let Γ0 = ∂Ω0 be the initial interface. For T > 0 small enough, we define the interface
Γ =⋃t∈[0,T ](Γt × {t}) as the unique smooth solution of
Vn = cm on Γt , Γt |t=0 = Γ0, (11)
where n is the outward normal vector to Γt and Vn is the normal velocity of the interface. Note
that for t > 0 small,
Γt =
{
x ∈ Ω \Ω0, dist(x,Γ0) = cmt
}
. (12)
More precisely, if
s(x) = −1 for x ∈ Ω0, s(x) = +1 for x ∈ Ω \Ω0,
we choose d0 > 0 such that x → s(x)dist(x,Γ0) is smooth in the tubular neighborhood of Γ0
Γ (2d0) =
{
x ∈ Ω, dist(x,Γ0) < 2d0
}
.
This ensures that Γt is uniquely defined by (12) for 0 t < 2d0cm . Therefore the maximal time T
of existence of a solution to (11) satisfies T  2d0
cm
. For 0 t < 2d0
cm
, we have Γt = ∂Ωt , where
Ωt = Ω0 ∪
{
x ∈ Ω, dist(x,Γ0) < cmt
}
. (13)
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from x ∈ Ω to Γt , t ∈ [0, T ], namely
|d˜(x, t)| = dist(x,Γt ), d˜(x, t) < 0 in Ωt, d˜(x, t) > 0 in Ω \Ωt.
Let d(x, t) be a smooth modification of d˜ such that
d = d˜ in Γ (d0) =
{
(x, t) ∈ Ω × [0, T ], ∣∣d˜(x, t)∣∣< d0},
d0 < |d| 2d0 and dd˜ > 0 in Γ (2d0) \ Γ (d0),
|d| = 2d0 and dd˜ > 0 in Ω × [0, T ] \ Γ (2d0).
Note that
d(x, t) = d(x,0)− cmt
for x close to Γ0 and t > 0 small enough and that Eq. (11) reads
dt + cm = 0 on Γt =
{
x ∈ Ω, d(x, t) = 0}. (14)
Thus, since |∇d| = 1 in Γ (d0), there exists a constant k2 > 0 such that for all (x, t) ∈ ΩT ,∣∣(dt + cm|∇d|2)(x, t)∣∣ k2∣∣d(x, t)∣∣,∣∣∇d(x, t)∣∣+ ∣∣d(x, t)∣∣ k2. (15)
We make the following assumption on the initial data.
Initial data. (i) g is a smooth nonnegative function, with compact support Ω0 Ω where Ω0 is
a smooth convex domain.
(ii) There exists M  1 such that
0 < g M in Ω0. (16)
(iii) There exists δ > 0 such that if n denotes the outward normal vector on Γ0 = ∂Ω0, then
∀y ∈ Γ0,
∣∣∣∣∂g(y)∂n
∣∣∣∣ δ. (17)
We state now our main result.
Theorem 2.1. Assume that m  2. Let g satisfy the assumptions (16)–(17). Let T > 0 be the
maximal time of existence of a smooth solution Γ =⋃t∈[0,T ](Γt × {t}) of (11). Then if
Ωt =
{
x ∈ Ω, d(x, t) < 0},
the corresponding solution u of Problem (P ) satisfies
lim
→0u
(x, t) = χΩt (x) =
{
1, x ∈ Ωt,
0, x /∈ Ωt,
for all x ∈ Ω and t ∈ (0, T ].
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with compact support, not necessarily convex.
Remark 2.2. One can also replace in Theorem 2.1 the hypotheses m  2 and Ω0 convex by
the hypotheses that m > 1 and that the equation ut = um + u(1 − u) has a finite speed of
propagation property for t ∈ [0,∞].
3. The 1D degenerate Fisher equation
We consider the one-dimensional degenerate parabolic equation
ut =
(
um
)
xx
+ u(1 − u), (x, t) ∈R×R+, (18)
and define the operator
Lu = ut −
(
um
)
xx
− u(1 − u)
on subsets of R×R+ where u > 0.
Travelling wave solutions. There exist travelling wave solutions of Eq. (18), namely functions
of the form u(x, t) = U(x − ct) which are weak solutions of the problem
{(
Um
)′′ + cU ′ +U(1 −U) = 0, x ∈R,
U(−∞) = 1, U(+∞) = 0. (19)
Definition 3.1. The function U :R → [0,1] is a weak solution of problem (19) if it satisfies
1. U and (Um)′ are bounded and continuous on R;
2. U satisfies the integral equality
∫
R
[((
Um
)′ + cU)φ′ −U(1 −U)φ]= 0
for all φ ∈ C1(R) with compact support;
3. U(−∞) = 1, U(+∞) = 0.
The precise result reads as follows (cf. [2,8]).
Theorem 3.1. Assume that m> 1. Then there exists cm > 0 such that:
(i) For 0 < c < cm, there is no weak solution to (19).
(ii) For any c  cm, there is a weak solution Uc to (19), which is unique up to translation.
Moreover, Uc is nonincreasing. More precisely, for c > cm, Uc is strictly positive and strictly
decreasing on R; for c = cm, Ucm is compactly supported from the right.
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of minimal velocity is compactly supported from one side. In the sequel, we denote by U = Ucm
the unique solution of
{(
Um
)′′ + cmU ′ +U(1 −U) = 0,
U(−∞) = 1, U > 0 on (−∞,0), U = 0 on [0,+∞). (20)
We now summarize some useful properties of U (cf. [3]).
Proposition 3.1. Assume that m > 1 and let U = Ucm be the solution of (20). Then there exist
k1 > 0 and β > 0 such that U satisfies
U ′ < 0 on (−∞,0) and U is smooth outside 0, (21)
there exists C > 0 such that
∣∣(Um−1)′(z)∣∣ C for all z ∈R, (22)
for 1 <m< 2, U ′(0) = 0, (23)
for m = 2, −∞ <U ′(0) < 0, for m> 2, U ′(0) = −∞, (24)
for all z ∈R, ∣∣(Um)′(z)∣∣ k1U(z), (25)
for all z ∈R−, 0 (1 −U)(z) k1e−β|z|, (26)
for all z−1, ∣∣zU ′(z)∣∣ k1U(z). (27)
We remark that the property (25) is deduced from (22) and that the property (27) just follows
from the fact that for z ∈ (−∞,−1], the function zU ′(z) is bounded and U(z)U(−1) > 0.
4. Initialization of the interface
We establish below the following result.
Proposition 4.1. Assume that g has compact support Ω0 Ω which is convex with Γ0 = ∂Ω0
smooth enough and satisfies the assumptions (16)–(17). Let u be the corresponding solution to
Problem (P ). Then there exist k > 0 and α > 0 such that at time T = α|ln | for all 0 <  < 0
small enough:
1. For all x ∈ Ω0,
if g(x) k∣∣ln()∣∣, then u(x,T) 1 − .
2. For all x ∈ Ω ,
0 u(x,T) 1 + .
3. For all x ∈ Ω ,
if dist(x,Ω0) k
∣∣ln()∣∣, then u(x,T) = 0.
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ility of 1 for the ODE whereas the third property is related to the finite speed of propagation
associated with the degenerate diffusion. Thus the proof of this result is divided in 2 parts.
4.1. Generation of interface
We prove here the properties 1 and 2 in Proposition 4.1. The proof of property 1 relies on
the construction of a subsolution to Problem (P ) which is derived from the solution of the
corresponding ODE. It follows closely a similar result established in [4] in the case of a bistable
nonlinearity. For the sake of completeness, we recall here this construction. First we extend the
function u − u2 on R− into a C2 function f (u) which satisfies the assumption (1.3) in [4],
namely
f (−1) = f (0) = f (1) = 0 with f ′(±1) < 0, f ′(0) > 0
and f (u) = 0 for u /∈ {0,±1}. As in Section 3 of [4], we then consider the modification f of f
defined by
f(s) = ψ(s)(s − |ln |)|ln | +
(
1 −ψ(s))f (s), (28)
where ψ ∈ C∞c (R) is a cut-off function satisfying
ψ(s) = 1 for s ∈ [0,2|ln |], (29)
ψ(s) = 0 for s ∈ (−∞,−] ∪ [3|ln |,+∞), (30)
0 <ψ(s) < 1 for s ∈ (−,0)∪ (2|ln |,3|ln |), (31)
0ψ ′(s) 2

for s < 0, − 2
|ln | ψ
′(s) 0 for s > 0. (32)
Using that f ′(0) = 1, it is straightforward to check that
∀s ∈R, f(s) = f (s)+ψ(s)
[
− +
(
1
|ln | −
f (s)
s
)
s
]
 f (s). (33)
Next we define w(τ, ξ) as the solution of the ordinary differential equation⎧⎨
⎩
∂w
∂τ
= f(w) for τ  0,
w(0, ξ) = ξ,
for ξ ∈R. Then w satisfies the following properties.
Lemma 4.1.
(i) For all M > 1, there exists CM > 0 such that for all τ > 0, for all 0 < ξ  M ,
0max(0,w(τ, ξ)) CM .
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If ξ  0, then w(τ, ξ) < 0 for all τ > 0.
If 0 < ξ < |ln |, then ∂w
∂τ
(τ, ξ) < 0 for all τ > 0 and w(τ, ξ) > 0 for all 0 < τ < τ(ξ),
where
τ(ξ) = |ln |
∣∣∣∣ln
(
1 − ξ
|ln |
)∣∣∣∣.
(iii) w is a C2 function of ξ ∈R and wξ(τ, ξ) > 0 for all τ  0, ξ ∈R.
(iv) For all a > 0 and for all M > 1, there exists C(a) > 0 such that
∣∣∣∣wξξwξ (τ, ξ)
∣∣∣∣ C(a)
as long as 0 τ  a|ln | and for all |ξ |M .
(v) For all M > 1, there exists T > 0 such that for all τ  T |ln | and for all |ln | ξ M ,
we have
0 <w(τ, ξ) 1 + .
Moreover, if ξ  3|ln | and τ  T |ln |, then
w(τ, ξ) 1 − .
The properties (iii) and (iv) are proved in [4, Lemma 3.1], whereas the properties (i), (ii)
and (v) follow from the definition of f and the stability of 1.
Proof of Proposition 4.1, properties 1 and 2. Let us consider
u(x, t) = max
(
0,w
(
t

, g(x)−Kt
))
,
with K > 0 to be chosen below. We prove that
Proposition 4.2. For all a > 0 there exist K > 0, 0 > 0 such that for 0 <  < 0,
for all x ∈ Ω and for all 0 t  a∣∣ln()∣∣, u(x, t) u(x, t). (34)
Proof. First note that u(x,0) = g(x). Moreover, if x /∈ Ω0, then g(x) = 0 so that u(x, t) = 0 by
Lemma 4.1(ii). Hence u(., t) is compactly supported in Ω and ∂(um)
∂ν
= 0 on ∂Ω . We show below
that L[u] 0 in the support of u for K >K(a) large enough and for 0 <  < 0 small enough.
A straightforward computation, valid wherever w > 0, yields
(u)t = 1

wτ −Kwξ ,

(
um
)= (wm) |∇g|2 + (wm) g,
ξξ ξ
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wm
)
ξ
= mwm−1wξ and
(
wm
)
ξξ
= m(m− 1)wm−2w2ξ +mwm−1wξξ .
Note that since m> 1, we have (
wm
)
ξξ
mwm−1wξξ .
Therefore

(
um
)
mwm−1wξξ |∇g|2 +mwm−1wξg (35)
mwm−1
[
wξξ |∇g|2 +wξg
]
. (36)
Thus, using that wτ = f(w) f (w) by (33), we obtain that
L[u] = ut − 
(
um
)− 1

f (u)−Kwξ − 
(
um
)
and using (36),
L[u]−Kwξ − mwm−1
[
wξξ |∇g|2 +wξg
]
−wξ
[
K + mwm−1
(
wξξ
wξ
|∇g|2 +g
)]
.
By Lemma 4.1(iii), we have that wξ > 0 and by (i)–(ii), we have that w is bounded whenever
w > 0. Moreover, using the smoothness of g and Lemma 4.1(iv), there exists C1(a) > 0 such
that ∣∣∣∣wξξwξ |∇g|2 +g
∣∣∣∣ C1(a)
for 0 t  a|ln()|, x ∈ Ω and  > 0 small enough. Therefore there exists C2(a) > 0 such that
K + mwm−1
(
wξξ
wξ
|∇g|2 +g
)
K −C2(a) > 0
if we choose K  2C2(a) large enough. This proves that for all (x, t) ∈ Ω × [0, a|ln()|] such
that u(x, t) > 0,
L[u] 0.
Using Lemma 2.2, this inequality proves that u is a subsolution to Problem (P ) on Ω ×
[0, a|ln()|], which implies (34) and completes the proof of Proposition 4.2. 
Let us choose a = T , with T as in Lemma 4.1(v) and K = 2C2(T ). Next let C = KT + 3 and
assume that g(x) C|ln | so that
g(x)−KT ∣∣ln()∣∣ 3∣∣ln()∣∣,
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u
(
x,T  ln
(
1

))
= w
(
T ln
(
1

)
, g(x)−KT  ln
(
1

))
 1 − .
In view of (34), this proves the first property in Proposition 4.1.
To prove the second property in Proposition 4.1, we establish the following upper bound.
Lemma 4.2. There exists T = T (M) 0 such that
∀x ∈ Ω, ∀t  T  ln
(
1

)
, 0 u(x, t) 1 + .
(If M = 1, then T (M) = 0.)
Proof. Just note that for M  1, the solution φ of
⎧⎨
⎩
∂φ
∂τ
= f (φ),
φ(0) = M
is such that φ( t

) is a supersolution to Problem (P ). If M = 1, then φ(τ) = 1 for all τ  0.
Moreover, for all M  1, φ(τ) = w(τ,M). Thus it follows from Lemma 4.1(v) that for all M > 1
there exists T = T (M) > 0 such that φ(τ) 1 +  for all τ  T |ln()|. 
4.2. Finite speed of propagation
Let us consider the solution v of the Cauchy problem
(
Q
) {vt = vm + 1

v(1 − v) in RN ×R+,
v(x,0) = g(x), x ∈RN,
where N  1. By our choice in (16)–(17), the initial data g  0 is supported in Ω0, which is a
smooth bounded convex domain in RN with Ω0 Ω . We prove the following result.
Theorem 4.1. Assume that m 2. Let v be the solution of Problem (Q). Then v is defined for
all time and for all t > 0, v(., t) is compactly supported. Precisely, there exists k > 0 indepen-
dent of  ∈ (0,1] such that
∀t > 0, if dist(x,Ω0) kt, then v(x, t) = 0. (37)
Proof. For any fixed x0 ∈ ∂Ω0, let n0 be the unit outward normal vector to ∂Ω0 at x0 and define
v+(x, t) = KU
(
(x − x0).n0 − kt )
, (38)

2882 D. Hilhorst et al. / J. Differential Equations 244 (2008) 2870–2889where U is the travelling wave solution of minimal speed defined by (20) and k = cmKm−1, with
K  1 to be defined below. We show now that for all  ∈ (0,1], for all t  0 and for all x ∈RN ,
0 v(x, t) v+(x, t). (39)
To prove inequality (39), first note that
0 v M,
since f (M) 0 for M  1. Next consider any y on the open half-line passing through x0 with
direction n0, of the form
y = x0 + dn0 with d = dist(y,Ω0) = (y − x0).n0 (40)
since by convexity of Ω0, x0 is the projection of y on Ω0. In fact, Ω0 lies on one side of the
tangent hyperplane at x0 so that
∀x ∈ Ω0, (x − x0).n0 < 0. (41)
Let (e0, e1, . . . , eN−1) be an orthonormal basis of RN with e0 = n0. Since for m 2, U ′(0) < 0
by (24), there exists K  1 such that
∀x ∈RN, ∀ ∈ (0,1], 0 g(x)KU
(
(x − x0).n0

)
. (42)
Next we prove that v+ is a supersolution of Problem (Q). In view of (42), it is sufficient to
establish that for all t  0 and for all x ∈RN ,
Lv+ := (v+)t − (v+)m − 1

f (v+) 0.
We use that the nonlinearity f (s) = s(1 − s) satisfies
Kmf (s) f (Ks) for all s ∈ [0,1] and K  1. (43)
A straightforward computation yields
(v+)t = −kK

U ′,
(v+)m = K
m
2
(
Um
)′′ = −Km
2
(
cmU
′ + f (U)).
Since k = cmKm−1,
Lv+ = −kKU ′ +KmcmU ′ +Kmf (U)− f (KU)
= U ′(−kK +Kmcm)+Kmf (U)− f (KU)
= Kmf (U)− f (KU) 0
by the property (43). This proves inequality (39).
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rem 4.1. 
Next we deduce
Corollary 4.1. Assume that m 2. There exists T˜ > 0 such that for all 0 <   1,
∀t ∈ [0, T˜ ],∀x ∈ Ω, u(x, t) = v(x, t).
Proof. Theorem 4.1 shows that
Support
(
v(., t)
)⊂ {x ∈RN ∣∣ dist(x,Ω0) < kt}. (44)
Therefore if
0 < T˜ <
dist(∂Ω0, ∂Ω)
k
, (45)
where k is defined in (37), it follows that for all 0 <   1 and for all 0 t  T˜ ,
Support
(
v(., t)
)
Ω.
(Indeed, let x be in the closure of the support of v(., t); by (44), this implies that
dist(x,Ω0) kT˜ < dist(∂Ω0, ∂Ω). (46)
If we assume by contradiction that x /∈ Ω , let x0 ∈ ∂Ω0 be the projection of x on Ω0, so that
‖x − x0‖ = dist(x,Ω0). The segment [x0, x] intersects ∂Ω at some point y ∈ ∂Ω such that
dist(∂Ω0, ∂Ω) ‖y − x0‖ ‖x − x0‖,
in contradiction with (46).) Hence for 0 t  T˜ , the solution v of Problem (Q) is a solution
of Problem (P ) as well. By uniqueness, this yields the conclusion of Corollary 4.1. 
Combining Theorem 4.1 and Corollary 4.1, we obtain the finite speed property for u , namely
Theorem 4.2. Let Ω0 Ω be the support of g. Then there exists k > 0 such that for all x ∈ Ω
and for all t > 0, if dist(x,Ω0) kt , then u(x, t) = 0.
5. Proof of the main result
We give now the proof of Theorem 2.1. If T denotes the initialization time defined in Propo-
sition 4.1, we construct sub- and supersolutions of Problem (P ) on Ω ×[T, T ]. More precisely,
we define
u±(x, t) = (1 ±C)U
(
d(x, t)∓ |ln()|m1em2t

)
, (47)
and we prove the following result.
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small enough,
∀(x, t) ∈ Ω × [0, T − T], u−(x, t) u(x, t + T) u+(x, t).
Since lim→0 T = 0, the facts that U(−∞) = 1 and U = 0 onR+ imply that the functions u±
are compactly supported in Ω and satisfy
lim
→0u
±(x, t) = χΩt (x)
for all x ∈ Ω and t ∈ (0, T ], where Ωt is defined by (13). Hence the conclusion of Theorem 2.1
follows directly from Proposition 5.1 that we prove below.
First we compare u±(.,0) and u(., T) and establish the following inequality.
Lemma 5.1. There exists m˜  1 such that for all m1 > m˜, C  1 and  > 0 small enough, we
have for all x ∈ Ω ,
u−(x,0) u(x,T) u+(x,0).
Proof. To establish that
∀x ∈ Ω, u−(x,0) u(x,T), (48)
we distinguish two cases.
First consider the case that d(x,0)−m1|ln()|. Then u−(x,0) = 0 so that (48) is satisfied.
Second we consider the case that d(x,0)  −k′|ln()|, where k′ > 0 is defined below. Us-
ing (17) and the fact that n(y) = ∇d(y,0), we obtain the existence of δ′ > 0 such that for all
−δ′  s  0 and for all y ∈ Γ0,
∇g(y + sn(y)).∇d(y + sn(y),0)− δ
2
.
Hence the mean value theorem implies that there exists k′ > 0 such that
∀x ∈ Ω, d(x,0)−k′∣∣ln()∣∣ ⇒ g(x) k∣∣ln()∣∣. (49)
With this choice of k′, it follows from the first property in Proposition 4.1 that u(x,T) 1 − 
in this case. Choosing C > 1 ensures then since U  1 on R that
u−(x,0) 1 −C  u(x,T).
Finally we choose m1 > k′ to make sure that those two cases imply (48).
We now establish that
∀x ∈ Ω, u(x,T) u+(x,0). (50)
Let us choose m1 > k, where k > 0 is given in Proposition 4.1.
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u(x,T) = 0 so that (50) is satisfied.
In the case that d(x,0) < k|ln()|, using the properties of U in (26), we have that
u+(x,0) = (1 +C)U
(
d(x,0)− |ln()|m1

)
 (1 +C)U((k −m1)∣∣ln()∣∣)
 (1 +C)(1 − k1β(m1−k)).
Choosing m1 > 0 with β(m1 − k) > 2 ensures therefore that, since C > 1,
(1 +C)(1 − k1β(m1−k)) (1 +C)(1 − k12) 1 +C +O(2) 1 + 
for  > 0 small enough. Using the second property in Proposition 4.1 then implies that (50) is
satisfied. Finally choosing
m1 > max
(
1, k′, k + 2
β
)
= m˜, (51)
with k′ defined by (49) guarantees that the conclusion of Lemma 5.1 is obtained. 
Next we show that
Lemma 5.2. There exist m1  m˜ > 1, m2 > 0 and C > 1 such that for  > 0 small enough, the
function u+ satisfies
L(u+) 0 in Ω × [T, T ] (52)
and the function u− satisfies
L(u−) 0 in Ω × [T, T ]. (53)
Proof. We give a detailed proof of (52), the proof of (53) follows the same lines. In the sequel
for the sake of simplicity, we omit the index  and write u+ = u+, etc.; we also omit to write the
argument of U , U ′, (Um)′′, . . . . Finally we define a = 1 + C. A straightforward computation
yields
(u+)t = 1

a
(
dt − |ln |m1m2em2t
)
U ′,
and, using Eq. (20),
(u+)m = am
[ |∇d|2
2
(
Um
)′′ + d

(
Um
)′]
= am
[
−cm |∇d|
2
2 U
′ + |∇d|
2
2
(
U2 −U)+ d (Um)′].  
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L(u+) = U ′
[
a
(
dt − |ln |m1m2em2t
)+ cmam|∇d|2]
+U[−a + am|∇d|2 +U(a2 − am|∇d|2)]
− (Um)′dam
=: T1 + T2 + T3.
We now establish (52). Since u+(x, t) = 0 if d(x, t) > |ln |m1em2t , we only need to consider
the case where d(x, t) |ln |m1em2t . Next note that using (25) and (15), we have
|T3| k1k2amU
so that
T2 + T3 U
[−a + am +U(a2 − am)− k1k2am + (|∇d|2 − 1)am(1 −U)].
We show now that if  < 1(d0) is small enough, we have that∣∣(|∇d|2 − 1)am(1 −U)∣∣ k1k2am. (54)
We distinguish two cases. Assume first that −d0  d(x, t)  |ln |m1em2t . There exists 0 =
0(m1,m2, T ) > 0 such that for all 0 <  < 0, we have |ln |m1em2T  d0. By definition of
d(x, t), we then have |∇d|2 = 1 so that
T2 + T3 U
[−a + am +U(a2 − am)− k1k2am].
In the second case, if d(x, t)−d0, we have that
d(x, t)− |ln |m1em2t

−d0

so that by (26) we have
0 < (1 −U)
(
d(x, t)− |ln |m1em2t

)
 (1 −U)
(
−d0

)
 k1e−β
d0
 .
Thus in view of (15)
∣∣(|∇d|2 − 1)am(1 −U)∣∣ (k22 + 1)k1e−β d0 am,
which implies (54) for  > 0 small enough. Finally, we deduce from (54) that
T2 + T3 U
[−a + am +U(a2 − am)− 2k1k2am]. (55)
We now analyse the term T1. We rewrite
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(
d(x, t)− |ln |m1em2t

)
a
[
dt − |ln |m1m2em2t + cmam−1|∇d|2
]
= U ′
(
d(x, t)− |ln |m1em2t

)
aT ′1, (56)
with
T ′1 =
[
dt + cm|∇d|2
]− |ln |m1m2em2t + cm(am−1 − 1)|∇d|2
so that using (15) we have
T ′1  k2
∣∣d(x, t)∣∣− |ln |m1m2em2t + cm(am−1 − 1)k22
 k2
∣∣d(x, t)− |ln |m1em2t ∣∣+ |ln |(k2 −m2)m1em2t + cm(am−1 − 1)k22 .
Note that for k3 = 2(m− 1)C > 0 and for 0 <  < C small enough, we have
0 am−1 − 1 k3.
Again we distinguish two cases. First assume that 0 d(x, t) |ln |m1em2t ; then we have that∣∣d(x, t)− |ln |m1em2t ∣∣ |ln |m1em2t
so that
T ′1  
[|ln |(2k2 −m2)m1em2t + cmk22k3].
We then choose m2 large enough so that
(2k2 −m2)m1 + cmk22k3  0, (57)
which ensures that T ′1  0 for all time t ∈ [0, T ] and consequently T1  0 in this case. In the
second case, assume that d(x, t) 0; since by our choice of m2 in (57), we have that
|ln |(k2 −m2)m1em2t + cm
(
am−1 − 1)k22  [|ln |(k2 −m2)m1 + cmk22k3] 0,
it follows that
∣∣T ′1∣∣ k2∣∣d(x, t)− |ln |m1em2t ∣∣.
Moreover, in this case for  > 0 small enough,
d(x, t)− |ln |m1em2t

−m1|ln |−1
so that using the last property of U in (27), we have
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∣∣∣∣U ′
(
d(x, t)− |ln |m1em2t

)∣∣∣∣∣∣d(x, t)− |ln |m1em2t ∣∣
 k2ak1U
(
d(x, t)− |ln |m1em2t

)
.
Using (55), we deduce that in both cases
Lu+ = T1 + T2 + T3
U
[−a + am +U(a2 − am)− 2k1k2am − k1k2a]
U
[−a + am +U(a2 − am)− 3k1k2am].
Note that 0U < 1 and a > 1 so that since m 2, we have that
Lu+ U
[−a + a2 − 3k1k2am].
Using that for m 2,
∀x ∈ [0,1], (1 + x)m−1  1 + 2m−2(m− 1)x,
it follows that for all 0 <  < 1
C
,
Lu+  Ua
[
C − 3k1k2
(
1 + 2m−2(m− 1)C)]
 Ua
[
3k1k2
(
1 − 2m−2(m− 1)C)] 0
if we choose
C > max(1,6k1k2) and 0 <  < min
(
1
2m−2(m− 1)C , C
)
.
This completes the proof of Lemma 5.2. 
Proof of Proposition 5.1. Note that by construction, since the function d is constant near ∂Ω ,
we have
∂(u±)m
∂ν
= 0 on ∂Ω.
Since the Problem (P) is invariant by time translation of T , the conclusion follows then directly
from Lemmas 5.1 and 5.2. 
Remark 5.1. Note that in the case where 1 <m< 2, Lemma 5.2 holds true. The last lines of its
proof are modified as follows. We start from the inequality
Lu+ U
[−a + (1 − 3k1k2)am]
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∀x ∈ [0,1], (1 + x)m−1  1 + m− 1
2
x
to obtain that for all 0 <  < min( 1
C
, 13k1k2 , C),
Lu+ Ua
[
−1 + (1 − 3k1k2)
(
1 + m− 1
2
C
)]
 Ua
[(
m− 1
2
C − 3k1k2
)
− 3k1k2 m− 12 C
]
 0
if we choose C > 1 large enough and  > 0 small enough such that
m− 1
2
C − 3k1k2  m− 14 C and 0 <  < min
(
1
6k1k2
,
1
C
,C
)
.
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