This paper studies semantic efficiency measures for ambient intelligence. We follow an agent-based approach and investigate how large quantities of information can be efficiently handled. We will show how to dynamically set up a communication network between agents which aims to minimize the communication load. The approach is based on a formal ontological notion of informativeness, on quantitative measures such as information gain and on the proper use of interaction mechanisms such as Publish/Subscribe. We also present experimental results which have been obtained using our prototyping tool called Ubismart.
Introduction
Ambient intelligence (AmI) can be described as hundreds of networked computing devices and sensors working together and assisting people in performing their tasks [1] . The AmI components can assist humans in three principle ways. They can support an individual in performing his or her tasks; they can support the group of humans as a whole or they can assume the role of an equal team member [2] . In this paper, we will focus on the first type of applications. More specifically, we will focus on systems that support individuals via their PDA's with information gathered from the sensors in the environment. As an example, we will consider a crisis management application where information from different sensors in a tunnel must be combined to inform a crisis worker via a PDA about the potential risks of fire and traffic accidents. Another illustrative example we will use throughout the paper concerns a photographer who wishes to be notified when the weather conditions are right.
Designing the information infrastructure for these kind of systems is far from straightforward. Because different devices may be developed by different manufacturers, they are likely to represent their information heterogeneously, complicating the sharing of information. Furthermore, the system is open, i.e. it is not known beforehand which sensors, PDA's and other devices will constitute the system. This makes it impossible to fix the communication infrastructure in advance.
The multi-agent paradigm provides a convenient way to approach these difficulties, as dealing with distributedness, heterogeneity, and openness can be regarded as core properties of agents [3] . Furthermore, agents use a high level communication language to exchange meaningful messages, i.e. semantic information. This is important for our application, as the final consumers of the information (i.e. humans) communicate at the semantic level as well.
Not only enabling information exchange is a challenge, but also doing it efficiently. We will give three reasons for that. Firstly, when vast amounts of data are available, information overload becomes a serious issue due to limited storage and computing resources. Secondly, because the system often consists of mobile devices with limited energy supply, mobile communications, which are heavy on power consumption, should be minimized [4] . Thirdly, the system may also contain humans which are even more easily prone to information overload than computers.
Summarizing the above, we can phrase the research objective of this paper as follows: how can agents efficiently exchange semantic information in ambient intelligence applications?
Exchanging semantic information requires a shared understanding of the meanings of terms to ensure that the interpretation of the hearer corresponds to what the speaker intended to communicate. In other words, the agents must be semantically interoperable. Semantic interoperability in agent systems is usually achieved by an ontology, which is defined as a shared specification of a conceptualization [5] . For example, the agent communication languages KQML [6] and FIPA ACL [7] use ontology-based message exchange and design methodologies for agent societies usually place strong emphasis on ontological aspects [8] .
One of the contributions of this paper is an ontology structure which is tailored to ambient systems. We will show that, by using a layered structure of ontologies that are formalized in logic, the agents can apply ontological reasoning to derive what information they can obtain from whom. Instead of specifying at design-time which agent communicates which information to which other agent, we only specify their information needs. In this way, we do not require the communication network to be fixed in advance, which would be impossible in an open system. At run-time, the agents find out how they can obtain this information by inspecting the layered structure of their own and of each others' ontologies. Thus, the communication mechanisms proposed in this paper do not require any central component that is dedicated to control the communication network (as proposed in [9, 10] ).
Another contribution of this paper is a set of efficiency measures which the agents can use to reduce the communication load in an ambient system. As a first measure, we will apply decision trees to determine the order in which the different pieces of information should be acquired. Secondly, we will discuss the efficient use of Query and Publish/Subscribe mechanisms. Both of these interaction mechanisms are well known within the MAS-community due to agent communication languages KQML and FIPA ACL. Our application of MAS's to ambient intelligence allows us to formulate computational criteria for choosing between querying and subscribing, which, to the best of our knowledge, is a novelty in the literature. As a third efficiency measure, we will introduce a special kind of subscription, i.e. the conditional subscription by which an agent requests to be notified about something when some condition is true.
To validate the ideas introduced in this paper, we have developed a prototyping tool, called Ubismart. This allows us to easily perform agent-based ambient intelligence simulations and experiment with different communication strategies and OWL ontologies [11] . We will present a simulation experiment in the domain of crisis management. By comparing the different communication loads that result from applying different efficiency measures, we demonstrate that the techniques discussed in this paper are successful.
The paper presents a revised and extended version of previous work on ambient intelligence and multi-agent systems [12, 13] . The organization is as follows. Section 2 presents background information on ontologies and communication efficiency. Section 3 introduces layered ontologies. In Section 4, we will discuss the measures we propose in the communication mechanism to reduce the information flow between the agents. Our implementation and the results of the experiments are presented in Section 5. Section 6 presents a discussion. Section 7 concludes the paper and gives directions for future research.
Background

Semantic Interoperability
The term interoperability refers to the ability of two or more systems or components to exchange information and to use the information that has been exchanged [14] . The notion can be examined in further depth by distinguishing between different interoperability layers. The most famous is the OSI reference model which contains a hierarchical structure of seven layers defining basic communication requirements [15] . For the purposes of this paper, a simpler model suffices (known as the Bronnoysund model [16] ), which is depicted in Figure 1 . The lowest layer in this model deals with the exchange of signals, i.e. technical interoperability. It ensures that bits can reliably be sent over a network. Today, many standardized techniques exist, such as TCP/IP. The middle layer in the model deals with the exchange of data, i.e. syntactic interoperability. This layer ensures that the data format used by the sender can be correctly parsed by the receiver. Nowadays, XML may be considered as an important international standard. The top layer in the network deals with semantic interoperability, i.e. the exchange of meaningful information. This type of interoperability is needed to ensure that the meaning ascribed by the sender to the message corresponds to the meaning ascribed by the receiver to it. The solution is usually sought in ontologies as a specification of a shared conceptualization [5] . The complexity of the layers increases from bottom to top, i.e. syntactic interoperability requires technical interoperability, and semantic interoperability requires syntactic interoperability.
Originally, the problem of semantic interoperability was also tackled as a standardization problem. An ambitious attempt to develop one ontology which standardizes the complete landscape of possible meanings is pursued by the Cyc Project [17] . However, despite the investment of around 900 person-years of labor to develop an ontology consisting of more than 2 million terms [18] , it is debatable whether the Cyc ontology will ever reach the status of being universally applicable. Unlike standards for technical and syntactic interoperability, there will probably not be one standard for semantic interoperability. Instead of one monolithic ontology, there will be multiple concrete ontologies that are used by different parties for different purposes. The main reason for this is that ontologies are highly task dependent. On the one hand, a common ontology for all agents would be beneficial for semantic interoperability as every agent would use the same terms to represent the same meanings. On the other hand, enforcing one ontology upon every agent in the system would not be beneficial for the agents themselves, as different tasks require them to use different ontologies.
Also, a monolithic shared ontology is difficult to realize in ambient intelligence. For example, consider a digital thermometer and a PDA of a fireman. The ontology of the digital thermometer contains concepts such as DegreesCelcius. Because the developers of this product could not foresee all purposes for which this sensor data can be used, they have not included the concept Fire in the thermometer's ontology. However, the ontology of the fireman's PDA does contain the concept Fire, as this concept is relevant for the tasks of the fireman. Because the ontologies of the thermometer and the PDA differ, the semantic interoperability between these two components is not guaranteed. For example, the thermometer does not understand a query from the PDA about the concept Fire.
Resolving this kind of ontological mismatches is currently a topic of intensive research [19, 20, 21, 22] . The different approaches can be characterized by answering the following questions:
• Who solves the problem? Some approaches proceed fully automatically [19, 20] , whereas other approaches require human intervention [22] .
• When is the problem solved? The solution can be established at design-time [22] or at run-time [19] .
• Where is the problem solved? Some approaches are centralized [21] , i.e. the semantic interoperability problem for all agents is addressed at one location. Other approaches are decentralized [19] , i.e. a separate solution is established for each pair of agents.
• How is the problem solved? Many techniques have been proposed with different underlying assumptions. Eventually, every solution for semantic interoperability problems assumes some basis of shared understanding between agents. This can be a (partially) shared ontology or a shared method for achieving semantic interoperability. A delicate issue is to establish some kind of shared basis while not restricting the agent's freedom to choose its own ontology.
Communication Efficiency
Besides making information exchange possible, interoperability techniques also strive to do this as efficiently as possible. In considering the number of messages required we can distinguish the worst case from a likely, or average case [23] . In this paper, we will be mostly concerned with optimizing the average case.
Techniques for obtaining communication efficiency can be classified according to at which interoperability layer they operate (see Figure 1) .
At the layer of technical interoperability, all sorts of efficiency measures can be applied. A simple approach is to use a general data compression algorithm (e.g. zip) before sending data over the network. Another approach at the technical level is TCP/IP header compression [24] . What these approaches have in common is that they reduce communication load without taking the message's syntactic structure into account.
Much efficiency can also be gained at the syntactic level. For example, because XML documents tend to be verbose, specialized compression algorithms have been developed which are tailored to XML structures [25] . Also for agent communication, syntactic efficiency techniques have been proposed. In the approach presented in [26] , agents use the agent communication language KQML to communicate high level information, and use a simpler interaction protocol for ordinary data exchange. The two-tiered approach to communication efficiency is successful because simple pieces of data do not have to be wrapped in a lengthy KQML message.
The approach presented in this paper introduces efficiency measures at the level of semantic interoperability, which is, to the best of our knowledge, a novelty in literature. Efficiency is gained by considering which meaning can best be communicated in order to obtain a desired piece of information as quickly as possible. Note that this does not exclude the use of efficiency measures at the lower interoperability levels, i.e. they may well be used in combination. Semantic efficiency measures should be seen as a useful supplement to existing techniques for distributed knowledge system where communication proceeds at a semantic level.
Framework
Layered ontologies
The different components in ambient systems typically represent their information at different levels of abstraction, i.e. they view the world differently. In order to use ontologies which reflect these different world views without obstructing semantic interoperability, we propose a system with layered ontologies [12] . This means that the agents only have parts of their ontologies in common. In this way, every agent maintains its own ontology tailored to its task, and uses the common parts of its ontologies for communication. We assume that a mobile ad-hoc network exists which allows agents to discover the presence of each other, to view which contexts are contained in each other's ontologies, and to send data to each other.
We will illustrate this approach using a running example of a simple system where a PDA notifies its user about the presence of a photo moment, i.e. a scenic sky. The PDA (Ag-6) deals with the high-level concept photo moment. Other components (Ag-4 and Ag-5) have less abstract information such as rainbow and sunset, whereas the sensors (Ag-1, Ag-2 and Ag-3) possess lowlevel information about light-conditions or the presence of rain or sunshine. The ontologies of the agents are shown in Figure 2 . An agent's ontology is composed of several contexts, which are related by mappings that specify translations between them. Each concept (e.g. c,d,e) is prefixed with a context-name (e.g. c1,c2,c3) to indicate to which context the concept belongs. For example, the ontology of Ag-1 contains two concepts c (rainy) and d (sunny) which both belong to context c1. As indicated by the incoming arrow, Ag-1 is a sensor that measures information about concept c1:c (rainy). The ontology of Ag-4 contains concepts from three contexts c1, c2 and c3. Ag-4 relates contexts c1 and c2 with c3 by a mapping, which is indicated by a grey layer.
Although almost none of these agents has exactly the same ontology as another agent, they are still capable of communicating with each other. Communication in the system is initiated by an agent aiming to resolve its information needs. Suppose, for example, that Ag-6 has information need c5:photo-moment. It starts by looking for other agents that can provide valuable information for this concept. Because no other agent in the system has c5 defined in its ontology, Ag-6 translates concept c5:photo-moment to a lower level concept c4:rainbow and c3:sunset using its mapping. c3:sunset can be queried to Ag-4, as Ag-4 is familiar with context c3. This query raises the information need c3:sunset for Ag-4, which it tries to resolve using the same strategy, i.e. translating it to the lower-level contexts c1 and c2 in order to pass the query on to Ag-1, Ag-2 or Ag-3. Because these agents are sensors, they can obtain their information directly from the world, and the chain of queries ends there.
Origins of the Approach
Our framework with layered ontologies can be seen as an abstract account of some well-established notions in ambient intelligence, knowledge representation and reasoning, and ontology research. Below, we describe our approach from each of these three perspective.
The different components in ambient intelligence can be characterized by which role they occupy in the system. A typical characterization distinguishes between sensors, aggregators and interpreters [27] . We explain these roles using our example system. The agents Ag-1, Ag-2 and Ag-3 represent low level information and perform the role of a sensor, i.e. they acquire information by sensing their environment. Ag-4 is capable of processing the information produced by the sensors Ag-1, Ag-2 and Ag-3 (using the shared contexts c1 and c2). Likewise, Ag-5 is capable of processing the information produced by the sensors Ag-1 and Ag-2. They interpret this sensor information in terms of a higher context (c3 for Ag-4 and c4 for Ag-5). These agents perform the role of an aggregator, i.e. they acquire information from multiple sensors and derive the consequences in terms of a higher level context. Ag-6 can process the information produced by the aggregators and raises the level of abstraction in order to present it to the user, i.e. it functions as an interpreter. One may think of Ag-6 as a PDA which, for instance, rings when a photo-moment can be captured.
A layered ontology is inspired by research in knowledge representation and reasoning, in particular multi-context systems [28] . Multi-context systems have been developed as a means to formally specify complex reasoning by exploiting its modular structure. The reasoning process is decomposed into several local sub-patterns, which can each be studied within their own context. The interaction between different contexts is specified using bridge rules, i.e. rules whose premises and conclusions stem from different contexts. In our approach we refer to these as mappings.
We believe that multi-context systems are not only useful to model complex reasoning, but also contributes to ontology research by providing a flexible method for achieving semantic interoperability. From this perspective, the method can be described by addressing the questions who, when, where and how (see Section 2.1).
We will start by addressing the question who solves the problem. A crucial part in our solution is the mapping between the ontologies. Most likely, the task of developing this mapping is too difficult to proceed fully automatically, considering the current state of the art on ontology mapping. It therefore requires the intervention of the agent developers. However, the manual creation of ontology mappings should not be seen as a prerequisite of our approach.
The next question is when the mappings are created. This can only be done at design time. When an agent finds out at run time that a concept is not understandable for another agent, there is no way to overcome this problem. The agent simply has to accept that it cannot exchange any information about that concept with the other agent.
Regarding the question where the semantic interoperability solution resides, we can qualify our approach as decentralized. Every agent stores its own context mappings and makes a small contribution towards achieving semantic interoperability in the system. This makes the solution very robust as it is not dependent on the functioning of one component. This is contrary to centralized solutions, which are often proposed for heterogeneous information systems [29] , and ambient intelligence [9, 10] . Such approaches assume one central component which collects all information and provides access to this information to all other components.
Finally, we address the question how layered ontologies provide a solution for semantic interoperability. In the ideal case, semantic interoperablity is achieved without any coordination of the system developers. In this scenario, whether two agents understand each other depends on whether their developers have independently decided to use the same parts of the ontology. It is expected that, when building software with ontologies becomes common practice, every domain will have its own standard and widely used ontologies. Agent developers will be eager to equip their agents with a popular ontology to make them interoperable with as many other agents as possible. Of course, this remains to be verified by practice. Nevertheless, the architecture remains useful also when a less ambitious form of interoperability is assumed and some prior alignment of the ontologies has been performed by the system developers. Although some central coordination of the ontology-types of the agents is assumed in this scenario, we still do not make any demands about which components are present at run-time.
Knowledge Representation Formalism
An agent's knowledge base is formalized in description logic and consists of a TBox and an ABox [30] . The TBox of an agent implements its ontology and stores concepts and their relations. It represents general knowledge about a problem domain, which is not subject to changes. The ABox stores sentences constructed using these concepts introduced in the TBox. The ABox represents problem-specific knowledge that is subject to occasional or even continuous change. We assume that the ABox is initially empty and grows as the agent senses its environment or communicates with other agents. In Figure 2 , only the agents' TBoxes are shown.
Without going into the formal semantics of description logic, we briefly discuss its constructs. Concepts are composed using atomic concepts and concept constructors, i.e.
(conjunction), (disjunction), ¬ (negation). For example, c ¬d refers to the concept rainy and not sunny.
Concepts are interpreted as subsets of a domain of discourse, denoted by ∆. Because time plays an important role in our application, we assume that ∆ is a set of time points {t1, . . . , tn}. For example, if the concept rainy is interpreted as {t3, t5}, it means that it was rainy at time points t3 and t5. We use a special variable now to denote the current time point. This can be implemented by adopting one central time reference for all agents which instantiates the agents' now variables with the current time.
The TBox is specified as a number of inclusion axioms of the form c d, meaning that the interpretation of c is a subset of the interpretation of d, i.e. all instances of c are also instances of d. For example, the TBox axiom in the mapping of Ag-4, c2:e c1:d c3:h means that if there is red light and it is sunny at some time point, then there is a sunset at that time point. The ABox is specified as a number of membership assertions of the form c(t) meaning that t is a member of ∆ where c is true. For example, the ABox assertion Rainy(t4 ) means that it is rainy at time point t4. We will write KB |= to state that "from the TBox and ABox follows that". For c(t) we sometimes simply write that c is true at time t and analogously, for ¬c(t) that c is false at time t. For c(now), we sometimes simply write that c is true.
Using the knowledge representation formalism described above, it is not possible to represent probabilistic information in the ontology. A probabilistic ontology language (s.a. [31] ) would also allow information to be represented in the style: it is rainy with a probability of 30%. Although statistical regularities are important to consider when studying communication efficiency in ambient intelligence, we have not chosen for a probabilistic ontology language. The main reason for this is that it is very difficult to obtain the precise probability values. As will be shown in Section 4.2, we utilize probabilistic information in the communication process without making it part of the ontology.
Information needs
A description logic TBox provides proper means to model an agent's information needs because it is based on an open world assumption [30] . This means that when a concept assertion c(t) is absent in the ABox, neither c(t), nor ¬c(t) will be derived, i.e. the truth value remains unknown. Because the information needs apply to the current time instance now, we say that an agents information need is resolved if the membership of the time point now is not unknown. This is specified as follows:
Definition 1 Resolution of information needs An agent has resolved its information need c if KB |= c(now) or KB |= ¬c(now)
Because the current time instance now increases once in a while, an agent that has resolved its information needs at one moment, may no longer do so after some time has passed. This causes a continual information need for the agent.
Communication Mechanism
In a trivial way, we can resolve each agent's information need, i.e. by making each agent send all information it possesses to every other agent. Obviously, such an approach would break down in a realistic system where hundreds of sensors and devices are involved. The central issue addressed in this section is how to resolve an agent's information need as efficiently as possible. Firstly, we will define which concepts from other contexts qualify as informative w.r.t. the agent's information need. Then we will discuss what is the best order to obtain information about these concepts. Finally, we will discuss which is the best means of obtaining the information, i.e. by query, subscribe or conditional-subscribe.
Informative Concepts
The first feature we will introduce in our communication mechanism is intended to prevent queries from being posed which are not informative for resolving the information needs. This is also a very basic aspect of human communication. For example, an investigator attempting to determine the cause of a house fire, will likely inquire about the presence of inflammable material or the smoking habits of the occupants, rather than inquire about the color of the walls. For communicating software agents, precise rules are needed to implement this seemingly trivial property. In description logic, we can specify when a concept in one This definition states that a concept c is informative for concept e, if two conditions hold. The first condition states that, together with some other concept d which stems from any context, c and d entail e or ¬e. The second condition states that membership of d alone does not entail e or ¬e. Hence, the information about c is really necessary for the conclusion. Note that, when concept c by itself is sufficient to entail e or ¬e, then c also qualifies as informative. This can be easily shown by taking for concept d, concept (which is defined as the superconcept of all concepts).
An agent that queries a concept c does not know whether the answer will be c or ¬c. So if at least one of the concepts c or ¬c is informative for the agent's information need, a query on concept c is allowed. Figure 2 • Concepts ¬c2:e, c2:e, c1:d and c2:g are informative for concept c3:h.
Example 1 Consider Ag-4 with information need c3:h in
• Ag-4 may query c2:e, c1:d and c2:g. Ag-4 may not query c1:c or c2:f .
The idea of querying informative concepts is similar to backward chaining in expert systems [33] . To know the truth-value of a consequent, all truth-values of the conjuncts in the antecedent must be known. We would call all these conjuncts informative. Having described which concepts are suitable candidates for querying, we will now describe the order in which these concepts should be queried.
Decision Trees
Not every answer resolves an agent's information need. For example, if Ag-4 queries the informative concept g to Ag-3 and gets ¬g as a response, it can neither derive h, nor ¬h leaving its information need unsatisfied. Therefore, it is useful to anticipate on the expected answer when assessing how much priority should be given to querying a concept. This is also a common pattern in human communication. For example, a fire investigator usually starts by examining the most frequently occurring causes, such as smouldering cigarette butts, and postpones investigating the rarer causes such as lightening strike. To apply these ideas to our communication mechanism, we use a quantitative measure called information gain [34] that indicates how much closer the agent gets to satisfying its information need by querying a certain concept.
Information gain is defined in terms of a measure from information theory, i.e. information entropy. This measure can be used to indicate how certain the agent is about the truth-value of some concept. For example, consider Ag-4 with information need h. If Ag-4 has completely satisfied its information need, it is certain that h(now) or it is certain that ¬h(now), in which case the entropy is 0. If Ag-4 does not have a clue about the truth value of h, the entropy is 1. In this case, the agent's experience does not provide any indication of the truth value of h, i.e. h appears to be randomly true half of the time. This is formalized as:
Definition 3 Information Entropy Given an information need c, and a set of time points
• p is the proportion of time points in ∆ where c is true.
• n is the proportion of time points in ∆ where c is not true.
Information gain is defined as the expected reduction in entropy from obtaining the truth-value of a concept. An agent satisfies its information needs most efficiently by reducing its information entropy to 0 with the fewest messages. It therefore chooses the concept with the highest information gain. In the definition below, # is used to denote the number of instances in a set.
Definition 4 Information Gain Given an information need c, and a set of time points
∆ Gain(∆, d) = Ent(∆) − #∆ d #∆ Ent(∆ d ) − #∆ ¬d #∆ Ent(∆ ¬d ), where • ∆ d
is the set of domain individuals where d holds.
• ∆ ¬d is the set of domain individuals where d does not hold.
By repeatedly ordering the concepts according to their information gain, a tree can be constructed which tells the agent the order in which concepts must be queried. This boils down to the ID3 algorithm for decision tree learning [34] , but used in an entirely different domain. Contrary to ID3, we only use information gain for efficiency. The final outcome is based on the logical rules, and not on the set of training examples.
Example 2 Consider Ag-4 in Figure 2 with information need h (sunset). Consider the following ABox information (note that Ag-4 does not know the columns of concepts i and j): c d e f g h i j t1 F T F T T F F F t2 T F F T T F F F t3 F T T F F T F T t4 T F F F T F F F t5 T F F T T F F F t6 T F T F F F F F t7 F T F F T F F F t8 T F T F F F F F t9 T F T T T F F F t10 T F T F F T F T t11 T F T F F F F F t12 T F T T T F F F t13 T T F T F F T T t14 T F T T T F F F t15 F T F F T F F F Using this information, we can calculate the following:
• Gain(∆, e) = Ent(∆) − This approach does not require a probabilistic ontology language (as mentioned in Section 3.3). Instead of specifying the probability values beforehand, the agents use the ABox information to derive statistical regularities at runtime. A consequence of this approach is that the agents first require some information about past time points in order to form a reliable estimation.
Because the information gain of concept g (darkness) is highest, this concept will be queried first. In case g is true, it can be logically derived that h is false. In case g is false, concept d (sunny) or e (red light) must be queried. Because Gain(∆ ¬g , e) is greater than Gain(∆ ¬g , d), concept e is queried first. Ordering the concepts in this manner, the decision tree as depicted in Figure 3 is obtained. In this figure, a circle around a concept means that its truth-value must be found out; a box around a concept means that the truth-value for the information need can be derived.
We have now discussed in which order information must be obtained. In the next section, we will discuss by which means information can best be obtained.
Query vs Subscribe
By querying the truth value of a concept c, the agent gets a response regardless of whether c is true or c is false. Besides querying, a common interaction mechanism in ubiquitous computing and peer-to-peer systems is the Publish-Subscribe protocol [10] . By subscribing to a concept c, the agent requests to be notified whenever c is true. This reduces the communication flow as information is only exchanged when c is true. When no notification is received, the agent can derive that ¬c is the case. In this way, subscriptions introduce a local closed-world assumption in an open-world knowledge base.
As an intuitive example of the subscribe mechanism, consider a fire-department. Instead of repeatedly calling the residents of its district to ask if help is needed, the fire department requests to be notified about this.
In order to decide whether to query or to subscribe to a concept, it does not suffice to estimate the resulting communication load for the current time point only. Because subscriptions usually pay off after a number of time points, an agent should stick to one plan which is expected to be most efficient for all future communications.
The costs of a plan indicate the expected number of sent messages per time point that result from carrying out the plan. This is calculated as follows. A plan is represented using labels which cover the nodes in the decision tree (see Figure 4) . If a node in the decision tree is covered, it means that the agent has sufficient information to traverse through the tree at that node. A label is either a Subscribe-label or a Query-label and is introduced before it is used to cover nodes in the tree. The two types of labels differ with respect to the costs that are associated with introducing the label, and with respect to the amount of nodes they can cover after they are introduced. The costs of a label corresponds to the average number of messages that are caused by the introduction of the label. An agent continues with introducing labels until each (non-leaf) node in the decision tree is covered. The costs associated with this labelling equals the total amount of costs of introducing the labels.
By specifying which nodes a query label can cover and what the associated costs are, Querylabels are characterized as follows:
Definition 5 Costs and covering of Query-labels
• A label query(c) covers one node about concept c.
• The costs of a label query(c) is the probability that the node which it covers is reached.
Note that, when there are two nodes with c in the decision tree, the label Query(c) has to be introduced twice so the costs of both labels are added to the total amount of costs. This is not the case for Subscribe labels, which are characterized as follows:
Definition 6 Costs and covering of Subscribe-labels
• A label subscribe(c) covers all nodes about concept c.
• The costs of a label subscribe(c) is the probability that c is true.
Note that the above definition also applies to negated concepts, i.e. by calculating the costs of subscribe(c) and subscribe(¬c), the choice can be made whether to get notified when c is true or when c is false.
Typically, the root node of the decision tree is a suitable candidate for subscription. Because it is always necessary for the agent to have information on this concept, the query-costs would be 1, whereas the subscription costs would be less than 1. The lower the node is situated in the tree, the less likely it becomes that information about that concept is needed and the less the query costs become. At the same time, subscription costs remain the same. Thus, the nodes at the bottom of the tree are typically labelled with query.
The ideas introduced in this section are illustrated in the following example:
Example 3 Consider Ag-4 in Figure 2 and the relevant ABox information from Example 2. The costs of different ways of obtaining information are listed below.
• Costs(query(g)) = 1
• Costs(subscribe(g)) = P r(g) = 
Using this information, the optimal labelling becomes as depicted in Figure 4
In this section we have focussed on how information can be efficiently obtained from one source. When information must be obtained from multiple sources, the mutual relation between these sources can be used to further reduce the communication load, which is the topic of the next section.
Conditional Subscriptions
By using a conditional subscription, an agent requests to receive notifications of something only if some condition holds. This can be useful when the data that must be combined to come to a conclusion is not probabilistically independent. For example, consider Ag-1, Ag-2 and Ag-5 in Figure 2 and suppose that Ag-5 has information need i (rainbow ). To satisfy its information need, Ag-5 must know the truth values of c (rainy) and d (sunny). rainy is frequently true and sunny is frequently true, but they are very rarely true at the same time. If Ag-5 would subscribe with Ag-1 for c and with Ag-2 for d, it would receive a lot of notifications. By using a conditional subscription on c if d (written (c|d)), Ag-5 requests Ag-1 to send notifications about c only when d is also true. Of course, this requires Ag-1 to have information on d which it can obtain from Ag-2. The redirection of the information flow is depicted in the following figure. To judge whether conditional subscriptions actually lead to a reduction of the overall communication load, we must calculate the costs of conditional-subscribe labels and state precisely which nodes these labels can cover. An agent that is conditionally subscribed to (c|d) receives a notification when c and d are both true. Therefore, this label covers both nodes c and d.
To calculate the costs of a conditional subscription on (c|d), the subscribing agent (Ag-5 in Figure 5 ) should not only compute the costs of receiving notifications on c and d (the arrow between Ag-5 and Ag-2), but also the costs of acquiring information about d it burdens the other agent with (the arrow between Ag-2 and Ag-1). An agent can estimate these costs by inquiring the other agent about it, or by computing what it would cost if it would have to subscribe to the concept itself. This is specified in the following definition:
Definition 7 Costs and covering of Conditional-subscribe labels
• A label conditional-subscribe(c|d) covers the nodes about c and d.
• The costs of a label conditional-subscribe(c|d) is equal to the probability that c and d are true plus the estimated minimal costs of acquiring information on d.
An illustrating example is given below.
Example 4 Consider Ag-5 in Figure 2 with information need i and the relevant ABox information from Example 2. The costs of different ways of obtaining information is:
• Costs(conditional-subscribe(d|c)) = P r(d c) + P r(¬c) = Note that, in case the agent does not receive a notification when it is conditionally subscribed to (c|d), it does not know which of the two concepts c or d is actually false. Therefore, it does not know whether to follow the left edge below node c or the left edge below node d ( Figure 6 ). In this case, the choice is irrelevant, because both edges lead to the same result. However, if the subtree under the left edge of c is different than the subtree under the left edge of d, problems can arise. Therefore, we restrict the use of conditional subscriptions on (c|d) to those situations where ¬c and ¬d have the same consequences.
Experimental Validation
We have implemented a test environment, called Ubismart, which allows developers to easily prototype an ambient intelligence system corresponding to the architecture discussed in this paper. In this way, hands-on experience can be obtained with the design of these types of systems. Furthermore, simulation experiments can be performed to study the information flow between the different components. We will first describe the Ubismart environment in more detail. Then we will discuss the implementation of Ubismart and argue how our conceptual framework introduced in the previous sections translates to technology. Finally, we will discuss the experiments we have performed to test the different communication optimization techniques that are introduced in this paper.
Ubismart
A Ubismart experiment starts with an empty model which can be populated with agents of different types. Following [27] , we distinguish between Sensors, Interpreters and PDA's which characterize different roles an agent can play in a system. A sensor obtains information by sensing its environment, an interpreter acquires information from one or more sensors and derives a higher-level interpretation from this and a PDA presents information to the user. Figure 7 shows a screenshot of a Ubismart experiment. The camera icon represents a sensor, the computer icon represents an interpreter and the PDA icon a PDA. By clicking on an icon, a window is opened which can be used to configure the agent. Most importantly, the ontology of the agent is selected here. For sensors, also the location of its sensory input must be specified. For PDA's, also the information needs must be specified, i.e. which information the PDA is supposed to present to the user.
Building on existing technology
Ubismart is programmed in Java and is built upon a number of technologies which are currently receiving a lot of attention in the AI community. In this section, we will briefly discuss each of them and the role they play within Ubismart.
The ontologies are specified in OWL-DL which is a specific species of the OWL language [11] , a language for specifying ontologies developed by the semantic web community. OWL contains a number of nice features which make it particularly suitable for our purposes. Firstly, it has a formal semantics that corresponds to description logic, which is the formalism we have used in the specification of our approach. Secondly, it allows one ontology to import another ontology which is useful for implementing layered ontologies. For example, the layered ontology of Ag-4 would be constructed by importing the ontologies c1, c2 and c3 and specifying additional statements for the mapping between them. Thirdly, as the language is based on XML, it contains namespaces, i.e. unique identifiers which are used as prefixes of concept names to avoid name clashes. In our implementation, namespaces are useful to specify the context in which a concept is defined.
Whereas OWL nicely conforms to all kinds of syntactic standards, the language is not very well readable for humans. Therefore, we have used Protégé [35] , which is a graphical ontology editor containing an open source Java library for OWL. To understand complex ubiquitous systems involving multiple ontologies, proper visualization of ontologies is crucial. We have applied the Protégé-OWL API to deal with OWL models in Java and to graphically represent the ontologies involved in the user interface.
The agents must also be capable of performing ontological reasoning, for example to derive the list of informative concepts (Definition 2), and to check whether the information needs of an agent have been satisfied (Definition 1). We use FaCT++ [36] as a description logic reasoner. Because description logics are designed to have nice computational properties, all reasoning in Ubismart proceeds in a timely fashion.
The data which enters the system through the sensors is modelled using a Bayesian network. In this way, we can specify the probability measure of the sensor inputs as well as the probabilistic dependencies between them. We have used Hugin [37] as a tool to both create the Bayesian network as well as to generate data that conforms to this network.
Experiments
The research reported in this paper is performed as part of the ICIS project (www.icis.decis.nl), a large national research project on distributed information systems for crisis management. The experiments we describe in this section are tailored to the usage scenario of this project, i.e. effective computer assistance for a major traffic accident in a tunnel. A modern tunnel contains a wealth of sensors to monitor the composition of air, the presence of smoke, the number of vehicles in the tunnel, the average driving speed, etc. The Ubismart approach can help the crisis workers gain access to these sources of information via their PDA's, which could help to improve their safety and efficiency.
In this paper, however, we do not intend to model the full system which is needed for effective crisis management. Rather, we will assume a simple set-up of sensors and computers which suffices to study those aspects we have discussed in this paper, i.e. the reduction of communication load by using decision trees, subscriptions and conditional subscriptions.
The system contains six sensors, two interpreters and one PDA (see Figure 7) . Four of the sensors possess information which give clues about the presence of a fire, i.e. an infrared meter (which indicates the presence of flames), a smoke detector, a thermometer, and carbon dioxide meter. Two other sensors measure the amount of traffic coming into the tunnel, and the amount of traffic coming out of the tunnel. The two interpreters in the system are used to evaluate the risk of a fire (the fire classifier) and the presence of an accident (the accident classifier). The PDA serves to notify the user about the risk of a fire and the risk of a traffic jam.
Twelve different ontologies are involved, which we will briefly discuss below. The base ontology, which is imported by every agent contains the class situation, which contains all time instances. The numeric data that is measured by the sensors is discretized into several classes which are representable in simple ontologies, containing classes for high and low reading values. The ontologies used by the interpreters import the ontologies used by the sensors. The ontology used by the PDA imports the ontology used by the interpreters. The PDA is the only component in the system which has initial information needs, namely the risk of traffic accidents and the risk of fire. This drives the whole information flow. For example, to know the risk of a traffic accident, it queries the Accident Classifier which compares the amount of incoming traffic with the amount of outgoing traffic. To do this, it needs information from the incoming traffic sensor, and from the outgoing traffic sensor.
We modelled the sensor data in a way we believed to be realistic. The CO2 level is rarely high (1%), the infrared level is rarely high (0.5%), the smoke level gets high more often due to car exhausts (5%); heavy traffic frequently occurs (50%), and a dependency exists between the probability that heavy traffic is entering the tunnel and that heavy traffic is leaving the tunnel (given that heavy traffic enters the tunnel, the chance that heavy traffic which is leaving the tunnel is also high is 99%).
To demonstrate that the efficiency measures we have discussed in Section 4 actually reduce the information flow in the system, we define the following communication strategies:
• st-1: Query all informative concepts in random order (see Definition 2) until the information needs are satisfied.
• st-2: Query all informative concepts ordered by information gain (see Definition 4)
• st-3: Query or Subscribe to the informative concepts ordered by information gain taking into account the costs (see Definition 5, 6)
• st-4: Query, Subscribe or Conditionally Subscribe to the informative concepts ordered by information gain taking into account the costs (see Definition 5, 6, 7)
Basically, st-1, st-2, st-3 and st-4 amount to an implementation of the ideas presented in Section 4.1, 4.2, 4.3, 4.4 respectively. We have performed four experiments with each of the different strategies. Each experiment lasted for 1000 time points. We measured the average number of messages that was needed per time point before every component's information needs were satisfied. In order to enable the agents to form a reliable estimation of the costs of a subscription (in st-3 and st-4), agents only decided whether to query or to (conditionally) subscribe after a short training period (approximately 60 time points).
We assumed that the probability measure of the incoming sensor data remained constant throughout the whole experiment. However, the technique can be easily extended to a scenario where the probability measures change so an agent must repeatedly reassess its decision which interaction mechanism to follow.
Results
The results of the experiment are shown in Figure 8 . Avg. nr. of messages per timestep Figure 8 : Results
As appears from this graph, every efficiency measure we have introduced in Section 4 leads to a considerable reduction of communication load in the system. The overall reduction in communication load (comparing st-1 to st-4) is over 80%. Obviously all communication in st-1 and st-2 was due to Queries. In st-3, more than two third of the communications was caused by the subscribe mechanism. In st-4, the conditional subscribe mechanism, which formed 1% of the total communication flow, replaced a considerable part of the communications of the subscribe mechanism.
Discussion
Of course, the quantitative results are dependent on the particular ontologies used in the system and on the Bayesian networks which feed the sensors. We cannot say that for all ubiquitous systems the reduction in communication load will be 80%. However, the system used in the experiments can be regarded as a typical case in ambient intelligence. The probabilities of the different sensor values occurring are unequal and not all combinations of sensory inputs are relevant for an agent's information needs. Thus, the outcomes of the simulations serve as experimental evidence that the techniques discussed in this paper are successful. A more analytical discussion of the techniques is provided below.
To better understand why and under which conditions the communication strategies have the desired effect on communication load, it is useful to view them as search algorithms in a solution space. The solution space of strategy st-i, written as SS st-i , denotes the set of labelled decision trees that are considered by st-i as a potential solution, regardless of the underlying probability distributions. For example, SS st-1 consists of all decision trees with randomly ordered concepts where each node is labelled with query.
Regarding the solution spaces of the different communication strategies, we can make the following observation:
This property states that the solutions that are considered by st-1 are also considered by st-4. The communication strategies are designed such that the more sophisticated solutions are only chosen if this leads to increased efficiency. Therefore, the amount of messages required to satisfy the agents' information needs will never be more using st-4 than using st-1. By the same token, if the optimal solution is present in SS st-2 , it is useless to apply st-3 or st-4, because these will come up with the same solution as st-2. In this Section, we address the question when the more sophisticated communication strategy produces a better solution than the simpler strategy. We will organize the discussion on this matter by first regarding Property 1.1, then Property 1.2, and finally Property 1.3.
Whereas strategies st-1 and st-2 both use the same solution space, the difference is that st-1 randomly picks a solution, and st-2 tries to select the best solution. Strategies st-1 and st-2 perform equally well when st-2 regards every solution in the solution space as equally good. To understand when this is the case, we describe some known properties of the ID3 decision tree algorithm [34] . Although it is difficult to give a precise characterization of ID3, two things are worth mentioning. Firstly, the algorithm prefers shorter trees over larger trees. Within our application, the depth of the tree indicates the worst-case communication complexity. This makes the bias of ID3 towards shorter decision trees a desirable property for our purposes. Secondly, the algorithm prefers trees that place high information gain concepts close to the root. This property is beneficial for the average case communication complexity of communication, because it shortens the length of the average path traversed through the tree. Another advantage of ID3 is the computational aspect.
Because it uses a simple hill-climbing strategy with the information gain heuristic, there is no need to consider every element in the solution space. The drawback of this is that the algorithm provides no guarantee to find the shortest decision tree or the solution with the best average communication complexity. Returning to our original question, we can conclude that st-2 performs better than st-1 (w.r.t. average case complexity) in all system where the different concepts have a different information gain. This is always the case, except when all concepts have completely random truth-values. Property 1.2 implies that st-3 may come up with a solution which cannot be generated by st-2. The question rises for which type of systems the optimal solution is in SS st-3 \ SS st-2 . The solutions that occur in SS st-3 and not in SS st-2 differ with respect to the labelling, i.e. they contain subscribe labels. Because the tree depth is not changed by applying a different labelling, st-3 does not perform better than st-2 w.r.t. worst case complexity. However, regarding average case complexity, it is always beneficial to use a subscribe label for the root node of the tree (for reasons discussed in Section 4.3). Of course, there may also be reasons not to use subscriptions. For example, the subscriber may not be confident that the publisher remains responsive. However, such considerations fall beyond the scope of this paper.
Strategy st-4 considers yet another type of solution, i.e. a solution which makes use of a conditional-subscribe label. As depicted in Figure 5 , such a solution replaces two subscriptions by one subscription and one conditional-subscription. Again, this does not reduce the worst case complexity. In a few systems, this will not reduce the average case complexity either. This is when the conditional subscription is on (c|d) and P r(c|d) = 1, i.e. given that d is true, c is certainly true. In most cases, however, c and d exhibit a substantial overlap, i.e. P r(c|d) ≥ P r(c). This is because, being indicators of the same phenomenon, c and d are likely to occur together. For example, smoke and high carbon dioxide are related in such a way. In these cases, a conditional subscription already gains a profit, albeit small. In a few cases, c and d exhibit a very small overlap, i.e. P r(c|d) < P r(c). This is the case when the occurrence of d makes it less likely that c also occurs (as with the example of rainy, sunny and rainbow ). When the concepts are related in this way, the benefits of using conditional subscriptions are considerable.
Conclusion
In this paper, we faced the challenge of reducing communication load between agents in ambient intelligence systems. Whereas this issue has been frequently addressed from a technical and syntactic perspective, we have taken a semantic perspective. We have shown how the information from the agent's knowledge base can be used to reduce the communication load. To validate our approach to semantic communication efficiency, we have developed a prototyping tool, called Ubismart. Because the focus of this paper was on information exchange, this tool is tailored to the information aspects of ambient intelligence. Our experiments have revealed that the benefits may be considerable in a typical AmI application.
Nevertheless, implementing our solution may also pose difficulties, which we will discuss below. One issue is the extra computational load that is placed on the devices by using the algorithms. This may lead to extra power consumption which interferes with our objective stated in the introduction to reduce power consumption. However, ordering the concepts in a decision tree and deciding whether to use query or (conditional) subscribe, only has to be done once (assuming the environment remains static). After that, it will continuously give rise to reduced communication. Therefore, if the system is used for a sufficient period of time, we believe that the energy consumption will benefit from the proposed techniques. Another issue which might be raised against our algorithm are extra implementation efforts. However, since the algorithm operates at a very general level (it takes OWL ontologies as input), the same implementation is useful for different domains. Therefore, we believe that the algorithm could be implemented as a reusable package which can be plugged in any ambient intelligence system whose interfaces are specified at a semantic level.
In the future, we plan to apply this tool to a real life application where mobile police officers are assisted by their PDA's. One part of the effort will be to create ontologies that adequately address the information needs of the different parties involved [38] . These ontologies will be loaded in Ubismart, where agents use the communication strategies discussed in this paper to exchange information.
