Sentential decision diagrams (SDDs) introduced by Darwiche in 2011 are a promising representation language for propositional knowledge bases. The relative succinctness of representation languages is an important subject in knowledge compilation. The aim of the paper is to identify which kind of Boolean functions can be represented by SDDs of small size with respect to the number of variables the functions are defined on. For this reason the sets of Boolean functions representable by different representation languages in polynomial size are investigated and SDDs are compared with representation languages from the classical knowledge compilation map of Darwiche and Marquis. Ordered binary decision diagrams (OBDDs) which are a popular data structure for Boolean functions are one of them. SDDs are more general than OBDDs by definition but only recently, a Boolean function was presented with polynomial SDD size but exponential OBDD size. This result is strengthened in several ways. The main result is that a function can be represented by SDDs of small size if the function and its negation have small restricted nondeterministic OBDD representations. Moreover, for important Boolean functions called storage access function polynomial-size SDDs are presented. As a side effect an open problem about the relative succinctness between SDDs and free binary decision diagrams which are more general than OBDDs is answered.
representable by SDDs of polynomial size but with exponential FBDD size (see Section 4) . This result answers a question posed by Beame and Liew (see Discussion in [2] ) in the affirmative whether SDDs are ever more concise than so-called decision-DNNFs which are also restricted d-DNNFs considered in database theory in the context of probabilistic databases. (See, e.g., [20] for a discussion on the importance of decision-DNNFs in model counting, the problem to compute the number of satisfying assignments of a Boolean formula.) There exists a quasipolynomial simulation of decision-DNNFs by equivalent FBDDs [1] . Moreover, Beame and Liew showed that SDDs are sometimes exponentially less concise than FBDDs [2] . Therefore, we can conclude that SDDs and FBDDs are incomparable w.r.t. polynomial-size representations (see also Fig. 2 ). In other words, P(SDD) is not a subset of P(FBDD) and vice versa. Because of the simulation mentioned above the same holds for SDDs and decision-DNNFs. Furthermore, we prove that SDDs are even more powerful w.r.t. polynomial-size representations than k-OBDDs, where k is a constant (see Section 5) . For this result we use a polynomial transformation from k-OBDDs for constant k into equivalent unambiguous nondeterministic OBDDs. To the best of our knowledge it is unknown whether the set of Boolean functions representable by polynomial-size unambiguous nondeterministic OBDDs, or ∨ 1 -OBDDs for short, that have exactly one accepting computation for every satisfying input is a subset of P(SDD) (see also Fig. 1 ). One of our main results is the proof that every Boolean function f for which f and its negated function f can be represented by polynomial-size unambiguous nondeterministic OBDDs w.r.t. the same variable ordering can also be represented by SDDs of polynomial size (see Section 3). This result is sufficient to prove that P(k-OBDD)⊆ P(SDD). Adapting a result from Sauerhoff that nondeterministic OBDDs where all nondeterministic decisions are made at the beginning of the computations are less powerful w.r.t. polynomial-size representation than general nondeterministic OBDDs [25] , we can strengthen our result to P(k-OBDD) P(SDD). Razgon proved a quasipolynomial separation between decision-DNNFs and nondeterministic FBDDs, or ∨-FBDDs for short, [23] . He presented a Boolean function with polynomial decision-DNNF size but only quasipolynomial nondeterministic FBDD size. A careful inspection of his results (Theorem 2 and 3 in [23] ) in combination with a result from Darwiche (Theorem 13 in [15] ) also leads to a quasipolynomial separation between SDDs and nondeterministic FBDDs. Since FBDDs are more general than OBDDs this is also a quasipolynomial separation between SDDs and nondeterministic OBDDs. Recently, strengthening his result, Razgon presented a quasipolynomial separation between SDDs and a representation language more general than nondeterministic OBDDs [24] . Figures 1 and 2 illustrate the relative succinctness of some of the representation languages mentioned above. P(OBDD) P(SDD) was shown in [8] . It is known that P(SDD) ⊆ P(∨ 1 −OBDD) (see [24] and [15, 23] ). The question whether P(∨ 1 −OBDD)⊆ P(SDD) is open. P(SDD) ⊆ P(∨ − FBDD) can be proved with results in [15, 23] but the separation is only quasipolynomial. An exponential separation exists between P(SDD) and P(FBDD) and vice versa (see Section 4 and [2] ).
Organization of the Paper The rest of the paper is organized as follows. In Section 2 we recall the main definitions concerning binary decision diagrams and decomposable negation normal forms. Moreover, important Boolean functions which are discussed later on in the paper are formally defined. Section 3 contains one of our main results. It is shown that every Boolean function f for which f and its negated function f can be represented by polynomial-size unambiguous nondeterministic OBDDs w.r.t. the same variable ordering can also be represented by SDDs of polynomial size. Section 4 uses this characterization to derive small size SDDs for an important class of Boolean functions called strorage access functions. Moreover, we Theory of Computing Systems obtain as a corollary the result that there are functions with polynomial SDD size but exponential FBDD size. The proof that SDDs are more powerful w.r.t. polynomialsize representations than k-OBDDs for constant k, a generalization of OBDDs, is shown in Section 5. Finally, we finish the paper with some open questions. For readability some tedious technical proofs are delegated into the Appendix.
Preliminaries
In the following we assume familiarity with fundamental concepts on circuits (otherwise see, e.g., [29] and [30] for more details). In this section, we briefly recall the main notions concerning binary decision diagrams and decomposable negation normal forms, discuss the relation between ordered binary decision diagrams and sentential decision diagrams, and introduce some Boolean functions. Since binary decision diagrams and circuits are nonuniform models of computation, usually sequences of binary decision diagrams G = (G n ) or circuits C = (C n ) representing sequences of Boolean functions f = (f n ) are considered, where f n is defined on n variables and n ∈ N. In the following we simplify the notation because the meaning is clear from the context. In the remaining part of the paper the size of a representation for a Boolean function f is measured as a function on the number of variables the function f is defined on if nothing else is explicitly mentioned.
Binary Decision Diagrams
In complexity theory binary decision diagrams, or in this area more often called branching programs, are a well established representation language for discrete functions and the binary decision diagram size of a Boolean function is known to be a measure for the space complexity of nonuniform Turing machines and known to lie between the circuit size of the considered function and its {∧, ∨, ¬}-formula size (see, e.g., [30, 32] ).
Definition 1 (BDDs)
A binary decision diagram (BDD) on a variable set X = {x 1 , . . . , x n } is a directed acyclic graph with one source and sinks labeled by the constants 0 and 1, respectively. Each inner node (or decision node) is labeled by a Boolean variable and has two outgoing edges, one labeled by 0 and the other by 1. A nondeterministic binary decision diagram (∨-BDD) is a binary decision diagram with some additional nodes called nondeterministic nodes (∨-nodes) whose outgoing edges are unlabeled.
An input b ∈ {0, 1} n activates all edges consistent with b, i.e., the edges labeled by b i which leave nodes labeled by x i (and all unlabeled edges in a nondeterministic binary decision diagram). A computation path for an input b in a BDD is a directed path of edges activated by the input b that leads from the source to a sink. A computation path for an input b that leads to the 1-sink is called accepting path for b.
Let B n denote the set of all Boolean functions defined on n variables. A (nondeterministic) BDD on n variables represents the function f ∈ B n for which f (b) = 1 iff there exists an accepting path for the input b. A nondeterministic BDD is unambiguous nondeterministic, or a ∨ 1 -BDD for short, iff there exists at most one accepting path for every input.
The size of a (nondeterministic) binary decision diagram G is the number of its nodes and is denoted by |G|. The (nondeterministic) binary decision diagram size of a Boolean function f is the size of a smallest BDD representing f .
Our definition of the (nondeterministic) binary decision diagram size as the number of nodes and not the number of edges is justified because both numbers are polynomially related.
In many applications, such as symbolic verification or the analysis of circuits and automata, data structures for Boolean functions are necessary that represent important functions in small size and allow the efficient execution of important operations (for the choice of these operations and a discussion see, e.g., Section 10.2 in [6] and [31] ). Since satisfiability test and equality check are two important operations that are NP-hard for general BDDs, restricted variants are considered. FBDDs (with some restrictions) and k-OBDDs, where k does not depend on the number of Boolean variables the represented function is defined on, allow polynomial-time algorithms for important operations. OBDDs introduced by Bryant [11] are restricted FBDDs and restricted k-OBDDs.
Definition 2 (i) A free binary decision diagram (FBDD) or read-once branch-
ing program is a BDD where each directed path contains for each variable at most one node labeled by this variable. (See Fig. 5 for an example of an FBDD.) (ii) An ordered binary decision diagram (OBDD) is a binary decision diagram where on each directed path the labels of the decision nodes are a subsequence of a given variable ordering x π(1) , x π(2) , . . . , x π(n) , where π is a permutation on {1, . . . , n}. (See Fig. 3 for an example of an OBDD.) (iii) A k-OBDD is a binary decision diagram that can be partitioned into k layers.
Each layer is an OBDD (with possibly many sources) such that the edges leaving the i-th layer, 1 ≤ i < k, reach only nodes of a layer j > i and the sinks. Moreover, all OBDDs respect the same variable ordering which means that on all directed paths in a layer the node labels of the decision nodes are a subsequence of a given variable ordering and this ordering is the same for all layers. (See Fig. 5 for an example of a 2-OBDD.)
Nondeterministic variants of restricted BDDs can be defined similarly as for BDDs. In the rest of the paper we consider k-OBDDs, where k is a constant, if nothing else is mentioned. Since a variable ordering can be identified with the corresponding permutation, π also denotes the ordering of the variables by abuse of notation.
A 1-input or satisfying input for a function f is an assignment to the input variables whose function value is 1, in other words this assignment is mapped to 1 by f . A function is satisfiable if there exists a satisfying input for f . In the following, by abuse of notation we say that a (nondeterministic) BDD G has a 1-input or a satisfying input if G does not represent the constant 0 function.
Since OBDDs are restricted FBDDs and restricted k-OBDDs by definition, P(OBDD) ⊆ P(FBDD) and P(OBDD) ⊆ P(k-OBDD). Moreover, we know that P(OBDD) P(FBDD) and P(OBDD) P(k-OBDD). Here P(k-OBDD) denotes the set of Boolean functions representable by a k-OBDD of polynomial size for an arbitrary constant k. The hidden weighted bit function HWB n defined below is an example of a Boolean function representable by 2-OBDDs and FBDDs of size O(n 2 ) but its OBDD size is (2 n/5 ) ( [4] and [27] ). It is well-known that the complexity classes P(FBDD) and P(k-OBDD) are incomparable which means P(FBDD) ⊆ P(k-OBDD) and P(k-OBDD) ⊆ P(FBDD). Moreover, there are Boolean functions representable in polynomial size by one model but only in exponential size by the other one and vice versa (see, e.g., [32] ). The same result holds for P(FBDD) and P(∨ 1 -OBDD).
Decomposable Negation Normal Forms
Many known representations of propositional knowledge bases are restricted negation normal form circuits (NNFs) and correspond to specific properties on NNFs [16] . Decomposability and determinism are two of these fundamental properties.
Definition 3 (NNFs) A negation normal form circuit on a variable set X is a
Boolean circuit over fan-in 2 conjunction gates and unbounded fan-in disjunction gates, labeled by ∧ and ∨, whose inputs are labeled by literals x and x, x ∈ X, and the Boolean constants 0 and 1. The size of an NNF C, denoted by |C|, is the number of its gates. The NNF size of a Boolean function f is the size of a smallest negation normal form circuit representing f . The Boolean function f C : {0, 1} X → {0, 1} represented by C is defined in the usual way. For an NNF C and a gate g in C the subcircuit rooted at g is denoted by C g . An NNF is decomposable, or a DNNF for short, iff the children of each ∧-gate are reachable from disjoint sets of input variables. A set of Boolean functions {f 1 , . . . , f } on the same variable set is disjoint if each pair of functions f i , f j , i = j , is not simultaneously satisfiable. A DNNF is deterministic, or a d-DNNF for short, iff the functions computed at the children of each ∨-gate are disjoint.
Our assumption that each ∧-gate has only fan-in 2 is justified because it affects the NNF size only polynomially. The fact that negations only appear at variables is not really a restriction and the NNF size is polynomially related to the circuit size of a Boolean function over the standard basis {∧, ∨, ¬}. Definition 5 A vtree for a variable set X is a full, rooted binary tree whose leaves are in one-to-one correspondence with the variables in X. A sentential decision diagram C, or SDD for short, respecting a vtree T on the variable set X = {x 1 , . . . , x n } is defined inductively in the following way:
The output gate of C is a disjunction whose inputs are wires from ∧-gates g 1 , . . . , g , where each g i has wires from p i and s i , v is an inner node in T with children v L and v R , C p 1 , . . . , C p are SDDs that respect the subtree of T rooted at v L , C s 1 , . . . , C s are SDDs that respect the subtree of T rooted at v R , and the functions represented by C p 1 , . . . , C p are a partition.
Vtrees were introduced by Pipatsrisawat and Darwiche [21] . The ordering w.r.t. a vtree and the so-called partition property ensure that SDDs are decomposable and deterministic and therefore, restricted d-DNNFs. The partition property is also called strong determinism. It ensures that P(SDD) is closed under negation which means that for each function f representable by polynomial-size SDDs also the negated function f is in P(SDD). To the best of our knowledge it is open whether SDDs are even more restricted in the sense of polynomial-size representations than structured d-DNNFs which are d-DNNFs respecting a vtree.
In the rest of the paper, we look at (restricted) NNFs as classes of Boolean circuits.
On the Relation Between OBDDs and SDDs
A vtree is linear if for every inner node one child is a leaf. It is right-linear if for every inner node the left child is a leaf. In the following let T π be a vtree whose left-right traversal of the leaves in T corresponds to the variable ordering π. OBDDs are based on the Shannon decomposition
where f |x i =c denotes the subfunction of f obtained by replacing the Boolean variable x i by the Boolean constant c. Since the subfunctions f |x i =0 and f |x i =1 do not essentially depend on the variable x i , i.e., there is no assignment to the remaining variables such that the function values for x i = 0 and x i = 1 differ, and the disjunction of the projective functions p 0 = x i and p 1 = x i is the constant function but their conjunction is the function ⊥, OBDDs respecting the variable ordering π can be seen as restricted SDDs w.r.t. the right-linear vtree T π and vice versa (see also [15] ). Figure 3 shows an OBDD for a Boolean function w.r.t. the variable ordering π = a 1 , a 0 , x 0 , x 1 , x 2 , x 3 , Fig. 4 illustrates the corresponding right-linear vtree T π and an SDD respecting T π for the same Boolean function. Structured decomposability on the notion of vtrees was originally introduced by Pipatsrisawat and Darwiche [21] but without distinction between the left and right child of a node. For SDDs this distinction is important. Xue, Choi, and Darwiche showed that switching the left and right child of a vtree node may lead to an exponential change in the size of the corresponding SDDs [33] .
Storage Access Functions
In the BDD literature Boolean functions modeling different aspects of storage access are well investigated. A storage access sometimes also called pointer function outputs a single bit of the input for which the address or index is also computed from the input. A very simple one is the multiplexer function MUX n (alternative names are direct storage access function or index function) that is defined on n + k variables a k−1 , . . . , a 0 , x 0 , . . . , x n−1 , where n = 2 k . The function is given as MUX n (a, x) = x |a| 2 , where |a| 2 is the number in N whose binary representation equals (a k−1 , . . . , a 0 ). (See Fig. 3 for an example of an OBDD representing MUX 4 .) The following three Boolean functions are generalized storage access functions, where variables may serve as address as well as data variables. The hidden weigthed bit function HWB n is defined by
where x = x 1 + · · · + x n is the number of variables set to 1 in the input x and the output is 0 if x 1 + · · · + x n = 0. HWB n is an example of a function with a clear and simple structure, nevertheless the OBDD size is exponential [12] . (See Fig. 5 for restricted BDDs representing the function HWB.)
The indirect storage access function ISA n can be described in the following way. Let n = 2 k , k = 2 , and m = n/k = 2 k− . ISA n is defined on n + k − Boolean variables, an address vector a = (a k− −1 , . . . , a 0 ) and a vector x = (x 0 , . . . , x n−1 ). The address vector is interpreted as the binary number with value |a| 2 pointing to a block x(a) = (x |a| 2 k , . . . ,
The function ISA n has small size representation for BDD models like FBDDs and 2-OBDDs but its OBDD size is exponential [10] . More precisely, its FBDD and 2-OBDD size is O(n 2 ) but its OBDD size is (2 n/ log n ).
Another kind of storage access or pointer function is the following one. Let p be the smallest prime larger than n. The function weighted sum WS n is defined by [6] .) The left BDD is not an FBDD but the right one can also be seen as a 2-OBDD w.r.t.
where s is the sum of all ix i in the field Z p , 1 ≤ i ≤ n, if this sum is between 1 and n and 1 otherwise. The weighted sum function was introduced and analyzed by Savický andZák [26] in order to prove a lower bound of order 2 n−o(1) on the FBDD size of a Boolean function. It is not difficult to see that the 2-OBDD size of WS n is O(n 2 ).
Simulating Unambiguous Nondeterministic OBDDs by SDDs
In this section, we examine the relationship between unambiguous nondeterministic OBDDs and SDDs. More precisely, we present a method to represent efficiently a Boolean function f as an SDD provided that f and f can both be represented by small unambiguous nondeterministic OBDDs which respect a common variable ordering. For technical reasons the vtree for the SDD is constructed for the variables the function f is defined on and additional help variables. Altogether the number of variables the vtree is defined on is twice the number of variables the function f is defined on.
Main Ideas and Simulation
Let F u denote the subgraph of a given BDD F rooted at node u and let f u be the Boolean function which is represented by F u . In order to avoid corner cases, we will assume that the given unambiguous nondeterministic OBDDs are of the following form.
Definition 6
Let F be an unambiguous nondeterministic OBDD. We call F simple, if -there exist no edges between ∨-nodes, -all ∨-nodes have at least two children, -no ∨-node is connected to a sink, and -for each inner node u of F holds that F u does not represent the constant function or ⊥.
Observe that for each unambiguous nondeterministic OBDD that has polynomial size there exists a simple one of polynomial size representing the same function. Next, we will present the main ideas of the simulation.
Let f and f be Boolean functions represented by unambiguous nondeterministic OBDDs F and F, respectively, and both respect a common variable ordering. We will assume w.l.o.g. that the variable ordering is given by the list of variables x 1 , . . . , x n in the rest of this section. The main question is how to deal with the occurrence of ∨-nodes in F. Let u be an arbitrary ∨-node in F and let f u be the Boolean function computed at u. Moreover, let f u 1 , . . . , f u k be the functions represented at the child nodes of u. The function f u can be represented by
. . , f u k do not necessarily form a partition. Therefore, the main idea is to find further functions represented at inner nodes of F and F which together with f u 1 , . . . , f u k yield a partition.
In the following we use the notation f |x 1 =c 1 ,...,x i−1 =c i−1 for the subfunction that we get from f by replacing all occurrences of x 1 , . . . , x i−1 by constants c 1 , . . . , c i−1 ∈ {0, 1}. Obviously the subfunctions f |x 1 =c 1 ,...,x i−1 =c i−1 and f |x 1 =c 1 ,...,x i−1 =c i−1 yield a partition for arbitrary assignments of the variables x 1 , . . . , x i−1 . We fix a partial assignment β for the variables x 1 , . . . , x i−1 that correspond to a path from the source of F to the ∨-node u. Let u 1 , . . . , u l be the set of all decision nodes reached by a path corresponding to β from the source of F that are not child nodes of u. Let f u 1 , . . . , f u l be the Boolean functions represented at the nodes u 1 , . . . , u l . Then, f |x 1 =β 1 ,...,
. . , v m be all decision nodes of F reached by a path corresponding to β from the source of F. We get f |x 1 =β 1 ,...,
where the functions represented at the nodes v 1 , . . . , v m are denoted by f v 1 , . . . , f v m . Now, the function f u represented at the ∨-node u can be decomposed in the following way.
We know that the functions f u 1 , . . . , f u k , f u 1 , . . . , f u l , f v 1 , . . . , f v m yield a partition because f |x 1 =β 1 ,...,x i−1 =β i−1 and f |x 1 =β 1 ,...,x i−1 =β i−1 are a partition and F and F are unambiguous nondeterministic. Finally, we have a look at how to construct an SDD representing f u . Suppose there are already SDDs representing f u 1 , . . . , f u k , f u 1 , . . . , f u l , f v 1 , . . . , f v m and respecting a vtree T . Now, we construct an SDD C representing f u composed like in (1) from the given SDDs. C respects a new vtree T which is structured in the following way. The left subtree of T is T . The right subtree of T is just a leaf labeled by a help variable h x i ,...,x n . We need this help variable since
. . , f v m and ⊥, formally have to be defined on disjoint variable sets.
. . , F v m contain ∨-nodes as well, we apply the described idea recursively in order to get the desired SDDs. Observe that all functions represented at ∨-nodes of the mentioned sub-OBDDs depend on a proper subset of the variables f u depend on since by assumption there are no edges between ∨-nodes. Hence, the termination of the recursion is guaranteed.
Next, we define some notation in order to prove that the described selection of functions always yields a partition. Afterwards, we give the formal definition of the simulation.
Definition 7
Let F be an unambiguous nondeterministic OBDD on the variable set X = {x 1 , . . . , x n } respecting the variable ordering x 1 , . . . , x n . Furthermore, let u be a node of F and {x i , . . . , x n } ⊆ X is chosen with the maximum value of i ∈ {1, . . . , n} fulfilling vars(u) ⊆ {x i , . . . , x n }. Let X ≥i be the set {x i , . . . , x n }. Then, β(u) is defined as the set of variable assignments over X\X ≥i which can be extended by an assignment of X ≥i such that there exists an accepting path in F containing u.
For an arbitrary assignment β ∈ β(u) with β = (β 1 , . . . , β i−1 ) ∈ {0, 1} i−1 we get the relation f u ≤ f |x 1 =β 1 ,...,x i−1 =β i−1 which means that the satisfying assignments of f u are a subset of the satisfying assignments of f |x 1 =β 1 ,...,x i−1 =β i−1 and f u = ⊥. The following definition helps us to identify all nodes of F for a fixed β ∈ β(u) at which parts of f |x 1 =β 1 ,...,x i−1 =β i−1 are computed.
Definition 8
Let F be an unambiguous nondeterministic OBDD on the variable set X = {x 1 , . . . , x n } respecting the variable ordering x 1 , . . . , x n . In addition, let X ≥i = {x i , . . . , x n } ⊆ X and β be a variable assignment over X\X ≥i . We call a node u of F with vars(u) ⊆ X ≥i maximal w.r.t. X ≥i , if there exists no other node u in F such that vars(u) ⊂ vars(u ) ⊆ X ≥i and F u is a subgraph of F u . Moreover, let R(F, β) be the set of all inner nodes u of F such that u is maximal w.r.t. X ≥i and β can be extended by an assignment of X ≥i such that for the extended assignment there is an accepting path in F containing u. Let R + (F, β) be the set of nodes arising from R(F, β), if every ∨-node is replaced by its children.
The next lemma will be used in our simulation of unambiguous nondeterministic OBDDs by SDDs in order to get a partition for Boolean functions that are represented at ∨-nodes of F. Lemma 1 Let F and F be unambiguous nondeterministic OBDDs respecting the variable ordering x 1 , . . . , x n that represent the Boolean functions F and F such that F = F . Let u be an ∨-node of F and β ∈ β(u). Furthermore, the sets R + (F, β) = {u 1 , . . . , u k } and R + (F, β) = {v 1 , . . . , v l } are given. Let u i and v j with i ∈ [k] and j ∈ [l] be the functions represented at the nodes u i of F and v j of F, respectively. Then, the set of functions = { u 1 , . . . , u k , v 1 , . . . , v l } is a partition.
The proof is not difficult. For the sake of completeness it can be found in Appendix A. Now, we give the formal definition of the simulation.
Simulation 1 Let f ∈ B n be a Boolean function such that f and f can be represented by unambiguous nondeterministic OBDDs respecting the variable ordering x 1 , . . . , x n . Let F and F be those ∨ 1 -OBDDs. We construct an SDD C representing f from the ∨ 1 -OBDDs F and F in the following.
First, in order to define the vtree T respected by C we augment X = {x 1 , . . . , x n } by help variables H = {h x 1 ,...,x n , h x 2 ,...,x n , . . . , h x n }. We define the vtree T for the set of variables X ∪ H as depicted in Fig. 6 : Let (V , E) and (V , E) be the sets of nodes and edges of the ∨ 1 -OBDDs F and F, respectively. Furthermore, let X be the set of literals for which there is a decision node of F or F labeled by a corresponding variable of X.
We construct C respecting T by mapping nodes and edges of F and F to nodes and edges of C according to the following cases:
(a) For each decision node u ∈ (V ∪ V ) for a variable x i ∈ X which is only connected to sinks, add a node (u, ∅) to C that is labeled by the literal x i or x i according to the function represented at u. (b) For each decision node u ∈ (V ∪ V ) for a variable x i ∈ X which is not only connected to sinks, add the ∨-node (u, ∅), both ∧-nodes (u, ∧ 0 ), (u, ∧ 1 ) and the decision nodes (u, x i ), (u, x i ) that are labeled by x i and x i , respectively. In addition, add the following edges to C: ∅) ).
The case of u ∈ V is depicted in Fig. 7 . (c) For each ∨-node u ∈ (V ∪ V ), add an ∨-node (u, ∅) to C. Let β be an arbitrary (partial) variable assignment that correspond to a path from the source to u, and ((u, v), (v, ∅) ).
The case of u ∈ V is depicted in Fig. 8 . For each u ∈ V , the edges are inserted analogously, only E is substitued by E in the given description.
Furthermore, for each sink u ∈ (V ∪ V ) we add a node (u, ∅) labeled by the respective constant to C. The root of C is given by (root(F), ∅). Finally, we remove all nodes and edges from the resulting SDD C which cannot be reached from root(C) = (root(F), ∅).
In Figs. 9 and 10, we give an example for the proposed simulation of unambiguous nondeterministic OBDDs by SDDs. Figure 9 depicts two unambiguous nondeterministic OBDDs F and F representing Boolean functions f and f , respectively. Figure 10 shows the SDD C constructed by the simulation.
Size, Correctness, and Equivalence
We get a relationship between the sizes of the given unambiguous nondeterministic OBDDs and the constructed SDD by the following lemma which states that the increase in size is at most quadratic in |F| + |F|.
Lemma 2
Let F and F be unambiguous nondeterministic OBDDs respecting the variable ordering x 1 , . . . , x n and representing Boolean functions f, f ∈ B n . Additionally, let |F| = N 1 , |F| = N 2 , and N = N 1 + N 2 . Then, the SDD C resulting from Simulation 1 contains at most 3N 2 + 3N nodes. functions f (a, b, c c) )) and f . Solid edges represent edges labeled by 1, dashed ones edges labeled by 0
Proof Let X be the set of literals for which there is a decision node of F or F labeled by a variable of X. The nodes of C are tuples (u, v) ∈ Y × Z. By definition of Y and Z in Simulation 1 we have Y = |F| + |F| = N 1 + N 2 and Z = N 1 + N 2 + |X | + 3. Hence, C contains at most (N 1 + N 2 ) · (N 1 + N 2 + |X | + 3) nodes. Furthermore, by definition of X for literals and in X there is at least one node in F and Fig. 10 The SDD C which also represents f constructed by Simulation 1 with input F and F . The dashed lines depict connections to sub-SDDs that are already shown in the diagram F. Therefore, we also have 2(N 1 + N 2 ) ≥ |X |. Altogether, we get the following quadratic upper bound:
Simulation 1 maps each node u ∈ (V ∪ V ) to a node (u, ∅) of C. In order to show that C is a syntactically correct SDD computing the same function as F, we will prove that each node (u, ∅) of C is the root of a syntactically correct SDD C (u,∅) which computes the same function as F u or F u . For this purpose, we map each node u ∈ (V ∪ V ) to a node v of T such that we can show that C (u,∅) respects subtree T v .
Definition 9
Let T be the vtree as defined in Simulation 1 and u ∈ (V ∪ V ) be an inner node of the given ∨ 1 -OBDDs. We use the function node in order to map inner nodes of F and F to nodes of T in the following way:
Now, we are ready to prove the stated properties of the SDD C (u,∅) .
Lemma 3
Let F and F be unambiguous nondeterministic OBDDs respecting the variable ordering x 1 , . . . , x n that represent Boolean functions f, f ∈ B n . Let C be the SDD resulting from Simulation 1 w.r.t. the defined vtree T . Then, each node (u, ∅) of C is the root of a syntactically correct SDD C (u,∅) respecting the vtree T v of the inner node v = node(u). Moreover, C (u,∅) represents the same Boolean function as
Proof The different cases how the node (u, ∅) was added to C by the given simulation are investigated. We give a proof by induction on the depth l of the subgraph C (u,∅) of the SDD C. Here, the depth is the longest path to a leaf. Note that in the following proof we sometimes denote C to be the Boolean function represented at the corresponding SDD. It will be clear from the context whether the SDD or the represented function is meant.
Base Case (l = 0) Since the depth of the subgraph C (u,∅) is zero, it only consists of the node (u, ∅). Therefore, (u, ∅) was added to C because of rule (a) from Simulation 1. Otherwise, in case (b) or (c) the node (u, ∅) would be connected to other nodes by outgoing edges resulting in an increase of depth. First, we show that C (u,∅) is a syntactically correct SDD. According to rule (a) of Simulation 1 the node (u, ∅) was added to C because of a decision node u ∈ (V ∪ V ) for a variable x i ∈ X that is connected only to sinks. In this particular case (u, ∅) was labeled by a literal x i or x i depending on the function represented at the decision node u. Then, we know that node(u) = v i and C (u,∅) is an SDD representing a projective function respecting vtree T v i since it contains a leaf labeled by the variable x i . C (u,∅) represents the same function as the node u by construction.
Induction Hypothesis
Each subgraph C (u,∅) of C with depth of at most l is a syntactically correct SDD respecting vtree T v with v = node(u). Moreover, it represents the same Boolean function as the node u of F or F.
Inductive
Step (l → l + 1) In this particular case (u, ∅) of C was added because of rule (b) or (c). Otherwise, the depth of C (u,∅) would be zero as mentioned in the base case. Subsequently, we will have a look at both cases.
Case 1
The node (u, ∅) was added to C due to rule (b) because of the decision node u ∈ (V ∪ V ) for a variable x i ∈ X. Then, (u, ∅) is an ∨-node which is connected to the ∧-nodes (u, ∧ 0 ) and (u, ∧ 1 ). The node (u, ∧ 0 ) is connected to the node (u, x i ) labeled by x i and (u, ∧ 1 ) is connected to (u, x i ) labeled by x i . Let (u, u 0 ) and (u, u 1 ) be the outgoing 0-and 1-edges of u, respectively. Then, C also contains the edges ((u, ∧ 0 ), (u 0 , ∅)) and ((u, ∧ 1 ), (u 1 , ∅)). Since we have this setup of nodes and edges, C (u,∅) is an inductively defined SDD constructed by smaller SDDs (see Definition 5). Next, we will show that C (u,∅) is a syntactically correct SDD respecting the vtree T v i with v i = node(u). For this purpose, we show that the smaller SDDs are syntactically correct and that they represent Boolean functions which form a partition.
C p 1 = C (u,x i ) and C p 2 = C (u,x i ) are SDDs representing a projective function and they consist of a single node labeled by x i or x i , respectively. According to the construction of T in Simulation 1 the left subtree of T v i is a leaf labeled by x i . Hence, C p 1 and C p 2 are SDDs respecting this left subtree. C s 1 = C (u 0 ,∅) and C s 2 = C (u 1 ,∅) are subgraphs of C with depth of at most l−1 since C (u,∅) is a subgraph with depth of at most l + 1 and (u, ∅) is connected to the nodes (u 0 , ∅), (u 1 , ∅) by paths of length two. By induction hypothesis C (u 0 ,∅) and C (u 1 ,∅) are syntactically correct SDDs respecting vtrees T node(u 0 ) and T node(u 1 ) , respectively. Since there are edges (u, u 0 ) and (u, u 1 ) in F or F and the variable ordering is given by x 1 , . . . , x n , we know that node(u 0 ) = v j or node(u 0 ) = v j holds for j > i. Otherwise, the variable ordering of F or F would be violated. Analogously, node(u 1 ) = v h or node(u 1 ) = v h for h > i. Therefore, both SDDs respect the right subtree T v i+1 . Moreover, we know that the set of functions {C p 1 , C p 2 } yield a partition since the following conditions are satisfied:
(cover)
Now, we want to show the equivalence of the represented functions. According to rule (b) of the simulation we have C (u,∅) = x i C (u 0 ,∅) ∨ x i C (u 1 ,∅) . W.l.o.g. let u ∈ V . Since u is a decision node for the variable x i , we know that F u = x i F u 0 ∨ x i F u 1 because of the Shannon decomposition rule. By induction hypothesis we get C (u 0 ,∅) = F u 0 and C (u 1 ,∅) = F u 1 . Hence, C (u 0 ,∅) = F u holds. If u ∈ V , we can derive the equivalence in the same way.
Case 2
The node (u, ∅) was added to C due to rule (c) because of the ∨-node u ∈ (V ∪ V ). W.l.o.g. let u ∈ V . According to rule (c) (u, ∅) is an ∨-node which is connected to an ∧-node (u, v) for each v ∈ (R + ∪ R + ). These ∧-nodes are connected to further nodes based on rule (c). Thus, C (u,∅) is an inductively defined SDD constructed by smaller SDDs. Next, we will show that C (u,∅) is a syntactically correct SDD respecting the vtree T v i with v i = node(u). For this purpose, we show that the smaller SDDs are syntactically correct and that they represent Boolean functions which form a partition. The subgraph C (v,∅) has at most depth l − 1 for each v ∈ (R + ∪ R + ) because by assumption C (u,∅) is a subgraph of depth at most l + 1 and (u, ∅) is connected to (v, ∅) by paths of length two. Thus, by the use of the inductive hypothesis C (v,∅) is a syntactically correct SDD respecting the vtree T node(v) for each v ∈ (R + ∪ R + ).
Since we have the edge (u, v) in F and the given variable ordering is x 1 , . . . , x n , we know that node(v) = v j holds for j ≥ i because by assumption v cannot be an ∨-node. Therefore, C (v,∅) is an SDD respecting the vtree T v i as well. C (u,⊥) and C (u, ) are SDDs representing ⊥ and , respectively. By definition the right subtree of T v i is a leaf labeled by the help variable h x i ,...,x n . Hence, C (u,⊥) and C (u, ) are SDDs respecting this right subtree. Furthermore, the partition properties are satisfied because the set of functions
} is a partition using Lemma 1.
Finally, we get the equivalence of C (u,∅) and F u by applying the inductive hypothesis on the representation of C (v,∅) for each v ∈ (R + ∪ R + ). Since C (u,∅) was constructed by rule (c), C (u,∅) represents the following Boolean function.
As a consequence of Lemma 3, we know that C is a syntactically correct SDD representing the same Boolean function as F. Corollary 1 Let F and F be unambiguous nondeterministic OBDDs respecting the variable ordering x 1 , . . . , x n that represent Boolean functions f, f ∈ B n . Then, C is a syntactically correct SDD respecting the vtree T as defined in the simulation. Furthermore, C represents f .
Proof
The root of C is given by the node (root(F), ∅) as depicted in Simulation 1. We use Lemma 3 in order to see that C = C (root(F ),∅) is a syntactically correct SDD respecting the vtree T v with v = node(root(F)) and representing the same Boolean function as F. Here we have v = v i or v = v i for i ∈ {1, . . . , n}. Thus, C also respects T .
Theorem 1 Let f be a Boolean function such that f and f can be represented by unambiguous nondeterministic OBDDs F and F that respect the same variable ordering. Then, f can also be represented by an SDD of size O((|F| + |F|) 2 ).
Proof By assumption there exist polynomial-size unambiguous nondeterministic OBDDs F and F respecting the same variable ordering and representing f and f , respectively. We use Simulation 1 in order to get the SDD C. On the one hand we know by Corollary 1 that C is syntactically correct and represents the same function as F. On the other hand we know by Lemma 2 that the increase in size is at most quadratic in |F| + |F|.
If we only have a representation of f as a polynomial-size unambiguous nondeterministic OBDD, we can easily modify Simulation 1 in order to get an equivalent structured d-DNNF representing f in polynomial size.
On the SDD Size of Some Storage Access Functions
In this section, we prove that SDDs can represent some storage access functions in polynomial size. As a consequence we obtain the result that SDDs and FBDDs are incomparable w.r.t. polynomial-size representations.
The following representations for the Boolean function HWB n and its negation HWB n were presented in [4] in order to prove that generalizations of OBDDs used in applications lead to representations of small polynomial size.
where E n j , j ∈ {0, . . . , n}, is the symmetric Boolean function on n variables computing 1 iff the number of ones in the input, that is the number of variables set to 1, is exactly j . Using (2) and (3) it is easy to see (and was already shown in [4] ) that HWB n and HWB n can be represented w.r.t. every variable ordering by unambiguous nondeterministic OBDDs of size O(n 2 ) with only one nondeterministic node at the beginning. Later on a similar construction was used in [8] in order to prove that the SDD size of the function HWB n is polynomial. Now, the crucial observation is that the storage access functions defined in Section 2 can all be represented in this way. The indirect storage access function is equal to ISA n (a, x) = 0≤j ≤n−1
This characterization of ISA n leads easily to a similar one for its negated function.
ISA n (a, x) = 0≤i≤m−1 0≤j ≤n−1
The weighted sum function can be written as
where S is the sum of all ix i in Z p , 1 ≤ i ≤ n. The negated weighted sum function is defined in the following way.
It is easy to see that the conjunction of a Boolean function f and a projective function both given as OBDDs can be done in time and space O(|G|) where G is the given OBDD representing f . W.l.o.g. let p(X) = x i be the projective function. Furthermore, let f be defined on the variable set X = {x 1 , . . . , x n } and let G respect the variable ordering x 1 , x 2 , . . . , x n . First, we modify G such that on each path from the source to the 1-sink there exists a node labeled by x i . We can do this by adding in G for each edge from a node u labeled by x j , j < i, to a node v labeled by x k , k > i, a node w labeled by x i whose 0-and 1-successor is v. The edge from u to v in G leads from u to w in the modified OBDD G . The size of G is O(|G|) since we add for each edge at most one node. Now, we traverse G and redirect all 0-edges leaving nodes labeled by x i to the 0-sink. The resulting OBDD represents the function f ∧ x i and its size is O(|G|).
Using the representations for HWB n , ISA n and WS n mentioned above and applying directly Theorem 1 we get the result that the function ISA n can be represented by SDDs of size O(n 4 ) and HWB n and WS n by SDDs of size O(n 6 ). However, since the storage access functions and their negations can be represented by unambiguous nondeterministic OBDDs that contain only one ∨-node at the beginning, the simulation is easier and we obtain the following result.
Proposition 1
The function ISA n can be represented by SDDs of size O(n 2 ), the functions HWB n and WS n by SDDs of size O(n 3 ).
For the sake of completeness we put the proof of Proposition 1 in Appendix B. Bova and Szeider presented SDDs of size O(n 13/5 ) for ISA n [9] . Our upper bound is smaller but Bova's and Szeider's vtree contains only variables that ISA n is defined on. Beame and Liew showed that SDDs are sometimes exponentially less concise than FBDDs [2] . For this result they analyzed Boolean functions derived from a natural class of database queries and proved that there exists a Boolean function whose FBDD size is O(m 2 ) but its SDD size is at least 2 √ m/3−1 , where the number of Boolean variables the investigated function depends on is m 2 + 2m. Since the weighted sum function WS n has exponential FBDD size [26] , we complement Beame's and Liew's result using Proposition 1.
Corollary 2
The complexity classes P(FBDD) and P(SDD) are incomparable which means that P(FBDD) ⊆ P(SDD) and vice versa.
On the Succinctness of SDDs and More General BDD Variants
In this section, we prove that every function representable by k-OBDDs of polynomial size, where k is a constant, can also be represented by SDDs of polynomial size. Moreover, there exist Boolean functions representable by SDDs of polynomial size whose k-OBDD size is exponential.
Theorem 2 For constant k, the complexity class P(k-OBDD) is a proper subclass of P(SDD) which means that P(k-OBDD) P(SDD).
The proof of Theorem 2 is technically not too involved. We only need the following observations. Lemma 4 For constant k, each function representable by a k-OBDD of polynomial size can be represented by an unambiguous nondeterministic OBDD of polynomial size w.r.t. the same variable ordering and with only one nondeterministic node at the beginning.
Lemma 4 can be proved by a polynomial transformation from k-OBDDs into equivalent unambiguous nondeterministic OBDDs with only one nondeterministic node at the beginning. For this we can use a construction first used in [5] and later on in [7] . For the sake of completeness the proof of Lemma 4 is provided in Appendix C.
By changing the labels of the 0-and the 1-sink a k-OBDD representing a function f can easily be transformed into a k-OBDD for the negated function f . Therefore, for every function f representable by k-OBDDs of polynomial size also the negated function f can be represented by k-OBDDs of polynomial size w.r.t. the same variable ordering as f . Hence, using Lemma 4 together with Theorem 1 we obtain P(k-OBDD)⊆ P(SDD). Next, we prove that P(k-OBDD) is even a proper subclass of P(SDD).
Lemma 5
There exist Boolean functions f such that f and f can be represented by unambiguous nondeterministic OBDDs of polynomial size w.r.t. the same variable ordering but nondeterministic OBDDs where the nondeterministic nodes are only at the beginning need exponential size for f . Sauerhoff proved that there is a Boolean functions f representable by nondeterministic OBDDs of polynomial size but nondeterministic OBDDs for f where nondeterministic nodes are only at the beginning need exponential size [25] . A careful analysis of his proof shows that the nondeterministic OBDD for the function f which is a generalized storage access function is an unambiguous nondeterministic OBDD. Moreover, it is not too difficult but exhausting and tedious to prove that f can also be represented by unambiguous OBDDs of polynomial size w.r.t. the same variable ordering as f .
Sketch of proof
Combining Lemma 4 and 5 with Theorem 1 we can prove Theorem 2.
Concluding Remarks
To the best of our knowledge the question whether the complexity class that consists of all Boolean functions representable by polynomial-size unambiguous nondeterministic OBDDs is closed under negation is open. For unrestricted nondeterministic OBDDs of polynomial size the answer is negative. Examples are variants of Boolean functions f for which there is an exponential gap in the so-called nondeterministic one-way communication complexity for f and f (for communication complexity see, e.g., [18] ). OBDDs are closely related to nonuniform finite automata. Only recently, Raskin has shown a superpolynomial lower bound on the size of the complement of a formal language represented by an unambiguous nondeterministic finite automaton [22] . But it is unclear how this result can be transferred to the nonuniform variant. Since SDDs can be simulated by equivalent unambiguous nondeterministic OBDDs with only a quasipolynomial increase in the representation size [3] , the existence of a Boolean function f with polynomial-size unambiguous nondeterministic OBDDs but for which f has exponential unambiguous nondeterministic OBDD size would answer the question whether structured d-DNNFs are more powerful w.r.t. polynomial-size representations than SDDs in the affirmative. such that the described set of functions is not a partition. So has to violate at least one of the partition properties. It will be shown that the violation of at least one partition property leads to a contradiction. Let x i be the smallest variable of vars(u) w.r.t. π and X ≥i = {x i , . . . , x n }.
Satisfiability Suppose there is a function ϕ ∈ with ϕ = ⊥. By definition of R + (F, β) and R + (F, β) the nodes u 1 , . . . , u k , v 1 , . . . , v l are no sinks. Therefore, an inner node u i or v j of F or F, respectively, represents the constant function ⊥. This is a contradiction to the assumption of F and F being simple.
Disjointness Suppose there are functions ϕ 1 , ϕ 2 ∈ with ϕ 1 ∧ ϕ 2 = ⊥. For this purpose, consider the following cases.
1. The functions ϕ 1 , ϕ 2 are represented by nodes of the same ∨ 1 -OBDD, i.e., either
According to the definition of R + (F, β) the assignment β can be extended (maybe differently) such that there are accepting paths for these extensions of β in F containing u i and u j . As u i ∧ u j = ⊥ holds, there is an assignment β * of X ≥i (variables not assigned by β) such that u i [β * ] = 1 and u j [β * ] = 1. However, if we extend β by β * then there are accepting paths for (β, β * ) in F containing u i and u j with i = j . Here (β, β * ) denotes the complete assignment to the variables in X that is consistent with the partial assignments β and β * . Because of the maximality of u i and u j w.r.t. X ≥i (F u i cannot be a subgraph of F u j or vice versa) we know that there must be two distinct accepting paths. This is a contradiction to the property of F being unambiguous. If v i ∧ v j = ⊥ holds, the contradiction can be derived analogously. 2. The functions ϕ 1 , ϕ 2 are represented by nodes of F and F, i.e., u i ∧ v j = ⊥.
Hence, there is an assignment β * of X ≥i such that u i [β * ] = 1 and v j [β * ] = 1 leading to accepting paths for β * in the subgraphs F u i and F v j . By definition of R + (F, β) and R + (F, β) the assignment β can be extended such that there are accepting paths in F and F containing u i and v j , respectively. Like in the former case β can be extended by β * such that there are accepting paths for (β, β * ) in F and F leading to a contradiction to F = F .
Cover Suppose u 1 ∨ · · · ∨ u k ∨ v 1 ∨ · · · ∨ v l = . Then, there exists an assignment β * of X ≥i such that u 1 [β * ] = · · · = u k [β * ] = v 1 [β * ] = · · · = v l [β * ] = 0. Hence, there is no accepting path for β * in F u 1 , . . . , F u k , F v 1 , . . . , F v l . Since every accepting path for an extension of β in F and F contains exactly one node from u 1 , . . . , u k , v 1 , . . . , v l , it is not possible to extend β by β * resulting in an accepting path in F or F. This is a contradiction to F ∨ F = . Now, we get the claimed lemma because the violation of at least one partition property leads to a contradiction.
