Abstract-In this paper we address the problem of sensorless control of the 1-DOF magnetic levitation system. Assuming that only the current and the voltage are measurable, we design an adaptive state observer using the technique of signal injection. Our main contribution is to propose a new filter to identify the virtual output generated by the signal injection. It is shown that this filter, designed using the dynamic regressor extension and mixing estimator, outperforms the classical one. Two additional features of the proposed observer are that (i) it does not require the knowledge of the electrical resistance, which is also estimated on-line and (ii) exponential convergence to a tunable residual set is guaranteed without excitation assumptions. The observer is then applied, in a certainty equivalent way, to a full state-feedback control law to obtain the sensorless controller, whose performance is assessed via experiments.
I. INTRODUCTION
Magnetic levitation (MagLev) systems are widely used in industry, e.g., rocket-guiding projects, high speed rail transportation, bearingless motors, vibration isolation, magnetic bearing, bearingless pumps, and microelectromechanical systems, see [8] , [17] for recent reviews of Maglev systems applications. The inherent instability and high nonlinearity of MagLev systems, make them a theoretical benchmark in the nonlinear control community, with a prototype example being the simple levitated ball.
Detecting the position of the moving objects in MagLev systems needs highly expensive sensors, which usually have low accuracies. These facts stimulate the research for sensorless (also called self-sensing) control of MagLev systems, which require only the measurement of the electrical coordinates. Several technologically motivated sensorless controller have been reported by the applications community [17] . However, to the best of the authors' knowledge, besides some results based on linearized models, e.g., [7] , [10] , there are no model-based designs reported in the control communityeven for the widely studied levitated ball. One plausible explanation for this situation is that the dynamic structure of Maglev systems does not fit into the mathematically-oriented structures studied by the observer design community [2] , [6] , with the additional difficulty that the system is not uniformly observable.
To overcome the first difficulty, in [3] a system-tailored observer, that exploits the particular structure of the MagLev model, and the corresponding (certainy equivalence-based) sensorless controller, were proposed. The design relies on the use of parameter estimation-based observers (PEBO) [12] , which combined with the dynamic regressor extension and mixing (DREM) parameter estimation technique [1] , [13] , allow the reconstruction of the magnetic flux. This is later used, by two suitably designed observers for the mechanical coordinates. The loss of observability problem mentioned above, hampers the application of this scheme in "underexcited" situations, hence requiring an-a priori unverifiable-richness assumption.
An alternative to overcome the observability obstacle in general nonlinear systems is explored in [18] where, following [4] , probing high-frequency signals are injected in the control, to generate (so-called) virtual outputs used for the observer design. To detect the virtual output, the filter proposed in [4] , see also [5] , is applied for PEBO design to the levitated ball and a two-tank system in [18] . Although the correct asymptotic behavior of the filter is theoretically guaranteed, a bad transient performance, and strong sensitivity to the tuning-and system-parameters was observed for the levitated ball. In particular, the performance was significantly degraded with variations in the systems resistance, that are unavoidable in a practical situation.
In this paper we propose to replace the aforementioned filter by an adaptive scheme that, besides ensuring a better transient performance, removes the need of knowing the systems resistance. Similarly to [3] , the design of the new filter and the resistance estimator, use the DREM estimator, yielding a gradient descent-like adaptive observer. As usual in DREM [1] , [13] , a key step is the suitable choice of the operators used for the construction of the extended regressor matrix. A central contribution of the paper is to propose a weighted zero-order-hold (WZOH) operator [9] , which combined with a delay operator, generates a suitable scalar regressor that-due to the use of probing signals-verifies the excitation condition required to recover the virtual output. Using the latter, flux, position and velocity of the levitated ball system are, then, easily estimated. It is shown that the estimation errors converge exponentially fast into a tunable residual set, thus ensuring some good robustness properties.
The remainder of the paper is organized as follows. Section II briefly introduces the model of the levitated ball and formulates its state observer and sensorless control problems. Section III presents the new robust virtual output estimator. In Sections IV and V, the adaptive observer is designed and analyzed. Experimental results are given in Section VI. The paper is wrapped-up with concluding remarks and future research directions in VII.
Notation. t is a generic exponentially decaying term with a proper dimension. With the standard abuse of notation, the Laplace transform symbol s is used also to denote the derivative operator d dt . O is the uniform big O symbol, that is, f (z, ε) = O(ε) if and only if |f (z, ε)| ≤ Cε, for a constant C independent of z and ε. For an operator H acting on a signal we use the notation H[·](t), when clear from the context, the argument t is omitted.
II. MODEL AND PROBLEM FORMULATION
The classical model of the unsaturated, levitated ball is given as [17] 
where λ is the flux linkage, i the current, q ∈ (−∞, c) is the position of the ball, p is the momenta, u is the input voltage, R > 0 is the resistance, and m > 0, c > 0 and k > 0 are some constant parameters.
To simplify the notation in the sequel we introduce a change of coordinate for the position and, denoting x := col(λ, q − c, p), write the system dynamics in the standard formẋ = f (x) + gu with
g := 1 0 0 and define an output
which clearly satisfies y = −ki. In this paper we provide a solution to the following.
Adaptive State Observer Problem. Consider the dynamics of the levitated ball (1), represented in the formẋ = f (x) + gu, y = h(x), with (2) and (3), the parameters m, c and k known, and R unknown. Design an adaptive observeṙ
where χ ∈ R nχ is the observer state, such that
with ε > 0 a tunable (small) constant. As usual in observer design problems we need the following.
Assumption 1: Consider the system (1) with input (8) . The controller signal u C is such that all the states are bounded. 1 The sensorless controller is obtained applying certainty equivalence to the linear, static-state feedback, asymptotically stabilizing, interconnection and damping assignment passivity-based control (IDA-PBC) reported in [11] , to ensure lim sup
where q is the desired position for the levitated ball. Remark 1: We make the important observation that it is possible to show that the system does not satisfy the observability rank condition [Section 1.2.1][2], therefore it is not uniformly differentially observable.
III. SIGNAL INJECTION AND VIRTUAL OUTPUT FILTER
In order to overcome the lack of observability problem, we follow the signal injection method proposed in [4] , and further elaborated in [18] , to generate a new "virtual" output. As shown in those papers the latter is given by
To generate y v , we add to the controller output, denoted u C , a high-frequency sinusoidal signal s to generate the actual input to the system, that is,
with ε > 0. As shown in [4] , [18] , a second-order averaging analysis establishes that, there exists ε > 0 such that, for all ε ∈ (0, ε ], we have that the following identity in the interval [t, t + O(1/ε)),
where S is the primitive of s, that is,
and the overline denotes the states of the average system, namely,ẋ
withx(0) = x(0). Some simple calculations show that
withȳ :=x 1x2 . To simplify the notation, and with some obvious abuse of notation, in the sequel we omit the clarification that the averaging analysis only insures the existence of a lower bound on ε such that (9) holds, and we simply assume that ε is small enough.
We recall that the problem is to reconstruct y v out of the measurement of y, for which a sliding-window filter is proposed in [4] , and also used in [18] . As discussed in the introduction, the use of this filter generated some serious robustness problem. Consequently, we propose in this paper to replace it by an estimator that, similarly to DREM, implements a gradient descent observer based on a suitable linear regression model. The first step is then to obtain the linear regression model, making the key observation that, with respect to S, the signalsȳ and y v are slowly time-varying. This motivates us to view (12) as a linear (time-varying) regression perturbed by a small term O(ε 2 ). Whence, we write (12) as
with y the measurable signal, and φ := col(1, S) and θ := col(ȳ, εy v ) playing the roles of known regressor and (slowly time-varying) parameters to be estimated. We will estimate the parameters θ using the DREM estimator-we refer the reader to [1] for additional details on DREM. The main idea of DREM is to generate from (13) a scalar regression for the "parameter" of interest, in this case, θ 2 = εy v . Although this can be achieved with arbitrary L ∞ -stable, linear operators, the resulting scalar regressor does not necessarily satisfy the excitation conditions required to ensure parameter convergence. It turns out that in our case, the latter is possible, selecting some specific operators as detailed in the lemma below, whose proof is given in the Appendix.
To streamline the presentation of the lemma we define two L ∞ -stable, linear operators, first, the delay operator H d , with parameter d > 0,
Second, the WZOH operator [9] Z w , parameterized by w > 0, defined asχ
Lemma 1: Consider the linear regression (13) and the operators H d (14) and Z w (15), with w = 2d and d = nε, for some n ∈ Z + . Then,
where we defined the measurable signal
The proof is referred to arXiv for the full version. In the proposition below, we propose a simple gradient descent algorithm to identify θ 2 from (16).
Proposition 1: Consider the system (1) with measurable output (3) and input (8) verifying Assumption 1. Define the virtual output estimatoṙ
where γ > 0 is a tuning gain, S is given in (10), Y in (17), H d and Z 2d are defined in (14) and (15), respectively, with d = nε, for some n ∈ Z + . Then,
where y v is defined in (7) . Proof: Define the error signalθ 2 :=θ 2 − εy v . Invoking Lemma 1, and replacing (16) in (18) we geṫ
From (10) it is clear that S(t) satisfies t+ε t S 2 (µ − d)dµ ≥ S 0 for any t and some S 0 > 0. Therefore, some basic perturbation analysis completes the proof.
Remark 2: The virtual output filters in [4] , [18] (18) provides an alternative closed-loop approach, making it robust to unavoidable measurement noise.
IV. ADAPTIVE OBSERVER DESIGN
In this section we design the adaptive state observer using the estimate of y v of Proposition 1. To enhance readability it is split into three subsections presenting, respectively, the resistance estimator, the flux observer and the observer for position and velocity.
A. Resistance identification
Before presenting the resistance estimator we make the observation that, due to the physical constraints q ∈ (−∞, c). As expected, we impose this constraint also to its estimate,
As expected in adaptive systems design it is necessary to impose an excitation constraint.
Assumption 2: Consider the system (1) with input (8) . The current i is persistently exciting (PE), that is, there exist T i > 0 and δ i > 0 such that
for all t ≥ 0. Proposition 2: Consider the system (1) with input (8) verifying Assumptions 1 and 2. Define the resistance estimator asṘ
with γ R > 0 a tuning gain, anḋ
with a > 0 andŷ v generated as in Proposition 1. Then,
Proof: From (3) and (7) we have the relationship x 1 = y yv , which is well defined in view of (21) . Computing the derivative with respect to time yields 
where t is an exponentially decaying term stemming from the filters initial conditions. As shown in [1] , without loss of generality, this term is neglected in the sequel. Notice now that (24) is a state realization of the filters 
where we defined the resistance estimation errorR :=R−R. Exponential convergence to zero of the unperturbed dynamics follows invoking the PE Assumption 2 and standard adaptive control arguments [14] .
To analyse the stability of (27) define the errorṽ 2 := v 2 − v * 2 , whose dynamics is given aṡ
Now, we recall (21), from which we get the following inequality
where we defined y v :=ŷ v − y v . Using (19) and the inequality above, and invoking Assumption 1 that ensures |y| ≤ κ, from (28) we conclude that
The proof is completed noting that a similar property holds forỸ R and invoking the exponential stability of the unperturbed dynamics.
Remark 3:
The assumption that i is PE is not restrictive at all. Actually it is possible to show that this condition can be transferred to the control u.
3 Now, since u defined in (8) contains an additive term that is PE, the condition that u is PE will almost always be satisfied. 3 The details of this proof are omitted for brevity.
B. Flux observer
Before presenting our observer notice that the flux x 1 admits the following algebraic observer
Unfortunately, due to the division operation, such a design is relatively sensitive to measurement noise, making it nonrobust. 4 To overcome this drawback, we propose below a closed-loop flux observer design.
Proposition 3: Consider the system (1) with measurable output (3) and input (8) verifying Assumptions 1 and 2. Define the flux observeṙ
with γ λ > 0 andŷ v ,x 1 generated as in Propositions 1 and 3, respectively. Assume the current i verifies (22). Then,
From (31) we geṫ
Define the flux estimation errorx 1 :=x 1 − x 1 , whose dynamics is given asẋ 1 = γ λ y vx1 +R k y+γ λỹvx1 . From (21) we see that the unperturbed dynamics is exponentially stable and, moreover, from (31) we have thatx 1 is bounded. The proof is completed using these two properties and invoking Propositions 1 and 2.
C. Position and momenta observer
Given the definition of the virtual output (7), we trivially obtain an algebraic observer for x 2 as followsx 2 =ŷ v . To obtain an observer for the momenta x 3 we follow the Kazantzis-Kravaris-Luenberger (KKL) methodology [13] in the proposition below.
Proposition 4: Consider the system (1) with measurable output (3) and input (8) verifying Assumptions 1 and 2. Define the momenta observeṙ
with γ p > 0 andŷ v ,x 1 generated as in Propositions 1 and 3, respectively. Then,
Notice that, from the second equation of (32) and (33), we getx
As usual in KKL observers, the gist of the proof is to show that z "approaches" T . Now, differentiating (33) we havė
Using the first equation of (32) we geṫ
From the equation above we conclude that
The proof is completed replacing (19) and the limit above in (34). Remark 4: An alternative to the KKL observer above is a standard Luenberger observeṙ
with c 1 > 0 and c 2 > 0. However, the order of such a design is higher than that of the KKL observer (32). It was observed, via simulations, that the KKL observer outperforms the Luenberger one and is easier to tune.
V. ADAPTIVE OBSERVER AND SENSORLESS CONTROLLER
To solve the adaptive state observation of Section II we summarize in this section the derivations presented in the previous section. Also, we propose a sensorless controller.
Proposition 5: Consider the systemẋ = f (x) + gu, y = h(x), with (2) and (3), with input (8) verifying Assumptions 1 and 2. The 7-order adaptive observer (4) with mappings
with Y given in (17) and a, γ, γ R , γ λ , γ p > 0, guarantees (5) .
Proof: The proof is established identifying χ = col(θ 2 , v 1 , v 2 , φ R ,R,x 1 , z), and invoking the results of Propositions 1-4.
We are in position to give the sensorless control law, which is a certainty equivalence version of the IDA-PBC given in [11] . Namely where λ and q are the desired values for λ and q, respectively, and K p , α > 0 are some tuning constants.
VI. EXPERIMENTS In this section, the performance of the novel observer is validated experiments, with the parameters given in Table I . The experiments have been conducted on the experimental set-up of the 1-DOF MagLev system shown in Fig. 1 , which is located at the laboratory at Départment Automatique, CentraleSupélec. The new design is compared with the one in [18] . The desired equilibrium is ( √ 2kmg, q , 0), with q taken as a pulse train, and with the initial states ( √ 2kmg, 0, 0). The proposed adaptive observer was tested in closed-loop with a well-tuned controller. The parameters in the observer are taken as A 0 = 1.5, ε = 0.03, d = 10ε, a = 10 and γ = 360, γ R = 50, γ λ = 8 × 10
3 , γ p = 20. More details of the experiments will be reported in [19] .
The responses are shown in Figs. 2-3 , where we also give the position estimateq * from the design in [18] . Unfortunately, the device is only equipped with sensors for position and current. Hence, we can only compare the position estimate with its measured values, as well as the flux linkage estimate with its desired equilibrium. Clearly, we verify the accuracy and the robustness of the new observer in the presence of measurement noise. Fig. 4 gives the position estimates with different probing frequencies. It illustrates that a higher frequency yields a higher accuracy, but at the price of a more jittery response.
VII. CONCLUDING REMARKS
In this work we present a novel method for adaptive state observation of a 1-DOF MagLev system, measuring only the coil current and without the knowledge of the electrical resistance. A gradient-descent (like) observer based on DREM is proposed and proven to guarantee-without imposing an excitation assumption-exponential convergence to an (arbitrarily small) residual set. The performance of the observer, and its application in a sensorless controller, has been verified by simulations and experiments.
Some remarks are in order.
• The 1-DOF MagLev system is a benchmark of electromechanical systems. We are currently investigating the application of the new observer to other electromechanical systems-in particular, electrical motors [19] .
• Signal injection is a widely-used technique-oriented method for electromechanical systems. With the notable exception of [4] , [5] , no theoretical analysis can be found in the literature. It is challenging to establish the connection between the proposed method and the standard techniques in industry, or provide a theoretical interpretation to the existing technique-oriented methods [20] .
• Although we analyze the effects of the probing frequencies from the theoretical viewpoint, there are many practical considerations that must be taken into account before claiming it to be an operational technique. • The simulations and experiments were conducted in the Matlab/Simulink with continuous modules, and as observed the computational efficiency is relatively low. It is of practical interests to give a computationally highefficient digital implementation of the proposed method.
