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a b s t r a c t
Due to numerical instability, the lattice Boltzmann model (LBM) with the Bhatna-
gar–Gross–Krook (BGK) collision operator has some limitations in the simulation of low
viscosity flows. In this paper, we propose a viscosity counteracting approach for simulat-
ing a moderate viscosity flow. An extra negative viscosity term is introduced to counteract
part of the moderate viscosity by using the lattice Boltzmann equation with a source term.
The counteracting viscosity term is treated as a non-uniform unsteady source. The stabil-
ity is enhanced; thus small viscosity flows can be simulated. Model verification consists
of benchmark cases such as those of Poiseuille flow, Couette flow, waterhammer waves,
Taylor–Green vortex flow, and lid-driven cavity flow. The flow patterns, error characteris-
tics, and representative parameters are carefully analyzed. It is shown that this approach
can simulate flows with lower viscosities than may be simulated using the normal LBGK
model; the second-order accuracy of the LBGK model is definitely retained, although a lit-
tle dissipation is added. These preliminary studies prove the effectiveness and accuracy of
the model. Sophisticated analysis and further verification of the stability mechanism will
be done in the near future.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The lattice Boltzmann method (LBM) is a powerful technique for computational modeling of a wide variety of complex
flow problems [1]. Among the many LBMmodels, the model featuring the Bhatnagar–Gross–Krook (BGK) collision operator
(generally labeled as LBGK, for the lattice Boltzmann BGKmodel, or SRT–LBM, for the single-relaxation-time LBMmodel) [2]
is very popular because of its simple formulation and convenient application. Nevertheless, the LBGK model has some
difficulties in simulating high Reynolds number flow, owing to numerical stability problems in a low viscosity regime.
Though themechanismof LBM’s instability is not totally understood, it is normally attributed to the occurrence of unphysical
negative distribution functions, the interplay between acoustic modes and other modes in a low viscosity regime, improper
treatments of boundary conditions, etc. [3–6]
Many efforts to improve LBM’s stability or to simulate low viscosity flows have been made. McNamara et al. [7] applied
the Lax–Wendroff scheme to enhance the stability of thermal LBM. Qian [8] used upwind interpolation in the fractional
propagation LBM to suppress staggered invariants. Dellar [9] proposed adjusting the bulk viscosity, independently from
the shear viscosity, for better numerical stability. Lallemand et al. [10] and d’Humières et al. [11] developed the multiple-
relaxation-time models (MRT–LBM) to allow the separation of the relaxations of the various physical and kinetic modes,
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obtaining quite good stability features. Ansumali et al. [12] proposed the entropy function based LBM (ELBM) and declared
it to have better stability. Li et al. [5] imposed a lower bound on the relaxation times to ensure positivity of the distributions.
Shu et al. [13] proposed a fractional step LBM scheme for incompressible high Reynolds number flows. Fan et al. [14]
introduced some hyperviscosities to add numerical dissipation into the model. Tosi et al. [15,16] proposed an H-theorem
compliant ELBM by adjusting the local relaxation time of the standard LBM and compared the entropic schemes versus
positivity-enforcing schemes. Brownlee et al. [17–20] proposed positivity preservation, non-equilibrium entropy limiters,
and the Ehrenfest coarse-graining regularization to improve the stability. Niu et al. [21] compared the stability features
of the differential LBM (DLBM) [22], the interpolation-supplemented LBM (ISLBM) [23], and the Taylor-series-expansion
and least-square based LBM (TLLBM)[24], and concluded that the ISLBM and TLLBM improve the numerical stability by
increasing hyperviscosities. Most recently, Ricot et al. [6] proposed spatial filtering on the LBM equation or macroscopic
quantities to eliminate spurious fluctuations. Chen et al. [25] compared the existing four LBM models (LBGK, ELBM, DLBM
and MRT–LBM) and proved that MRT–LBM is the best in accuracy, stability, and efficiency. These studies are very insightful
for understanding the instability mechanism and could provide guidance for simulations of low viscosity flows. However, a
simple but effective approach for enhancing LBM’s stability is still needed.
In this paper, we propose a viscosity counteracting approach for improving the LBGK model’s stability in a low viscosity
regime.Wewill give a brief description of the approach in Section 2, verify it using benchmark cases in Section 3, and finally
conclude the paper in Section 4.
2. Methods
To simulate high Reynolds number flows in finite lattice resolutions, we need to reduce the viscosity to as low a value
as possible. But in small viscosity conditions, instability frequently occurs. Therefore, any means that can reduce viscosity
without introducing instability and additional error is valuable.
The idea of the viscosity counteracting approach is based on the following consideration. The viscosity term in the
Navier–Stokes (N–S) equations is the second-order derivative term. It acts as a dissipation factor and maintains numerical
stability. When the N–S equations are solved by a numerical scheme, the higher order truncation errors also play important
roles in the stability and accuracy. The widely used D2Q9 and D3Q19 models are second-order schemes in space, and some
changes of the third-order or higher terms of truncation errors may be beneficial to their stability.
Therefore, the N–S equations may be expressed as follows:
∂ρ
∂t
+ ∂(ρuj)
∂xj
= 0, (1)
∂(ρui)
∂t
+ ∂(ρuiuj)
∂xj
= − ∂p
∂xi
+ (ν + νc) ∂
∂xj

2ρSij
− νc ∂
∂xj

2ρSij

, (2)
in which ν + νc is the viscosity modeled by the LBGK equation, −νc is the counteracting viscosity, and Sij = 12 ( ∂ui∂xj +
∂uj
∂xi
).
The counteracting term−νc ∂∂xj

2ρSij

will be treated as a forcing term. When a stable viscosity ν + νc is properly chosen,
the simulation results will correspond to the viscosity ν.
To model the inclusion of the counteracting term in the above N–S equations, the LBGK equation should be able to
introduce the forcing term. Here we use the LBGK equation with a source term, as follows [26]:
fα(x+ eαδt , t + δt)− fα(x, t) = −1
τ
[fα(x, t)− f eqα (x, t)] +
δt
2
[gα(x, t)+ gα(x+ eαδt , t + δt)], (3)
where fα is the particle velocity distribution function along the αth particle velocity direction eα , f eqα the equilibrium
distribution function, gα the forcing term function, τ the relaxation factor, eα the discrete particle vector, x the lattice grid,
and δt the time increment.
The forcing term function gα may take the following form to guarantee second-order convergence for a non-uniform and
unsteady body force and a mass source in the N–S equations [26]:
gα = wα {A+ 3B · [(eα − u)+ 3(eα · u)eα]} , (4)
in which A is the source term in the fluid continuity equation, B the external forcing term in the momentum equation, and
wα the weighting parameter of distribution functions.
For Eqs. (1) and (2), we just let
A = 0, Bi = −νc ∂
∂xj

2ρSij

. (5)
The selection of this method of introducing the forcing term is essential for the feasibility of the proposed approach.
Because the counteracting term is a second-order term, themethod of introducing the forcing termmust be at least a second-
order one. Otherwise, additional second-order dissipations would be added and the results would not be as anticipated.
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Table 1
Errors for the 2D Poiseuille flow comparing with analytical values.
Ny Error ν = 0.02 ν = 0.01 ν = 0.005 ν = 0.001 ν = 0.000
10
p1 1.0032051 1.0016062 1.0008057 1.0001609 1.0000062
p∗1 1.0032000 1.0016000 1.0008000 1.0001600 1.0000000
Eum 5.7252e−4 6.6971e−4 7.3096e−4 7.9007e−4 8.0696e−4
20
p1 1.0016001 1.0008007 1.0004007 1.0000807 1.0000016
p∗1 1.0016000 1.0008000 1.0004000 1.0000800 1.0000000
Eum 1.4898e−4 1.8586e−4 2.1085e−4 2.3509e−4 2.4166e−4
40
p1 1.0008001 1.0004001 1.0002002 1.0000396 1.0000062
p∗1 1.0008000 1.0004000 1.0002000 1.0000400 1.0000000
Eum 3.6622e−5 4.7595e−5 5.0443e−5 6.0357e−5 3.1643e−6
80
p1 1.0004001
p∗1 1.0004000 Unstable from the corner boundaries
Eum 8.9164e−6
The method proposed in [26] can provide the second-order convergence for introducing unsteady and non-uniform source
and forcing terms, which matches LBM’s accuracy and the order of the counteracting term well.
The calculation of the counteracting term (5) also needs to ensure accuracy of second order or higher. Here we use the
non-equilibrium part of the particle distribution functions to evaluate the deviatoric stress
τ cij = 2νcρSij =
3νc
τ
b−
α=1

fα − f eqα
 
eαieαj − 12eα · eαδij

, (6)
in which the relaxation factor τ is defined in terms of the viscosity before counteraction as τ = 3(ν + νc) + 0.5. The
derivatives of τ cij are approximated by a finite-difference scheme:
∂φ
∂x
≈ −φi+2 + 8φi+1 − 8φi−1 + φi−2
12δx
. (7)
Because the viscosity subtraction from the N–S equations is the only special step of the idea, the corresponding LBGK
Eq. (3) is formal and well-defined, and the equilibrium distribution formula and boundary treatment are the same as those
of the normal LBGK model. Additionally, the hydrodynamic properties of the proposed method, such as compressibility,
convergence, and Galilean invariance, should be similar to those of the normal method. Some extrapolations are needed at
boundaries when calculating the derivatives of τ cij .
3. Verifications
Here the proposed viscosity counteracting approach is incorporated into the widely used D2Q9 LBGK model. Five cases
are adopted to verify the feasibility and accuracy of simulating low viscosity flows.
3.1. Poiseuille flow
An Nx × Ny lattice is used to discretize the rectangular simulation domain of the 2D Poiseuille flow, where Nx and Ny
are the longitudinal and transverse grid numbers, respectively. The analytical solutions to this problem may be expressed
as [27,28]
u∗x (y) = U0

1− (2y− Ny)
2
N2y

, u∗y(x, y) = 0, (8)
p∗1 − p∗2 = 8νU0
Nx
N2y
, (9)
where U0 is the maximum velocity along the central line, p1 the inlet pressure, p2 the outlet pressure, and the superscript ∗
the symbol used to denote analytical values. The inlet velocity profile ux(0, y) = u∗x (y), the outlet pressure p2(y) = p∗2 = 1.0,
and the non-slip conditions on the two sides are imposed as the boundary conditions. We choose Nx = 2Ny, Ny = 10, 20,
40 and 80 and U0 = 0.1. The lowest stable viscosity reached by the normal LBGK model is about 0.02. Therefore, we give
ν+νc = 0.03 for the counteracting approach and try to simulate the caseswith viscosities as small as possible. The resulting
inlet middle point pressure p1 and the whole field velocity u(x, y) are compared with the corresponding analytical values.
Table 1 and Fig. 1 show the results for ν = 0.02, 0.01, 0.005, 0.001 and 0.000, in which the whole field maximum relative
velocity error is defined as Eum = max(

(ux − u∗x )2 + (uy − u∗y)2/U0). It is shown that by using the viscosity counteraction,
we can simulate cases with much smaller viscosities than can be simulated by the normal LBGK model; the extreme case
here is ν = 0.000, in which we get correct results with errors in order 10−4 or even smaller. For all cases, both the pressure
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Fig. 1. Spatial convergence characteristics for the 2D Poiseuille flow (Nx = 2Ny , ν + νc = 0.03).
Fig. 2. Velocity profiles at small ν · t values for the 2D Couette flow (ν + νc = 0.02).
and velocity errors are in 10−4 order, which are acceptable though slightly larger than those from the normal LBGK model
for larger viscosities. A second-order convergence rate is evident, indicating that the original accuracy of the LBGK model is
maintained.
3.2. Couette flow
We use the plane Couette flow to test the capability of simulating strong shearing transient flows. The rectangular
simulation domain is also discretized to an Nx × Ny lattice. Initially, the flow is at rest, u(x, y, 0) = 0 and p(x, y) = p0.
The inlet and outlet are treated as periodic boundaries, the bottom side is a moving boundary with an initial velocity U0, and
the top side is a fixed non-slip wall. The analytical velocity profile may be expressed as [28]
u∗x (y, t) = U0

1− y
Ny

−
∞−
i=1

2U0
iπ
sin

iπ
y
Ny

exp

−i2π2 ν · t
N2y

. (10)
The lattice size Nx × Ny = 100× 100, velocity U0 = 0.1, viscosities ν = 0.01, 0.001 and 0.0001, and ν + νc = 0.02 are
selected for these simulations. Fig. 2 shows the comparison between the resulting velocity profiles and the analytic velocity
profiles at different ν · t values. When ν · t ≤ 4, the deviation is apparent due to very strong shearing, but the difference
becomes very small when ν ·t ≥ 10. As the value of ν ·t increases, the results become in better agreementwith the analytical
values. Table 2 and Fig. 3 show the errors for different values of ν and ν · t , in which Eum is the whole field maximum relative
velocity error and Eu is the relative error at the central point (Nx2 ,
Ny
2 ). It is shown thatwhen ν and ν ·t are small, the shear layer
is very thin and the shearing force is very large. Due to the lattice resolution within the shear layer being too coarse within
this region, the errors are relatively large. However, when ν and ν · t become larger, the lattice resolution within the shear
layer increases and, therefore, the errors decrease correspondingly. The error decreasing rates against ν ·t are approximately
first order in the larger ν and ν · t regions, reflecting the temporal first-order characteristics of the LBM. Because ν · t ∝ L2,
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Fig. 3. Convergence characteristics for the 2D Couette flow (ν + νc = 0.02).
Table 2
Errors for the 2D Couette flow comparing with analytical values.
ν · t Errors ν = 0.01 ν = 0.005 ν = 0.001 ν = 0.0005 ν = 0.0001
1 Eum 0.03594 0.07068 0.18154 0.24842 0.40340Eu 6.793e−9 6.793e−9 2.055e−14 6.338e−13 4.805e−9
5 Eum 0.00907 0.02192 0.08555 0.12745 0.25628Eu 1.926e−14 5.830e−15 2.314e−10 8.667e−8 3.147e−5
10 Eum 0.00480 0.01224 0.05426 0.08644 0.19762Eu 4.275e−15 3.439e−14 1.969e−8 8.286e−7 1.449e−4
50 Eum 0.00099 0.00272 0.01500 0.02753 0.08750Eu 3.398e−7 6.050e−7 9.149e−6 8.950e−5 1.128e−3
where L is the length scale, the spatial convergence rates should be second order. This example shows that the viscosity
counteracting approach does not damage the temporal and spatial convergence features of the LBGK model.
3.3. Waterhammer waves
To test the capability of capturing the discontinuity of flow variables, a one-dimensional waterhammer case of wave
propagation and reflection is especially simulated using the 2D model. The flow domain is similar to those of the preceding
cases. The boundary conditions for the inlet are ux(0, t) = U0 and uy(0, t) = 0, those for the outlet are uy(Nx, t) = 0 and
p(Nx, t) = p2, and the two sides are periodic. Initially, the flow is uniform with conditions ux(x, y, 0) = U0, uy(x, y, 0) = 0
and p(x, y, 0) = p2. When the simulation is started, the inlet velocity ux(0, t) is suddenly set to 0; subsequently, a negative
pressure wave (expansion wave) is generated at the inlet. The negative wave then propagates downstream and is reflected
to a positive wave by the outlet, where p2 is fixed and the reflection factor is−1. The reflected positive wave, with the same
value as but the opposite sign to the original negative wave, propagates upstream inversely. When arriving at the inlet, it is
reflected and another positive wave is generated, since the inlet velocity is fixed to zero, which corresponds to a reflection
factor 1. At this moment, a positive wave (a compressive wave; the sum of the two positive waves and one negative wave)
appears at the inlet and propagates downstream.When reflected by the outlet, turning the positive sign into a negative sign,
it propagates back to the inlet and is reflected by the inlet again. This is the process of a single cycle of the wave propagation
and reflection. This process is governed by the 1D N–S equations, which may reduce to the wave equation if the convection
and dissipation terms are dropped. The analytical histories of the inlet pressure and outlet velocity, obtained from the wave
equation, should be regularly stepped curves and may be expressed as
p∗1(t) = p2 − (−1)Int

cst
2Nx

ρ2csU0
[
1+ (−1)Int

cst
2Nx

U0
2cs
]
, (11)
u∗2(t) = (−1)Int

cst
2Nx
+ 12

U0, (12)
in which cs = 1/
√
3 is the wave speed of the LBGK model, and Int(·) is the function for getting the integer part of a real
number.
Using Nx = 20, U0 = 0.05, p2 = 1.0, ν = 0.005, and ν + νc = 0.18, we produce Fig. 4 to show the curves of p1(t)
and u2(t) against the time step. It is shown that the curves for ν = 0.005 jump up and down with very sharp transition
regions, showing only a little attenuation, while the curves for ν = 0.18 (no counteracting viscosity) are damped very
quickly. There are some overshoots before and after the step edges on the curves, but the values are not large. For this case,
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Fig. 4. Pressure and velocity histories demonstrating the propagation and reflection of waterhammer waves.
Fig. 5. Pressure wavefront shapes of the waterhammer wave case.
the smallest viscosity that we can simulate stably using the normal LBGK is ν = 0.05, and it can be reduced to ν = 0.005
or even smaller by the proposed approach. Fig. 5 depicts the wavefront shapes of the negative and positive pressure waves
propagating downstream. The wavefronts of ν = 0.005 are sharp, with transition regions within 7 ∼ 10 grids, while the
wavefronts of ν = 0.18 damp very quickly. This case shows that the proposed viscosity counteracting approach can capture
flow discontinuity with good accuracy.
3.4. Taylor–Green vortex flow
The Taylor–Green vortex flow is used to analyze the influence of wavenumber on stability and error characteristics. The
flow has the following analytical solutions to the incompressible N–S equation in two dimensions:
u∗x (x, y, t) = −U0 cos

k · 2π x
N

sin

k · 2π y
N

exp(−2k2νt), (13)
u∗y(x, y, t) = U0 sin

k · 2π x
N

cos

k · 2π y
N

exp(−2k2νt), (14)
K(t) = 2
N2U20
∫
(u2x + u2y)dxdy, x, y ∈ [0,N], (15)
inwhichU0 is the initial velocity amplitude, ν the shear viscosity, k thewavenumber,N the domain size andK the normalized
total kinetic energy.
We use an Nx × Ny = N2 = 1002 lattice with periodic boundaries in both directions to simulate this decaying vortex
phenomenon. U0 = 0.1 is fixed and k = 1, 2, . . . , 32 is selected in the following analysis. For generality, we define
wavelength in terms of the lattice unit as λ = N/k; thus k = 10, 20 and 25 correspond to λ = 10, 5 and 4, respectively.
By means of many trial-and-error simulations, we try to find the critical viscosities that separate the stable and unstable
regions for the normal LBGKmodel.We find that the ν–k coordinate planemay be properly divided into three regions: stable,
flow pattern unstable, and numerical blow-up regions, as shown in Fig. 6. The blow-up region means that the simulation
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Fig. 6. Stability regions of the normal LBGK model changing along wavenumbers in simulating the Taylor–Green vortex.
Fig. 7. Viscosity errors from the normal LBGK model and the present viscosity counteracting approach used in simulating the Taylor–Green vortex.
blows up within the first 10 000 time steps, the flow pattern unstable region means that the flow pattern changes during
the first 10 000 time steps from the initial regular vortex pattern to irregular or smaller wavenumber patterns, and the
stable region means that the flow decays with a stable pattern and continues following the K(t) ≈ exp(−4k2νt) rule when
K(t) > 10−5 within the first 10 000 time steps. We also find that to prevent blow-up the viscosities should be larger than
0.00001 ∼ 0.001, and that stable flow patterns require viscosities larger than 0.0005 ∼ 0.003. The required viscosity values
are relatively small when k < 5 and k = 10 and 25, corresponding to good grid resolution and integer wavelengths λ = 10
and 4, respectively. When using the new approach, we can simulate the zero-viscosity flows without any blow-up for the
total span of wavenumbers, indicating that the stability is enhanced efficiently.
To analyze the error characteristics, we apply the normal LBGK model to simulate ν = 0.001 flows of different
wavenumbers; meanwhile, we also apply the present approach to simulate ν = 0 flows of different wavenumbers, using
ν + νc = 0.02 and ν + νc = 0.002. Comparing the resulting K(t) decaying rates with the analytical rate, exp(−4k2ν∗t)
(ν∗ is the targeting viscosity), we obtain the viscosity errors Eν = ν − ν∗ and draw them as curves in Fig. 7. The data at
wavenumber k = 14 are absent because the flow pattern is unstable, with transitional decaying rates. We find that the
viscosity errors of the normal LBGK model are negative for most of the wavenumbers while those of the present approach
are positive. The errors grow along wavenumbers with several exceptions in the high wavenumber regime. The absolute
values of Eν(k) for ν = 0.001 from the normal LBGK model are less than 0.0006, the values for ν = 0 with ν + νc = 0.002
are less than 0.0009, and the values for ν = 0 with ν + νc = 0.02 are less than 0.0046. For wavenumbers k = 1 ∼ 25, the
relative errors Eν/(ν + νc) for both ν + νc = 0.002 and ν + νc = 0.02 are consistent and proportional, with values within
0.3% ∼ 4% for k = 1 ∼ 10 (or λ = 100 ∼ 10), within 4% ∼ 19% for k = 10 ∼ 20 (or λ = 10 ∼ 5), and within 19% ∼ 30%
for k = 20 ∼ 25 (or λ = 5 ∼ 4). Fig. 8 compares the decaying curves of K(t) calculated using the normal LBGK model and
by the present approach, with several viscosities and wavenumbers. The curves for small wavenumber k = 5 (wavelength
λ = 20) are nearly identical to the analytical ones, while the curves for k = 10 (λ = 10) show distinguishable deviation.
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Fig. 8. Comparison of decaying histories of the normalized total kinetic energy in simulating the Taylor–Green vortex.
Fig. 9. Flow patterns of the lid-driven cavity flows for (a) Re = 5000 with a 100× 100 lattice and (b) Re = 10 000 with a 200× 200 lattice.
Further simulations using different resolutions of the lattice show that the errors do not change apparently if λ and U0 are
given.
3698 Y. Cheng, H. Zhang / Computers and Mathematics with Applications 61 (2011) 3690–3702
Fig. 9. (continued)
Therefore, we may conclude that the error of the present approach is proportional to ν + νc , the viscosity before
counteraction. When ν + νc and the velocity fluctuation U0 are given, the error is only sensitive to the wavelength λ;
when λ decreases, the error increases inversely. If wavelength λ ≥10, the proposed approach gives very good accuracy
(Eν/(ν + νc) < 4%), but if λ < 4, the error is relatively large (Eν/(ν + νc) ≈ 30%) due to poor grid resolutions. To reduce
this error, the rule of thumb for giving ν + νc is setting it just larger than the stable viscosity of the normal LBGK. This
error is positive and belongs to the numerical dissipation and, therefore, is helpful for enhancing stability. The property
that the attached dissipation grows with wavenumber may be helpful for suppressing spurious oscillations which induce
instability.
3.5. Lid-driven cavity flow
The benchmark 2D lid-driven cavity flow is selected to test the capability of simulating complex vortex flows. We try to
use coarse lattice resolutions to simulate larger Reynolds number flows.When using the normal LBGK, the smallest viscosity
that we can simulate for this case is about 0.01 ∼ 0.005, equivalent to the single-grid Reynolds number 10 ∼ 20 (assuming
lid-driven velocity U = 0.1). That is to say, the largest Re is about 2000 when a 100 × 100 lattice is used. Here, giving
U = 0.1, ν + νc = 0.04, Nx × Ny = 100× 100 and 200× 200, we can simulate the flows with Re = 5000, 10000, 20000,
40000, 60000 or even larger.
Fig. 9 shows the streamline patterns for Re = 5000 and 10000 for 100 × 100 and 200 × 200 lattices, respectively. The
main vortex, and the secondary top left (TL), bottom left (BL), and bottom right (BR) eddies, along with the tertiary eddies,
are correctly presented; they are consistentwith those in [29], where a 401×401 grid and a fourth-order schemewere used.
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Table 3
Parameters for the 2D lid-driven cavity flow comparing with the existing values.
Re Method Stream function Vortex focus locations (x, y)
Main vortex Eddy TL1 Eddy BL1 Eddy BR1
5000 Present 0.1223 (0.52, 0.54) (0.05, 0.92) (0.08, 0.13) (0.82, 0.08)Erturk [29] 0.1222 (0.515, 0.535) (0.063, 0.910) (0.073, 0.137) (0.805, 0.007)
10000 Present 0.1229 (0.515, 0.530) (0.070, 0.915) (0.070, 0.155) (0.775, 0.060)Erturk [29] 0.1223 (0.512, 0.530) (0.072, 0.912) (0.058, 0.163) (0.777, 0.060)
a b
Fig. 10. Velocity profiles of the lid-driven cavity flows for (a) Re = 5000 with a 100× 100 lattice and (b) Re = 10 000 with a 200× 200 lattice.
Fig. 10 shows a comparison of the corresponding velocity profileswith those from [29]. The profile curves of Re = 5000 show
some deviations from the accurate solutions in the high shear near-wall regions owing to the coarse lattice. However, the
profiles of Re = 10 000 fit the reference solutions very well, because the lattice resolution is doubled. Table 3 presents the
stream function value and the locations of the main vortex and secondary vortices. They also agree well with the reference
values [29]. It is evident that, using the proposed approach, we can simulate large Reynolds number flows with acceptable
accuracy using a relatively coarse lattice.
Using a 200× 200 lattice, we further simulate cases at Re = 20 000, 40000 and 60000 by giving ν = 0.001, 0.0005 and
0.00033, respectively. Most of the existing works have shown that, when Re > 12 500, no steady solution can normally be
reached owing to its turbulent nature [29]. Here we also obtain periodic unsteady flow patterns. Fig. 11 shows the instant
streamline patterns, with (a) and (b) for Re = 20 000, (c) for Re = 40 000 and (d) for Re = 60 000. The series of flow patterns
demonstrate that themain vortex rotates periodically with small oscillations in location and intensity. The secondary eddies
contact with the main vortex and the wall, degrading or breaking into smaller eddies. The tertiary and quaternary eddies
emerge, develop, merge, or dissipate within the secondary eddy and near-wall regions, upgrading to the secondary eddies
or disappearing. These motions demonstrate some kind of periodicity. Fig. 12 shows the oscillating histories of the velocity
component ux at the central point (Nx2 ,
Ny
2 ), and Fig. 13 shows the corresponding frequency analysis results. The frequency
in Fig. 13 is normalized, with 1.0 corresponding to 692.82 time steps, during which the wave travels a distance of 2Nx. It is
shown that the ux(Nx2 ,
Ny
2 , t) history at Re = 20 000 is very regular, with a nearly constant oscillating amplitude and period;
the dominant oscillating frequencies are 0.053 and 0.216, corresponding to themain vortex and secondary eddymotions. At
Re = 40 000 and 60000, there are apparentmain vortex and secondary eddymotions with frequencies of (0.048, 0.234) and
(0.045, 0.232), respectively. Besides these, some other waves emerge, which may be related to the tertiary and quaternary
eddies. When compared with the flow at Re = 40 000, the flow at Re = 60 000 displays more low class eddies and more
detected oscillations.
Further reducing viscosity to ν = 0.00004 and 0.00002, we can still carry out simulations stably for Re = 500000 and
1000000. The detected oscillating frequencies increase accordingly. The patterns are not shown here because they have no
physical meaning. But when given viscosity ν = 0 or a negative viscosity, the flow fields blow up at once, indicating that
the viscous dissipation is mostly counteracted.
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Fig. 11. Unsteady flow patterns of the lid-driven cavity flows with a 200×200 lattice. (a) Re = 20 000, (b) Re = 20 000, (c) Re = 40 000, (d) Re = 60 000.
In this case, the results for Re = 5000 and 10000 are quantitatively accurate. But for the larger Reynolds number results,
we can only conclude that they are qualitatively reasonable, due to the paucity of existing quantitative data available for
comparison.
4. Conclusions
A very simple approach for enhancing the LBGK model’s robustness for low viscosity flows is proposed. The basic idea is
to reduce the viscosity by counteracting a portion of the viscosity term. This is based on the knowledge that the third-order
and higher truncation errors play important roles in stabilizing a numerical scheme. By adding a small numerical cost, we can
simulate flows with viscosity several degrees of order lower or with a Reynolds number several degrees of order higher. The
preliminary verification by means of benchmark cases of Poiseuille flow, Couette flow, waterhammer waves, Taylor–Green
vortex flow, and lid-driven cavity flow shows that this approach can produce quantitatively accurate results and can retain
the LBGKmodel’s second-order convergence features, though a small percentage of dissipation may be added. To guarantee
the effectiveness and accuracy, the introduction of the counteracting viscosity term into the LBGK equation must be second
order or higher. Otherwise, some excessive second-order dissipative errors might be introduced, which would definitely
ruin the strategy. This is the essential issue for successful applications of the approach.
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Fig. 12. Central point velocity oscillating histories of the lid-driven cavity flows at Re = 20 000, 40000 and 60000.
Fig. 13. Central point velocity oscillating frequency spectrum of the lid-driven cavity flows at Re = 20 000, 40000 and 60000.
This paper proves that the viscosity counteracting approach is an effective and efficient means for stabilizing the LBGK
model. However, the mechanism is not clear yet. Therefore, extensive verification and intensive investigation, especially
theoretical analysis, should be conducted in the future.
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