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Abstract. The strong chromatic number χs(G) of a graph G on n vertices is the least
number r with the following property: after adding r⌈n/r⌉−n isolated vertices to G and
taking the union with any collection of spanning disjoint copies ofKr in the same vertex
set, the resulting graph has a proper vertex-colouring with r colours. We show that for
every c > 0 and every graph G on n vertices with ∆(G) ≥ cn, χs(G) ≤ (2+ o(1))∆(G),
which is asymptotically best possible.
2010 Mathematics subject classification: 05C15, 05C70, 05C35.
1. Introduction
Let r be a positive integer. Let G be a graph on n vertices, where r divides n.
We say that G is strongly r-colourable if it can be properly r-coloured after taking the
union of G with any collection of spanning disjoint copies of Kr in the same vertex set.
Equivalently, G is strongly r-colourable if for every partition {V1, . . . , Vk} of V (G) with
classes of size r, there is a proper vertex colouring of G using r colours with the additional
property that every Vi receives all of the r colours. If r does not divide n, we say that G
is strongly r-colourable if the graph obtained by adding r⌈n/r⌉−n isolated vertices to G
is r-strongly colourable. The strong chromatic number χs(G) of G is the minimum r such
that G is r-strongly colourable. This notion was introduced independently by Alon [2]
and Fellows [5].
One of the first problems related to the strong chromatic number was the cycles-plus-
triangles problem of Erdo˝s (see [7]), who asked (in an equivalent form) if χs(C3m) ≤ 3,
where C3m is the cycle on 3m vertices. This was answered affirmatively by Fleischner
and Stiebitz [6] and independently by Sachs [21].
It is an open problem to find the best bound on χs(G) in terms of ∆(G). Alon [3]
proved that χs(G) ≤ c∆(G) for some constant c > 0. Haxell [10] showed that c = 3
suffices and later [11] that c ≤ 11/4+ ε suffices given ∆(G) is large enough with respect
to ε. On the other hand, there are examples showing c ≥ 2 is necessary (see, e.g., [4]).
It is conjectured (first explicitly stated by Aharoni, Berger and Ziv [1, Conjecture 5.4])
that this lower bound is also tight.
Conjecture 1.1. For every graph G, χs(G) ≤ 2∆(G).
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Conjecture 1.1 is known to be true for graphs G on n vertices with ∆(G) ≥ n/6,
proven by Axenovich and Martin [4] and independently by Johansson, Johansson and
Markstro¨m [14].
A fractional version of Conjecture 1.1 was proven by Aharoni, Berger and Ziv [1].
We say that a graph on n vertices is fractionally strongly r-colourable if after adding
r⌈n/r⌉ − n isolated vertices and taking the union with any collection of spanning copies
of Kr in the same vertex set, the graph is fractionally r-colourable.
Theorem 1.2 (Aharoni, Berger and Ziv [1]). Every graph G is fractionally strongly
r-colourable, for every r ≥ 2∆(G).
We prove that Conjecture 1.1 is asymptotically true if ∆(G) is linear in |V (G)|.
Theorem 1.3. For all c, ε > 0, there exists n0 = n0(c, ε) such that the following holds:
if G is a graph on n ≥ n0 vertices with ∆(G) ≥ cn, then χs(G) ≤ (2 + ε)∆(G).
Given a graph G and a partition P = {V1, . . . , Vk} of V (G), we make the following
definitions. A subset S ⊆ V (G) is P-legal if |S ∩ Vi| ≤ 1 for every i ∈ [k]. A transversal
of P is a P-legal set of cardinality |P|. An independent transversal of P is a transversal
of P which is also an independent set in G. We will write transversal and independent
transversal if G and P are clear from the context. To prove Theorem 1.3 it suffices to
show that given any partition P of V (G) with classes of size r ≥ (2 + ε)∆(G), V (G)
can be partitioned into independent transversals of P. Moreover, since Conjecture 1.1 is
known to be true for graphs on n vertices with ∆(G) ≥ n/6, we might restrict ourselves
to study graphs with ∆(G) ≤ n/6, and in such graphs any partition P of V (G) with
parts of size r = (2+ ε)∆(G) < 3∆(G) will have at least 3 classes. Thus Theorem 1.3 is
implied by the following theorem.
Theorem 1.4. For all integers k ≥ 3 and ε > 0, there exists r0 = r0(k, ε) such that
the following holds for all r ≥ r0: if G is a graph and P is a partition of V (G) with k
classes of size r ≥ (2 + ε)∆(G), then there exists a partition of V (G) into independent
transversals of P.
By considering the complement graph, Theorem 1.4 easily yields the following corol-
lary. A perfect Kk-tiling of a graph G is a spanning subgraph of G with components
which are complete graphs on k vertices.
Corollary 1.5. For all integers k ≥ 3 and ε > 0, there exists n0 = n0(k, ε) such
that the following holds: if n ≥ n0 and G is a k-partite graph with classes of size n
and δ(G) ≥ (k − 3/2 + ε)n, then G has a perfect Kk-tiling.
To prove Theorem 1.4 we use the absorption method, which was first introduced in a
systematic way by Ro¨dl, Rucin´ski and Szemere´di [20] (although similar ideas were used
previously, e.g. by Krivelevich [16]). In Section 2 we find a small absorbing set, that
is, given a partition P we find a small vertex set A ⊆ V (G) which is balanced (i.e. it
intersects each class of P in the same number of vertices) with the property that for every
small balanced set S ⊆ V (G), A ∪ S can be partitioned into independent transversals.
Thus the problem of finding a partition into independent transversals is reduced to the
problem of finding a collection of disjoint independent transversals covering almost all
vertices, which we find in Section 3. Then the pieces of the proof are put together in
Section 4.
Throughout the proof, we will use the following notation. Given a, b, c reals with
c > 0, a = b ± c means that b − c ≤ a ≤ b + c. We write x ≪ y to mean that for all
y ∈ (0, 1] there exists x0 ∈ (0, 1) such that for all x ≤ x0 the following statements hold.
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Hierarchies with more constants are defined in a similar way and are to be read from the
right to the left.
2. Absorption
The aim of this section is to prove Lemma 2.5, the existence of an absorbing set. First
we need the following simple lemma.
Lemma 2.1. Let G be a graph and let P = {V1, . . . , Vk} be a partition of V (G) such
that |Vi| > 2∆(G) for all i ∈ [k − 1]. Then for any vk, v
′
k ∈ Vk, there exists an inde-
pendent transversal T of {V1, . . . , Vk−1} such that T ∪{vk} and T ∪{v
′
k} are independent
transversals of P.
To prove Lemma 2.1 we will use the following result of Haxell [9], which was stated
differently [8] (see the discussion after Corollary 15 in [12]).
Lemma 2.2 (Haxell [9, Theorem 3]). Let G be a graph and let P = {V1, . . . , Vk} be a
partition of V (G). If each I ⊆ [k] satisfies
∣∣⋃
i∈I Vi
∣∣ > (2|I| − 2)∆(G), then there exists
an independent transversal of P.
Now we prove Lemma 2.1.
Proof of Lemma 2.1. For every i ∈ [k − 1], let V ′i := Vi \ (N(vk) ∪ N(v
′
k)). Let P
′ :=
{V ′1 , . . . , V
′
k−1} and G
′ := G[
⋃
i∈[k−1] V
′
i ]. Clearly it is enough to find an independent
transversal of P ′ in G′. For every non-empty I ⊆ [k − 1], we have that∣∣∣∣∣
⋃
i∈I
V ′i
∣∣∣∣∣ ≥ (2∆(G) + 1)|I| − |N(vk) ∪N(v′k)|
≥ (2∆(G) + 1)|I| − 2∆(G)
> (2|I| − 2)∆(G) ≥ (2|I| − 2)∆(G′).
By Lemma 2.2, G′ has an independent transversal of P ′, as desired. 
By supersaturation, Lemma 2.1 implies the following corollary. We omit its proof
since it is quite standard (see, e.g., [18, Section 2]).
Corollary 2.3. For all integers k ≥ 3 and ε > 0, there exists η = η(k, ε) > 0 and
r0 = r0(k, ε) such that the following holds for all r ≥ r0: let G be a graph and let P =
{V1, . . . , Vk} be a partition of V (G) with classes of size r ≥ (2+ε)∆(G). Then for any two
vertices vk, v
′
k ∈ Vk, there exist at least ηr
k−1 independent transversals T of {V1, . . . , Vk−1}
such that T ∪ {vk} and T ∪ {v
′
k} are independent transversals of P.
To continue, we need to recall the following versions of the Chernoff inequalities.
Lemma 2.4 (Chernoff’s inequalities (see, e.g., [13, Theorem 2.8])). Let X be a gener-
alised binomial random variable, that is, X is the sum of independent Bernoulli random
variables, possibly with different parameters. For every 0 < λ ≤ E[X ],
(2.1) Pr[|X − E[X ]| > λ] ≤ 2 exp
(
−
λ2
4E[X ]
)
.
Also, for every λ > 0,
(2.2) Pr[X − E[X ] > λ] ≤ exp
(
−
λ2
2(E[X ] + λ/3)
)
.
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Since every hypergeometric distribution is a sum of independent Bernoulli variables
(see, e.g., [13, Theorem 2.10]), the inequalities (2.1) and (2.2) also hold when X is a sum
of independent hypergeometric variables.
We can now prove our absorbing lemma. Given a graph G and a partition P =
{V1, . . . , Vk} of V (G), a subset S ⊆ V (G) is P-balanced (or just balanced, if P is clear
from the context) if |S ∩ Vi| = |S ∩ Vj| for every i, j ∈ [k].
Lemma 2.5 (Absorbing lemma). For all integers k ≥ 3 and ε > 0, there exist 0 < β ≪
α≪ ε and r0 = r0(ε, k) such that the following holds for all r ≥ r0. Let G be a graph and
let P = {V1, . . . , Vk} be a partition of V (G) with classes of size r ≥ (2 + ε)∆(G). Then
there exists a P-balanced set A ⊆ V (G) of size at most αn such that for every P-balanced
set S ⊆ V (G) of size at most βn, A∪S can be partitioned into independent transversals
of P.
Proof. Let 1/r0 ≪ γ ≪ η ≪ 1/k, ε. Let m := k
2. Given a balanced k-subset S of V (G),
an absorbing set A for S is a m-subset of V (G), disjoint from S, such that both G[A]
and G[A ∪ S] can be partitioned into independent transversals of P. For any balanced
k-set S, let L(S) be the family of absorbing sets for S.
Claim 2.6. For each balanced k-subset S of V (G), |L(S)| ≥ γ
(
r
k
)k
.
Proof of the claim. Let S = {s1, . . . , sk} with si ∈ Vi for every i ∈ [k].
A tuple (T, U1, . . . , Uk) is good if S, T, U1, . . . , Uk are pairwise disjoint, T = {t1, . . . , tk}
is an independent transversal of P and, for every i ∈ [k], ti ∈ Vi and both Ui ∪ {si}
and Ui ∪ {ti} are independent transversals of P. Clearly, if (T, U1, . . . , Uk) is good,
then A = T ∪
⋃
i∈[k] Ui is an absorbing set for S.
Let t1 be an arbitrary vertex of V1 \ {s1}, for which we have at least r − 1 ≥ r/2
different possible choices. By Corollary 2.3, there exist ηrk−1 independent transversals T ′
of {V2, . . . , Vk} such that both T
′∪{s1} and T
′∪{t1} are independent transversals of P.
By ignoring those T ′ which have non-empty intersection with S, we have at least ηrk−1/2
different possible choices for T ′. Set T = {t1} ∪ T
′. Repeating the same argument
with si, ti we can find ηr
k−1/2 choices for Ui, for every i ∈ [k]. Therefore, there are
at least (ηk+1/2k+2)rm good tuples. Using γ ≪ η, we find those good tuples yield at
least γ
(
r
k
)k
different absorbing sets for S, as desired. 
Recall that m = k2 and choose a family F of balanced m-sets by including each one
of the
(
r
k
)k
balanced m-sets independently at random with probability
p :=
γr
16k2
(
r
k
)k .
By Chernoff’s inequality (2.1), with probability 1− o(1) we have that
(2.3) |F| ≤
γr
8k2
,
and for every balanced k-set S,
(2.4) |L(S) ∩ F| ≥
γ2r
32k2
.
We say a pair (A1, A2) of m-sets is intersecting if A1 6= A2 and A1 ∩ A2 6= ∅. We
say F contains a pair (A1, A2) if A1, A2 ∈ F . The expected number of intersecting pairs
contained in F is at most (
r
k
)k
k2
(
r
k − 1
)(
r
k
)k−1
p2 ≤
γ2r
27k2
.
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By Markov’s inequality, with probability at least 1/2 the number of intersecting pairs
contained in F is at most γ2r/(26k2). Therefore, with positive probability F satisfies
(2.3) and (2.4) and contains at most γ2r/(26k2) intersecting pairs.
By removing one m-set of every intersecting pair in F , we obtain a family F ′ of
pairwise disjoint balanced m-sets such that for every balanced k-set S,
|L(S) ∩ F ′| ≥
γ2r
32k2
−
γ2r
26k2
≥
γ2r
64k2
.
Let A :=
⋃
F∈F ′ F . Define α := γ/(8k
2) and β := γ2/64k2. Note that A has size at
most k|F ′| ≤ k|F| ≤ αn. For every balanced S ⊆ V (G) of size at most βn, we can
partition it into at most βr ≤ γ2r/(64k2) balanced k-sets, so it is possible to assign
a different absorbing m-set in F ′ to each one of these sets. Hence, G[A ∪ S] can be
partitioned into independent transversals of P, as desired. 
3. Partial strong colourings
Let G be a graph and P = {V1, . . . , Vk} a partition of V (G) with classes of size r. A
t-partial strong colouring of G with respect to P is a collection of t disjoint independent
transversals of P. If χs(G) = r, then G has a r-partial strong colouring with respect
to P. The aim of this section is to show the existence of (1−δ)r-partial strong colourings
of P.
Lemma 3.1. For all integers k ≥ 3 and δ, ε > 0, there exists r0 = r0(k, δ, ε) such that
the following holds for all r ≥ r0: Let G be a graph and P be a partition of V (G) with k
classes of size r ≥ (2 + ε)∆(G). Then there exists a (1 − δ)r-partial strong colouring
of G with respect to P.
We need two extra ingredients to prove Lemma 3.1. The first ingredient will be a
result in fractional matchings that will follow from Theorem 1.2. Recall that a fractional
colouring of a graphG is a function w that assigns weights in [0, 1] to the independent sets
of G, with the condition that for every vertex v ∈ V (G),
∑
I∋v w(I) ≥ 1. The fractional
chromatic number of G is the minimum of
∑
w(I) over all fractional colourings of G,
where the sum ranges over all independent sets ofG. Note that if a graphG is fractionally
strongly r-colourable, then for every partition P of V (G) with classes of size r, every
optimal fractional colouring w for P is supported precisely on independent transversals
of P and for every vertex v ∈ V (G),
∑
I∋v w(I) = 1. Thus we have the following corollary
of Theorem 1.2.
Corollary 3.2. Let G be a graph and P a partition of V (G) with classes of size r ≥
2∆(G). Let T be the set of all independent transversals of P. Then there exists w : T →
[0, 1] such that
∑
T∋v,T∈T w(T ) = 1 for all v ∈ V (G).
The second ingredient is a result that guarantees the existence of large matchings in
uniform hypergraphs satisfying certain regularity conditions. We use the following result
of Pippenger [19] (see [15, Theorem 1.1]).
Theorem 3.3 (Pippenger [19]). For all integers k ≥ 2 and δ ≥ 0, there exists D0 =
D0(k, δ) and τ = τ(k, δ) such that the following is true for all D ≥ D0: if H is a
k-uniform hypergraph on n vertices which satisfies
(i) deg(v) = (1± τ)D for all v ∈ V (H), and
(ii) deg(u, v) < τD, for all distinct u, v ∈ V (H),
then H contains a matching M covering all but at most δn vertices.
We now prove Lemma 3.1, whose proof is based on [17, Lemma 3.5].
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Proof of Lemma 3.1. Fix k ≥ 3 and δ, ε > 0. Without loss of generality, suppose ε ≤ 1.
Choose r0 such that 1/r0 ≪ 1/k, δ, ε. Now consider any r ≥ r0 and a graph G on n = rk
vertices with r ≥ (2 + ε)∆(G). Fix a partition P of V (G) with classes of size r. Note
that k = |P| ≥ 3.
The idea is to define a k-uniform hypergraph H on the vertex set V (G) such that every
edge corresponds to an independent transversal of P and H also satisfies the conditions
of Theorem 3.3. A matching in H covering all but at most δn vertices corresponds
precisely to a (1− δ)r-partial strong colouring of P.
Fix η1, η2, η3 ∈ (0, 1) such that
η1 + η2 > η3, 2η3 > η1 + η2,
2η1 + η2 < 1, 1 ≤ 3η2 + 6η1.
(For concreteness, (η1, η2, η3) = (0.1, 0.1, 0.175) works). Let m := r
η1 .
Claim 3.4. There exist r1+η2 vertex sets R(1),. . . ,R(r1+η2) such that
(i) for every j ∈ [r1+η2 ], R(j) is a balanced mk-set,
(ii) every v ∈ V (G) is in rη1+η2 ± rη3 many R(j),
(iii) every P-legal 2-set is in at most two R(j),
(iv) every P-legal 3-set is in at most one R(j),
(v) for every j ∈ [r1+η2 ], m ≥ 2∆(G[R(j)]).
To prove Claim 3.4, note that properties (i)–(v) hold with high probability if each R(j)
is a random balanced mk-set, chosen uniformly and independently. See Appendix A for
the precise calculations.
Let R(1),. . . ,R(r1+η2) be given by Claim 3.4. By (v) and Corollary 3.2, for each j ∈
[r1+η2 ] there exists a function wj that assigns weights in [0, 1] to the independent trans-
versals of P contained in G[R(j)], such that for every v ∈ V (G[R(j)]),
∑
T∋v w
j(T ) = 1.
Now we construct a random k-uniform graph H on V (G) such that each independent
transversal T of P is randomly independently chosen as an edge of H with
Pr[T ∈ H ] =
{
wjT (T ) if T ⊆ G[R(jT )] for some jT ∈ [r
1+η2 ],
0 otherwise.
Note that jT is unique by (iv) as k ≥ 3, so H is well-defined. For v ∈ V (G), let
Jv = {j : v ∈ R(j)} and so |Jv| = r
η1+η2 ± rη3 by (ii). For every v ∈ V (G), let Ejv be the
set of independent transversals in G[R(j)] containing v. Thus, for v ∈ V (G), degH(v) is
a generalised binomial random variable with expectation
E[degH(v)] =
∑
j∈Jv
∑
T∈Ejv
wj(T ) = |Jv| = r
η1+η2 ± rη3 .
Similarly, for every P-legal 2-set {u, v},
E[degH(u, v)] =
∑
j∈Ju∩Jv
∑
T∈Eju∩E
j
v
wj(T ) ≤ |Ju ∩ Jv| ≤ 2
by (iii). For every 2-set {u, v} that is not P-legal, degH(u, v) = 0. Fix η6 ∈ (0, 1) such
that η1 + η2 > η6 > η3. By using Chernoff’s inequality (2.1), we may assume that for
every v ∈ V (G) and every 2-set {u, v} ⊆ V (G),
degH(v) = r
η1+η2 ± rη6, degH(u, v) < r
η1 .
Thus H satisfies the hypothesis of Theorem 3.3 and the proof is completed. 
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4. Proof of Theorem 1.4
Proof of Theorem 1.4. Let 1/r0 ≪ β ≪ α≪ 1/k, ε and consider a graph G on n vertices
and a partition P = {V1, . . . , Vk} with classes of size r ≥ (2+ε)∆(G). Note that n = rk.
By Lemma 2.5, there exists a balanced set A of size at most αn such that for
every balanced set S of size at most βn, G[A ∪ S] can be partitioned into independ-
ent transversals of P. Remove A from G to obtain a graph G′′, together with a
partition P ′′ = {V ′′1 , . . . , V
′′
k } obtained from V
′′
i = Vi \ A. Note ∆(G
′′) ≤ ∆(G) and
r′′ := |V ′′i | = (1− α)r and therefore, r
′′ ≥ (1− α)(2 + ε)∆(G) ≥ (2 + ε/2)∆(G′′).
By Lemma 3.1, we obtain a (1 − β)r′′-partial strong colouring of G′′ with respect
to P ′′. This gives a collection T ′′ of disjoint independent transversals of P that covers
every vertex of G′′ except for a set S of size at most βr′′ ≤ βr. Then G[A ∪ S] can be
covered by a collection T of disjoint independent transversals of P. Therefore, T ∪ T ′′
is a spanning collection of disjoint independent transversals of P, as desired. 
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Appendix A. Proof of Claim 3.4
Proof. Fix η4, η5 ∈ (0, 1) such that
2η3 > η1 + η2 + η4,
1 ≤ 3η2 + 6η1 + η5.
(For concreteness, if (η1, η2, η3) = (0.1, 0.1, 0.175), then (η4, η5) = (0.15, 0.1) works).
Recall that m = rη1 . Let p := r−1+η1 and note that m = pr. For every i ∈ [k] and
j ∈ [r1+η2 ], choose Rji to be a subset of Vi of size m, chosen independently and uniformly
at random. Let R(j) :=
⋃
i∈[k]R
j
i . Clearly, (i) holds. Now we show that each of (ii)–(v)
holds with high probability, and so the desired R(1), . . . , R(r1+η2) exist.
Consider j ∈ [r1+η2 ]. Consider an arbitrary x ∈ V (G) and let d := degG(x) and
di := |N(x) ∩ Vi| for every i ∈ [t]. Then d1 + . . . + dk = d ≤ ∆(G) ≤ r/(2 + ε). Let
D := degG[R(j)](x) and Di := |N(x) ∩ R
j
i | for all i ∈ [k]. Note that D = D1 + . . . +Dk,
where the Di are independent hypergeometric random variables with parameters m, di, r
each. Then E[D] = pd, and using Lemma 2.4 (2.2), we get
Pr[2D > m] = Pr
[
D − E[D] >
m
2
− pd
]
≤ Pr
[
D −E[D] >
prε
6
]
≤ exp
(
−
p2r2ε2
6(12pd+ 4prε)
)
≤ exp(−Ω(rη1)).
Hence, with probability 1− exp(−Ω(rη1)) we have
|Rji | = m ≥ 2∆(G[R]) for all i ∈ [k],
that is, (v) holds with high probability.
Now we check (ii)–(iv). Note that for every x ∈ V (G) and every j ∈ [r1+η2 ], Pr[x ∈
R(j)] = p. For a P-legal subset S ⊆ V (G), let
YS := |{j : S ⊆ R(j)}|.
Since the probability that a particular Ri ⊆ Vi intersects S is p,
Pr[S ⊆ R(j)] = p|S|,
and therefore E[Ys] = r
1+η2p|S| = r1+η2−(1−η1)|S|. By Lemma 2.4, with probability at
least 1 − exp(−Ω(rη4)), Yv = r
η1+η2 ± rη3 for every v ∈ V (G), implying (ii) holds with
high probability.
Let Z2 := |{S ∈
(
V (G)
2
)
, S is P-legal : YS ≥ 3}|, and observe that
(A.1) E(Z2) <
(
k
2
)
r2(r1+η2)3p6 ≤ k2r−1+3η2+6η1 ≤ r−η5.
Let Z3 := |{S ∈
(
V (G)
3
)
, S is P-legal : YS ≥ 2}|, and observe that
(A.2) E(Z3) <
(
k
3
)
r3(r1+η2)2p6 ≤ k3r−1+2η2+6η1 ≤ r−η5.
Together with Markov’s inequality, (A.1) and (A.2) imply that (iii) and (iv) hold with
high probability, respectively. 
