We continue the study of OL ∞ structure of nuclear C * -algebras initiated by Junge, Ozawa and Ruan. In particular, we prove if OL ∞ (A) < 1.005, then A has a separating family of irreducible, stably finite representations. As an application we give examples of nuclear, quasidiagonal C * -algebras A with OL ∞ (A) > 1.
Introduction
This paper continues the study of OL ∞ -structure of nuclear C * -algebras initiated by Junge, Ozawa and Ruan in [8] . Before describing the contents of this paper, we recall the necessary definitions and results.
Let V and W be n-dimensional operator spaces and consider the completely bounded version of Banach-Mazur distance:
: ϕ : V → W is a linear isomorphism .
Let A be a C * -algebra. For λ > 1 we say that OL ∞ (A) λ if for every finite-dimensional subspace E ⊂ A, there exist a finite-dimensional C * -algebra B and a subspace E ⊂ F ⊂ A such that d cb (F, B) λ. Then define
A is a rigid OL ∞ space if for every > 0 and every x 1 , . . . , x n ∈ A there is a finite-dimensional C * -algebra B and a complete isometry ϕ : B → A such that dist(x i , ϕ(B)) < for i = 1, . . . , n. OL ∞ is an interesting invariant for C * -algebras, particularly when one considers the interplay between OL ∞ and various approximation properties of C * -algebras.
It follows easily from the definition, that if OL ∞ (A) < ∞, then there is a net of matrix algebras (M n i ) and linear maps α i : A → M n i , β i : M n i → A such that β i α i tends to the identity on A pointwise and sup i α i cb β i cb < ∞. Pisier showed [11, Theorem 2.9 ] that this implies A is nuclear. Conversely, it was shown in [8] if A is nuclear, then OL ∞ (A) 6. This estimate was improved in [7] when the authors showed that all nuclear C * -algebras A have OL ∞ (A) 3. So, OL ∞ is most useful when restricted to nuclear C * -algebras.
Another important approximation property is quasidiagonality (QD). We refer the reader to the survey article [5] for information on QD C * -algebras. The following relationships between QD and OL ∞ were established in [8] :
A is a rigid OL ∞ space
− − → A is nuclear & QD.
Blackadar and Kirchberg showed [3, Proposition 2.5] that all 3 of the above assertions are equivalent if A is either simple or both prime and antiliminal. The main purpose of this paper is to give examples showing that the converse of (ii) does not hold in general.
In Section 2 we prove the necessary technical results used throughout the paper. Section 3 contains our first counterexamples to (ii). Section 4 contains some results about permanence properties about OL ∞ . In Section 5 we prove the main result that all unital C * -algebras A with OL ∞ (A) < 1.005 have a separating family of irreducible, stably finite representations. This provides a larger class of nuclear quasidiagonal C * -algebras A with OL ∞ (A) > 1, but also has implications for the converse of (i) which we discuss at the end of the paper.
Technical lemmas
In this section, we gather some technical lemmas needed for Sections 3 and 4, and fix our notation. Throughout the paper, if H is a Hilbert space, we let B(H ) denote the space of bounded linear operators on H . For H n-dimensional we write 2 (n), and M n for B( 2 (n)). We write ucp and cpc as shorthand for "unital completely positive" and "completely positive contraction" respectively. For linear maps ϕ : V → W between operator spaces we write ϕ (n) 
, and ϕ cb = sup n ϕ (n) . Furthermore if ϕ is injective, we write ϕ −1 for the norm of the map ϕ −1 : ϕ(V ) → V . We write ⊗ for the minimal tensor product of C * -algebras.
The following lemma is implicit in the proof of [8, Theorem 3.2] .
Lemma 2.1. Let 0 < δ < 1/ √ 2, and let A be a unital C * -algebra with OL ∞ (A) < 1 + δ 2 /2. Let F ⊂ A be a finite subset. Then there is a finite-dimensional C * -algebra B, a linear map ϕ : B → A with ϕ cb < 1 + δ 2 /2 and a ucp map ψ : A → B such that F ⊂ ϕ(B) and
In [8, Theorem 3.2] the authors require δ < 1/16. The reason for this is to guarantee that ψ is approximately multiplicative on F . We will not need approximate multiplicativity in this paper, which is why we are able to relax this condition to δ < 1/ √ 2. We need the following slight variation of Lemma 2.1.
Lemma 2.2. Let λ < (
2 ) 1/2 and A be a unital C * -algebra with OL ∞ (A) < λ. Let F ⊂ A be a finite subset. Then there is a finite-dimensional C * -algebra B, a ucp map ψ : A → B and a unital, self-adjoint map ϕ : B → A such that:
Proof. Without loss of generality suppose F consists of positive elements. We apply Lemma 2.1 with λ = 1 + δ 2 /2 to obtain a finite-dimensional C * -algebra B, a ucp map ψ : A → B, and a linear map ϕ :
Then ψϕ is invertible in the Banach algebra of all completely bounded maps on B.
Then ϕ satisfies (i)-(iii). Moreover, since ψ is unital and ψϕ = id B , it follows that ϕ is unital.
Then ϕ is unital, self-adjoint and ϕ cb ϕ cb . Since ψ is positive, it follows that ψϕ = id B . To see
is a consequence of (ii) and (iii). 2 Lemma 2.3. Let A be a unital C * -algebra and let x ∈ A. Set
Proof. Without loss of generality, assume that x = 1. Clearly x 1 2. For the reverse inequality, suppose that A ⊂ B(H ) unitally for some Hilbert space H . By spectral theory there is a sequence of unit vectors (η k ) ⊂ H such that 
Hence ϕ (n) (x) (2r − 1) x , from which we conclude that
We recall the following well-known corollary to Stinespring's Theorem. 
denote the coordinate maps of ϕ for i = 1, 2. Suppose there is a k ∈ N and a ∈ M k ⊗ M n of norm 1 and a 0 such that
Then ϕ 1 is injective and 
By the factorization theorem for completely bounded maps [9, Theorem 8.4] there is a unital
(H ).
We now show that the ranges of S and T are almost included in q L 1 (H ).
Then
By (2.7) and Lemma 2.5, it follows that
Combining (2.5) and (2.6), we have
Therefore, by (2.8)
Combining (2.9) with the fact that S is an isometry, we obtain
Since η ∈ 2 (n) ⊗ 2 (n) was an arbitrary vector of norm 1, it follows that
So, by replacing ψ with ψ * (and hence S with T ) in the above proof we obtain
Let x ∈ M n ⊗ M n be arbitrary of norm 1. By (2.5), (2.6), then (2.10) and (2.11), we have
This proves (2.4) and the lemma. 2
We will be careful with our norm estimates throughout the paper. Thus, the technical nature of Lemma 2.6. Colloquially it states; regardless of the value of n ∈ N, if ϕ is almost a complete isometry, then either ϕ 1 or ϕ 2 is almost a complete isometry. In particular, we have: 2 , n and ϕ be as in Lemma 2.6, but with ϕ −1 cb = r −1 < 125/124. Then either ϕ 1 or ϕ 2 is injective, and
Proof. If ϕ 2 is injective with ϕ
We now apply Lemma 2.6 with s =
which holds whenever 124/125 < r 1. 2
Finally, we recall 2 useful perturbation lemmas. be a biorthogonal system with x i ∈ X and x i ∈ X * . Let y 1 , . . . , y n ∈ X be such that
Then there is a complete isomorphism w : X → X such that w(y i ) = x i and w cb w −1 cb 1+ 1− .
First examples

For 1 λ < (
and consider the real polynomial,
Note that f (λ) → 1 as λ → 1, and g(1) = −1. Let λ in the domain of f be such that
A calculation shows that any λ < 1.005 satisfies (3.3). 
Proof. Let a ∈ ker(σ ) be positive and norm 1. Choose n large enough so
Set y = x n , and let
Suppose that OL ∞ (A) < λ , and obtain a contradiction. Let F = {b, y, y * }. Let f and g be as in (3.1) and (3.2). We apply Lemma 2.2 to obtain a finite-dimensional C * -algebra B, a ucp map ψ : π(A) → B and a unital, self-adjoint map ϕ : B → π(A) such that
By Lemma 2.8, there is a ucp map t :
Hence t is injective with
Let q ρ and q σ denote the orthogonal projections of H ρ ⊕ H σ onto H ρ ⊕ 0 and 0 ⊕ H σ respectively. By (3.5) and (3.6) we have
Let p ∈ B be a minimal central projection such that pψ(π(b)) = ψ(π(b)) . Then pB ∼ = M n for some n ∈ N. Using (3.7) and (3.8), we apply Lemma 2.6 with
to obtain,
Recall that for any finite C * -algebra C and any contractive x ∈ C, we have
In particular, (3.10) holds for any finite-dimensional C * -algebra. We will use (3.9) to "isolate" ρ, then the fact that ρ(A) violates (3.10) to arrive at a contradiction:
(by Lemma 2.5) 
The last line follows because ρ(y) is an isometry, by (3.5), (3.6) and (3.9). Hence g(f (λ )) > 0, a contradiction. 
Before the author obtained Theorem 3.1, Narutaka Ozawa outlined for me an alternate proof that OL ∞ (C * (s ⊕ s * )) > 1. The proof was based on the observation that for any finitedimensional C * -algebra B and any partial isometry v ∈ B, we have 1 − vv * Murray-von Neumann equivalent to 1 − v * v. But, if we let (e ij ) denote matrix units for B( 2 ) and T = s ⊕ s * , then T is a partial isometry and 1 − T * T = 0 ⊕ e 11 and 1 − T T * = e 11 ⊕ 0. So, 1 − T * T and 
Then, A is easily seen to be an extension of nuclear C * -algebras and hence is nuclear. As is shown in [6] , A is quasidiagonal. Applying Theorem 3.1, with ρ :
Permanence properties
We now investigate a couple permanence properties of OL ∞ . Let B ⊂ A be nuclear C * -algebras with OL ∞ (A) = 1. In general, we do not have OL ∞ (B) = 1. Indeed let B = C * (s ⊕ s * ) from Example 3.2. It is easy to see that s ⊕ s * is a compact perturbation of a unitary operator u ∈ B( 2 ⊕ 2 ). 
In contrast to this situation, if B is an ideal we have the following:
Proof. Let > 0 and E ⊂ J a finite-dimensional subspace. Without loss of generality suppose E has a basis of positive elements x 1 , . . . , x n ∈ E with x i = 1 for each i = 1, . . . , n. Let
By Lemma 2.2 we obtain a finite-dimensional C * -algebra B = N i=1 M n i , a ucp map ψ : A → B and a unital, self-adjoint map ϕ : B → A with ϕ cb 1 + δ such that ϕψ| E = id E and ψϕ = id B .
We will construct a finite-dimensional subspace E ⊂ F ⊂ J * * such that F is almost completely isometric to a finite-dimensional C * -algebra and then apply a key theorem from [8] to obtain a subspace E ⊂ F ⊂ J such that F is almost completely isometric to a finite-dimensional C * -algebra.
Since A * * is injective, Lemma 2.8 provides a ucp map t : B → A * * such that t − ϕ cb δ. Then t is injective and t −1
Let p ∈ A * * be the central projection such that pA * * = J * * . Let t 1 : B → J * * be defined by t 1 (x) = pt (x) and t 2 : B → A * * by t 2 
(x) = (1 − p)t (x).
Returning to the C * -algebra B, let q 1 , . . . , q N ∈ B be the minimal central projections such that q i B ∼ = M n i . Let
Set q = i / ∈I q i and C = qB. We now show that t 1 : C → J * * is injective with
We first show t 1 restricted to each summand of C is almost a complete isometry.
To this end, let I c = {1, . . . , N} \ I and j ∈ I c . Then there is an x i such that q j ψ(
Since ψ is ucp,
is norm 1 and positive. Combining (4.2) and (4.3) we obtain
We apply Lemma 2.6 to t 1 : q j B → J * * with
to obtain
Now, let k ∈ N be arbitrary and a = j / ∈I (1 k ⊗ q j )a ∈ M k ⊗ C be positive. Since t 1 is completely positive, by (4.4),
By Lemma 2.4, t 1 : C → J * * is injective with t not necessarily contain x 1 , . . . , x n . We fix this with a perturbation. Since px i = x i = ϕψ(x i ) for i = 1, . . . , n, it follows from (4.1) that
Set
By Lemma 2.9 there is a complete isomorphism w : J * * → J * * such that w(y i ) = x i for i = 1, . . . , n and w cb w −1
Since > 0 was arbitrary, it follows that OL ∞ (J ) = 1. 
Proof. Let E ⊂ A 1 A 2 be a finite-dimensional subspace and > 0. For i = 1, 2 choose finitedimensional subspaces F i ⊂ A i , finite-dimensional C * -algebras B i and linear isomorphisms ϕ i : F i → B i , such that
Let ⊗ min denote the minimal operator space tensor product. Recall that for C * -algebras the minimal operator space tensor product coincides with the minimal C * -tensor product (see [12, p. 228] 
We have a similar inequality for (
Irreducible representations and OL ∞
This section contains the main theorem (Theorem 5.4). We first recall the necessary definitions and prove some preliminary lemmas.
Definition 5.1. Let A be a unital C * -algebra. Recall that x ∈ A is an isometry if x * x = 1. An isometry is called proper, if xx * = 1. A is called finite if it contains no proper isometries. A is called stably finite if M n ⊗ A is finite for every n ∈ N. We will call a representation π of A finite (resp. stably finite) if A/ ker(π) is finite (resp. stably finite).
Lemma 5.2. Let H be a separable Hilbert space and x ∈ B(H ) be a proper isometry. Then there is a unitary
Proof. It is well known (see [6, Theorem V.2.1]) that there is a closed subspace K ⊂ H such that relative to the decomposition H = K ⊕ K ⊥ , we have x = s ⊕ w where s ∈ B(K) is unitarily equivalent to s α , the unilateral shift of order α (for some α = 1, 2, . . . , ∞), and w is a unitary in B(K ⊥ ). In particular s n s * n → 0 strongly in B(K).
Without loss of generality, assume that w = id K ⊥ . Suppose first that K ⊥ is infinite-dimensional. Since x| K is a proper isometry, K is also infinite-dimensional. Since H is separable, K ∼ = K ⊥ . Under this identification and relative to the decomposition H = K ⊕ K, let
Then for n ∈ N we have,
Hence, (ux) n (ux) * n → 0 strongly. Suppose now that dim(K ⊥ ) = n < ∞. Let {f 1 , . . . , f n } be an orthonormal basis for K ⊥ . Since s is unitarily equivalent to a shift, let e 1 , . . . , e n ∈ K be an orthonormal set such that se i = e i+1 for i = 1, . . . , n − 1 and e 1 ⊥ x(H ). u(e i ) = f i and u(f i ) = e i for i = 1, . . . , n and u(η) = η for η ⊥  span{e 1 , . . . , e n , f 1 , . . . , f n }. Then u is unitary and
Define u ∈ B(H ) by
Hence for every k 2n we have (ux) 2n+k = x k (ux) 2n . Therefore,
We recall the following definitions (see [ 
CO(y) = Prim(A) \ hull ker O(y) .
We will now prove the following statement: 
CO(y n ).
If there is a J ∈ X such that A/J is not finite, then there is a y ∈ Y such that y + J is a proper isometry. Then there is an n ∈ N such that y n y * n − yy * + y * n y n − y * y < 1/8.
But this implies that
Hence for every J ∈ X, A/J is finite. Since X is dense, ker(X) = {0} by Lemma 5.3. Then A has a separating family of irreducible finite representations, a contradiction. This completes the proof of (5.2). We now build representations ρ and σ that satisfy Theorem 3. For each r ∈ N let x r ∈ A be norm 1 such that ρ(x r ) = u k r . By (5.3) and (5.5) we apply Theorem 3.1 with the sequence (x r x) ∞ r=1 and deduce that OL ∞ (A) > λ . We now return to the general case. Suppose that OL ∞ (A) < λ . Let H be a separable, infinite-dimensional Hilbert space. Let K denote the compact operators on H and K 1 be the unitization of K. Since K 1 is an AF algebra,
By the above proof there is a subset X ⊂ Prim(A ⊗ K 1 ) with ker(X) = {0} and (
So, without loss of generality we may assume X = {J i ⊗ K 1 } i∈I with J i ∈ Prim(A). Since 
We are now in a position to give a new class of examples of nuclear, quasidiagonal C * -algebras A with OL ∞ (A) > 1. 
Questions and remarks
Recall from the Introduction: 
