We revisit the smallest non-physical singularity of the hard-sphere model in one dimension, also known as Tonks gas. We give an explicit expression of the free energy and reduced correlations at negative real fugacity and elaborate the nature of the singularity: the free energy is right-continuous, but its derivative diverges. We derive these results in several novel ways: First, by scaling up the discrete solution. Second, by an inductive argument on the partition functionà la Dobrushin. Third, by a perfect cluster expansion counting the Penrose trees in the Mayer expansion perfectly. Fourth, by an explicit construction of Shearer's point process, the unique R-dependent point process with an R-hard-core. The last connection yields explicit and optimal lower bounds on the avoidance function of R-dependent point processes on the real line.
Introduction
The present paper investigates the behaviour of the partition function of the one-dimensional hard-sphere model [17] , also known as Tonks gas [23] , at small fugacities. Although the one-dimensional case is not as physically relevant as the higher-dimensional cases, it is interesting because explicit and beautiful calculations are possible. This paper collects known results and adds new ones to complete the picture.
The partition function has a smallest non-physical singularity at negative real fugacity. This fugacity limits the range where high-temperature (equals low fugacity) cluster expansionsà la Mayer [14] are possible and where analyticity of the free energy and reduced correlations is easily established. The value of the singularity is already known for a long time and has been derived by cluster expansion techniques [2, 1] .
We give explicit expressions for the free energy and ratios of the partition function at negative real activities between zero and the smallest non-physical singularity. Usually, only bounds are given (and possible). Not surprising, the Lampert W function [5, 1] and two discrete relatives make their appearance. We obtain these expressions by different approaches: scaling from the discrete case, cluster expansions or alternative viewpoints on the partition function via a combinatoric relationship to the avoidance function of a particular one-dependent point process. As a consequence, we shed more light on the nature of singularity: the free energy is right-continuous at the singularity, whereas its derivative diverges at this location.
The discrete one-dimensional hard-sphere model lives on Z with a hard-core radius parametrised by k. We collect the results about the discrete case [11, 13, 21] and specialise results from [22] . We want to point out, that in this case a purely inductive approachà la Dobrushin [6] yields the full picture and cluster expansion is not needed at all. The first way to approach the continuous model is to scale the resulting quantities towards a range 1 hard-sphere model on R. We recover the ubiquitous Lambert's W function. The scaling works for the critical values, but not for all related quantities.
The other approaches work directly with the continuous model. In [20] , we generalised the inductive approach of Dobrushin [6] to the continuous setting. A variant thereof, inspired by the calculations in [11] , identifies the smallest nonphysical singularity directly and yields bounds on some of the related quantities.
For the continuous case, we extend the tree-operator approach for cluster expansions of discrete polymer models from [22] to the hard-sphere model. We exhibit a partition scheme of the cluster adapted to the one dimensional setting. The singleton trees of the partition scheme have an explicit structure, which allows us to derive cluster expansion expressions exactly, instead of just bounding them. This approach was partly motivated by the fact that [8] , the current best known cluster expansion approach using tree-operators for the hard-sphere model, does not attain the critical value in one dimension. We describe the free energy at negative real fugacity explicitly up to this singularity. At the fugacity approaches the singularity coming from zero, the free energy expression converges, but its derivative diverges.
Finally, we use the connection between the partition function of a R-hardsphere model and the avoidance function of Shearer's point process [18, 20] . Shearer's point process is the unique one-independent point process with onehard-core configurations. An alternative proof of a lower bound of the singularity comes from an explicit construction of Shearer's point process. The construction is a one-sided variant of a Matérn-type deletion rule [12] , which seems to seems to depend on the chordal (i.e., tree-like) structure of R. See [10] for the case of chordal graphs. As some of the results in the discrete case have been used to solve problems in k-dependent percolation on trees [13] , we intend the explicit expressions of the continuous case as a tool to treating dependent continuous Boolean percolation problems.
A related area of research are the combinatorics of the virial expansion [9, 16] . These are not a topic of discussion here.
The following subsections introduce the key terms in detail. Section 2 summarises the results. The scaling approach is in section 2.3, the inductive approach in section 3, the tree-operator approach for cluster expansions in section 4 and the constructions of Shearer's point process in theorems 1 and 3.
The generating function
Let (X, d) be a Polish space. A set of points in X is R-hard-core, if all pairs of points have mutual distance at least R. Denote by H . () the indicator function of R-hard-core point sets. On a bounded volume Λ X and for weight z ∈ C, we regard the generating function
with integration to some standard measure on X. Let A be a Borel set with diam(A) < R. There is a deletion-contraction identity
For Λ X fixed, the partition function has its smallest root on the negative real axis. A key role is played by the quantity
It is a singularity of the cluster expansion
where the Ursell coefficients [24] U (x 1 , . . . , x n ) ∈ N 0 are combinatorial expressions depending on the whether pairs of points in {x 1 , . . . , x n } have distance less than R.
Shearer's point process
A point process ξ on (X, d) is R-dependent, if, for every pair of subsets Λ 1 , Λ 2 with d(Λ 1 , Λ 2 ) ≥ R, the projections Λ 1 ξ and Λ 2 ξ are independent. For a given intensity, there is at most one R-dependent point process with an almost-sure R-hard-core. This is Shearer's point process [19, 20] .
The avoidance function of Shearer's point process with intensity ρ is Z evaluated at weight −ρ. Thus, Shearer's point process exists, iff it has intensity ρ ≤ ρ . If Shearer's point process exists, it has the minimal avoidance function among all R-dependent point processes of the same intensity.
The hard-sphere model
The hard-sphere model with radius R is the unique Markov point process on (X, d) with interaction range R and an almost-sure R-hard-core. For a bounded subset Λ X, fugacity λ ∈ [0, ∞[ and empty boundary conditions, its partition function is Z(λ, Λ).
The behaviour of log Z(z, Λ) and ratios of the partition function at different volumes in low fugacity (high-temperature) setting are a topic of longstanding interest [14, 17] . Uniform bounds (in both volume and fugacity) in a small disc in C around the origin are possible because of the inequality [7, Theorem 2.10] :
Knowledge about the location of ρ is crucial to expansions of log Z(z, Λ). Because ρ represents a negative fugacity, it is also called a non-physical singularity.
Lambert W function
The Lambert W function [5] are the solutions of the equation 
Results

The discrete case
For k ∈ N 0 , we regard the space (Z, |.|) with hard-core radius k + 1 and integration with respect to the counting measure. The subscript k marks related quantities. Instead of point processes, we talk of a Bernoulli random field (short BRF), i.e., a collection of {0, 1}-valued rvs. This section summaries already known results for comparison with the continuous case in section 2.2.
We use the convention 0 0 = 1. Consider the map
For ρ ∈ 0,
Then Y is Shearer's BRF on Z, for marginal probability ρ and distance (k + 1). Shearer's BRF does not exist for higher marginal probabilities than
The construction is from [13] , inspired by [11] and may be seen as a special case of the general construction on chordal graphs [10] . In particular, the BRF Y is a (k + 1)-block factor of the BRF X. The non-existence follows from (8a) in theorem 2.
n . The singularity reduces to
Statements (8a), (8b) and (8c) are already in [11] . Statement (8d) follows from the general statement in [21] , with (8e) being a corollary. Statement (8f) is from [13] . Statement (8g) follows from (8f) by telescoping and the monotonicity (8d). The proof of statement (8h) is in proposition 5.
The continuous case
The continuous case is on (R, |.|) with hard-core radius 1 and integration with respect to the Lebesgue measure. The subscript c marks related quantities.
Consider the map
For ρ ∈ [0, 
Then η is Shearer's PP on R with intensity ρ and distance 1. Shearer's PP does not exist for larger intensities than 1 e . The construction of Shearer's PP may be seen as a Matérn type point process [12] with a one-sided simultaneous thinning rule: a point of the Poisson point process ξ survives, if it has an empty open unit interval to its left. In analogy with the discrete case, we may call η a 1-block factor of the PP ξ.
We look at z c (ρ, t) := Z(−ρ, [0, t]), with smallest root ρ c (r), and a c (ρ, s, t) :=
If ρ is clear from context, we omit it. The singularity reduces to
Statements (11b) and (11d) are from [20] . Statement (11h) is from proposition 11. Statement 11i is from proposition 13. Statement 11g is from proposition 12. Statement 11f is from proposition 6. Statement (11a) follows either from propositions 6 and 10 or from proposition 11 and 10.
Scaling
This section discusses how the parts of the results for continuous case may be seen as scaled versions of the corresponding discrete results.
The singularities scale: 
Hence, for ρ ∈ [0,
For Shearer's point process, the scaling is even more obvious: The underlying Bernoulli product field scales to the Poisson point process of correct intensity λ c (ρ). The he dependent thinning rule is the same and the length of the free interval to the left scales with While in the continuous case there is only one fixed point equation, in the discrete case there are two:
k is in (6), whereas ρ = x(1−x) −(k+1) = h k (x) stems from the discrete one-sided tree-operator in section 4.3. As both (1 + x) −k−1 and (1 − x) k have the same scaling limit e −y under x = y k+1 , these fixed point equations merge in the continuous setup to ρ = ye −y (9).
Previous results
This section lists previous results obtained via cluster expansion. Previous results in the discrete case are
• special-casing Fernandéz and Procacci [7] :
Previous results in the continuous case are
• special-casing Fernandéz, Procacci and Scoppola [8] :
).
3 The inductive approach
We deduce (8d) and show that
exists and fulfils the identity
This is just another form of the fixed-point of (6), whence 1 − a k (ρ, ∞) = λ k (ρ).
For k = 0, nothing happens.
Proof. We derive with respect to ρ in (13), apply it to the result and obtain
Because of (8f) and
The continuous case
The following proposition is a special case of the continuous Lovász Local Lemma in [20] . The identity (2) 
If z c (ρ, t) > 0, this rewrites into
If
exists, then we have
Proof. We omit the trivial case with ρ = 0. Fix ρ > 0 and λ := λ c (ρ) > 0. Let ν x := e xλ . This means that ρ = λν −1 and that dν x = λν x dx. We use
We telescope to reduce to the case s ∈ [0, 1[. We proceed by induction over s + t . We have three base cases and one induction step.
Case s + t = 0: Consider f 1 (s, t) :
We have f 1 (0, 0) = 0 and
Case s + t = 1, t > 1: For x ∈ [0, s[, we have t + x − 1 ≤ t + s − 1 < 1. Use (16) and the previous case to get
For each x ∈ [0, s], we have s + t > t + s − 1 ≥ t + x − 1 . We use (16) and the induction hypothesis to obtain
We plug this into the first expansion and get
4 Cluster expansion
Ursell coefficients
This section recapitulates how we may express the Ursell coefficients U (x 1 , . . . , x n ) as an explicit sum of trees.
For a finite graph G, let G G be the spanning subgraphs of G and T G be the spanning trees of G. A partition scheme S is a function T G → G G , such that the intervals {[T, S(T )] : T ∈ T G } partition the poset (G G , ⊆) into disjoint and bounded lattices. The singleton trees of S are its fixed points: S G := {T ∈ T G : S(T ) = T } For x 1 , . . . , x n ∈ X, the cluster G(x 1 , . . . , x n ) is the graph with vertices [n] and edges between vertices i and j with d(x 1 , x j ) < R. If we have a partition scheme of a cluster G(x 1 , . . . , x n ), then Penrose's theorem [15] implies that
Hence,
The one-sided partition scheme
This section describes the one-sided partition scheme, a partition scheme adapted to a one-dimensional space. Proposition 7 describes its very nice and explicit set of singleton trees.
Fix x 1 , . . . , x n ∈ X. Let G := G(x 1 , . . . , x n ). We root G at the vertex 1. Let T n be the set of trees with n vertices. For T ∈ T n and x ∈ Λ n , we have
If X is one-dimensional, i.e., it has a total order compatible with the distance, then there is a partition scheme with an explicit description of its singleton trees. For T ∈ T G , let l : [n] → N 0 denote the level of the vertices in T , i.e., the distance to the root 1. If l i ≥ 1, let p i be the parent of i. If l i ≥ 2, let g i be the grandparent of i.
Proposition 7.
There exists a partition scheme One, such that
If we regard T in T n instead of T G , then we have to add the cluster constraints from G:
We call the partition scheme One the one-sided scheme, because after the first-level children have chosen a direction (increasing or decreasing), the subtree based on such a child branches only in the given direction, with no additional constraint on and between further descendants.
The one-sided scheme One is an explorative partition scheme [22, Section 5.2 ]. An explorative partition scheme has two key ingredients: an exploration algorithm (selecting a tree from a cluster) and a tree edge complement partition (getting One(T ) from a tree T ). We state these two ingredients below and omit the proof of their correctness and of proposition 7, as the one-sided partition scheme is a variation of the returning scheme [22, Section 5.4 ] and the proofs would be slight rewritings of those of [22, Propositions 24 & 25] . The key idea of the returning scheme is "The exploration algorithm should select those edges, which we want the singleton trees to contain.". For the one-sided scheme, this becomes: Once a direction is chosen, the exploration algorithm below tries to go in this direction as far as possible. See the P case in algorithm 8. If you ever have to turn back (i.e., change direction), then the tree edge complement partition ensures with (23) that One(T ) = T . The first level gets a much simpler exceptional treatment based on the greedy scheme [22, Section 5.3] . For the remainder of this section, the notation follows [22, Section 5] .
Algorithm 8 (Exploration algorithm)
. Let H ∈ G G . For every k, let H k , T k , U k , B k and P k be as in [22, generic exploration algorithm] . The missing parts to construct H k+1 from H k are:
A vertex is i ∈ P k progressing, if all edges (i, j) are progressing and reversing, if there exists a reversing edge (i, j). Finally we say that a connected component C of H k | U k is progressing, if all vertices in C ∩ P k are progressing and reversing, if C ∩ P k contains at least one reversing vertex.
For k = 0, we do the same as in the greedy partition scheme [22] . For k ≥ 1, we do as follows:
Algorithm 9 (Tree edge complement partition). Let T ∈ T G . Let L k be the k th level of T. First we determine if an edge (p(i), i) is a progressing (short P) or reversing (short R) edge:
where the equality on the rhs is taken in {P, R} k−1 between the labels of the paths P (o, .) to the root. This implies that an equivalence class consists of either only same or only non-same nodes and whence we can extend d to them. For completeness let ∼ (0) be the trivial equivalence relation on L 0 and be totally disjoint on L 1 . The equivalence classes possess a tree structure consistent with T:
that is equivalent vertices in L k+1 have equivalent parents in L k . We therefore call [p(i)] (k) the parent class of [i] (k+1) .
We partition E \ E(T) into A One (T) C One (T). Edges incident to the root o are treated as in the greedy scheme in [22] .
. Then e ∈ C One (T), iff one of the mutually exclusive conditions (23) holds:
where
And e ∈ A One (T), iff one of the mutually exclusive conditions (24) holds:
Tree-operator series
This section builds heavily on [22, Section 4] , in particular [22, Proposition 7] . We encode the properties of the singleton trees of the one-sided partition scheme in proposition 7 into convergence conditions for cluster expansion series. In this section, we often give three expressions: a generic one without subscript, followed by the specialised ones for the discrete and continuous cases.
In the tree-operator of the Penrose partition scheme P en 
leading to a tree-operator defined by
The function
In the tree-operator of the one-sided partition scheme One a non-root vertex has s children with weight H(s):
Consider the fix-point equation
As the derivative of the rhs is positive for µ < 1 k and µ < 1:
Therefore, the inverse µ(ρ) is well-defined up to the maximum. In the continuous case, the fix-point equation is ρ = µe −µ = f c (µ), the derivative is
and the inverse is µ c (ρ) = λ c (ρ).
Consider the operator T ρ : µ → ρh(µ). By [22, Proposition 7] , if ρ ≤ ρ , then the generating function Q of rooted, one-sided trees converges and equals
For n ∈ N 0 , let
The full series P of all singleton trees for the directed scheme needs and extra step for the first level (children of the root):
We also have the truncated series
Due to measurability, the resulting structure differs slightly between the discrete and continuous cases. In the discrete case, we have
and the full series P k fulfils
The rhs is not g k (Q k (ρ)), because a child of the root staying at the same integer than its parent has not chosen a side yet. Thus,
In the continuous case, we have
and the full series P c is
Proposition 10. If ρ > 
Proof. Fix t ≥ 0 and ρ ∈ [0, Summing in from the leavesà la Cammarotta [4] we bound
H c (s i ) and R(t, n) ≤ tD c (ρ, n) .
This implies
On the other hand, if the depth of the tree T is at most d and the root label A size n tree has at most depth (n − 1): On the one hand, we majorate as follows:
− log a c (s, t) ≤ ρ On the other hand, we minorate as follows:
− log a c (s, t) ≥ ρ 
