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Bias of Excluding High and Low Data for 
Long-Tailed Distributions 
Cheng-Sheng Peter Wu* 
Abstract 
Property and casualty actuaries frequently employ a technique of averaging 
(called high-low averages) that excludes the same amount of data at both ends. 
For example, (0 in selecting loss development factors, the middle three of the 
latest five years or the middle eight of latest 12 quarters sometimes are used, 
or (ii) in calculating average expense ratios, the largest expense ratios and the 
smallest expense ratios may be removed from the sample. Although high-
low averages can reduce the impact of influential data on analyzed results, 
the averages will result in downward bias when they are applied to pricing or 
reserving data that exhibit a long-tailed property. We derive the bias for two 
commonly used distributions: lognormal and Pareto. An example is provided 
using chain-ladder reserving where loss development factors are assumed to 
be lognormally distributed. 
Key words and phrases: lognormal distribution, Pareto distribution, percentile, 
influential data, long-tailed distributions, chain-ladder 
High-Low Percentile Average 
Property and casualty (P&C) actuaries often encounter a wide variety 
of large loss risks. These large loss risks sometimes result in pricing 
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or reserving data that have disproportional influence on analyzed re-
sults. Long-tailed distributions, such as lognormal or Pareto distribu-
tions, have been used to describe the insurance data with the large loss 
risks. 
One remedy to minimize the effect of influential data (Le., large 
losses) on analyzed results is to exclude only the influential data. This 
requires a great deal of caution, however. According to Neter, Wasser-
man, and Kutner (1989): 
... an outlying influential case should not be automatically 
discarded, because it may be entirely correct and simply rep-
resents an unlikely event. Discarding such an outlying case 
could lead to the undesirable consequences of increased vari-
ances of some of the estimated regression coefficients. 
P&C actuaries frequently employ a technique of averaging that ex-
cludes the same amount of data at both ends. This averaging tech-
nique will be called high-low averaging in this paper. High-low aver-
ages, such as the averages of the middle three among five years, middle 
eight among ten quarters, etc., can be used in many different situations 
including the calculation of loss development factors, to select under-
writing expense ratios or to determine loss adjustment expense ratios. 
This paper, however, focuses on the particular type of high-low aver-
aging called high-low percentile averaging where the data are sampled 
from a single distribution and the average excludes data lying outside 
a speCified lower and upper pair of percentile points. 
Applying high-low percentile averages to data sampled from a long-
tailed distribution results in a systematic downward bias. The down-
ward bias is the percentage difference between the mean and the condi-
tional mean given that the data lie between a specified lower and upper 
pair of percentile points, Le., 
with 
E[X] 
Ep[X] 
E [X] - E[X] 
Downward Bias = p E[X] x 100% 
Expected value for random variable X; 
Expected value of X given that X lies between 
its upper and lower p percentile points, Le., 
1 fX 2(P) 
-- xdF(x) 
1 - 2p xJ{p) 
(1) 
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where F(x) is cumulative probability function (cdf) of X, and X2 (p) and 
xICp) are the upper and lower percentile points respectively of F(x), 
i.e., 
F(X2(P» = 1 - p F(xICp» = p, xICp) ~ X2(P)· 
Once the downward bias is calculated, the sample high-low average 
can be modified as follows: 
M dT d S 1 H" h L A Sample High-Low Average (2) 
o I Ie amp e Ig - ow verage = 1 + Downward Bias 
Figure 1 illustrates such downward bias when the upper and the 
lower deciles (p = 0.10) of the lognormal distribution are excluded. 
The more data excluded or the more skewed the distribution, the higher 
the downward bias is. Results in Figure 1 can be extended to high-
low averages used by P&C actuaries. For example, a middle 8-of-10 
average also excludes the upper and lower 10 percent of the data. The 
only difference is that the high-low average is based on the sample or 
empirical cumulative distribution function, while Figure 1 is based on 
the theoretical cumulative distribution function. 
In Section 2, the downward bias is derived using the theoretical cu-
mulative distribution function for two commonly used long-tailed dis-
tributions: lognormal and Pareto. The downward bias when the sam-
ple (empirical) cumulative distribution function is used is not easily 
derived. Section 3 provides a chain-ladder reserving example in which 
high-low percentile averages are used to select loss development fac-
tors, and the lognormal distribution is assumed for the loss develop-
ment factors. 
2 Downward Bias for the Lognormal and Pareto 
In this section two long-tailed distributions, the lognormal and the 
Pareto, are used for illustration. Other long-tailed distributions should 
follow the general results given for these two distributions. Many of 
the results in this section can be found in Hogg and Klugman (1984) or 
other statistical texts. 
2.1 Lognormal Distribution 
If Z is a standard normal distribution, then X has a lognormal dis-
tribution if and only if 
InX = J1 + a"Z, (J > O. 
146 
c 
o 
~ 
:::s 
.c 
~ 
c~ 
Cici E II g C. 
.... C) 1-" 
I!! 0 ci 
:::s...l 
C)... II 
u:.2 tl 
~~ 
IU I-
... II 
ell ::l ~'-' 
~ 
...I , 
.c 
C) 
i: 
Journal of Actuarial Practice, Vol. 4, No.1, 1996 
c 
~:§ 
0.0 ~:s 
L.. .!!2 
OlO 
~ Ol 
...J£ 
'0 
c 
Ol .Q ~E 
Ol ·c 
°Ui 
:DiS 
o.Ol 
0..<:. 
:::> ... 
'0 
009v 
009v 
OOVV 
002:v 
OOOV 
009£ 
009£ 
OOV£ 
002:£ 
000£ 
0092: 
0092: 
OOV2: 
002:2: 
0002: 
009~ 
009~ 
OOV~ 
OOU 
OOO~ 
009 
009 
OOV 
002: 
>< 
~---+----+----+----+----+----+----'O 
r--. 
o 
o 
o 
o 
lS 
o 
o 
o 
Il) 
o 
o 
o 
o 
;g 
o 
o 
o 
'" o o 
o 
o 
~!suaa ~!I!qeqOJd 
o 
o 
o 
o 
o 
Wu: Bias for Long-Tailed Distributions 147 
Table 1 
Bias for Lognormal 
p u = 0.2 u = 1.0 u = 1. 5 
0.05 -0.8% -18.2% -38.1% 
0.10 -1.1% -25.1% -48.6% 
0.20 -1.6% -32.6% -59.1% 
Let <I> be the cumulative distribution of the standard normal distribu-
tion, i.e., 
Ix e-y2/2 <I>(x) = --dy, -00 )'[IT 
it follows that the theoretical cumulative distribution function of X is 
F(x) = <I>(lnx - J.l). 
u 
In addition, we have 
F(xrCp»=p => Inx1(P) = J.l+ u<I>-l(p), and 
F(X2(P» = 1 - P => Inx2(p) = J.l + u<I>-l(1- p). 
It can be easily proved that 
E[X] 
Ep[X] 
1 
eXP{J.l+zu2}, and 
E[X] [<I>(lnX2(p) - J.l- ( 2) _ <I>(lnxrCp) - J.l- ( 2)] 
(1 - 2p) u u 
E[X] [ -1 -1] (1- 2p) <I>(<I> (1 - p) - u] - <I> (<I> (p) - u) . 
This gives the downward bias as: 
The above result indicates that the degree of bias only depends on p, 
the percentage of data being excluded, and u, the shape factor. The bias 
does not depend on J.l, the location parameter. Table 1 above shows the 
bias for several combinations of u and p. 
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Table 2 
Bias for Pareto 
p ()(=3 ()( = 10 ()( = 50 
0.05 -23.1% -14.0% -11.7% 
0.10 -31.2% -20.4% -17.6% 
0.20 -40.1% -28.1% -24.7% 
2.2 Pareto Distribution 
Here the theoretical cumulative distribution function is more tractable: 
F(x) = 1 - (_A_) ex 
A+x 
where A > 0 and ()( > 1 are the location and shape parameters. The 
upper and lower percentile points are easily seen to be given by: 
F(xICp»=p => xICp)=AX((1-p)-1/ex-1), and 
F(X2(P» = 1- P => X2(P) = A x (p-l/ex -1). 
In addition, 
E[X] 
Ep[X] 
A / «()( - 1) and 
E[X] [ ] ()((1 - p)f3 - pf3) - «()( - 1)(1 - 2p) . (1 - 2p) 
where (3 = «()( - 1) / ()(. Finally, the downward bias is: 
Bias = ()( [(1 - p)f3 - pf3 - (1 - 2p)] . (1 - 2p) (4) 
The degree of bias for Pareto distribution depends only on the per-
centage of excluded data (p) and the shape factor «()(), but not on the 
location parameter (A). Table 2 above shows the bias for different com-
binations of ()( and p. 
3 A Case Study: Chain-Ladder Reserving Example 
The chain-ladder technique is a loss development technique that as-
sumes that past loss development patterns reflect future loss develop-
ments. For more information regarding loss development techniques, 
see Wiser (1990, Chapter 2). 
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Let Li,} denote the loss for accident year i developed to age j and 
D },}+l denote the age-to-age development factor from development age 
j to j + 1. The estimate of the ultimate loss for year i developed to age 
j, ULi(j), is: 
(5) 
where UDi(j) is the age-to-ultimate development factor for year i de-
veloped to age j and 
UDi(j) = n D}+k,}+k+l' 
k=O 
(6) 
Table 3 shows an automobile bodily injury loss triangle and the as-
sociated age-to-age development factor triangle. These data were intro-
duced by Zehnwirth (1989) and analyzed by Kelly (1992), and others. 
Table 3 also shows three types of averages for selecting the age-to-
age and age-to-ultimate development factors: all year straight averages, 
all year averages excluding one high and one low data, and all year 
averages excluding two high data and two low data. These averages 
are factor averages, not volume-weighted averages. When the number 
of data points for older accident years is not enough to calculate one 
high-one low (two high-two low) averages, straight averages (one high-
one low averages) will be used. 
Results in Table 3 show that the straight averages result in the high-
est estimates, while the two high-two low averages result in the lowest 
estimates. This suggests that age-to-age loss development factors may 
have a long-tailed property. 
The possibility that age-to-age development factors may have a long 
tail has not gone without notice. Hayne's study (1986) assumes in quan-
tifying variability of loss reserves, that the age-to-age development fac-
tors are lognormally distributed: 
In(D},}+d ~ N(/-l}, a}) 
where /-l} and a} are the mean and variance of the normal distribution. 
The main advantage of assuming lognormal distributions for age-
to-age development factors is that the age-to-ultimate factors and, con-
sequently, the ultimate loss estimates are also lognormally distributed, 
Le., 
00 00 
InUDi(j) ~ N( L /-lk. LaD· 
k=} k=} 
Table 3 
,.... 
Vl 
Loss and Loss Develo~ment Factor Triangles 0 
Losses: 
Development Age 
Accident 
Year 1 2 3 4 5 6 7 8 9 
1971 $568,891 $2,148,049 $3,425,871 $4,160,541 $4,840,910 S5,058,131 $5,205,931 $5,263,030 $5,327,859 
1972 $428,753 $1,399,393 $2,355,291 $3,451,062 $3,961,134 $4,452,987 $4,695,982 $4,995,827 
1973 $458,252 $1,447,324 $2,864,930 $3,818,152 $4,699,285 $4,978,063 $5,175,219 
1974 $355,229 $1,304,036 $2,596,936 $3,344,939 $3,892,227 $4,166,594 '--0 
1975 $282,419 $970,751 $2,129,544 $3,032,994 $3,662,977 c 
"'" 1976 $267,600 $1,312,390 $2,528,827 $3,367,532 ::J~ 
1977 $560,307 $1,500,309 $2,686,208 0 
1978 $360,171 $1,371,944 ...... :t> 
1979 $445,545 ("'\ ..... 
C 
PJ 
"'" Age-to-Age Factors: ~ 
Development Age '"0 
"'" Accident PJ("'\ 
Year 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 ::!. ("'\ 
1971 3.7759 1.5949 1.2144 1.1635 1.0449 1.0292 LOll 0 1.0123 .!b 
1972 3.2639 1.6831 1.4652 1.1478 1.1242 1.0546 1.0639 < 0 
1973 3.1584 1.9795 1.3327 1.2308 1.0593 1.0396 :-
1974 3.6710 1.9915 1.2880 1.1636 1.0705 .j:>. 
1975 3.4373 2.1937 1.4242 1.2077 z 0 
1976 4.9043 1.9269 1.3317 
1977 2.6777 1.7904 
1978 3.8091 \0 
1979 \0 01 
Table 3 (continued) 
Loss and Loss Development Factor Triangles 
Age-to-Age Development Factors: 
Development Age 
1 2 3 4 5 6 7 8 9 
All Year Average - Straight Average 3.5872 1.8800 1.3427 1.1827 1.0747 1.0411 1.0374 1.0123 
All Year Average - 1 High and 1 Low 3.5192 1.8743 1.3442 1.1783 1.0649 1.0396 1.0374 1.0123 
All Year Average - 2 High and 2 Low 3.5370 1.8989 1.3322 1.1636 1.0649 1.0396 1.0374 1.0123 
Age-to-Ultimate Development Factors: 
Development Age 
1 2 3 4 5 6 7 8 9 
All Year Average - Straight Average 12.5843 3.5081 1.8660 1.3897 1.1751 1.0934 1.0502 1.0123 1.0000 
All Year Average - 1 High and 1 Low 12.1459 3.4513 1.8414 1.3699 1.1626 1.0918 1.0502 1.0123 1.0000 
All Year Average - 2 High and 2 Low 12.1050 3.4224 1.8023 1.3529 1.1626 1.0918 1.0502 1.0123 1.0000 
Notes: 1. These are automobile bodily injury data that were studied by Kelly (1992). 
2. No tail development is assumed. 
3. If the number of data points is not enough, straight averages (1 high - 1 low) will be used for 1 high - 1 low (2 
high - 2 low). 
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Kelly (1992) and McNichols (1992) also conclude that a lognormal as-
sumption is better in describing age-to-age development factors than a 
normal assumption because lognormal distributions can take only pos-
itive values and their long-tailed property reflects no upper boundary 
for the development factors. 
Fitting lognormal distributions to the age-to-age development fac-
tors in Table 3 produces the parameter estimates in Table 4. First, /1 j 
and a} are calculated for each development age. These parameters are 
then summed from that age to ultimate to obtain age-to-ultimate devel-
opment factors for a development age. No tail development is assumed 
in Tables 3 or 4. 
There are noted differences between the sample variances given in 
Table 4 and the sample variances given by Kelly (1992). In Table 4 the 
sample variances are equal to the sum of squares divided by a factor of 
n - 1 (to yield the traditional unbiased estimate of the sample variance), 
while Kelly divides the sum of squares by n (to yield the maximum 
likelihood estimate of the sample variance). 
Given these lognormal parameter estimates, the high-low averages 
in Table 3 can be modified to correct the downward bias for the av-
erages. The modified averages are given in Table 5. For example, the 
one high-one low all-year average (middle six of eight) for the one year-
to-two year development factor excludes the upper and the lower 12.5 
percent of the sample data. According to the results given in Section 
2.1, with P = 12.5%, /11 = 1.2636, and O"f = 0.2155, a bias of -0.97 
percent is indicated for the lognormal assumption. 
Table 5 shows the indicated biases for each development age and the 
modified high-low averages. Table 6 compares the estimated ultimate 
losses and reserves among the straight averages, the high-low averages, 
and the modified high-low averages. 
Three issues for dealing with limited volume data should be noted. 
First, for limited volume data additional parameter variation is intro-
duced because sample parameters are assumed for true parameters. 
Second, this is a bootstrap procedure because excluded data are used 
to calculate the sample parameters, which in turn are used to calculate 
the degree of bias to modify the high-low averages. 
Last, even though the true parameters are known, the indicated bias 
when sample size is small will not be the same as the indicated bias 
when sample size is large. In the chain-ladder reserving example, the 
indicated bias is -0.97 percent for the one high-one low all-year average 
(middle six of eight) for the one year- to-two year development factor. 
~ 
s::: 
~ 
III 
II' 
Table 4 0' ..... 
Lognormal Parameters for Loss Devel0l!ment Factors r 0 
Natural Logarithm Transformation of Age-to-Age Factors in Table 2: ::s lC 
Development Age .:.; III 
Accident Year 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 . (J) 
1971 1.3286 0.4668 0.1943 0.1515 0.0439 0.0288 0.0109 0.0122 c.. 
1972 1.1829 0.5206 0.3820 0.1378 0.1170 0.0531 0.0619 0 II' 
1973 1.1501 0.6828 0.2872 0.2076 0.0576 0.0388 ..... ~. 
1974 1.3005 0.6889 0.2531 0.1515 0.0681 0-s::: 
1975 1.2347 0.7856 0.3536 0.1887 :::!". 0 
1976 1.5901 0.6559 0.2864 ::s 
II' 
1977 0.9849 0.5825 
1978 1.3374 
Age-to-Age DeveloQment Factors: 
Lognormal Mean - All Year Average 1.2636 0.6262 0.2928 0.1674 0.0717 0.0403 0.0364 0.0122 
Lognormal Variance - All Year Average 0.0308 0.0120 0.0046 0.0009 0.0010 0.0001 0.0013 0.0000 
Age-to-Ultimate DeveloQment Factors: 
Lognormal Mean - All Year Average 2.5106 1.2470 0.6208 0.3280 0.1606 0.0889 0.0486 0.0122 
Lognormal Variance - All Year Average 0.0507 0.0199 0.0079 0.0033 0.0025 0.0014 0.0013 0.0000 
f-' 
Ul 
W 
f-' 
Ul 
~ 
Table 5 
Modified High-Low Averages for Loss Develo~ment Factors 
Age-to-Age Factors in Table 2: 
Development Age 
Accident Year 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 
1971 3.7759 1.5949 1.2144 1.1635 1.0449 1.0292 1.0110 1.0123 
1972 3.2639 1.6831 1.4652 1.1478 1.1242 1.0546 1.0639 
1973 3.1584 1.9795 1.3327 1.2308 1.0593 1.0396 '-0 
1974 3.6710 1.9915 1.2880 1.1636 1.0705 s:: 
"" 1975 3.4373 2.1937 1.4242 1.2077 :::l~ 
1976 4.9043 1.9269 1.3317 0 
1977 2.6777 1.7904 
...., 
» 
1978 3.8091 n .... 
s:: 
III 
Age-to-Age DeveloQment Factors: ~. ~ 
All Year Average - Straight Average 3.5872 1.8800 1.3427 1.1827 1.0747 1.0411 1.0374 1.0123 "'0 
"" III 
n 
.... 
Lognormal Parameters: n 
Lognormal Mean - All Year Average 1.2636 0.6262 0.2928 0.1674 0.0717 0.0403 0.0364 0.0122 ~ 
< Lognormal Variance - All Year Average 0.0308 0.0120 0.0046 0.0009 0.0010 0.0001 0.0013 0.0000 0 
.j:>. 
All Year Average - 1 High and 1 Low 3.5192 1.8743 1.3442 1.1783 1.0649 1.0396 1.0374 1.0123 z 
% of High and Low Data Excluded 12.5% 14.3% 16.7% 20.0% 25.0% 33.3% 0.0% 0.0% 0 
Downward Bias -0.97% -0.40% -0.17% -0.03% -0.04% -0.01% 
Modified 1 High and 1 Low 3.5536 1.8819 1.3464 1.1787 1.0654 1.0397 1.0374 1.0123 
\0 
\0 
O'l 
Table 5 (continued) 
Modified High.Low Averages fo~ Loss D~v:~lopment Factors 
Age-to-Age Development Factors: 
Development Age 
1-2 2-3 3-4 4-5 5-6 6-7 7-8 
All Year Average - 2 High and 2 Low 3.5370 1.8989 1.3322 1.1636 1.0649 1.0396 1.0374 
p% of Data Excluded 25.0% 28.6% 33.3% 40.0% 0.0% 0.0% 0.0% 
Downward Bias -1.31% -0.54% -0.22% -0.04% 
Modified 2 High and 2 Low 3.5840 1.9092 1.3351 1.1641 1.0654 1.0397 1.0374 
Age-to-Ultimate DeveloQment Factors: 
Straight Average 12.5843 3.5081 1.8660 1.3897 1.1751 1.0934 1.0502 
Modified 1 High and 1 Low 12.3453 3.4740 1.8460 1.3711 1.1632 1.0919 1.0502 
Modified 2 High and 2 Low 12.3702 3.4515 1.8079 1.3541 1.1632 1.0919 1.0502 
8-9 
1.0123 
0.0% 
1.0123 
1.0123 1.0000 
1.0123 1.0000 
1.0123 1.0000 
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Table 6 ,.... V1 
Com~arison of Ultimate Losses and Reserves Between Different Averaging Technigues O'l 
Age-to-Ultimate Loss Development Factors: 
Undeveloped Straight 1 High & 2 High & Modified 1 High Modified 2 High 
Accident Year Losses Avel'al!e 1 Low 2 Low & 1 Low &2Low 
1971 $5,327,859 1.0000 1.0000 1.0000 1.0000 1.0000 
1972 $4,995,827 1.0123 1.0123 1.0123 1.0123 1.0123 
1973 $5,175,219 1.0502 1.0502 1.0502 1.0502 1.0502 
1974 $4,166,594 1.0934 1.0918 1.0918 1.0919 1.0919 
1975 $3,662,977 1.1751 1.1626 1.1626 1.1632 1.1632 '-0 
1976 $3,367,532 1.3897 1.3699 1.3529 1.3711 1.3541 c ..... 
1977 $2,686,208 1.8660 1.8414 1.8023 1.8460 1.8079 ::::l !::!.. 
1978 $1,371,944 3.5081 3.4513 3.4224 3.4740 3.4515 0 
1979 $445,545 12.5843 12.1459 12.1050 12.3453 12.3702 
...., 
» 
Total: $31,199,705 ("'I .... 
C 
llJ 
Ultimate Losses: :::!. !::!.. 
Straight 1 High & 2 Higb & Modified 1 High Modified 2 Higb 'iJ 
Accident Year Average 1 Low 2 Low & 1 Low &2Low ..... llJ ("'I 
1971 $5,327,859 $5,327,859 S5,327,859 55,327,859 $5,327,859 !:!. ("'I 
1972 $5,057,365 55,057,365 S5,057,365 55,057,365 $5,057,365 .!D 
1973 $5,434,955 $5,434,955 S5,434,955 55,434,955 $5,434,955 < 
1974 $4,555,688 $4,549,008 $4,549,008 $4,549,326 $4,549,326 0 
1975 $4,304,274 $4,258,744 $4,258,744 $4,260,887 $4,260,887 ~ 
1976 $4,680,012 $4,613,276 $4,555,846 $4,617,162 $4,560,077 z 
1977 $5,012,583 $4,946,406 $4,841,310 $4,958,844 $4,856,293 0 
1978 $4,812,972 $4,734,976 $4,695,357 $4,766,110 $4,735,286 
1979 $5,606,883 $5,411,560 55,393,340 S5,5OO,387 $5,511,474 \!) 
Total: $44,792,590 $44,334,149 544.113,782 $44.47~,89~_ . $44,293~20 \!) en 
Table 6 (continued) 
Comparison of Ultimate Losses and Reserves Between Different Averaging Techniques 
Reserves: 
Accident Year 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
Total: 
Straight 
Average 
o 
$61,538 
$259,736 
$389,094 
$641,297 
$1,312,480 
$2,326,375 
$3,441,028 
$5,161,338 
$13,592,885 
1 High & 
1 Low 
o 
$61,538 
$259,736 
$382,414 
$595,767 
$1,245,744 
$2,260,198 
$3,363,032 
$4,966,015 
$13,134,444 
2 High & 
2 Low 
o 
$61,538 
$259,736 
$382,414 
$595,767 
$1,188,314 
$2,155,102 
$3,323,413 
$4,947,795 
$12.914,077 
Modified 1 High Modified 2 High 
& 1 Low &2Low 
o 0 
$61,538 $61,538 
$259,736 $259,736 
$382,732 $382,732 
$597,910 $597,910 
$1,249,630 $1,192,545 
$2,272,636 $2,170,085 
53,394,166 $3,363,342 
55,054,842 55,065,929 
$13.273,189 $13,093,815 
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This is the indicated bias when the sample size is large with p = 12.5%, 
III = 1.2636, and a"l = 0.2155. On the other hand, a further simulation 
test based on 5,000 replicates indicates that the bias is -0.80 percent 
when middle six of eight are used for the average. This simulated bias 
is smaller than the theoretical bias when sample size is large. 
4 Summary and Conclusions 
For many insurance applications, high-low averages result in lower 
estimates than straight averages because insurance data exhibit a long-
tailed property. This downward bias is shown in a simple reserving 
example in which high-low averages are used to select loss development 
factors. These averages, however, can be modified using equation (2). 
The analysis and data given in this paper are far from complete. The 
levels of the downward bias that would most likely exist in practice have 
not been reviewed. Also, the level of the downward bias for a limited 
volume of data has not been fully explored. There needs to be more 
in-depth research in this area. 
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