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Zusammenfassung in deutscher
Sprache
Die vorliegende Arbeit beschäftigt sich mit Energieformen (energy forms). Eine Energie-
form ist eine unterhalbstetige quadratische Form auf dem Raum der reellwertigen, m-fast
überall deinierten Funktionen
E : L0(m)→ [0,∞],
welche einer messbaren Funktion f ihre Energie E(f) zuordnet und eine Kontraktionseigen-
schaft besitzt. Die Kontraktionseigenschaft besagt, dass für jede normale Kontraktion
C : R→ R die Energie einer Funktion f die Ungleichung
E(C ◦ f) ≤ E(f)
erfüllt. Dies ist eine abstrakte Formulierung des Postulats, dass das Abschneiden von
Fluktuationen einer Funktion (welche eine physikalische Größe beschreibt) ihre Energie
verringert.
Energieformen stellen eine Verallgemeinerung von Dirichletformen, erweiterten Dirichlet-
formen und Widerstandsformen (resistance forms) dar. Diese Arbeit untersucht ihre struk-
turellen Eigenschaften und globalen Eigenschaften. Zu letzteren zählen Rekurrenz und
Transienz, die Eindeutigkeit von Silversteinerweiterungen und stochastische Vollständig-
keit. Wir konstruieren maximale Silversteinerweiterungen und entwickeln den Begrif
der schwachen Lösung, einer zu einer Energieform assoziierten Laplacegleichung, um die
globalen Eigenschaften zu charakterisieren. Anders als bisher verwenden wir dabei aus-
schließlich die algebraische Struktur der Formen und keine Darstellungstheorie oder extrin-
sische Informationen.
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Introduction
In this thesis we study energy forms. These are quadratic forms on the space of real-valued
measurable m-a.e. determined functions
E : L0(m)→ [0,∞],
which assign to a measurable function f its energy E(f). Their two deining characteristics
are a contraction property and some form of continuity. The contraction property demands
that for each normal contraction C : R→ R the energy of a function f satisies
E(C ◦ f) ≤ E(f).
This is an abstract formulation of the postulate that cutting of luctuations of a function
(which is thought to describe some physical quantity) decreases its energy. The continuity
assumption that we impose on energy forms is lower semicontinuity with respect to local
convergence in measure.
A typical energy form is Dirichlet’s energy integral on bounded subsets Ω ⊆ Rn, which
assigns to f : Ω→ R the quantity ∫
Ω
|∇f |2 dx.
It was introduced by Dirichlet in the middle of the 19th century to study boundary value
problems for the Laplace operator. This example shows that energy forms have been
around for quite a while, but a irst systematic approach that emphasizes the importance
of the contraction property was given around 100 years later by Beurling and Deny in
the seminal papers [9, 10], where they introduce Dirichlet spaces. These works created a
lot of momentum in the ields of potential theory, probability theory and operator theory
and inspired a vast amount of research. Here, we do not try to give a comprehensive
historical overview over this development (we would most certainly fail at this task); we
limit ourselves to mentioning some cornerstones in order to formulate the goals of this
thesis and to discuss how its contents it into the picture.
About a decade after the pioneering work of Beurling and Deny, Fukushima introduced
Dirichlet forms as L2-versions of Dirichlet spaces to classify diferent Brownian motions on
open subsets of Euclidean space, see [22]. In the following years, the eforts of Fukushima
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[23, 24, 25] and Silverstein [69, 70] revealed the deep connection between regular Dirichlet
forms and Hunt processes on locally compact metric spaces. Nowadays, a summary of
their results can be found in the books [26, 13]. The original Dirichlet spaces of Beurling
and Deny appear in this theory as special cases of transient extended Dirichlet spaces. In
[3, 4, 5] Albeverio and Høegh-Krohn presented examples of Dirichlet forms and associated
Markov processes on ininite dimensional state spaces, a case that is not covered by the
theory of Fukushima and Silverstein. During the 80’s several people tried to extend the
probabilistic side of Dirichlet form theory to Dirichlet forms on separable metric spaces. In
full generality, this was realized in the book of Ma and Röckner [51], where they introduce
quasi-regular Dirichlet forms and show that these are exactly the forms that are associated
with (suiciently good) Markov processes.
Another popular class of quadratic forms in the spirit of Beurling and Deny are resistance
forms, which emerged from the study of Brownian motion on fractals. They were deined by
Kigami as measure free versions of Dirichlet forms, see [46, 47]. Resistance forms satisfy
the mentioned contraction property, but they do not live on L2-spaces and, in general,
they are not extended Dirichlet forms. Their importance stems from the fact that on
fractals there are multiple, mutually singular Borel measures that could serve as reference
measure. With the help of resistance forms, the diferent choices of measures can be treated
simultaneously.
The irst goal of this thesis is to show that our notion of energy forms provides a gen-
eral framework that encompasses Dirichlet forms, extended Dirichlet forms and resistance
forms. The three classes have in common that they satisfy the contraction property, while
at a irst glance their continuity properties are rather diferent. Dirichlet forms are closed
forms on L2(m), i.e., they are lower semicontinuous with respect to L2(m)-convergence;
extended Dirichlet forms are introduced in an ad-hoc manner, their deinition has similar-
ities with the closure of a form; resistance forms are degenerate complete inner products
with the additional property that their domain embeds continuously into a quotient of the
underlying function space. In the irst chapter of this thesis, we introduce closed quadratic
forms on general topological vector spaces and provide several characterizations for closed-
ness and closability. It turns out that the continuity properties of Dirichlet forms, extended
Dirichlet forms and resistance forms are diferent aspects of closedness. In this language,
the extended Dirichlet form is the closure of the Dirichlet form on the topological vector
space L0(m) equipped with the topology of local convergence in measure and a resistance
form is a closed form on the topological vector space of all functions on a set equipped with
the topology of pointwise convergence. The latter space can also be interpreted as L0(µ),
where µ is the counting measure. In this case, the topology of pointwise convergence and
the topology of local convergence in measure coincide.
As sketched above, the development of Dirichlet form theory was mainly driven by the
close connection to probability theory. This relation is certainly important and powerful;
however, too much structure hides intrinsic structure and can lead to complicated proofs.
We take the viewpoint that all theorems on energy forms that make claims about the
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form itself should be proven by form methods only. The second goal of this thesis is to
demonstrate that a restriction to form methods can open the way to shorter, more elegant
proofs and to some new structural insights; it is the leitmotif in our work.
The local behavior of a Markov process does not determine the associated Dirichlet form
uniquely. Silverstein realized that a Dirichlet form corresponds to a process with prescribed
local behavior if it is an extension of the Dirichlet form of the minimal process with the
given local behavior and the domain of the Dirichlet form of the minimal process is an ideal
in the larger domain, see [69]. Today, such extensions are called Silverstein extensions.
Since their deinition only involves simple algebraic properties of the form domains, it is
possible to introduce Silverstein extensions for all energy forms. It is the third goal of this
thesis to ’properly understand’ their role in energy form theory. To this end, we provide
several characterizations of Silverstein extensions, discuss where they naturally appear and
where the limits of Silverstein extensions lay, prove uniqueness theorems and algebraically
construct the maximal Silverstein extension when possible. These results generalize known
results for (quasi-)regular Dirichlet forms in various directions and shed some new light on
them.
Inspired by the works of Aronson, Davies, De Giorgi, Grigor’yan, Karp, Li, Nash, Moser,
Yau and others on manifolds, Sturm showed in a series of papers [74, 75, 76, 77] that local
regular Dirichlet forms provide a convenient framework to study the interplay between
the geometry of the underlying space and properties of solutions to the Laplace equation
and to the heat equation. His results on recurrence, Liouville theorems, stochastic com-
pleteness, heat kernel estimates and Harnack inequalities have since then been extended to
many other situations. The fundamental concept that is required to even formulate these
theorems is the notion of a weak solution to an equation involving ’the Laplacian’ of the
form. There are two approaches for deining such weak solutions in the literature. One is
powerful but extrinsic, it utilizes notions of weak solutions available in the concrete model,
e.g. distributional Laplacians. The second approach makes use of representation theory
for Dirichlet forms viz the Beurling-Deny formula. This is technically involved and limited
to quasi-regular Dirichlet forms. The fourth goal of this thesis is to develop a theory
of weak solutions for energy forms that is more algebraic in nature. While a geometric
analysis in the spirit of Sturm’s work is beyond its scope, we try to convince the reader
that the concept of weak solutions that we introduce in the fourth chapter can be useful to
study the mentioned problems in great generality. To this end, we show that our notion of
weak solutions extends classical notions and we prove certain meta theorems of Dirichlet
form theory that are known in some concrete situations, e.g. for Dirichlet forms associated
with manifolds and graphs, but whose assertions could not even be formulated for general
Dirichlet forms. More precisely, we characterize excessive functions as weakly superhar-
monic functions, we prove that recurrence is equivalent to certain weakly superharmonic
functions being constant and we show that stochastic completeness is equivalent to unique-
ness of bounded weak solutions to an eigenvalue problem; on manifolds and graphs these
are classical results.
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All four of our goals can be summarized as follows: we try to provide a coherent framework
for investigating all closed forms with the contraction property such that the developed
theory is algebraic in nature and independent of additional extrinsic information. Apart
from the strive for the greatest possible generality, there are several reasons why we work
in this universal setup.
Motivated by physics and other applications, the contraction property is inherent in the
theory of energy forms. In contrast, lower semicontinuity (closedness) is a technical as-
sumption that is used to ensure that the forms do not show the pathological behavior of
general functions on ininite dimensional vector spaces. There is no divine reason why one
should work with lower semicontinuity with respect to local convergence in measure. Our
choice is based on two observations: All of the examples are lower semicontinuous with
respect to local convergence in measure, the weakest topology on Lebesgue spaces; this
allows us to apply lower semicontinuity for the largest possible class of nets. The topology
of local convergence in measure is rather independent of the concrete measure m; it is
determined by the order structure of L0(m). In spirit, a similar approach is taken by Hinz
in [37], where he uses the topology of uniform convergence to obtain independence of the
underlying measure. For a discussion on why this property is important we refer the reader
to his text.
On our quest to reaching the irst goal, in the irst chapter of this thesis we develop the
theory of closed quadratic forms on topological vector spaces to be able to deal with forms
on L0(m). The concepts that are used there do not only apply to quadratic forms but also
to other nonnegative convex functionals. For example, energy functionals of p-Laplacians
on various Lq-spaces and, more generally, nonlinear Dirichlet forms in the sense of [15]
can be treated with our theory. In the later chapters, the assumption that we deal with
quadratic forms becomes more and more essential, but still some of the proofs, which we
develop in view of our second goal, apply to the nonlinear situation. More speciically, we
believe that our discussion of recurrence, transience, of excessive functions and parts of the
theory of Silverstein extensions could be useful in this context.
The reasons for our attempts on the third and the fourth goal in the presented generality
are twofold. As mentioned above, the notion of weak solutions plays a major role in the
geometric analysis of Dirichlet forms and it is fairly well-developed for strongly local regular
Dirichlet forms. However, recent years have also seen a strong interest in geometric analysis
of nonlocal Dirichlet forms, see e.g. the survey [43] and references therein. In the nonlocal
world a coherent theory of weak solutions is available for discrete Dirichlet forms, which
derive from graphs, but for general jump forms it is missing. In Chapter 4 we ill this gap
once and for all, for all Dirichlet forms.
Dirichlet form theory can be seen as the study of the interplay of quadratic forms with the
algebraic and the order structure of the underlying function space. Originally, it concerns
forms on commutative measure spaces, but Gross realized in [31, 32] that there is an
extension to the noncommutative situation. He used it in order to construct and investigate
Hamiltonians for interacting boson and fermion systems in quantum ield theory. After this
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pioneering work the theory of noncommutative Dirichlet forms was developed and many
applications in various areas of mathematics have surfaced, see the recent surveys [59] and
[14]. Since our approach to studying Silverstein extensions and weak solutions is purely
algebraic, it extends to forms on noncommutative spaces (in a more or less straightforward
manner). Therefore, it can be seen as a irst step towards geometric analysis in the spirit
of Sturm’s work in the noncommutative world.
Many of the theorems in this thesis are far-reaching generalizations of results that are
known for particular examples or for (quasi-)regular Dirichlet forms. Besides larger gener-
ality, the novelty lies in their proofs, which are more structural and have a more functional
analytic lavor than the original ones. Below, we elaborate on the structure of the thesis
and mention our main theorems. How they relate to known theorems is discussed in detail
in the main text.
The thesis is organized as follows. In the irst section of Chapter 1, we start with a
brief introduction on topological vector spaces and then discuss various Lebesgue spaces
of measurable functions and their properties. The subsequent Section 1.2 is devoted to
closed quadratic forms on topological vector spaces. Closedness is a property that makes
quadratic forms accessible to functional analytic investigations. We characterize it in terms
of completeness of the form domain with respect to the form topology, lower semicontinuity
of the form, and the form domain being a Hilbert space, see Proposition 1.33, Theorem 1.35
and Theorem 1.38. This is followed by a short discussion of Dirichlet form theory in
Section 1.3. More speciically, we recall the relation of Dirichlet forms and their associated
Markovian objects, discuss their contraction properties, see Theorem 1.56, and give a new
and short proof for the existence of the extended Dirichlet form in terms of closable forms on
L0(m), see Theorem 1.59. We inish Chapter 1 with an approximation for closed quadratic
forms on L2fin(m) by continuous ones, see Lemma 1.67.
Chapter 2 introduces energy forms, the main objects of our studies, and is devoted to
their basic properties. In Section 2.1 we give the precise deinition of energy forms, see
Deinition 2.1, and discuss important examples. In particular, we show that Dirichlet
forms, extended Dirichlet forms and resistance forms all provide energy forms, see Sub-
section 2.1.3. The subsequent Section 2.2 treats contraction properties of energy forms.
Its main result is Theorem 2.20, an extension of Theorem 1.56 to all energy forms. After
that we discuss structure properties of energy forms in Section 2.3. We prove that the
form domain of an energy form is a lattice and that bounded functions in the domain
form an algebra, see Theorem 2.22. It turns out that the kernel of an energy form is
quite important for its properties; its triviality implies that the form domain equipped
with the form norm is a Hilbert space, see Theorem 2.28. We introduce the concepts of
recurrence and transience, see Deinition 2.26, and of invariant sets and irreducibility, see
Deinition 2.30, to study the kernel and compute it when it is nontrivial, see Theorem 2.35
and Corollary 2.40. Section 2.4 deals with superharmonic and excessive functions. We
characterize them in terms of additional contraction properties that are not induced by
normal contractions, see Theorem 2.52 and Theorem 2.57, and show that the existence of
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nonconstant excessive functions is related to recurrence and transience, see Theorem 2.64.
In the last two sections of Chapter 2, we introduce capacities and local spaces of energy
forms by adapting the corresponding notions from Dirichlet form theory to our setting.
Chapter 3 is devoted to Silverstein extensions of energy forms. These are deined via an
ideal property of the form domains. In Section 3.1 we characterize this ideal property in
terms of the algebraic structure, the order structure and in terms of the local form domain,
see Theorem 3.2, and discuss where Silverstein extensions naturally appear. Section 3.2
deals with Silverstein uniqueness. We prove that recurrence implies Silverstein uniqueness,
see Theorem 3.21, and give another abstract criterion for Silverstein uniqueness in terms
of capacities, see Theorem 3.24. The latter is then used to relate Silverstein uniqueness
with vanishing of the topological capacity of boundaries, see Theorem 3.27 and Theo-
rem 3.30. The last section of Chapter 3 deals with the existence of the maximal Silverstein
extension. We give two examples of energy forms that do not have a maximal Silverstein
extension, see Example 3.32 and Example 3.33. We decompose energy forms into a main
part, see Deinition 3.45, and a monotone killing part, see Deinition 3.48, and provide
an algebraic construction of the maximal Silverstein extension when the killing vanishes,
see Theorem 3.58. At the end of the section, we discuss how this can be employed to
obtain maximal Markovian extensions of hypoelliptic operators, see Theorem 3.74 and
Corollary 3.75.
In Chapter 4 we study properties of weak (super-)solutions to the Laplace equation. In
the irst section we introduce the weak form extension, see Deinition 4.3, that is an of-
diagonal extension of the given form, see Theorem 4.5. We use the weak form to deine
weak solutions to the Laplace equation, see Deinition 4.9, and show for several examples
that this notion coincides with the ’classical’ one. The second section deals with excessive
functions, which are characterized as weakly superharmonic functions, see Theorem 4.18.
The following section is devoted to the existence of minimal weak solutions to the Laplace
equation. More precisely, we deine the extended potential operator, see Deinition 4.48,
and show that it provides minimal weak solutions when they exist, see Theorem 4.50. We
conclude Chapter 4 with several applications. We prove that uniqueness of bounded weak
solutions to the Laplace equation is related to a conservation property for the extended
potential operator, see Theorem 4.55, show that Lp-resolvents of Dirichlet forms provide
weak Lp-solutions to an Eigenvalue problem, see Theorem 4.64, and characterize recurrence
in terms of certain weakly superharmonic functions being constant, see Theorem 4.71.
Chapter 1
Quadratic forms on topological
vector spaces
1.1 Topological vector spaces
In this section we briely review parts of the theory of topological vector spaces and ix
some notation. The notions and theorems are standard and can be found in (almost) any
textbook on this subject. For details we refer the reader to the classics [11] and [62]. As
main examples for later applications we discuss Lebesgue spaces of measurable functions.
For a background on them we refer the reader to [20, 19, 21].
1.1.1 Generalities
Let X be a nonempty set. A net in X is a mapping Λ : I → X, where I is a directed set,
i.e., it carries a preorder such that each pair of elements of I has an upper bound. Given
a net Λ : I → X, for i ∈ I we set xi := Λ(i) and write (xi)i∈I or simply (xi) instead of Λ.We abuse notation and always denote directed preorders by ≺. A subnet of the net (xi)i∈Iis a pair ((yj)j∈J ,∆), where (yj)j∈J is a net and ∆ : J → I is a monotone mapping suchthat yj = x∆(j) for all j ∈ J and ∆(J) is coinal in I, i.e., for each i ∈ I there exists j ∈ Jwith i ≺ ∆(j). For a subnet ((yj)j∈J ,∆) of (xi)i∈I , we set xij := x∆(j) = yj and write
(xij)j∈J or (xij) instead of ((yj)j∈J ,∆). A net with index set N, the natural numbers, iscalled sequence. Whenever X carries a topology τ , an element x ∈ X is a limit of the net
(xi)i∈I if for each O ∈ τ there exists iO ∈ I such that xi ∈ O for all i ∈ I with iO ≺ i. Inthis case, we write
x = lim
i∈I
xi = lim
i
xi.
2 1. Quadratic forms on topological vector spaces
If (xi) is a net in R, the real numbers, we let
lim inf
i
xi := lim
i
inf{xj | i ≺ j} and lim sup
i
xi := lim
i
sup{xj | i ≺ j},
which exist in the two point compactiication R ∪ {−∞,∞}. The space of real-valued
continuous functions on (X, τ) is denoted by C(X) and Cc(X) is the subspace of continuousfunctions of compact support.
Let V be a vector space over the real numbers. In what follows we assume that V is
equipped with a vector space topology τ , i.e., a topology under which the operations
V × V → V, (u, v) 7→ u+ v and R× V → V, (λ, u) 7→ λu
are continuous. Here, the product spaces carry the corresponding product topology. If,
additionally, τ is Hausdorf, the pair (V, τ) is called topological vector space. A subset
B ⊆ V is called balanced if for all u ∈ B and all λ ∈ R with |λ| ≤ 1 we have λu ∈ B.
The required continuity properties imply that any vector space topology has a basis that
is translation invariant and consists of balanced sets.
Every topological vector space (V, τ) carries a canonical translation invariant uniform struc-
ture, namely the system of subsets of V × V given by
U(τ) := {{(u, v) | u− v ∈ U} | U is a neighborhood of 0} .
When referring to uniform concepts such as Cauchyness or uniform continuity, we always
assume that the underlying uniform structure is the above. In particular, we call (V, τ)
complete if it is complete with respect to U(τ), i.e., if every U(τ)-Cauchy net converges.
When the topology τ is induced by a translation invariant metric, uniform concepts with
respect to the metric and with respect to the uniform structure U(τ) coincide. In this case,
complete spaces are known under the following name.
Deinition 1.1 (F-space). A topological vector space (V, τ) is called F -space if it is com-
plete and τ is metrizable.
Due to Baire’s category theorem, linear operators between F -spaces obey the fundamental
theorems of functional analysis. Indeed, we have the following, see e.g. [40, Theorem 3.8].
Theorem 1.2 (Open mapping and closed graph theorem). Let (Vi, τi), i = 1, 2, be two
F -spaces. Then the following holds.
(a) Every linear and continuous operator from V1 onto V2 is open.
(b) Every linear operator from V1 into V2 whose graph is closed in V1×V2 is continuous.
Quotients of topological vector spaces can be equipped with a vector space topology. The
following lemma is contained in [62, Section 2.3].
1.1 Topological vector spaces 3
Lemma 1.3 (Quotients of topological vector spaces). Let V be a vector space and τ be
a vector space topology. Let S ⊆ V be a subspace and let π : V → V /S be the canonical
projection to the quotient. Then
τ/S := {U ⊆ V /S | π−1(U) ∈ τ}
is a vector space topology on V /S. It is Hausdorf if and only if S is closed. Moreover, the
map π is open and for any basis O of τ the collection {π(O) | O ∈ O} is a basis for τ/S.
Metrizability and completeness pass to the quotient, see e.g. [62, Theorem 6.3].
Lemma 1.4 (Completeness of quotients). Let (V, τ) be an F -space and let S ⊆ V be a
closed subspace. Then (V /S, τ/S) is an F -space.
A topological vector space (V, τ) is called locally convex if there exists a family of seminorms
(pi)i∈I such that the collection of sets
{{u ∈ V | pi(u− v) < ε} | i ∈ I, v ∈ V, ε > 0}
forms a subbasis for the topology τ . In this case, we say that (pi)i∈I generates τ . Forlocally convex spaces, the Hahn-Banach theorem implies that their continuous dual
V ′ := {φ : V → R | φ is linear and continuous}
separates the points of V , see e.g. [62, Corollary 1 of Theorem 4.2]. As a consequence, the
weak topology σ(V, V ′) that is generated by the family of seminorms
pφ : V → [0,∞), u 7→ pφ(u) := |φ(u)|, φ ∈ V
′,
is Hausdorf, i.e., the pair (V, σ(V, V ′)) is a topological vector space. The fundamental
theorem relating τ and σ(V, V ′) on convex sets is the following, see e.g. [62, Corollary 2 of
Theorem 9.2].
Theorem 1.5 (Weak closure of convex sets). Let (V, τ) be a locally convex topological
vector space and let K ⊆ V be convex. The closure of K with respect to τ and the closure
of K with respect to σ(V, V ′) coincide.
1.1.2 Lebesgue spaces as topological vector spaces
In later sections V is some Lebesgue space of real-valued measurable functions. We give a
short overview over their topological and order properties and provide some examples.
Let (X,B,m) be a measure space. If not further speciied we do not make any assumptions
on the measure m. The collection of measurable sets of inite measure is
Bfin := {U ∈ B | m(U) <∞}.
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We equip the reals with the Borel σ-algebra and denote the space of real-valued measurable
function by M(X,B). The space of m-a.e. deined functions is
L0(X,B,m) :=M(X,B)/{f ∈M(X,B) | f = 0m-a.e.}.
We often omit the σ-algebra or the underlying space and simply write L0(X,m) or L0(m)
instead of L0(X,B,m). Most of the times we do not distinguish between functions in
M(X,B) and elements of L0(m). In this sense, we treat addition, multiplication, pointwise
inequalities etc. Likewise, we do not distinguish between sets and up to m-measure zero
deined sets. We warn the reader that this viewpoint leads to subtleties in some proofs that
we only address implicitly. The space L0(m) is equipped with the natural order relation on
functions, i.e., for f, g ∈ L0(m) we say f ≤ g if and only if f(x) ≤ g(x) for m-a.e. x ∈ X.
The functions
f ∧ g := min{f, g} and f ∨ g := max{f, g}
are the biggest lower bound of f, g and the smallest upper bound of f, g, respectively. A
function f ∈ L0(m) is nonnegative if f ≥ 0 and strictly positive if f(x) > 0 for m-a.e.
x ∈ X. By f+ := f ∧ 0 and f− := (−f) ∧ 0 we denote the positive and the negative partof f , respectively. For f, g ∈ L0(m), we use the notation
{f ≥ g} := {x ∈ X | f(x) ≥ g(x)},
which is a set that is deined up to a set of m-measure zero. Likewise, we deine the m-a.e.
determined sets {f > g}, {f ≤ g} and {f < g}.
The indicator function of a set U ⊆ X is given by
1U : X → R, x 7→ 1U(x) :=
{
0 if x ∈ X \ U
1 if x ∈ U .
For two measurable sets A,B ⊆ X, we say that A ≺ B if m(A \B) = 0, or equivalently, if
1A ≤ 1B holds in L0(m). This introduces an order relation on the collection of all m-a.e.deined measurable sets (and a preorder on all measurable sets). Whenever a collection of
measurable sets is the index set of a net it will always be equipped with this order relation.
We topologize the space L0(m) as follows. For every U ∈ Bfin, we let the pseudometric dUbe given by
dU : L
0(m)× L0(m)→ [0,∞), (f, g) 7→ dU(f, g) :=
∫
U
|f − g| ∧ 1 dm.
The so constructed family {dU | U ∈ Bfin} induces a topology τ(m) on L0(m) (the smallesttopology that contains all balls with respect to the dU , U ∈ Bfin), which we call the topologyof local convergence in measure. A net (fi) converges towards f with respect to τ(m) if
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and only if limi dU(fi, f) = 0 for each U ∈ Bfin. In this case, we write fi m→ f for short. Analternative subbasis of zero neighborhoods for τ(m) is the family of sets
{g ∈ L0(m) | m(U ∩ {|g| ≥ δ}) < ε}, ε, δ > 0 and U ∈ Bfin.
The following lemma shows that τ(m) is compatible with the vector and lattice operations
on L0(m), see [19, Proposition 245D].
Lemma 1.6. The topology τ(m) is a vector space topology on L0(m). Moreover, multipli-
cation and taking maxima and minima are continuous operations from L0(m)× L0(m) to
L0(m).
Further properties of the topology τ(m) depend on m. It may or may not be complete
and, if too many sets have ininite measure, it may happen that τ(m) is not Hausdorf.
In order to clarify these phenomena we recall the following concepts of measure theory, cf.
[19, Chapter 21].
Deinition 1.7 (Taxonomy of measures). Let (X,B,m) be a measure space.
(a) m is inite if m(X) < ∞. It is σ-inite if there exists a sequence of measurable sets
of inite measure (Xn)n∈N such that X = ∪nXn.
(b) m is strictly localizable if there exists a partition (Xi)i∈I of X into measurable sets ofinite measure such that B = {A ⊆ X | A ∩Xi ∈ B for all i ∈ I} and
m(A) =
∑
i∈I
m(A ∩Xi) for every A ∈ B.
(c) m is semi-inite if for each A ∈ B with m(A) = ∞ there exists some A′ ⊆ A with
A′ ∈ B and 0 < m(A′) <∞.
(d) m is localizable if it is semi-inite and for each A ⊆ B there exists a set S ∈ B such
that
– m(A \ S) = 0 for each A ∈ A,
– if G ∈ B and m(A \G) = 0 holds for all A ∈ A, then m(S \G) = 0.
In this case, S is called an essential supremum of A.
Remark 1.8. The deinition of localizable measures is a bit clumsy. Indeed, it is a con-
cept related to the measure algebra of m. Localizability is equivalent to the Dedekind
completeness of the measure algebra with respect to the order relation on sets that we
introduced previously.
Some relations among the mentioned concepts are trivial; inite measures and σ-inite
measures are strictly localizable. The following is less obvious, see [19, Theorem 211L].
Theorem 1.9. Every strictly localizable measure is localizable. In particular, inite and
σ-inite measures are localizable.
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With the these concepts at hand, we can state the theorem that characterizes the topolog-
ical properties of τ(m), see [19, Theorem 245E].
Theorem 1.10 (Topological properties of L0(m)). Let (X,B,m) be a measure space.
(a) m is semi-inite if and only if (L0(m), τ(m)) is Hausdorf.
(b) m is σ-inite if and only if (L0(m), τ(m)) is metrizable.
(c) m is localizable if and only if (L0(m), τ(m)) is Hausdorf and complete.
Remark 1.11. The previous two theorems show that L0(m) is an F -space if and only if m
is σ-inite. In this case, convergence of sequences with respect to τ(m) can be characterized
in terms of m-a.e. convergent subsequences. Namely, if m is σ-inite a sequence (fn)converges towards f with respect to τ(m) if and only if any of its subsequences has a
subsequence that converges to f m-a.e., see [19, Proposition 245K].
Whether or not L0(m) is locally convex depends on the atoms of m. We do not give a full
characterization but rather illustrate this fact with two examples.
Example 1.12. (a) Let X = [0, 1] and let m = λ, the Lebesgue measure on Borel
subsets of [0, 1]. It can be shown that all continuous functionals on (L0(λ), τ(λ))
vanish. Therefore, it can not be locally convex.
(b) Let X ̸= ∅ be arbitrary and let m = µ, the counting measure on all subsets of X.
In this case, L0(µ) is the space of all real-valued functions on X and the topology
τ(µ) is the topology of pointwise convergence. It is obviously generated by a family
of seminorms, and so (L0(µ), τ(µ)) is a locally convex topological vector space.
If m is localizable, the space L0(m) is Dedekind complete, i.e., any subset of L0(m) that
is bounded from above has a supremum in L0(m), see [19, Theorem 241G]. A consequence
is the following characterization of convergence for monotone nets in L0(m). Recall that a
net (fi) in L0(m) is called monotone increasing if i ≺ j implies fi ≤ fj.
Proposition 1.13. Let m be localizable. A monotone increasing net (fi) in L0(m) isconvergent with respect to τ(m) if and only if there exists g ∈ L0(m) such that for all i the
inequality fi ≤ g holds. In this case, we have
lim
i
fi = sup
i
fi.
Proof. Let (fi) be a monotone increasing net and let g ∈ L0(m) with fi ≤ g for all i.Due to the Dedekind completeness of L0(m), the supremum f := supi fi exists. We show
fi
m
→ f . Assume this were not the case. The monotonicity of (fi) implies that there exist
ε, δ > 0 and U ∈ Bfin such that for all i we have
m(U ∩ {|f − fi| ≥ δ}) ≥ ε.
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We let Ui := U ∩ {|f − fi| ≥ δ} and choose an increasing sequence of indices in, n ∈ N,with
lim
n→∞
m(Uin) = inf
i
m(Ui) ≥ ε.
We set U˜ := ∩n≥1Uin . The Uin are decreasing and U has inite measure. We obtain
m(U˜) = lim
n→∞
m(Uin) ≥ ε
and use this observation to show that f−δ1U˜ is an upper bound for the fi, which contradictsthe deinition of f . According to the deinition of Ui, it suices to prove m(U˜ \Ui) = 0 forall i. Assume the contrary. Then there exists an i0 with
0 < m(U˜ \ Ui0) = m(U˜)−m(Ui0 ∩ U˜) = m(U˜)− lim
n→∞
m(Ui0 ∩ Uin).
Consequently, there exists an n ∈ N such that m(U˜) > m(Ui0 ∩ Uin). We choose an index
j with i0, in ≺ j. By the monotonicity of (fi), we obtain m(U˜) > m(Ui0 ∩ Uin) ≥ m(Uj).This is a contradiction to the deinition of U˜ and the convergence of (fi) to f is proven.
Now, assume that the net (fi) is convergent. The continuity of the lattice operations withrespect to local convergence in measure shows that g := limi fi is an upper bound for the
fi. This inishes the proof.
For 1 ≤ p < ∞, we let Lp(m) be the space of p-integrable functions in L0(m) with
corresponding norm
∥f∥p :=
(∫
X
|f |p dm
) 1
p
.
The space of essentially bounded L0(m)-functions is denoted by L∞(m) and equipped with
the norm
∥f∥∞ = ess sup|f |.
When p = 2, the norm ∥ · ∥2 is induced by the inner product
⟨f, g⟩ :=
∫
X
fg dm.
The space of functions that are p-integrable on sets of inite measure is denoted by
L
p
fin(m) := {f ∈ L0(m) | f1U ∈ Lp(m) for each U ∈ Bfin}.
We equip it with the locally convex topology generated by the family of seminorms
∥ · ∥p,U : L
p
fin(m)→ [0,∞), f 7→ ∥f∥p,U := ∥f1U∥p, U ∈ Bfin.
When X is a Hausdorf topological space and m is a Radon measure on the Borel σ-algebra
of X, i.e., m is locally inite and inner regular, then
L
p
loc(m) := {f ∈ L0(m) | f1K ∈ Lp(m) for all compact K ⊆ X}
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is the local Lp-space. It is equipped with the locally convex topology generated by the
family of seminorms
∥ · ∥p,K , K ⊆ X compact.
Hölder’s inequality implies that Lp(m) and Lpfin(m) are continuously embedded in L0(m).For 1 ≤ p < ∞, a converse of this statement holds on order bounded sets. Indeed, this
is a consequence of the following version Lebesgue’s theorem for nets. Since it is usually
formulated for sequences only, we include a short proof.
Lemma 1.14 (Lebesgue’s dominated convergence theorem). Let (fi) be a convergent netin L0(m) with fi m→ f . Assume that there exists a function g ∈ L1(m) such that for all i
|fi| ≤ g.
Then f ∈ L1(m) and
lim
i
∫
X
|f − fi| dm = 0.
Proof. For k ∈ N we let Ak := {x ∈ X | 1/k ≤ g(x) ≤ k}. Then m(Ak) < ∞ andthe sequence (g1Ak) converges in L1(m) to g, as k → ∞. Since the lattice operations arecontinuous on L0(m), we have |f | ≤ g. This implies∫
X\Ak
|f − fi| dm ≤ 2
∫
X\Ak
g dm→ 0, as k →∞,
where the convergence is uniform in i. Thus, for each ε > 0 we may choose some k
independent of i such that∫
X
|f − fi| dm ≤
∫
Ak
|f − fi| dm+ ε =
∫
Ak
|f − fi| ∧ 2k dm+ ε.
Since Ak has inite measure and (fi) converges locally in measure to f , we obtain thestatement.
Remark 1.15. In contrast to the previous lemma, it is well known that Lebesgue’s theorem
does not hold for almost everywhere convergent nets. Indeed, this is one of the main
technical reasons why we work with convergence in measure instead of almost everywhere
convergence.
Lemma 1.16. Let g ∈ Lp(m) (or g ∈ Lpfin(m)). The Lp(m)-topology (or the Lpfin(m)-topology) coincides with the subspace topology of τ(m) on
{f ∈ L0(m) | |f | ≤ g}.
Proof. We only show the statement for g ∈ Lp(m), the other case works similarly. Let (fi)be a net in {f ∈ L0(m) | |f | ≤ g} with fi m→ f . We obtain |fi − f |p m→ 0. Since |fi − f |p ≤
2pgp and gp ∈ L1(m), the claim follows from Lebesgue’s theorem, Lemma 1.14.
1.1 Topological vector spaces 9
The Lp(m) spaces are always Hausdorf and complete. In contrast we have seen that this
need not be true for L0(m). Similar phenomena occur for Lpfin(m). Indeed, it can be shownthat Theorem 1.10 remains true when L0(m) is replaced by Lpfin(m). We only need thefollowing special case.
Proposition 1.17. Let m be localizable. For 1 ≤ p <∞, the space Lpfin(m) is a completelocally convex topological vector space.
Proof. The space Lpfin(m) continuously embeds into the Hausdorf space L0(m) and so itis Hausdorf itself. It remains to prove completeness. Let (fi) be a Cauchy net in Lpfin(m).Since Lpfin(m) is continuously embedded in L0(m), the net (fi) is also Cauchy with respectto τ(m). The localizability of m and Theorem 1.10 show that it has a τ(m)-limit f . Let
U ∈ Bfin be given. We use the monotone convergence theorem and Lemma 1.14 to obtain∫
U
|f − fi|
p dm = lim
n→∞
∫
U
|f − fi|
p ∧ n dm = lim
n→∞
lim
j
∫
U
|fj − fi|
p ∧ n dm.
The above expression is monotone increasing in n. Therefore, the previous computation
and Lemma A.1 yield∫
U
|f − fi|
p dm ≤ lim inf
j
lim
n→∞
∫
U
|fj − fi|
p ∧ n dm = lim inf
j
∫
U
|fj − fi|
p dm.
Since (fi) was assumed to be Cauchy in Lpfin(m), this inishes the proof.
Next, we discuss the dual spaces of Lpfin(m) and their properties. To keep notation simplewe restrict ourselves to the case when p = 2, but the arguments work for other 1 < p <∞
as well.
Proposition 1.18. The map
{φ ∈ L2(m) | there exists U ∈ Bfin s.t. φ1X\U = 0} → L2fin(m)′
φ 7→ ℓφ,
where
ℓφ : L
2fin(m)→ R, f 7→ ℓφ(f) :=
∫
X
fφ dm
is a vector space isomorphism.
Proof. It suices to show surjectivity, the rest is clear. Let φ ∈ L2fin(m)′ be given. Itscontinuity yields the existence of a set U ∈ Bfin and a constant C > 0 such that for all
f ∈ L2fin(m) we have
|φ(f)| ≤ C∥f∥2,U .
Therefore, φ(f) only depends on the restriction of f to the set U and so it can be interpreted
as a continuous functional on the Hilbert space L2(U,m). Consequently, it is induced by
some φ˜ ∈ L2(U,m) via the identity
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φ(f) =
∫
U
φ˜f |U dm.
This inishes the proof.
Proposition 1.19. Let m be localizable. For any g ∈ L2fin(m) the set
{f ∈ L2fin(m) | |f | ≤ g}
is compact with respect to the weak topology σ(L2fin(m), L2fin(m)′).
Proof. We mimic the standard proof of the Banach-Alaoglu-Bourbaki theorem. Since we
do not work in the dual space, we have to prove an additional closedness statement, for
which we use the localizability of m.
For U ∈ Bfin we equip L2(U,m) with the weak topology and consider the space
P :=
∏
U∈Bfin
L2(U,m),
which we equip with the corresponding product topology. The semi-initeness of m implies
the injectivity of the map
ι : L2fin(m)→ P , f 7→ (f |U)U∈Bfin .
The characterization of L2fin(m)′ in Proposition 1.18 yields that ι is a homeomorphism ontoits image when L2fin(m) is equipped with σ(L2fin(m), L2fin(m)′).
Order bounded sets are weakly compact in L2(U,m). Accordingly, Tychonof’s theorem
yields that {(fU) ∈ P | |fU | ≤ g|U}) is compact in P . Since
ι
(
{f ∈ L2fin(m) | |f | ≤ g}
)
⊆ {(fU) ∈ P | |fU | ≤ g|U}
and ι is a homeomorphism onto its image, it suices to show that ι ({f ∈ L2fin(m) | |f | ≤ g})is closed in P .
To this end, let a net (fi) in {f ∈ L2fin(m) | |f | ≤ g} with ιfi → (hU)U∈Bfin ∈ P be given.We interpret hU ∈ L2(U,m) as an element of L0(m) by letting hU := 0 on X \U . As limitsof globally deined functions, the (hU) satisfy the compatibility properties
hU1U∩V = hU∩V and hU = hU∩V + hU∩X\V , for all U, V ∈ Bfin.
If the (hU) were functions and not equivalence classes of functions, these compatibilityproperties would be suicient to obtain a function on the whole space that locally agrees
with them. Since they are not deined everywhere and we care about measurability, we
need to argue as follows.
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The localizability of m yields that the space L0(m) is Dedekind complete, see [19, The-
orem 241G]. Since for each U ∈ Bfin the inequality |hU | ≤ g holds, we obtain that thesuprema
h1 := sup{(hU)+ | U ∈ Bfin} and h2 := sup{(hU)− | U ∈ Bfin}
exist in L0(m). We inish the proof by showing h11U = (hU)+ and h21U = (hU)−, whichimplies (hU) = ι(h1 − h2).
The deinition of h1 yields h11U ≥ (hU)+ for all U ∈ Bfin. Suppose now h11U ̸= (hU)+, i.e.,there exists some ε > 0 such that
F := {h11U − (hU)+ ≥ ε}
satisies m(F ) > 0. For an arbitrary V ∈ Bfin, the compatibility conditions of (hU) andthe deinition of F imply
(h1 − ε1F )1V = h11V ∩X\F + (h1 − ε)1V ∩F ≥ (hV ∩X\F )+ + (hU)+|V ∩F = (hV )+.
Therefore, h1 − ε1F is an upper bound for the (hV )+. This contradicts to the deinitionof h1 and we obtain h11U = (hU)+. A similar reasoning yields the statement for h2. Thisinishes the proof.
Remark 1.20. The previous theorem can also be inferred from the Banach-Alaoglu-
Bourbaki theorem after noting that the bidual of L2fin(m) in an appropriate sense is L2fin(m)itself. As the proof of the latter fact is not shorter and needs some further functional
analytic concepts, we rather mimicked the standard proof the Banach-Alaoglu-Bourbaki
theorem. The real work was to show that the set ι{f ∈ L2fin(m) | |f | ≤ g} is closed in theproduct space P .
We inish this section by discussing linear functionals on L0(m) and its subspaces. A
linear functional on L0(m) is a linear real-valued function ℓ : D(ℓ) → R whose domain
D(ℓ) ⊆ L0(m) is a subspace. If, additionally, D(ℓ) is a sublattice of L0(m) (i.e. f, g ∈ D(ℓ)
implies f ∧g, f ∨g ∈ D(ℓ)) and for all nonnegative ψ ∈ D(ℓ) the inequality ℓ(ψ) ≥ 0 holds,
it is called positive functional. A linear functional ℓ is regular if there exist positive linear
functionals ℓ1, ℓ2 : D(ℓ)→ R such that ℓ = ℓ1 − ℓ2. In particular, the domain of a regularfunctional is a sublattice of L0(m).
For a subspace V ⊆ L0(m), we let L(V ) be the vector space of linear functionals with
domain V . If, additionally, V carries a vector space topology τ , then Lc(V ) = Lτc (V ) ⊆
L(V ) denotes the subspace of τ -continuous linear functionals. When V is a sublattice of
L0(m), we let L+(V ) denote the space of positive functionals with domain V and Lr(V )denote the space of regular functionals with domain V . In this case, L+(V ) is a positivecone in L(V ) and we order this space with respect to this cone, i.e., we say that ℓ1, ℓ2 ∈ L(V )satisfy ℓ1 ≥ ℓ2 if ℓ1 − ℓ2 ∈ L+(V ). With respect to this order we understand the followinglemma, which is a special case of [55, Theorem 1.3.2].
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Lemma 1.21. Let V ⊆ L0(m) be a sublattice and let ℓ ∈ Lr(V ). Then
ℓ+ := sup{ℓ, 0} and ℓ− := sup{−ℓ, 0}
exist, are positive and satisfy ℓ = ℓ+ − ℓ−.
For a regular functional ℓ we let |ℓ| := ℓ+ + ℓ−, where ℓ+ and ℓ− are taken in the space
Lr(D(ℓ)).
1.2 Quadratic forms
In the following section we provide the framework for later chapters, namely we introduce
positive quadratic forms on topological vector spaces and study their fundamental prop-
erties. First, we treat basic properties of quadratic forms on general vector spaces. More
precisely, we give a criterion on how to check whether a given functional is a quadratic
form and discuss two versions of the Banach-Saks theorem. The second subsection is de-
voted to studying closedness of quadratic forms, a property that makes them accessible
to functional analytic investigations. We discuss how closedness can be characterized in
terms of lower semicontinuity and in terms of completeness of the form domain. This also
leads to characterizations of the existence of closed extensions. In the last subsection we
prove several technical lemmas, which provide convergence statements for nets in the form
domain. In view of later applications, we only treat the case when the underlying vector
space is real. However, all the results of this section are true for complex vector spaces as
well.
1.2.1 Basics
This subsection is devoted to the very basics properties of quadratic forms on real vector
spaces. In what follows we always use the conventions x +∞ = ∞ for all x ∈ [0,∞],
0 · ∞ = 0 and x · ∞ =∞ for all x ∈ (0,∞].
Deinition 1.22 (Quadratic form). Let V be a vector space over R. A (positive) quadratic
form is a functional q : V → [0,∞] that satisies the following conditions.
• 2q(u) + 2q(v) = q(u− v) + q(u+ v) for all u, v ∈ V . (parallelogram identity)
• q(λu) = |λ|2q(u) for all u ∈ V and all λ ∈ R. (homogeneity)
The set
D(q) := {u ∈ V | q(u) <∞}
is called the domain of q and the set
ker q := {u ∈ V | q(u) = 0}
is the kernel of q.
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For checking whether some functional is a quadratic form or not, it suices to verify
somewhat weaker conditions than the parallelogram identity and homogeneity. This is
discussed in the following lemma.
Lemma 1.23. Let V be a vector space and let q : V → [0,∞]. The following assertions
are equivalent.
(i) q is a quadratic form on V .
(ii) For all u, v ∈ D(q) and all λ ∈ R the inequalities
q(λu) ≤ |λ|2q(u) and q(u+ v) + q(u− v) ≤ 2q(u) + 2q(v)
hold.
(iii) For all u, v ∈ D(q) and all λ ∈ R the inequalities
q(λu) ≤ |λ|2q(u) and 2q(u) + 2q(v) ≤ q(u+ v) + q(u− v)
hold.
Proof. (ii) ⇒ (i): Assertion (ii) implies that D(q) is a vector space. Hence, it suices to
prove homogeneity and the parallelogram identity for elements in D(q).
For 0 ̸= λ ∈ R and u ∈ D(q) assertion (ii) yields
q(u) = q(λ−1λu) ≤ |λ|−2q(λu) ≤ q(u)
and
0 q(u) = 0 ≤ q(0 u) ≤ 0 q(u).
Therefore, q is homogeneous on D(q). Since D(q) is a vector space, assertion (ii) and the
homogeneity of q imply for u, v ∈ D(q) the inequality
4q(u)+4q(v) = q(2u)+q(2v) = q((u+v)+(u−v))+q((u+v)−(u−v)) ≤ 2q(u+v)+2q(u−v).
Hence, the parallelogram identity holds for elements in D(q).
The implication (iii)⇒ (i) can be proven along the same lines. This inishes the proof.
It is an immediate consequence of the deinition that the domain of a quadratic form and
its kernel are vector spaces. By a theorem of Jordan and von Neumann [41, Theorem I] any
quadratic form induces a bilinear form on its domain via polarization, i.e., the mapping
q : D(q)×D(q)→ R, (u, v) 7→ q(u, v) :=
1
4
(q(u+ v)− q(u− v))
is bilinear. We abuse notation and use the same letter for a quadratic form and the induced
bilinear form on its domain. In this sense, we have q(u) = q(u, u) for all u ∈ D(q). The
bilinearity of q implies that the mapping
∥ · ∥q : D(q)→ [0,∞), u 7→
√
q(u)
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is a seminorm that we call the form seminorm associated with q.
The fact that form seminorms come from degenerate inner products implies that bounded
subsets with respect to such norms are almost weakly compact, i.e., their completion is
weakly compact. Together with Theorem 1.5 this is the reason behind the following well-
known lemma, see e.g. [13, Theorem A.4.1].
Lemma 1.24 (Banach-Saks theorem for sequences). Let q be a quadratic form on V and let
(un) be a ∥ · ∥q-bounded sequence in D(q). It possesses a subsequence (unk) whose sequenceof Césaro means (
1
N
N∑
k=1
unk
)
N≥1
is ∥ · ∥q-Cauchy.
We say that a form q˜ is an extension of q if its domain D(q˜) satisies D(q) ⊆ D(q˜) and
the equation q(u) = q˜(u) holds for all u ∈ D(q). For any subspace D ⊆ V , we let q|D, therestriction of q to D, be given by
q|D(u) :=
{
q(u) if u ∈ D
∞ else .
A form q˜ is then called a restriction of q if q˜ = q|D(q˜).
There is a natural partial order on the set of quadratic forms on a given vector space V .
Namely, we say that q ≤ q′ if for all u ∈ V the inequality q′(u) ≤ q(u) is satisied. Note that
this order is opposite from what one would expect when comparing form values; we rather
compare the size of form domains than their values. Indeed, the following characterization
holds.
q ≤ q′ if and only if D(q) ⊆ D(q′) and q′(u) ≤ q(u) for each u ∈ D(q).
1.2.2 Closed forms
In this section we study properties of quadratic forms that make them accessible to func-
tional analytic investigations. Given a quadratic form on a topological vector space, we
irst introduce a natural vector space topology on its domain and then show that its com-
pleteness is related to lower semicontinuity of the form.
Deinition 1.25 (Form topology). Let (V, τ) be a topological vector space and let q be a
quadratic form on V . The form topology τq is is the smallest topology on D(q) containingboth the subspace topology of τ and the topology generated by the seminorm ∥ · ∥q.
Obviously, the form topology is a vector space topology and a net converges with respect
to τq if and only if it converges with respect to both τ and ∥ · ∥q.
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Deinition 1.26. (Closedness and closability) Let (V, τ) be a topological vector space. A
a quadratic form q on V is called closed (with respect to τ) if the topological vector space
(D(q), τq) is complete. It is called closable if it possesses a closed extension.
We start by proving that closedness is preserved under restrictions and that closed forms
on a topological vector space form a cone.
Lemma 1.27 (Form restriction). Let (V, τ) be a topological vector space and let q be a
closed form on V . Let (V˜ , τ˜) be a complete topological vector space and ι : V˜ → V a
continuous linear map. Then q ◦ ι is a closed quadratic form on V˜ .
Proof. We set q˜ := q ◦ ι. Obviously, q˜ is a quadratic form. We show that (D(q˜), τ˜q˜) is
complete. To this end, let (ui) be a τ˜q˜-Cauchy net in D(q˜). The completeness of (V˜ , τ˜)implies that it has a τ˜ -limit u. By the continuity and the linearity of ι, and the deinition
of q˜, the net ι(ui) is τq-Cauchy. Since q is closed it has a τq-limit v ∈ D(q). From thecontinuity of ι we infer ι(u) = v. This shows ui → u with respect to τ˜q˜.
Remark 1.28. The completeness assumption on (V˜ , τ˜) in the previous lemma is necessary.
For example, consider V = R with the Euclidian topology and V˜ = Q with the induced
subspace topology. The quadratic form q : R → [0,∞), x 7→ x2 is closed as its form
topology is the Euclidean topology. However, its restriction to Q is not closed since Q with
the Euclidean topology is not complete.
Lemma 1.29 (Form sum). Let (V, τ) be a topological vector space and let q and q˜ be closed
quadratic forms on V .
q + q˜ : V → [0,∞], u 7→ q(u) + q˜(u)
is a closed quadratic form. Its domain satisies D(q + q˜) = D(q) ∩D(q˜).
Proof. This is straightforward.
Remark 1.30. In order to prove that the form sum of q and q˜ is closed, it actually suices
to assume that q is closed on (V, τ) and that q˜ is closed on (D(q), τq).
We now turn to proving characterizations of closedness and closability of forms in terms
of their continuity properties. The irst continuity property that we discuss is lower semi-
continuity.
Deinition 1.31 (Lower semicontinuity). Let (V, τ) be a topological vector space. A
function f : V → R ∪ {∞} ∪ {−∞} is called lower semicontinuous (with respect to τ) if
for all nets (ui) in V and all u ∈ V the convergence ui → u with respect to τ implies
f(u) ≤ lim inf
i
f(ui).
Lower semicontinuity of a function f can be characterized in terms of closedness of its
epigraph
epif := {(u, λ) ∈ V × R | f(u) ≤ λ}.
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Lemma 1.32. Let (V, τ) be a topological vector space. A function f : V → R∪{∞}∪{−∞}
is lower semicontinuous if and only if epif is closed in V × R. In particular, if (V, τ) is
metrizable, then f is lower semicontinuous if and only if for all sequences (un) in V andall u ∈ V the convergence un → u with respect to τ implies
f(u) ≤ lim inf
n→∞
f(un).
Proof. The statements follow immediately from the deinitions and the fact that in metriz-
able spaces closed sets can be characterized by sequences.
Proposition 1.33 (Lower semicontinuous forms are closed). Let (V, τ) be a complete
topological vector space. A lower semicontinuous quadratic form on V is closed.
Proof. Let q be a lower semicontinuous quadratic form on V and let (ui) be a Cauchy netin (D(q), τq). We need to show that it has a limit with respect to τq.
The completeness of (V, τ) implies that (ui) has a τ -limit u ∈ V . From the lower semicon-tinuity of q we infer
q(u− ui) ≤ lim inf
j
q(uj − ui).
Since (ui) is Cauchy with respect to q, this inequality implies u ∈ D(q) and ui → u withrespect to q. We obtain ui → u with respect to τq.
Remark 1.34. The completeness assumption on (V, τ) in the previous proposition is
necessary. For example, consider the the rational numbers Q equipped with the standard
Euclidian topology and the quadratic form q : Q → [0,∞), x 7→ x2. Obviously, q is
continuous but not closed. The same is true for any non-complete pre-Hilbert space and
the quadratic form coming from its inner product.
For the converse of the previous proposition, we do not need completeness of the underlying
space.
Theorem 1.35 (Closed forms are lower semicontinuous). Let (V, τ) be a topological vector
space. A closed quadratic form on V is lower semicontinuous.
Proof. Let q be a closed quadratic form on V . Let (ui)i∈I be a net in V that τ -convergesto u. Without loss of generality we assume that (q(ui)) is bounded and
lim
i
q(ui) = lim inf
i
q(ui) <∞.
The idea of the proof is as follows. We use the boundedness of (ui) with respect to q toconstruct a q-weakly convergent subnet. We then use certain inite convex combinations
of this subnet to make it q-strongly convergent and identify its q-limit as u. The fact that
q1/2 is convex then yields the claim. Since (V, τ) need not be locally convex, taking convex
combinations of (ui) need not yield a τ -convergent net. This is why some care is necessarywhen choosing the convex combinations.
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Let O denote the set of all balanced zero neighborhoods of (V, τ). It is a neighborhood
base of zero for the topology τ .
Claim 1: For each i ∈ I and U ∈ O, there exists a function φ(i, U, ·) : N → I with the
following properties.
(a) i ≺ φ(i, U, k) for all k ∈ N.
(b) If F ⊆ N inite, then ∑
k∈F
(uφ(i,U,k) − u) ∈ U.
(c) The sequence of Césaro means (
1
N
N∑
k=1
uφ(i,U,k)
)
N≥1
is ∥ · ∥q - Cauchy.
Proof of Claim 1. Since (V, τ) is a topological vector space and ui → u with respect to
τ , we can inductively deine a function φ˜(i, U, ·) : N → I that satisies properties (a) and
(b). By our assumptions the sequence (uφ˜(i,U,k))k is ∥ · ∥q -bounded. Hence, we can applythe Banach-Saks theorem, Lemma 1.24, to obtain a subsequence whose Césaro means are
∥ · ∥q -Cauchy. This subsequence still satisies (a) and (b) and Claim 1 follows. △
Using the axiom of choice, for each i ∈ I and U ∈ O we choose a function φ(i, U, ·) as in
Claim 1 and deine
v(i,U,N) :=
1
N
N∑
k=1
uφ(i,U,k).
We introduce a preorder on the set J := I ×O ×N by letting (i, U,M) ≺ (j,W,N) if and
only if i ≺ j, W ⊆ U and M ≤ N . Clearly, (J,≺) is upwards directed.
Claim 2: The net (vj)j∈J converges to u with respect to τ .
Proof of Claim 2. Let U ∈ O be given. For W ⊆ U we use property (b) of φ and that W
is balanced to obtain
v(i,W,N) − u =
1
N
N∑
k=1
(uφ(i,W,k) − u) ∈
1
N
W ⊆ W ⊆ U.
Since O is a neighborhood base around zero, this proves Claim 2. △
Claim 3: The inequality
lim
j∈J
q(vj) ≤ lim
i∈I
q(ui).
holds.
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Proof of Claim 3. According to property (c) of φ, the limit limj q(vj) exists. Now, let ε > 0and choose i0 ∈ I such that for each i′ ≻ i0 we have
q(ui′)
1/2 ≤ lim
i
q(ui)
1/2 + ε.
Property (a) of φ states that i′ ≺ φ(i′, U, k). Therefore, i′ ≻ i0 implies
q(v(i′,U,N))
1/2 ≤
1
N
N∑
k=1
q(uφ(i′,U,k))
1/2 ≤ lim
i
q(ui)
1/2 + ε,
which shows Claim 3. △
Combining Claim 1 and Claim 2 we obtain that (vj) is τq-Cauchy. Thus, the closedness of
q yields that (vj) has a τq-limit v ∈ D(q). The uniqueness of τ -limits and Claim 2 thenimplies u = v. We use this observation and Claim 3 to obtain
q(u) = lim
j∈J
q(vj) ≤ lim
i
q(ui).
This inishes the proof of the theorem.
For locally convex spaces, the previous two observations can be somewhat strengthened by
equipping V with the weak topology. This is discussed next.
Theorem 1.36. Let (V, τ) be a complete locally convex topological vector space and let q
be a quadratic form on V . The following assertions are equivalent.
(i) q is closed.
(ii) q is lower semicontinuous with respect to τ .
(iii) q is lower semicontinuous with respect to σ(V, V ′).
Proof. (ii) ⇔ (iii): By Lemma 1.32 it suices to show the following.
Claim: epi∥ · ∥q is closed in V × R when V is equipped with τ if and only if epi∥ · ∥q isclosed in V × R when V is equipped with σ(V, V ′).
Proof of the claim: This is a consequence of the following observations.
• The convexity of ∥ · ∥q implies that its epigraph epi∥ · ∥q is a convex subset of V ×R.
• The space V ×R equipped with the product topology of τ and the standard Euclidean
topology on R is a locally convex vector space.
• The topology σ(V × R, (V × R)′) on V × R is the product topology of σ(V, V ′) and
the standard metric topology on R.
• For convex sets in locally convex vector spaces, the weak closure and the closure with
respect to the original topology coincide, see Theorem 1.5. △
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(i) ⇔ (ii): This was proven in Proposition 1.33 and Theorem 1.35.
Remark 1.37. • The observation of Theorem 1.35 that closed forms on complete topo-
logical vector spaces are lower semicontinuous seems to be new in this generality. In
the literature we could only ind proofs for the case when the underlying space is a
Hilbert space, cf. Proposition 1.51. Some proofs for the Hilbert space case can be
adapted to the situation when the underlying space is locally convex. In this sense,
the novelty of our result lies in removing this assumption. In later chapters we apply
the theory to the topological vector space (L0(m), τ(m)), which need not be locally
convex, cf. Section 1.1.2.
• The equivalence of (ii) and (iii) in the previous theorem is well known, see e.g. [8,
Proposition 2.10]. Indeed, it holds true for all convex functions.
• We have shown that closedness and lower semicontinuity of the form norm coincide.
The only tool we used in the course of the proof was the Banach-Saks theorem.
Hence, we could treat any convex function, for which some form of the Banach-Saks
theorem holds, with the same methods. For example, if (V, τ) is a topological vector
space and ∥ · ∥ is a norm on some subspace W ⊆ V such that the completion of
(W, ∥ · ∥) is relexive, then our theorem holds for the function
f : V → [0,∞], u 7→
{
∥u∥ if u ∈ W
∞ else .
Naturally, the space (D(q)/ ker q, q) is an inner product space and one may wonder whether
closedness is related to its completeness. This is indeed true under one additional assump-
tion.
Theorem 1.38. Let (V, τ) be a complete topological vector space and let q be a quadratic
form on V . Assume that (D(q), τq) is metrizable. Then each two of the following assertionsimply the third.
(i) q is closed.
(ii) The kernel ker q is τ -closed and the canonical embedding
(D(q)/ ker q, q)→ (V / ker q, τ/ ker q), u+ ker q 7→ u+ ker q
is continuous.
(iii) (D(q)/ ker q, q) is a Hilbert space.
Before proving the theorem we need the following characterization of the quotient topology
τq/ ker q.
Lemma 1.39. The topology τq/ ker q on D(q)/ ker q is the smallest topology containingboth τ/ ker q and the topology generated by the form norm ∥ · ∥q.
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Proof. Let τ˜ denote the smallest topology on D(q)/ ker q containing both τ/ ker q and the
topology generated by the form norm ∥ · ∥q. Furthermore, let
π : D(q)→ D(q)/ ker q, u 7→ u+ ker q
be the canonical projection. For ε > 0 and v ∈ D(q), we set
Bε(v) := {u ∈ D(q) | ∥u− v∥q < ε} and B˜ε(π(v)) := {w ∈ D(q)/ ker q | ∥w − π(v)∥q < ε}.
Lemma 1.3 implies that the collection
{π(U) ∩ B˜ε(π(v)) | U ∈ τ, ε > 0, v ∈ D(q)}
is a basis for the topology τ˜ and that
{π(U ∩ Bε(v)) | U ∈ τ, ε > 0, v ∈ D(q)}
is a basis for the topology τq/ ker q. Since u ∈ Bε(v) if and only if π(u) ∈ B˜ε(π(v)), weobtain
π(U ∩ Bε(v)) = π(U) ∩ B˜ε(π(v)).
This inishes the proof of the lemma.
Proof of Theorem 1.38. (i) & (ii)⇒ (iii): Let (un) be a Cauchy sequence in (D(q)/ ker q, q).By assertion (ii) it is also τ/ ker q - Cauchy. Therefore, the characterization of τq/ ker q ofthe previous lemma shows that (un) is Cauchy with respect to τq/ ker q.
Since ker q is τq-closed and (D(q), τq) is complete, Lemma 1.4 implies the completeness of
(D(q)/ ker q, τq/ ker q). Hence, (un) converges to some limit u ∈ D(q)/ ker q with respectto τq/ ker q. By the characterization of τq/ ker q of the previous lemma, we obtain un → uwith respect to the form norm.
(i) & (iii) ⇒ (ii): The lower semicontinuity of q implies that ker q is τ -closed. It remains
to show the continuity of the embedding. Since ker q is a τq-closed subspace of D(q), (i)and Lemma 1.4 imply that (D(q)/ ker q, τq/ ker q) is an F -space. Furthermore, (iii) yieldsthe completeness of (D(q)/ ker q, q). With this at hand, (ii) is a consequence of the open
mapping theorem, Theorem 1.2, applied to
(D(q)/ ker q, τq/ ker q)→ (D(q)/ ker q, q), u+ ker q 7→ u+ ker q
and the characterization of τq/ ker q of the previous lemma.
(ii) & (iii)⇒ (i): Let (un) be τq - Cauchy. Assertion (iii) implies that (un) has a ∥·∥q - limit
u ∈ D(q). By (ii) we obtain un + ker q → u + ker q with respect to τ/ ker q. Furthermore,the completeness of (V, τ) implies that (un) has a τ -limit v. The deinition of τ/ ker q yields
un+ker q → v+ker q with respect to τ/ ker q. Since ker q is τ -closed, the topology τ/ ker qis Hausdorf and we obtain u+ ker q = v + ker q. This inishes the proof.
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Remark 1.40. • The previous theorem seems to be new. However, we note that the
implication (i) & (ii)⇒ (iii) is implicitly used in the literature to prove that extended
Dirichlet spaces are Hilbert spaces, see Theorem 2.28 and Remark 2.29.
• We used the metrizability condition in the previous theorem to guarantee that the
open mapping theorem holds. One can weaken this assumption to asking that the
open mapping theorem is valid for mappings from (D(q)/ ker q, τq/ ker q) to a Hilbertspace.
• The form topology is metrizable if (V, τ) is metrizable but this condition is by no
means necessary. If ker q = {0} and (ii) holds, then τq is automatically metrizable asin this situation the form norm ∥ · ∥q induces the form topology. Further exampleswhere τq is automatically metrizable are provided by resistance forms, see Section 2.1or, more generally, by irreducible energy forms, see Corollary 2.37.
Based on the previous observations we can also give characterizations for closability of
quadratic forms.
Proposition 1.41. Let (V, τ) be a complete topological vector space and let q be a quadratic
form on V . The following assertions are equivalent.
(i) q is closable.
(ii) Every q-Cauchy net (ui) in D(q) that τ -converges to 0 satisies
lim
i
q(ui) = 0.
(iii) q is lower semicontinuous on (D(q), τ), i.e., for all nets (ui) in D(q) and all u ∈ D(q)the convergence ui → u with respect to τ implies
q(u) ≤ lim inf
i
q(ui).
If one of the above conditions is satisied, the form q¯ given by
q¯ : V → [0,∞], u 7→ q¯(u) :=
{lim
i
q(ui) if (ui) in D(q) is q-Cauchy and satisies ui → u
∞ else
is a closed extension of q. Furthermore, q¯ is the smallest closed extension of q, i.e., any
closed extension of q is an extension of q¯.
Proof. (i) ⇒ (iii): Let q˜ be a closed extension of q and let (ui) be a net in D(q) that
τ -converges to u ∈ D(q). Since q˜ is closed, Theorem 1.35 yields
q(u) = q˜(u) ≤ lim inf
i
q˜(ui) = lim inf
i
q(ui).
This shows (iii).
22 1. Quadratic forms on topological vector spaces
(iii) ⇒ (ii): Let (ui) be a q-Cauchy net that τ -converges to 0. From (iii) we infer
q(ui) ≤ lim inf
j
q(ui − uj).
Since (ui) was assumed to be q-Cauchy, this implies (ii).
(ii) ⇒ (i): It suices to show that q¯ is a closed quadratic form. By assertion (ii) the
functional q¯ is well deined and coincides with q on D(q). It follows immediately from its
deinition that q¯ is a quadratic form. It remains to show its closedness.
To this end, let (ui) be a τq¯-Cauchy net in D(q¯). Since the space (V, τ) is complete, it
τ -converges to some limit u ∈ V . We have to prove u ∈ D(q¯) and that (ui) q¯-converges to
u. The deinition of q¯ implies that for each ε > 0, each zero neighborhood U ∈ τ and each
i, there exists an element u(i,ε,U) ∈ D(q) such that
∥ui − u(i,ε,U)∥q¯ < ε and ui − u(i,ε,U) ∈ U.
We introduce a preorder on the triplets (i, ε, U) by letting (i, ε, U) ≺ (i′, ε′, U ′) if and only
if i ≺ i′, ε ≥ ε′ and U ⊇ U ′. The so constructed net (u(i,ε,U)) is q-Cauchy and τ -convergesto u. This implies u ∈ D(q¯). Using the deinition of q¯, we obtain
∥u− uj∥q¯ ≤ ∥u− u(j,δ,V )∥q¯ + ∥uj − u(j,δ,V )∥q¯ = lim
(i,ε,U)
∥u(i,ε,U) − u(j,δ,V )∥q + ∥uj − u(j,δ,V )∥q¯.
Hence, the properties of (ui,ε,U) yield uj → u with respect to q¯. This concludes the proofof the implication (ii) ⇒ (i).
The minimality statement about q¯ is obvious and the rest was proven along the way.
Deinition 1.42 (Closure of a quadratic form). Let (V, τ) be a complete topological vector
space and let q be a closable quadratic form on V . The form q¯ that was introduced in the
previous proposition is called the closure of q.
Remark 1.43. • The previous proposition is well-known for L2-spaces. However, in
this generality, a characterization of closability seems to be new.
• The previous proposition shows that if q is closable, the domain of its closure q¯ is
given by
D(q¯) = {u ∈ V | there exists a q-Cauchy net (ui) in D(q) with ui → u}.
1.2.3 Some technical lemmas on quadratic forms
In this subsection we discuss several technical lemmas for quadratic forms on topological
vector spaces. They provide various convergence results, which will be useful later on.
1.2 Quadratic forms 23
Lemma 1.44. Let (V, τ) be a topological vector space and let q be a lower semicontinuous
quadratic form on V . Let (ui) be a net in D(q) and let u ∈ D(q). The following assertionsare equivalent.
(i) ui → u with respect to τq.
(ii) ui → u with respect to τ and
lim sup
i
q(ui) ≤ q(u).
Proof. The implication (i) ⇒ (ii) is clear as convergence with respect to ∥ · ∥q implies
q(ui)→ q(u).
(ii) ⇒ (i): We use that q is a quadratic form and obtain
lim sup
i
q(u− ui) = lim sup
i
(2q(u) + 2q(ui)− q(u+ ui)) .
The subadditivity of lim sup and the assumption on q(ui) yields
lim sup
i
q(u− ui) ≤ 4q(u)− lim inf
i
q(u+ ui).
From the lower semicontinuity of q we infer
4q(u) = q(2u) ≤ lim inf
i
q(u+ ui).
This inishes the proof.
Lemma 1.45. Let (V, τ) be a topological vector space and let q be a lower semicontinuous
form on V . Let (ui) be a ∥ · ∥q-bounded net in D(q) that τ -converges to u. Then it q-weaklyconverges to u.
Proof. The lower semicontinuity of q and the ∥ · ∥q-boundedness of (ui) imply u ∈ D(q).Hence, we can assume u = 0.
The boundedness of (ui) implies that for each v ∈ D(q) we have
−∞ < lim inf
i
q(ui, v) ≤ lim sup
i
q(ui, v) <∞.
Let M ≥ 0 such that ∥ui∥q ≤ M for each i. Since τ is a vector space topology, for α > 0and v ∈ D(q), we obtain v − αui → v with respect to τ . The lower semicontinuity of qyields
q(v) ≤ lim inf
i
q(v − αui)
= lim inf
i
(
q(v)− 2αq(ui, v) + α
2q(ui)
)
≤ lim inf
i
(
q(v)− 2αq(ui, v) + α
2M2
)
= q(v)− 2α lim sup
i
q(ui, v) + α
2M2.
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Hence, for all α > 0 we obtain 2 lim supi q(ui, v) ≤ αM2, which implies lim supi q(ui, v) ≤ 0.Since v was arbitrary, we also have lim supi q(ui,−v) ≤ 0 and conclude
0 ≤ lim inf
i
q(ui, v) ≤ lim sup
i
q(ui, v) ≤ 0.
This inishes the proof.
An immediate consequence of the previous lemma is the following.
Corollary 1.46. Let (V, τ) be a topological vector space and let q be a lower semicontinuous
quadratic form on V . Let (ui) be a ∥ · ∥q-bounded net that τ -converges to u and q-weaklyconverges to v. Then u− v ∈ ker q.
Remark 1.47. • Lemma 1.44 is certainly well-known in some special cases. It can be
found in the literature when the underlying space is a Hilbert space. A related result
when the underlying space is the space of all functions on a discrete set equipped
with the topology of pointwise convergence is [63, Theorem 1.9]. Lemma 1.45 is an
extension of [51, Lemma I.2.12] to arbitrary topological vector spaces.
• Both lemmas do not require the topological vector space to be complete nor the form
to be closed. The given proofs are new and make direct use of lower semicontinuity
instead of using some form of the Banach-Saks theorem.
Lemma 1.48. Let V be a vector space and let q be a quadratic form on V . Let (ui) be a
∥ · ∥q-bounded net that q-weakly converges to u ∈ D(q). Then
q(u) ≤ lim inf
i
q(ui).
Proof. Let (H, q¯) be the Hilbert space completion of (D(q)/ ker q, q). We equip H with
the vector space topology of q¯-weak convergence, which we denote by W . Since (H, q¯)
continuously embeds into (H,W), the form topology Wq¯ coincides with the Hilbert spacetopology of (H, q¯). Therefore, q¯ is a closed form on the topological vector space (H,W).
By Theorem 1.35 it is lower semicontinuous. The ∥ ·∥q-boundedness of (ui) and the q-weakconvergence ui → u imply the q¯-weak convergence ui → u. Hence, the statement followsfrom the lower semicontinuity of q¯.
Lemma 1.49. Let V be a vector space and let q, q′ be two quadratic forms on V . Assume
that for all u ∈ D(q) the inequality q′(u) ≤ q(u) holds. If (ui) is a ∥ · ∥q-bounded net in
D(q) that q-weakly converges to u ∈ D(q), then (ui) converges q′-weakly to u.
Proof. Let (H, q¯) be the Hilbert space completion of (D(q)/ ker q, q). The inequality be-
tween q′ and q allows us to uniquely extend q′ to a quadratic form q¯′ on H, which is
continuous with respect to q¯. In particular, this extension q¯′ is a lower semicontinuous
quadratic form on the Hilbert space (H, q¯). Since Hilbert spaces are locally convex, we
can apply Theorem 1.36 to obtain that q¯′ is lower semicontinuous with respect to q¯-weak
convergence.
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The ∥ · ∥q-boundedness of (ui) and the q-weak convergence ui → u imply the q¯ weakconvergence ui → u. Furthermore, the inequality between q and q′ yields that (ui) is
∥ · ∥q¯′-bounded. Now, the statement follows from Lemma 1.45 and the fact that q¯′ is lowersemicontinuous with respect to q¯-weak convergence.
Remark 1.50. • The previous two lemmas are well-known. Lemma 1.48 is a standard
result in Hilbert space theory while an L2-version of Lemma 1.49 is shown in [26,
Lemma 3.2.2]. We included the (short) proofs to emphasize that both can be seen
as applications of Theorem 1.35 and of Theorem 1.36, respectively.
• If (D(q)/ ker q, q) is a Hilbert space, the boundedness assumption on (ui) can bedropped in the previous two lemmas. In this case, the Banach-Steinhaus theorem
implies that boundedness automatically follows from weak convergence.
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For the rest of this thesis we only deal with forms on Lebesgue spaces of measurable
functions. These spaces are not only vector spaces, but have an order structure and allow
algebraic manipulations. Therefore, their form theory is richer than in the abstract setting.
In this section we give a glimpse at this observation by discussing the very basics of Dirichlet
form theory. To this end, we basically follow [26] and [51] with some slight modiications.
Furthermore, we introduce extended Dirichlet spaces in the light of the theory that we
developed in the previous section and provide a new and short proof for their existence.
At the end of this section, we discuss how closed forms on L2fin(m) can be approximatedby continuous ones.
1.3.1 Closed forms on L2(m) and associated objects
Let q be a quadratic form on the Hilbert space L2(m). For α > 0 and f ∈ L2(m) we set
qα(f) := q(f) + α∥f∥
2
2.
The associated form norm ∥ · ∥qα induces the form topology of q on D(q). Since L2(m) isa subspace of L0(m), we can extend q to a quadratic form on L0(m) by letting
q(f) :=∞ for f ∈ L0(m) \ L2(m).
With this convention the domain of q when considered as a form on L2(m) and when
considered as a form on L0(m) coincide. In this case, the characterizations of closedness
of the previous section read as follows.
Proposition 1.51. Let q be a quadratic form on L2(m). Then the following assertions
are equivalent.
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(i) q is closed on L2(m).
(ii) q is lower semicontinuous with respect to strong convergence on L2(m).
(iii) q is lower semicontinuous with respect to weak convergence on L2(m).
(iv) For one/any α > 0, the space (D(q), qα) is a Hilbert space.
(v) For one/any α > 0, the form qα is closed on L0(m).
If, additionally, m is localizable, then all of these assertions are equivalent to the following.
(vi) For one/any α > 0, the form qα is lower semicontinuous on L0(m).
Proof. The equivalence of (i), (ii), (iii) and (iv) is an immediate consequence of the discus-
sion in Section 1.2.2. Since D(q) = D(qα), the equivalence of assertions (iv) and (v) followsfrom the deinition of closedness and the observation that (D(qα), qα) is continuously em-bedded in L0(m). Ifm is localizable, Theorem 1.10 shows that the space L0(m) is Hausdorf
and complete. Hence, the equivalence of (v) and (vi) is guaranteed by Proposition 1.33
and Theorem 1.35.
Remark 1.52. The equivalence of the assertions (i) - (iv) in the previous lemma is well
known and holds even if L2(m) is replaced by an arbitrary Hilbert space. However, the
last conditions (v) and (vi) stand out as they pay tribute to the fact that L2(m) is a vector
space of functions that continuously embeds into L0(m). In particular, they show that
closed quadratic forms on L2(m) can be interpreted as special examples of certain closed
quadratic forms on L0(m).
Every closed quadratic form on L2(m) comes with a whole zoo of associated objects. We
do not assume that the domains of the forms are dense in L2(m). Therefore, we comment
on some necessary modiications.
Let q be a closed quadratic form on L2(m). We denote by D(q) the closure of D(q) in
L2(m). The domain of the associated operator L is given by
D(L) := {f ∈ D(q) | there exists h ∈ D(q) s.t. q(f, g) = ⟨h, g⟩ for all g ∈ D(q)},
on which it acts by f 7→ Lf := h. Note that L can be viewed as an operator on D(q) and
as an operator on L2(m), where it may not be densely deined. The important observation
is that L is densely deined, positive and self-adjoint on D(q). Its square root L1/2 exists
in D(q) and satisies
q(f) =
{
⟨L1/2f, L1/2f⟩ if f ∈ D(L1/2)
∞ else .
In particular, the domain of q is given by D(q) = D(L1/2). On D(q) the form q has an
associated semigroup (Tt)t>0 and an associated resolvent (Gα)α>0, which are deined by
Tt := e
−tL and Gα := (L+ α)−1.
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Both objects are strongly continuous and self-adjoint. We extend them to L2(m) by setting
Ttf := Gαf := 0 for f ∈ D(q)⊥. These extended versions still satisfy the semigroup andresolvent equations but need not be strongly continuous. For f ∈ L2(m) the resolvent Gαfis the unique element in D(q) that satisies
qα(Gαf, g) = ⟨f, g⟩ for all g ∈ D(q).
1.3.2 Dirichlet forms
In this subsection we briely recall the notion of (regular) Dirichlet forms and discuss
properties of the associated objects.
Deinition 1.53 (Normal contraction). A normal contraction is a function C : Rn → R
that satisies
C(0) = 0 and |C(x)− C(y)| ≤
n∑
i=1
|xi − yi| for every x, y ∈ Rn.
We call a normal contraction C : R→ R an ε-cutof if C is monotone increasing, maps R
to the bounded interval [−ε, 1 + ε] and satisies C(x) = x for every x ∈ [0, 1].
Deinition 1.54 (Markovian form / Dirichlet form). A quadratic form E on L2(m) is
called Markovian if for every ε > 0 there exists an ε-cutof Cε such that for all u ∈ L2(m)the inequality
E(Cε ◦ u) ≤ E(u)
holds. A closed Markovian form is called Dirichlet form. If, additionally, X is a separable
locally compact metric space, m is a Radon measure of full support and the space
Cc(X) ∩D(E)
is dense in the Hilbert space (D(E), E1) and in (Cc(X), ∥ · ∥∞), then E is called regular.
Remark 1.55. • Some authors reserve the term normal contraction exclusively for
contractions in one dimension. As the distinction between one and more dimensions
is somewhat artiicial we ignore it and use the term as indicated above. The concept
of what we have called ε-cutof is widely used in Dirichlet form theory without a
special name.
• Usually Dirichlet forms are required to have a dense domain in L2(m). Dirichlet
forms without dense domain are sometimes called Dirichlet forms in the wide sense,
see [26, Section 1.3]. Since all the theorems from Dirichlet form theory that we use
in this thesis remain true in the non densely-deined setting, we do not make this
distinction.
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Dirichlet forms can be characterized by somewhat stronger contraction properties than
Markovian forms, see [51, Theorem I.4.12].
Theorem 1.56. Let E be a closed quadratic form on L2(m). Then the following assertions
are equivalent.
(i) E is a Dirichlet form.
(ii) For every normal contraction C : R→ R and every f ∈ L2(m), the inequality
E(C ◦ f) ≤ E(f)
holds.
(iii) For every normal contraction C : Rn → R and all f1, . . . , fn ∈ L2(m), the inequality
E(C(f1, . . . , fn))
1/2 ≤
n∑
k=1
E(fk)
1/2
holds.
(iv) For all f, f1, . . . , fn ∈ L2(m), the inequalities
|f(x)| ≤
n∑
k=1
|fk(x)| and |f(x)− f(y)| ≤
n∑
k=1
|fk(x)− fk(y)| for m-a.e. x, y ∈ X
imply
E(f)1/2 ≤
n∑
k=1
E(fk)
1/2.
Remark 1.57. Philosophically, a form E being Markovian means that for each ε one can
ind suiciently smooth ε-cutofs that decrease the value of the form. If, additionally, the
form is closed, the previous theorem shows that smoothness of the cutof can be replaced
by Lipschitz continuity.
The Markov property of Dirichlet forms can be characterized in terms of properties of
the associated semigroup and the associated resolvent. This is discussed next. A linear
operator T : L2(m) → L2(m) is Markovian if for each f ∈ L2(m) with 0 ≤ f ≤ 1 the
inequality
0 ≤ Tu ≤ 1
holds. For later purposes we note that self-adjoint Markovian operators can be extended to
continuous operators on L1(m). More precisely, if T is Markovian, then f ∈ L1(m)∩L2(m)
implies Tf ∈ L1(m) ∩ L2(m) and
∥Tf∥1 ≤ ∥f∥1,
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see e.g. [26, Section 1.5]. Since L1(m) ∩ L2(m) is dense in L1(m), this implies that T
uniquely extends to a contraction T 1 on L1(m). Dirichlet forms can be characterized by
the Markov property for the associated semigroup and the associated resolvent, see e.g.
[26, Theorem 1.4.1].
Lemma 1.58. Let E be a closed quadratic form on L2(m). The following assertions are
equivalent.
(i) E is a Dirichlet form.
(ii) For each α > 0, the operator αGα is Markovian.
(iii) For each t > 0, the operator Tt is Markovian.
1.3.3 Extended Dirichlet spaces
In this subsection we show that Dirichlet forms have a closed extension to L0(m) when
the underlying measure is localizable. This L0-closure is nothing more but the extended
Dirichlet space, a well known and important object in Dirichlet form theory. In later
chapters it will serve as one of the main examples for energy forms.
Recall that for a form E on L2(m) we use the convention E(f) =∞ if f ∈ L0(m) \L2(m).
Theorem 1.59 (Closability of Dirichlet forms on L0(m)). Let m be localizable. Every
Dirichlet form on L2(m) is closable on L0(m).
Proof. Let E be a Dirichlet form. Since m is localizable, the space L0(m) is complete, see
Theorem 1.10. By Proposition 1.41 it suices to show the lower semicontinuity of E on its
domain D(E).
To this end, let (fi) in D(E) and let f ∈ D(E) with fi m→ f be given. Without loss ofgenerality we may assume
lim
i
E(fi) = lim inf
i
E(fi) <∞.
Claim: The inequality E(f) ≤ lim inf E(fi) holds under the additional assumption thatthere exists some constant M > 0 such that for all i the inequality |fi| ≤M holds.
Proof of the Claim. Let φ ∈ L1(m) ∩ L2(m) and let α > 0. Since E is a Dirichlet
form, the associated resolvent Gα is a contraction on L1(m). In particular, it satisies
Gαφ ∈ L
1(m) ∩ L2(m). Using this observation, the form characterization of the resolvent
and Lebesgue’s dominated convergence theorem, Lemma 1.14, we infer
E(fi, Gαφ) = ⟨fi, φ⟩ − α⟨fi, Gαφ⟩
i
−→ ⟨f, φ⟩ − α⟨f,Gαφ⟩ = E(f,Gαφ).
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Since elements of the form Gαφ with φ ∈ L1(m)∩L2(m) are E-dense in D(E) and the net
(E(fi)) is bounded, we obtain
lim
i
E(fi, g) = E(f, g) for each g ∈ D(E).
This implies the claim as in inner product spaces the corresponding norm is lower semi-
continuous with respect to weak convergence, see Lemma 1.48. △
For M > 0, we let the normal contraction CM : R→ R be given by
CM(x) = (x ∧M) ∨ (−M).
Obviously, the convergence CM ◦ f → f as M → ∞ holds in L2(m). From the lowersemicontinuity of E on L2(m) we derive
E(f) ≤ lim inf
M→∞
E(CM ◦ f).
Furthermore, for each M > 0 we have CM ◦ fi m→ CM ◦ f . An application of the previouslyproven claim and the contraction properties of Theorem 1.56 (ii) yield
E(CM ◦ f) ≤ lim inf
i
E(CM ◦ fi) ≤ lim inf
i
E(fi).
This inishes the proof.
Deinition 1.60 (Extended Dirichlet space). Let E be a Dirichlet form on L2(m). Its
closure on L0(m) is called its extended form and is denoted by Ee. The domain D(Ee) isthe extended Dirichlet space of E .
Remark 1.61. • In the literature the extended Dirichlet space is introduced in a
slightly diferent manner. It is deined to be the space
{f ∈ L0(m) | there exists an E-Cauchy sequence (fn) with fn → f m-a.e.}
to which the form extends. This bears a close resemblance to the characterization
of the closure of a form given in Proposition 1.41 but with convergence in measure
replaced by almost everywhere convergence. When m is σ-inite, convergence in
measure can be characterized by almost everywhere convergence. In this case, a
sequence (fn) satisies fn m→ f if and only if any subsequence of (fn) has a subsequencethat converges to f m-a.e., see Subsection 1.1.2. With this characterization at hand,
it is not hard to see that in the σ-inite situation our deinition coincides with the
classical one. However, we believe that our deinition is somewhat more natural from
a functional analytic viewpoint.
• The extended Dirichlet space and the extension of the form to it were introduced in
[69] under some topological assumptions on the underlying space X and the measure
m. That it can also be deined for σ-inite m without further assumptions was irst
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realized in [65, 66]. The main advantages of our approach are its generality, it works
for localizable m, and its brevity. Combining our result and Theorem 1.35, we obtain
another main result of [65, 66], namely the lower semicontinuity of extended Dirichlet
forms on L0(m).
We inish this subsection by discussing the relation of the domain of E and Ee.
Proposition 1.62. Let m be localizable and let E be a Dirichlet form on L2(m). Then
D(E) = D(Ee) ∩ L2(m).
Proof. The inclusion D(E) ⊆ D(Ee) ∩ L2(m) is obvious; we only prove the opposite inclu-sion. The characterization of closures of quadratic forms in Proposition 1.41 yields that
for f ∈ D(Ee)∩L2(m) there exists an E-Cauchy net (fi) in D(E) with fi m→ f . Lebesgue’sdominated convergence theorem shows that for each ixed j the functions
f˜i,j := (fi ∧ |fj|) ∨ (−|fj|)
converge in L2(m) towards gj := (f ∧ |fj|)∨ (−|fj|) . Applying Lebesgue’s theorem again,we obtain gj → f in L2(m). The L2-lower semicontinuity of E yields
E(f)1/2 ≤ lim inf
j
lim inf
i
E(f˜i,j)
1/2 ≤ lim inf
j
lim inf
i
(E(fi)
1/2 + 2E(fj)
1/2) <∞.
Here, we used that by Theorem 1.56 (iii) the inequalities
E(f ∧ g)1/2 ≤ E(f)1/2 + E(g)1/2 and E(f ∨ g)1/2 ≤ E(f)1/2 + E(g)1/2
hold for all f, g ∈ D(E) (cf. also the proof of Theorem 2.22). This inishes the proof.
Remark 1.63. The previous proposition is well known when m is σ-inite, see e.g. [13,
Theorem 1.1.5.]. Again, we would like to point the brevity of our proof.
1.3.4 Closed forms on L2fin(m)
This subsection is devoted to proving that each closed quadratic form on L2fin(m) can beapproximated by continuous quadratic forms on L2fin(m). To this end, we irst introducethe approximating forms and then show that they converge pointwise to the given form.
Deinition 1.64 (Approximating forms). Let q be a quadratic form on L2fin(m). For α > 0and U ∈ Bfin, the approximating form q(α,U) : L2fin(m)→ [0,∞] is deined by
f 7→ q(α,U)(f) := inf
{
q(g) + α
∫
U
(g − f)2 dm
∣∣∣∣ g ∈ L2fin(m)} .
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Remark 1.65. If m is inite, the space L2fin(m) coincides with L2(m). In this case, it canbe shown that q(α,X) is given by
q(α,X)(f) = α⟨(I − αGα)f, f⟩,
where Gα is the L2-resolvent of q. These are forms that are usually used to approximateclosed forms on L2(m), cf. [26, Section 1.3].
The following lemma shows that the approximating forms are indeed continuous quadratic
forms on L2fin(m).
Lemma 1.66. Let q be a quadratic form on L2fin(m). For each α > 0 and each U ∈ Bfin,the functional q(α,U) is a continuous quadratic form with domain D(q(α,U)) = L2fin(m).
Proof. Obviously, q(α,U) is inite on the whole space L2fin(m). We employ Lemma 1.23 toprove that q(α,U) is a quadratic form, i.e., we show that for λ ∈ R and f, f ′ ∈ L2fin(m), theinequalities
q(α,U)(λf) ≤ |λ|2q(α,U)(f)
and
q(α,U)(f + f ′) + q(α,U)(f − f ′) ≤ 2q(α,U)(f) + 2q(α,U)(f ′)
hold.
For λ ∈ R and g ∈ L2fin(m), we have
q(α,U)(λf) ≤ q(λg) + α
∫
U
(λg − λf)2 dm.
Taking the inimum and using that q is a quadratic form yields
q(α,U)(λf) ≤ |λ|2q(α,U)(f).
Let g, g′ ∈ L2fin(m). The deinition of q(α,U) and that q is a quadratic form imply
q(α,U)(f + f ′) + q(α,U)(f − f ′) ≤ q(g + g′) + α
∫
U
(g + g′ − (f + f ′))2dm
+ q(g − g′) + α
∫
U
(g − g′ − (f − f ′))2dm
= 2q(g) + 2α
∫
U
(g − f)2dm+ 2q(g′) + 2α
∫
U
(g′ − f ′)2dm
After taking the inimum over all such g, g′ we arrive at
q(α,U)(f + f ′) + q(α,U)(f − f ′) ≤ 2q(α,U)(f) + 2q(α,U)(f ′).
As already mentioned, these inequalities show that q(α,U) is a quadratic form. It remains
to prove its continuity. For f, f ′, g ∈ L2fin(m) we have
q(g) + α
∫
U
(g − (f − f ′))2 dm ≤ q(g) + 2α
∫
U
g2 dm+ 2α
∫
U
(f − f ′)2 dm.
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Taking the inimum over g yields
q(α,U)(f − f ′) ≤ 2α
∫
U
(f − f ′)2 dm.
Since q(α,U) is a quadratic form, this inequality implies its continuity and inishes the
proof.
The following lemma is the main result of this section.
Lemma 1.67 (Approximation of closed forms). Let m be localizable and let q be a closed
quadratic form on L2fin(m). For each f ∈ L2fin(m) we have
q(f) = sup{q(α,U)(f) | α > 0, U ∈ Bfin}.
Proof. The deinition of the approximating forms yields
q(f) ≥ sup{q(α,U)(f) | α > 0, U ∈ Bfin}.
We show the opposite inequality. Let f ∈ L2fin(m) be given and let ε > 0 arbitrary. Foreach α > 0 and U ∈ Bfin, we choose gα,U ∈ L2fin(m) such that
q(α,U)(f) + ε ≥ q(gα,U) + α
∫
U
(f − gα,U)
2dm.
We turn (gα,U) into a net by letting (α, U) ≺ (α′, U ′) if and only if α ≤ α′ and U ⊆ U ′.
Case 1: q(f) <∞. For V ∈ Bfin with V ⊇ U , we have∫
U
(f − gα,V )
2dm ≤
∫
V
(f − gα,V )
2dm ≤ α−1(qα,V (f) + ε) ≤ α−1(q(f) + ε).
This shows that the net (gα,U) converges to f in L2fin(m). Since q is closed on L2fin(m),Theorem 1.35 implies that q is lower semicontinuous on L2fin(m) and we infer
q(f) ≤ lim inf
(α,U)
q(gα,U).
This inequality and the choice of the gα,U yield
q(f) ≤ sup{q(α,U)(f) | α > 0, U ∈ Bfin}+ ε.
Case 2: q(f) = ∞. If the net (gα,U) converges to f , we can use the lower semicontinuityof q and argue as in Case 1. If (gα,U) does not converge to f , then there exist U ∈ Bfin,some δ > 0 and a subnet (gαi,Ui) such that for all i we have∫
U
(f − gαi,Ui)
2dm ≥ δ and U ⊆ Ui.
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The deinition of the (gα,U) and the choice of the subnet imply
qαi,Ui(f) + ε ≥ αi
∫
Ui
(f − gαi,Ui)
2dm ≥ δαi.
Since the mapping i 7→ αi is coinal, the net (αi) satisies limi αi = ∞. This inishes theproof.
Remark 1.68. In many topological spaces all lower semicontinuous functions are pointwise
limits of continuous functions, see e.g. [56]. The remarkable fact about the previous lemma
is that the continuous functions that approximate a quadratic form can be chosen to be
quadratic forms as well.
In later section we will apply the previous lemma to restrictions of closed forms on L0(m)
to L2fin(m). This is why we note the following.
Lemma 1.69. Let m be localizable and let q be a closed quadratic form on L0(m). The
restriction of q to L2fin(m) is a closed form on L2fin(m).
Proof. Sincem is localizable Proposition 1.17 shows that L2fin(m) is complete. Furthermore,the natural inclusion of L2fin(m) into L0(m) is continuous. Thus, we can apply Lemma 1.27and obtain that the restriction of q to L2fin(m) is a closed form on L2fin(m).
Chapter 2
Energy forms
In this chapter we introduce energy forms, the main objects of our studies. Our goals
are to show that energy forms are a common generalization of Dirichlet forms, extended
Dirichlet forms and resistance forms and to extend important concepts and theorems from
Dirichlet forms to energy forms. In this sense, the contents of this chapter could be seen
as a mere copy of the contents of the irst few chapters of any textbook on Dirichlet form
theory that in some way overcomes the technical di culty that energy forms do not live on
L2-spaces but on L0-spaces. However, the lack of structure of closed forms on L0 (there is
no associated semigroup, no associated resolvent and no associated self-adjoint operator),
which forces the consequent use of lower semicontinuity, leads to new and short proofs for
known results and to some new structural insights.
The irst section of this chapter provides the precise deinition of energy forms and some
important examples, among which are Dirichlet forms, extended Dirichlet forms and resis-
tance forms, see Subsection 2.1.3. The second section is devoted to contraction properties;
its main result is Theorem 2.20, an extension of Theorem 1.56 to energy forms. In the
third section we demonstrate how the contraction properties of an energy form inluence
the algebraic properties of its form domain, the concrete shape of its kernel and its con-
tinuity properties. More speciically, we prove that the form domain is a lattice and that
bounded functions in the form domain are an algebra, see Theorem 2.22, that the trivial-
ity of the kernel implies that the form domain equipped with the form norm is a Hilbert
space, see Theorem 2.28, and we explicitly compute the form kernel, see Theorem 2.35
and Corollary 2.40. The fourth section introduces superharmonic and excessive functions
and characterizes them in terms of some additional contraction properties, which are not
induced by normal contractions, see Theorem 2.52 and Theorem 2.57. It is followed by a
section on capacities and a section on local spaces, where we basically adapt the existing
notions to our situation.
In the course of this chapter, it turns out that the kernel of an energy form determines many
of its properties. More precisely, the question whether it contains the constant functions,
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i.e., whether the energy form is recurrent, is of importance. This is why we give several
characterizations of recurrence in the mentioned sections, see Corollary 2.40, Theorem 2.64
and Theorem 2.68.
How our results for energy forms compare with the existing results for Dirichlet forms and
resistance forms is discussed individually after each theorem.
2.1 The deinition and main examples
In this section we introduce energy forms and give some important examples. Moreover,
we discuss how energy forms can be seen as a common generalization of Dirichlet forms,
extended Dirichlet forms and resistance forms. For the following deinition recall the dei-
nition of normal contractions and ε-cutofs, see Deinition 1.53.
Deinition 2.1 (Energy form). Let m be localizable. A quadratic form E on L0(m) is
called Markovian if for each ε > 0 there exists an ε-cutof Cε such that for all f ∈ L0(m)the inequality
E(Cε ◦ f) ≤ E(f)
holds. A closed Markovian form on L0(m) is called energy form.
Since it is part of the deinition of an energy form, from now on we make the standing
assumption that the measure m is localizable.
It may happen thatD(E) = {0}. This situation is not so interesting and some of the desired
theorems do not hold. We say that E is nontrivial if its domain satisies D(E) ̸= {0}.
The following theorem is important for providing concrete examples of energy forms. It
shows that the Markov property of a form passes to its closure.
Theorem 2.2. The closure of a closable Markovian form on L0(m) is an energy form.
Proof. Let E be a closable Markovian form on L0(m). We need to show that its closure
E is Markovian. Let ε > 0 and let Cε be an ε-cutof such that E(Cε ◦ f) ≤ E(f) for all
f ∈ L0(m). Proposition 1.41 shows that E : L0(m)→ [0,∞], the closure of E, is given by
f 7→ E(f) =
{lim
i
E(fi) if (fi) in D(E) is E-Cauchy and satisies fi m→ f
∞ else .
In particular, for f ∈ D(E) there exists an E-Cauchy net (fi) with fi m→ f . Since Cε isa normal contraction, we have Cε ◦ fi m→ Cε ◦ f . The lower semicontinuity of E and theMarkov property of E imply
E(Cε ◦ f) ≤ lim inf
i
E(Cε ◦ fi) = lim inf
i
E(Cε ◦ fi) ≤ lim inf
i
E(fi) = E(f).
This inishes the proof.
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Remark 2.3. Energy forms can be seen as generalizations of Dirichlet forms, see Subsec-
tion 2.1.3. In this sense, the previous theorem is an extension of [26, Theorem 3.1.1]. Our
proof relies on the characterization of the closure of E and its lower semicontinuity. A
similar approach was used in the proof of [2, Theorem 3.2].
In some cases, the underlying space X is equipped with a topology that derives from its
geometry. A way of saying that an energy form is compatible with the geometry of X is
the following.
Deinition 2.4 (Regular energy form). Let X be a locally compact separable metric space
and let m be a Radon measure on X with full support. An energy form E on L0(m) is
called regular if the space
D(E) ∩ Cc(X)
is dense in D(E) with respect to the form topology and in Cc(X) with respect to uniformconvergence.
Before developing the theory further, we give several examples. The reader is strongly
encouraged to pick his favorite one and keep it in mind.
2.1.1 Energy forms associated with Riemannian manifolds
Let (M, g) be a smooth Riemannian manifold with associated volume measure volg. Wedeine the quadratic form E(M,g) : L0(volg)→ [0,∞] by
f 7→ E(M,g)(f) :=
{∫
M
|∇f |2 dvolg if f ∈ L2loc(volg) and |∇f | ∈ L2(volg)
∞ else .
Here, ∇ is the distributional gradient and | · | denotes the length of a tangent vector.
Proposition 2.5. E(M,g) is an energy form on L0(volg).
Proof. The Markov property of E(M,g) is a consequence of Lemma B.3 and the fact thatthere exist smooth ε-cutofs. It remains to prove closedness. Since volg is σ-inite, thespace L0(volg) is metrizable and we can work with sequences.
Let (fn) be a sequence in D(E(M,g)) that is Cauchy with respect to the form topology. Thecompleteness of L0(m) implies that it has a τ(m)-limit f . We show f ∈ D(E(M,g)) and theconvergence E(M,g)(f − fn)→ 0.
We irst prove f ∈ L2loc(volg). According to Lemma B.4, for each x ∈ M , there exists arelatively compact open neighborhood Ux of x and a constant Cx > 0 such that for all
h ∈ D(E(M,g)) the inequality∫
Ux
|h− h¯|2dvolg ≤ Cx
∫
M
|∇h|2dvolg
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holds, where h¯ = volg(Ux)−1 ∫Ux h dvolg. Therefore, the sequence (fn − f¯n) is Cauchy in
L2(Ux, volg). Since the latter space is complete, there exists h ∈ L2(Ux, volg) such that
fn− f¯n → h in L2(Ux, volg). Combining this with fn → f in L0(volg) yields f¯n → f − h in
L0(Ux, volg). This shows that f − h is constant on Ux and so f ∈ L2(Ux, volg). Since anycompact set can be covered by initely many of the Ux, we obtain f ∈ L2loc(volg).
It remains to prove E(M,g)(f − fn)→ 0, as n→∞. The space of square integrable vector
ields L⃗2(volg) is complete. Therefore, the sequence (∇fn) has a limit X ∈ L⃗2(volg). Weneed to show ∇f = X . To this end, for each N ∈ N, we choose a bounded function
ψN ∈ C
∞(R) with ∥ψ′N∥∞ ≤ 1 and ψ(x) = x for x ∈ [−N,N ]. The chain rule, Lemma B.3,and the continuity of ψ′N imply the L⃗2(volg)-convergence
∇(ψN ◦ fn) = (ψ
′
N ◦ fn)∇fn → (ψ
′
N ◦ f)X , as n→∞.
For any compactly supported smooth vector ield Y we obtain∫
M
f divY dvolg = lim
N→∞
∫
M
(ψN ◦ f) divY dvolg
= lim
N→∞
lim
n→∞
∫
M
(ψN ◦ fn) divY dvolg
= lim
N→∞
lim
n→∞
∫
M
g(∇(ψN ◦ fn),Y) dvolg
= lim
N→∞
∫
M
g((ψ′N ◦ f)X ,Y) dvolg
=
∫
M
g(X ,Y) dvolg.
This shows ∇f = X and inishes the proof.
Remark 2.6. The idea that a local version of the Poincaré inequality implies the closedness
of E(M,g) on L0(volg) is taken from [36]. It can be shown that the kernel of E(M,g) consists offunctions that are constant on connected components of M . Therefore, the local Poincaré
inequality implies the continuity of the embedding
D(E(M,g))/ kerE(M,g) → L2loc(volg)/ kerE(M,g), f + kerE(M,g) 7→ f + kerE(M,g).
This embedding and the completeness of L⃗2(volg) yielded the closedness of E(M,g). It isalmost the same argument as in the proof of Theorem 1.38.
There is another example for an energy form associated with (M, g). We let E0(M,g) be theclosure of the restriction of E(M,g) to the subspace C∞c (M), the smooth function of compactsupport on M .
Proposition 2.7. E0(M,g) is a regular energy form on L0(volg).
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Proof. The closedness of E0(M,g) follows from its deinition and the regularity is a conse-quence of the Stone-Weierstraß theorem. By the chain rule, Lemma B.3, and the existence
of smooth ε-cutofs, the restriction of E(M,g) to C∞c (M) is Markovian. According to Theo-rem 2.2, its closure E0(M,g) is Markovian as well.
Remark 2.8. The L2-restrictions E(M,g) := E(M,g)|L2(volg) and E0(M,g) := E0(M,g)|L2(volg) areDirichlet forms on L2(volg) and well studied, see e.g. [29]. The operator associated with
E(M,g) is the L2-Laplacian with Neumann boundary conditions (at ininity) and the operatorassociated with E0(M,g) is the L2-Laplacian with Dirichlet boundary conditions (at ininity).It is known that E0(M,g) is the extended Dirichlet form of E0(M,g), see e.g. [26, Example 1.5.3]for the case of open subsets of Rn. A similar statement for E(M,g) and E(M,g) need not betrue. It can happen that E0(M,g) = E(M,g) while E0(M,g) ̸= E(M,g).
2.1.2 Jump-type forms
Let (X,B,m) be a σ-inite measure space. Let J be a measure on B⊗B with the property
that m(A) = 0 implies J(A×X) = J(X ×A) = 0 and let V : X → [0,∞] be measurable.
We deine the functional EJ,V : L0(m)→ [0,∞] by
f 7→ EJ,V (f) :=
∫
X×X
(f(x)− f(y))2 dJ(x, y) +
∫
X
f(x)2 V (x) dm(x).
Proposition 2.9. EJ,V is an energy form on L0(m).
Proof. The condition on J ensures that the form is well-deined. From the properties of the
integral with respect to J and V dm, it easily follows that EJ,V is a Markovian quadraticform. It remains to prove its closedness. The σ-initeness of m yields that the space L0(m)
is metrizable. Hence, it suices to show lower semicontinuity for sequences.
To this end, let (fn) in L0(m) and f ∈ L0(m) with fn m→ f be given. By the characterizationof convergence in measure in the σ-inite situation, there exists a subsequence (fnk) with
fnk → f m-a.e. and lim inf
n→∞
EJ,V (fn) = lim inf
k→∞
EJ,V (fnk).
The assumption on J implies (fn(x)− fn(y))2 → (f(x)− f(y))2 for J-a.e. pair (x, y). Anapplication of Fatou’s lemma yields
EJ,V (f) ≤ lim inf
k→∞
EJ,V (fnk) = lim inf
n→∞
EJ,V (fn).
This calculation inishes the proof.
We would like to warn the reader that the condition on the measure J does not imply its
absolute continuity with respect to m⊗m
40 2. Energy forms
One important special case of jump forms arises when X is countable and equipped with
the σ-algebra of all subsets of X. In this case, the measure m can be identiied with a
function m : X → [0,∞] via the identity
m(A) =
∑
x∈A
m(x) for all A ⊆ X.
Furthermore, there exists a function b : X ×X → [0,∞] such that for all B ⊆ X ×X the
measure J satisies
J(B) =
∑
(x,y)∈B
b(x, y),
and the energy form EJ,V takes the form
EJ,V (f) =
∑
x,y∈X
b(x, y)(f(x)− f(y))2 +
∑
x∈X
f(x)2V (x)m(x).
The function b can be interpreted as an edge weight of a graph whose vertices x, y ∈ X are
connected if and only if b(x, y) > 0. Forms of this type (with various additional conditions
on b and V ) have been studied quite extensively. We refer the reader to [27, 63, 71, 79] and
references therein. Indeed, the seminal paper [9], which introduces the notion of Dirichlet
spaces, treats exactly this case under the additional assumptions that X is a inite set and
that the functions b and V take inite values only.
2.1.3 Resistance forms, Dirichlet forms and extended Dirichlet
forms
The previous two examples have been rather explicit. We inish this section by discussing
two more abstract situations. The next one is the main reason why we do not restrict
ourselves to the σ-inite situation but allow localizable measures.
Resistance forms. Let X ̸= ∅ arbitrary and let µ be the counting measure on all subsets
of X. In this case, L0(µ) is the space of all real valued functions on X and its topology
τ(µ) is the topology of pointwise convergence. The measure µ is strictly localizable and
hence localizable by Theorem 1.9.
Following [46], we call a functional E : L0(µ) → [0,∞] a resistance form if it satisies the
subsequent ive conditions.
(RF1) E is a quadratic form on L0(µ) with ker E = R1.
(RF2) (D(E)/R1, E) is a Hilbert space.
(RF3) For every inite V ⊆ X and each g : V → R, there exists an f ∈ D(E) with f |V = g.
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(RF4) For all x, y ∈ X, we have
RE(x, y) := sup
{
|f(x)− f(y)|2
E(f)
∣∣∣∣ 0 < E(f) <∞} <∞.
(RF5) For all f ∈ L0(µ), we have
E((f ∨ 0) ∧ 1) ≤ E(f).
Proposition 2.10. Every resistance form is an energy form.
Proof. Let E be a resistance form. It is Markovian by (RF5). To show its closedness
we use Theorem 1.38. In order to apply it, we need to prove that D(E) equipped with
the form topology is metrizable and that the canonical inclusion of (D(E)/R1, E) into
(L0(µ)/R1, τ(µ)/R1) is continuous. Once we have shown these two facts, (RF2) and The-
orem 1.38 yield the statement.
We ix o ∈ X and deine the norm ∥ · ∥o by
∥ · ∥o : D(E)→ [0,∞), f 7→ ∥f∥o :=
√
E(f) + |f(o)|2.
Claim 1: The norm ∥ · ∥o induces the form topology. In particular, the form topology ismetrizable.
Proof of Claim 1. Obviously, convergence in the form topology implies convergence with
respect to ∥ · ∥o and convergence with respect to ∥ · ∥o implies convergence with respect to
E . Furthermore, the deinition of RE yields that for x ∈ X we have
|f(x)|2 ≤ 2|f(x)− f(o)|2 + 2|f(o)|2 ≤ 2R(x, o)E(f) + 2|f(o)|2 ≤ 2max{R(x, o), 1}∥f∥2o.
Since RE(x, o) < ∞, the above inequality shows that convergence with respect to ∥ · ∥oimplies pointwise convergence. This inishes the proof of Claim 1. △
Claim 2: The canonical inclusion of (D(E)/R1, E) into (L0(µ)/R1, τ(µ)/R1) is continuous.
Proof of Claim 2. Let (fi) be a net in D(E) and let f ∈ D(E) with E(f − fi)→ 0. We ix
o ∈ X. The statement follows once we show that f˜i := fi − fi(o) converges pointwise to
f˜ := f − f(o). Since ker E = R1 and f˜i(o) = f˜(o) = 0, we obtain
|f˜(x)− f˜i(x)|
2 = |f˜(x)− f˜i(x)− (f˜(o)− f˜i(o))|
2 ≤ RE(x, o)E(f˜ − f˜i) = RE(x, o)E(f − fi).
Condition (RF3) yields RE(x, o) > 0 and so we infer the pointwise convergence f˜i → f˜ .This proves Claim 2.
Remark 2.11. • For proving that resistance forms are energy forms not all of the
properties (RF1) - (RF5) are needed. The condition ker E = R1 can be removed. In
this case, (RF2) has to be replaced by demanding that (D(E)/ ker E , E) is a Hilbert
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space. Indeed, this latter assumption is not too complicated to check as (RF4)
automatically implies ker E ⊆ R1 and so either ker E = R1 or ker E = {0}.
An example for these ’generalized’ resistance forms is the form E0(M,g) when (M, g)is a one-dimensional connected Riemannian manifold. We leave the details to the
reader but mention that both kerE0(M,g) = {0} and kerE0(M,g) = R1 can happen forsuitable choices of the metric g.
• The previous proposition together with the discussion of Section 1.2.2 shows that
resistance forms are lower semicontinuous with respect to pointwise convergence. We
believe that this is an important feature, which has not been widely used in the
literature.
Dirichlet forms and extended Dirichlet spaces. Let m be localizable and let E be
a Dirichlet form on L2(m). Recall our convention E(f) = ∞ for f ∈ L0(m) \ L2(m) and
that for α > 0 and f ∈ L0(m) we set
Eα(f) = E(f) + α
∫
X
|f |2 dm.
Proposition 2.12. Let m be localizable and let E be a Dirichlet form on L2(m).
(a) For each α > 0, the form Eα is an energy form on L0(m).
(b) The extended Dirichlet form Ee is an energy form on L0(m).
Proof. (a): Since a Dirichlet form is closed on L2(m), we can use Proposition 1.51 to obtain
that Eα is closed on L0(m). The Markov property of Eα follows from the fact that both Eand the norm ∥ · ∥22 are Markovian.
(b): Ee is the closure of E in L0(m) and, therefore, closed by deinition. As the closure ofthe Markovian form E it is Markovian by Theorem 2.2.
Remark 2.13. In general, a Dirichlet form is not an energy form and so we can not directly
apply the theory we develop below to a Dirichlet form itself. Nevertheless, this does not
mean any loss of information. If one is interested in the L2-theory of Dirichlet forms, then
everything is encoded in the forms Eα, α > 0. For other properties of Dirichlet forms thatare not captured by the L2-theory one can instead use the extended Dirichlet form.
2.2 Contraction properties
This section is devoted to contraction properties of energy forms. We prove several con-
sequences of the Markov property, which then accumulate in a version of Theorem 1.56
for energy forms. In the L2-setting this theorem is usually proven in two steps. It is irst
established for continuous forms and then extended to closed forms by an approximation
procedure. We pursue a similar strategy and use the approximating forms of Section 1.3.4.
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As a preparation we start with elementary contraction properties, which follow immediately
from the Markov property and lower semicontinuity.
Proposition 2.14 (Elementary contraction properties). Let E be an energy form. For all
f ∈ L0(m) and all n ≥ 0, the following inequalities hold.
(a) E(f+ ∧ 1) ≤ E(f).
(b) E(f+) ≤ E(f).
(c) E(|f |) ≤ E(f).
(d) E(f ∧ n) ≤ E(f).
Proof. (a): For n > 0 we choose an n−1-cutof Cn−1 with E(Cn−1 ◦f) ≤ E(f). By deinitionwe have Cn−1 ◦ f m→ f+ ∧ 1, as n→∞. From the lower semicontinuity of E we infer
E(f+ ∧ 1) ≤ lim inf
n→∞
E(Cn−1 ◦ f) ≤ E(f).
(b): We have n((n−1f)+ ∧ 1) m→ f+, as n → ∞. The lower semicontinuity of E and (a)imply
E(f+) ≤ lim inf
n→∞
E(n((n−1f)+ ∧ 1)) = lim inf
n→∞
n2E((n−1f)+ ∧ 1) ≤ E(f).
(c): Without loss of generality, we may assume f ∈ D(E). By (b) we already know that
f+, f− ∈ D(E). We compute
E(|f |) = E(f+) + 2E(f+, f−) + E(f−) and E(f) = E(f+)− 2E(f+, f−) + E(f−).
Hence, it suices to show E(f+, f−) ≤ 0. For ε > 0, assertion (b) implies
E(f+) = E((f+ − εf−)+) ≤ E(f+ − εf−) = E(f+)− 2εE(f+, f−) + ε
2E(f−).
Letting ε→ 0+ yields E(f+, f−) ≤ 0.
(d): We have f+ ∧ n = n((n−1f)+ ∧ 1). By (a) we obtain
E(f ∧ n) = E(f+ ∧ n)− 2E(f+ ∧ n, f−) + E(f−) ≤ E(f+)− 2E(f+ ∧ n, f−) + E(f−).
Therefore, it suices to prove E(f+ − f+ ∧ n, f−) ≤ 0. The latter inequality can be shownwith the same arguments which were used to prove E(f+, f−) ≤ 0. This inishes theproof.
We deduced the inequality E(|f |) ≤ E(f) from E(f+, f−) ≤ 0. The following lemmaextends this observation.
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Lemma 2.15. Let E be an energy form and let f, g ∈ D(E) be nonnegative. If f ∧ g = 0,
then
E(f, g) ≤ 0.
If, additionally, there are nonnegative f˜ , g˜ ∈ D(E) with f ≥ f˜ and g ≥ g˜, then
E(f, g) ≤ E(f˜ , g˜).
Proof. Let f, g ∈ D(E) with f ∧ g = 0 be given. For any ε > 0, Proposition 2.14 shows
E(f) = E((f − εg)+) ≤ E(f − εg) = E(f)− 2εE(f, g) + ε
2E(g).
Consequently, we obtain E(f, g) ≤ 0. For the ’furthermore’ statement, we compute
E(f, g)− E(f˜ , g˜) = E(f − f˜ , g) + E(f˜ , g − g˜).
Since (f − f˜) ∧ g = (g − g˜) ∧ f˜ = 0, what we have shown so far yields that the right-hand
side of the above equation is negative. This inishes the proof.
Another technical lemma that uses the same proof technique is the following.
Lemma 2.16. Let E be an energy form and let f, g ∈ D(E) be nonnegative. If the
inequality 1{g>0} ≤ f ≤ 1 holds, then
E(f, g) ≥ 0.
Proof. Let nonnegative f, g ∈ D(E) with 1{g>0} ≤ f ≤ 1 be given. For any ε > 0,Proposition 2.14 yields
E(f) = E((f + εg) ∧ 1) ≤ E(f + εg) = E(f) + 2εE(f, g) + ε2E(g).
Letting ε→ 0+ implies E(f, g) ≥ 0.
Remark 2.17. • For later purposes, it is important to note that the statements of
Proposition 2.14 and, therefore, Lemma 2.15 and Lemma 2.16 remain true for closed
Markovian forms on L2fin(m). This is due to the fact that in the proof of Propo-sition 2.14 (a) and (b) we used lower semicontinuity with respect to convergence
in measure, which can be replaced by lower semicontinuity with respect to L2fin(m)convergence.
• The presented proofs for the previous two lemmas are well-known, see e.g. [6].
Before proving the main result of this section, we show that the approximation procedure
of Section 1.3.4 leads to an approximation by Markovian forms if the form we start with
is Markovian. Recall that for α > 0 and U ∈ Bfin, the corresponding approximating formis given by
E(α,U) : L2fin(m)→ [0,∞), f 7→ E(α,U)(f) = inf
{
E(g) + α
∫
U
(g − f)2 dm
∣∣∣∣ g ∈ L2fin(m)} .
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Lemma 2.18. Let E be a Markovian quadratic form on L2fin(m). For all α > 0 and all
U ∈ Bfin, the form E(α,U) is Markovian.
Proof. Let f ∈ L2fin(m) and let ε > 0. We choose an ε-cutof Cε such that E(Cε◦f) ≤ E(f).For arbitrary g ∈ L2fin(m), we obtain
E(α,U)(Cε ◦ f) ≤ E(Cε ◦ g) + α
∫
U
(Cε ◦ f − Cε ◦ g)
2 dm ≤ E(g) + α
∫
U
(g − f)2 dm.
Taking the inimum over all such g inishes the proof.
Proposition 2.19 (Approximation by Markovian forms). Let E be a closed Markovian
form on L2fin(m). There exists a net of continuous Markovian forms (Ei) on L2fin(m) with
D(Ei) = L
2fin(m) such that for all f ∈ L2fin(m) we have
E(f) = lim
i
Ei(f) = sup
i
Ei(f).
Proof. This follows from Lemma 1.67 and Lemma 2.18.
Theorem 2.20. Let E be a closed quadratic form on L0(m). The following assertions are
equivalent.
(i) E is an energy form.
(ii) For every normal contraction C : R→ R and every f ∈ L0(m), the inequality
E(C ◦ f) ≤ E(f)
holds.
(iii) For every normal contraction C : Rn → R and all f1, . . . , fn ∈ L0(m), the inequality
E(C(f1, . . . , fn))
1/2 ≤
n∑
k=1
E(fk)
1/2
holds.
(iv) For all f, f1, . . . , fn ∈ L0(m), the inequalities
|f(x)| ≤
n∑
k=1
|fk(x)| and |f(x)− f(y)| ≤
n∑
k=1
|fk(x)− fk(y)| for m-a.e. x, y ∈ X
imply
E(f)1/2 ≤
n∑
k=1
E(fk)
1/2.
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Proof. The implications (iv) ⇒ (iii) ⇒ (ii) ⇒ (i) are obviously satisied.
(iii) ⇒ (iv): Let f, f1, . . . , fn ∈ L0(m) with
|f(x)| ≤
n∑
k=1
|fk(x)| and |f(x)− f(y)| ≤
n∑
k=1
|fk(x)− fk(y)| for m-a.e. x, y ∈ X
be given. We ix some measurable versions f˜ , f˜1, . . . , f˜n for which the above inequalitieshold for all points and deine
C : (f˜1, . . . , f˜n)(X)→ R, (f˜1(x), . . . , f˜n(x)) 7→ f˜(x).
By the choice of the f˜i the map C is well deined and a normal contraction on its domain.According to Lemma C.1, it can be extended to a normal contraction C˜ on the whole space
Rn. Assertion (iii) implies
E1/2(f) = E(C˜(f1, . . . , fn))
1/2 ≤
n∑
i=1
E(fi)
1/2.
This shows (iv).
(i)⇒ (iii): We make several reductions and then show the statement for continuous Marko-
vian forms on L2fin(m).
Claim 1: If (iii) holds for functions in L2fin(m), then (iii) holds for functions in L0(m).
Proof of Claim 1. Let f1, . . . , fn ∈ L0(m). For k ∈ N we set fi,k := (fi ∨ (−k)) ∧
k. Obviously, C(f1,k, . . . , fn,k) m→ C(f1, . . . , fn), as k → ∞. Furthermore, the fi,k and
C(f1,k, . . . , fn,k) are bounded and, therefore, belong to L2fin(m). The lower semicontinuityof E and (iii) for L2fin(m)-functions yield
E(C(f1, . . . , fn))
1/2 ≤ lim inf
k→∞
E(C(f1,k, . . . , fn,k))
1/2 ≤ lim inf
k→∞
n∑
i=1
E(fi,k)
1/2.
According to Proposition 2.14, we have E(fi,k) ≤ E(fi). This inishes the proof of Claim 1.
△
Claim 2: If (iii) holds for all continuous Markovian forms on L2fin(m) whose domain equals
L2fin(m), then it holds for the restriction of E to L2fin(m).
Proof of Claim 2. According to Lemma 1.69, the restriction of E to L2fin(m) is a closedform on L2fin(m). Furthermore, this restriction is Markovian. Proposition 2.19 shows that itcan be approximated by continuous Markovian forms on L2fin(m) whose domain is L2fin(m).This proves Claim 2. △
Claim 3: Assertion (iii) holds for continuous Markovian forms on L2fin(m) with domain
L2fin(m).
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Proof of Claim 3. Let E be a continuous Markovian form on L2fin(m) with D(E) = L2fin(m).As seen in Remark 2.17, the statements of Lemma 2.15 and Lemma 2.16 remain true for
the form E. For two measurable sets A,B ⊆ X, they imply the following inequalities.
(a) If A ∩ B = ∅, then E(1A, 1B) ≤ 0.
(b) If A ⊆ B, then E(1A, 1B) ≥ 0.
With these at hand, we can prove (iii) for simple functions. Let
f =
n∑
i=1
αi1Ai
with Ai ∩ Aj = ∅ if i ̸= j be given. An elementary computation shows
E(f) =
n∑
i,j=1
bij(αi − αj)
2 +
n∑
i=1
ciα
2
i ,
where
bij = −E(1Ai , 1Aj) and ci =
n∑
j=1
E(1Ai , 1Aj) = E(1Ai , 1∪jAj).
The inequalities (a) and (b) yield bij ≥ 0 and ci ≥ 0. For a normal contraction C : Rn → Rand f = C(f1, . . . , fn) with simple functions f1, . . . , fn, the positivity of bij and ci implies
E(f)1/2 ≤
n∑
i=1
E(fi)
1/2.
Therefore, (iii) holds for simple functions. Since simple functions are dense in L2fin(m) and
E is continuous, this inishes the proof of Claim 3. △
Taking into account all the claims inishes the proof of the implication (i) ⇒ (iii).
Remark 2.21. • The previous theorem is well known for Dirichlet forms, see [51,
Theorem 4.12 and Corollary 4.13 of Chaper 1]. That it remains valid for extended
Dirichlet spaces is not explicitly stated in the literature. We could only ind the
equivalence (i) ⇔ (ii), see [26, Corollary 1.5.1] and [13, Theorem 1.1.5]. This is
somewhat surprising since (iii) for extended Dirichlet forms can easily be deduced
from the statement for Dirichlet forms and the deinition of the extended Dirichlet
space. In contrast, the known methods that show the equivalence of (iii) and (iv) for
Dirichlet forms can not be easily adapted to extended Dirichlet spaces. Our approach
to proving it by extending a normal contraction on a subset of Rn to the whole space
seems to be new.
• For resistance forms, Proposition 2.14 is known under the additional assumption
that the underlying space equipped with the resistance metric is separable, see [48,
Proposition 3.15].
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• The general idea behind the proof of the theorem is well known. In the end, every-
thing boils down to the inequalities (a) and (b) in the proof of Claim 3 and to an
approximation procedure. That the inequalities (a) and (b) play an important role
for proving contraction properties was already observed in the seminal paper [9]. The
innovation here is to approximate in L2fin(m).
• The reason why we change the space from L0(m) to L2fin(m) for the approximation isquite simple. In many cases, there are no nontrivial continuous quadratic forms on
L0(m). If q is were continuous quadratic form on L0(m), then for each v ∈ L0(m) the
linear functional L0(m) → R, u 7→ q(v, u) is continuous. As discussed above, when
m is the Lebesgue measure, the space L0(m) does not admit any continuous linear
functionals.
2.3 Structure properties of energy forms
In this section we study the structure of the domain and of the kernel of energy forms.
We prove that domains of energy forms are lattices and that essentially bounded functions
in the domain form an algebra. We investigate continuity properties of energy forms in
the spirit of Section 1.2.2. Surprisingly, it turns out that the continuity of the embedding
of the form domain into L0(m) is already guaranteed by the triviality of the form kernel.
This observation implies that the domain of an energy form with trivial kernel equipped
with the induced inner product is a Hilbert space. Therefore, understanding the kernel of
an energy form is quite important for understanding its properties. We give an explicit
description of the kernel when it is nontrivial. At the end of this section, we discuss the
support of an energy form.
We start with the order and the algebraic structure of the domain of energy forms. In the
following theorem we use the convention 0 · ∞ = 0.
Theorem 2.22 (Algebraic and order structure). Let E be an energy form. For all functions
f, g ∈ L0(m), the inequalities
E(f ∧ g)1/2 ≤ E(f)1/2 + E(g)1/2, E(f ∨ g)1/2 ≤ E(f)1/2 + E(g)1/2
and
E(fg)1/2 ≤ ∥f∥∞E(g)
1/2 + ∥g∥∞E(f)
1/2
hold. In particular, D(E) is a lattice and D(E) ∩ L∞(m) is an algebra.
Proof. Let f, g ∈ D(E) be given. We use the identity f ∧g = f+g−|f−g|
2
and the contraction
properties of E to obtain
E(f ∧ g)1/2 ≤
1
2
(
E(f)1/2 + E(g)1/2 + E(|f − g|)1/2
)
≤ E(f)1/2 + E(g)1/2.
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The statement for the maximum f ∨ g can be inferred similarly.
When f, g ∈ D(E)∩L∞(m), the estimate on E(fg)1/2 follows from Theorem 2.20 since we
have
|f(x)g(x)| ≤ ∥f∥∞|g(x)|+ ∥g∥∞|f(x)|
and
|f(x)g(x)− f(y)g(y)| ≤ ∥f∥∞|g(x)− g(y)|+ ∥g∥∞|f(x)− f(y)|.
It remains to treat the case when ∥f∥∞ = ∞ and E(g) = 0. For n ∈ N we deine
fn := (f ∧n)∨ (−n). The lower semicontinuity of E and what we have already shown yield
E(fg)1/2 ≤ lim inf
n→∞
E(fng)
1/2 ≤ lim inf
n→∞
(
nE(g)1/2 + ∥g∥∞E(fn)
1/2
)
≤ ∥g∥∞E(f)
1/2.
The ’in particular’ part follows immediately.
Remark 2.23. The previous theorem is well known for Dirichlet forms and extended
Dirichlet forms, see [26, Theorem 1.4.2 and Corollary 1.5.1], and its proof is standard. For
resistance forms the fact that bounded functions in the domain form an algebra seems
to be known only in the case when the underlying space is separable with respect to the
resistance metric, see [48].
The following proposition provides two important dense subspaces of the form domain.
Proposition 2.24. Let E be an energy form. For each f ∈ D(E), the following holds true
in the form topology of E.
(a) (f ∧ n) ∨ (−n)→ f, as n→∞.
(b) (f − α)+ − (f + α)− = f − (f ∧ α) ∨ (−α)→ f, as α→ 0 + .
In particular, the subspaces D(E) ∩ L∞(m) and
{f ∈ D(E) | there exists ψ ∈ D(E) with 1{|f |>0} ≤ ψ}
are dense in D(E) with respect to the form topology.
Proof. The mappings R→ R, x 7→ (x∧n)∨ (−n) and x 7→ (x−α)+− (x+α)− are normalcontractions. From Theorem 2.20 we infer
lim sup
n→∞
E((f ∧ n) ∨ (−n)) ≤ E(f) and lim sup
α→0+
E((f − α)+ − (f + α)−) ≤ E(f).
Since both (a) and (b) hold in the topology of convergence in measure, we can apply
Lemma 1.44 to obtain the statement. The denseness of D(E) ∩ L∞(m) is an immediate
consequence of (a). For the second density statement we note that |f | ∈ D(E) by the
contraction properties and
α−1|f | ≥ 1{|(f−α)+−(f+α)|>0}.
This inishes the proof.
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Remark 2.25. For Dirichlet forms these approximations are well known, see [26, Theo-
rem 1.4.2]. Our proof is a bit more direct since it makes use of the lower semicontinuity of
E and Lemma 1.44.
Further properties of an energy form depend on its kernel. It will turn out that we can
completely describe it with the help of the following concepts.
Deinition 2.26 (Recurrence and transience). An energy form E is called transient if
kerE = {0}. It is recurrent if 1 ∈ kerE.
Remark 2.27. This deinition is motivated by the classical characterization of recurrent
and transient Dirichlet forms. It is well known that a Dirichlet form E is recurrent if and
only if 1 ∈ ker Ee, see [26, Theorem 1.6.3], and that E is transient if and only if ker Ee = {0},see [26, Theorem 1.6.2]. In other words, recurrence/ transience of a Dirichlet form in the
classical sense coincides with recurrence/transience of the extended Dirichlet form in the
above sense.
Theorem 2.28. Let E be an energy form. The following assertions are equivalent.
(i) E is transient.
(ii) The embedding
(D(E), ∥ · ∥E)→ (L
0(m), τ(m)), f 7→ f
is continuous.
(iii) (D(E), E) is a Hilbert space.
Proof. (i) ⇒ (ii): Let (fi) be a net in D(E) with ∥fi∥E → 0. We use Proposition 1.19 toobtain a subnet (fij) such that (|fij | ∧ 1) converges to some ψ ∈ L2fin(m) with respect tothe weak topology σ(L2fin(m), L2fin(m)′). The characterization of L2fin(m)′, Proposition 1.18,shows that for each U ∈ Bfin we have
lim
j
∫
U
|fij | ∧ 1 dm =
∫
U
ψ dm.
Therefore, it suices to show ψ = 0. Since the restriction of E to L2fin(m) is closed,Theorem 1.36 yields that it is lower semicontinuous with respect to σ(L2fin(m), L2fin(m)′).This observation and the contraction properties of E imply
E(ψ) ≤ lim inf
j
E(|fij | ∧ 1) ≤ lim inf
j
E(fij) = 0.
By the assumption kerE = {0}, we obtain ψ = 0.
(ii) ⇒ (iii): Assertion (ii) implies that the form topology is induced by the form norm
∥ · ∥E. In particular, it is metrizable and we can apply Theorem 1.38 from which the claimfollows.
(iii) ⇒ (i): This is clear as in Hilbert spaces inner products are nondegenerate.
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Remark 2.29. • The previous theorem is quite surprising. It is not clear why the van-
ishing of the kernel of a quadratic form should imply the continuity of the embedding
of the form domain into the underlying space. Here, the ’secret’ reasons are the weak
compactness of order bounded sets in L2fin(m) and the contraction properties of thegiven energy form. Whenever m is inite, the compactness statement reduces to weak
compactness of bounded sets in L2(m). In this case, we believe that the given proof
is the shortest possible for the theorem.
• The equivalence of assertions (i) and (iii) is known for extended Dirichlet spaces when
m is σ-inite, see [13, Theorem 2.1.9]. However, the proof given there is very diferent
from ours and somewhat less transparent. There, the main technical ingredient,
which requires a rather long series of claims, is the following. For a Dirichlet form
E , the condition ker Ee = {0} implies the existence of a strictly positive function
g ∈ L1(m) such that ∫
X
|f |g dm ≤ Ee(f)1/2 for all f ∈ D(Ee).
This inequality is somewhat stronger than (ii) and it does not directly follow from
our arguments.
When the kernel of an energy form is nontrivial we need the following concept of invariant
sets to describe it.
Deinition 2.30 (Invariant sets and irreducibility). Let E be an energy form. A measur-
able set A ⊆ X is called E-invariant if for every f ∈ D(E) the equality
E(f) = E(1Af) + E(1X\Af)
holds. The collection of all E-invariant sets is denoted by I(E). The energy form E is
called irreducible or ergodic if every A ∈ I(E) satisies m(A) = 0 or m(X \ A) = 0.
Remark 2.31. • If the underlying space X has at least two measurable sets which do
not coincide m-a.e., then irreducible energy forms are nontrivial.
• The notion of irreducibility is also inspired by the corresponding one for Dirichlet
forms, cf. [26, Section 1.6].
The following lemma provides a useful criterion for checking whether or not a given set is
invariant.
Lemma 2.32. Let E be an energy form and let A ⊆ X be measurable. The following
assertions are equivalent.
(i) A is E-invariant.
(ii) For all f ∈ D(E), the inequality
E(1Af) ≤ E(f)
holds.
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Proof. It suices to prove the implication (ii) ⇒ (i). To this end, let a measurable A ⊆ X
be given such that for all f ∈ D(E) the inequality
E(1Af) ≤ E(f)
holds. This inequality implies that for f ∈ D(E) we have 1Af ∈ D(E) and, since D(E) isa vector space, 1X\Af = f − 1Af ∈ D(E). For ε > 0, we obtain
E(1Af) = E((1Af ± ε1X\Af)1A) ≤ E(1Af)± 2εE(1Af, 1X\Af) + ε
2E(1X\Af).
Letting ε→ 0+ shows E(1Af, 1X\Af) = 0. Therefore, A is E-invariant.
Lemma 2.33. Let E be an energy form. The collection of E-invariant sets I(E) is a
σ-algebra.
Proof. Obviously, X ∈ I(E) and A ∈ I(E) implies X \ A ∈ I(E). Next, we prove that
I(E) is stable under inite intersections. For A,B ∈ I(E) and f ∈ D(E), we obtain
E(1A∩Bf) = E(1A(1Bf)) ≤ E(1Bf) ≤ E(f).
Hence, Lemma 2.32 yields A ∩ B ∈ I(E).
What we have shown also implies that I(E) is stable under inite unions. It remains to
prove its stability under countable unions. To this end, let A1, A2, . . . ∈ I(E) be given.For each f ∈ D(E), the equation
1∪∞
i=1 Ai
f = lim
n→∞
1∪n
i=1 Ai
f
holds in the L0(m)-topology. The lower semicontinuity of E implies
E
(
1∪∞
i=1 Ai
f
)
≤ lim inf
n→∞
E
(
1∪n
i=1 Ai
f
)
≤ E(f).
Another application of Lemma 2.32 shows ∪∞i=1Ai ∈ I(E). This inishes the proof.
Remark 2.34. The lower semicontinuity of E even implies a stronger statement about
I(E). It shows that after identifying sets that difer on a set of measure 0 the collection
I(E)/∼ is a Dedekind complete subalgebra of the measure algebra of m.
The following theorem is the main result about the kernel of an energy form when it is
nontrivial.
Theorem 2.35. Let E be an energy form. Then kerE ⊆ L0(X, I(E),m). In particular,
if E is irreducible, then kerE ⊆ R1.
Proof. Let h ∈ kerE \ {0} be given. By the contraction properties of E we can assume
h ≥ 0. For α ≥ 0, we set Aα := {h > α}. It suices to show that Aα is invariant. We
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have (n(h − h ∧ α)) ∧ 1 m→ 1Aα , as n → ∞. From the lower semicontinuity of E and itscontraction properties, we infer
E(1Aα) ≤ lim inf
n→∞
E((n(h− h ∧ α)) ∧ 1) = 0.
This observation and Theorem 2.22 yield
E(1Aαf) ≤ E(f) for all f ∈ D(E).
Hence, Lemma 2.32 shows the invariance of Aα. For the ’in particular’ statement note thatthe triviality of invariant sets implies L0(X, I(E),m) = R1.
Remark 2.36. • In the proof of the previous theorem we have used that the irre-
ducibility of E implies that L0(X, I(E),m) is isomorphic to R. We warn the reader
that this is not a topological but a purely algebraic statement. Indeed, if m(X) =∞
and any A ∈ I(E) satisies m(X \A) = 0 or m(A) = 0, then L0(X, I(E),m) carries
the trivial topology.
• The statement for irreducible Dirichlet forms and their extended spaces is certainly
well known, see e.g. [13, Theorem 2.1.11]. For forms which are not irreducible, we
could not ind a reference.
We now prove several corollaries to the previous theorem. We irst show that irreducible
energy forms satisfy the main assumption of Theorem 1.38, i.e., their form topology is
metrizable. After that we discuss the kernel of recurrent energy forms and a dichotomy of
recurrence and transience for irreducible forms.
Corollary 2.37. Let E be an irreducible energy form and assume m(X) > 0. Let (fi) bea net in D(E). The following assertions are equivalent.
(i) fi → f with respect to the form topology τ(m)E.
(ii) ∥fi − f∥E → 0 and there exists some U ∈ Bfin with m(U) > 0 such that∫
U
|fi − f | ∧ 1 dm→ 0.
In particular, the form topology τ(m)E is metrizable.
Proof. (i) ⇒ (ii): This follows from the deinition of the form topology and the fact that
the localizability of m and m(X) > 0 imply the existence of a set U ∈ Bfin with m(U) > 0.
(ii) ⇒ (i): For U ∈ Bfin with m(U) > 0, we consider the quadratic form
EU : L
0(m)→ [0,∞], f 7→ EU(f) := E(f) +
∫
U
f 2dm.
As a sum of two energy forms, it is an energy form itself. Furthermore, the irreducibility
of E and Theorem 2.35 imply kerEU = {0}.
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Let (fi) be a net in D(E) with ∥fi∥E → 0 and suppose∫
U
|fi| ∧ 1 dm→ 0
for some U ∈ Bfin with m(U) > 0. By the contraction properties of E, we also have
∥|fi| ∧ 1∥E → 0. Therefore, we obtain EU(|fi| ∧ 1)→ 0. Now, Theorem 2.28 applied to EUyields |fi| ∧ 1→ 0 in L0(m) and inishes the proof.
Remark 2.38. For proving the metrizability of the form topology τ(m)E the conditionthat E is irreducible can be weakened. In fact, it would be suicient to ind countably
many invariant sets A1, A2, . . . with X = ∪nAn such that for each n the form f 7→ E(1Anf)is irreducible. We refrain from giving details.
In view of this corollary, Theorem 1.38 and Theorem 2.28 and by studying the examples
of Section 2.1, one is tempted to make the following conjecture.
Conjecture 2.39. If E is an irreducible energy form, then (D(E)/ kerE,E) is a Hilbert
space.
Unfortunately, we were not able to prove it nor to ind a counterexample. To the best of
our knowledge, its validity is even unknown for irreducible extended Dirichlet forms. A
partial result is contained in [57]. There, it is shown that for an irreducible Harris recurrent
Dirichlet form E there exists a nonnegative function g ∈ L1(m) such that∫
X
|f − L(f)|g dm ≤ Ee(f) for all f ∈ D(Ee)1/2,
where L(f) = ∥g∥−11 ∫X fg dm. From this Poincaré type inequality, the conjecture can beeasily deduced with the help of Theorem 1.38.
The next corollary shows that the kernel of a recurrent energy form can be computed
explicitly.
Corollary 2.40. An energy form E is recurrent if and only if kerE = L0(X, I(E),m).
Proof. Constant functions are always measurable. Therefore, we obtain 1 ∈ kerE whenever
kerE = L0(X, I(E),m). It remains to prove the opposite implication. By the previous
theorem, it suices to show that recurrence yields L0(X, I(E),m) ⊆ kerE.
To this end, assume that E is recurrent and let A ∈ I(E) be given. By the invariance of
A we obtain
E(1A) = E(1A1) ≤ E(1) = 0.
Hence, every simple function in L0(X, I(E),m) belongs to kerE. The lower semicontinuity
of E implies that kerE is a closed subspace of L0(m). Since simple functions are dense in
L0(X, I(E),m) with respect to convergence in measure, we obtain the statement.
The last corollary to Theorem 2.35 which we present is the following.
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Corollary 2.41 (Dichotomy of recurrence and transience). An irreducible energy form is
recurrent if and only if it is not transient.
Proof. Let E be an irreducible energy form. If E is recurrent, it cannot be transient by
deinition. Assume E is not transient, i.e., kerE ̸= {0}. In this case, Theorem 2.35 shows
kerE = R1 and so E is recurrent. This inishes the proof.
Remark 2.42. The dichotomy of recurrence and transience is well-known for Dirichlet
forms. Surprisingly, we were not able to ind a version of Corollary 2.40 for extended
Dirichlet forms in the literature.
With a bit more efort, we can strengthen the observation of the previous corollary and
obtain a decomposition of E into its recurrent and transient part. For a measurable subset
A ⊆ X, we let ιA : L0(A,B∩A,m|B∩A)→ L0(X,B,m) be the canonical extension operatorthat extends a function by 0 outside of A. Here, B∩A denotes the σ-algebra of measurable
subsets of A and m|B∩A is the restriction of m to this σ-algebra.
Theorem 2.43 (Decomposition into recurrent and transient part). Let E be an energy
form on L0(X,B,m). There exists a set S ∈ I(E) such that
ER : L
0(S,B ∩ S,m|B∩S)→ [0,∞], f 7→ E(ιSf)
is a recurrent energy form and
ET : L
0(X \ S,B ∩ (X \ S),m|B∩(X\S))→ [0,∞], f 7→ E(ιX\Sf)
is a transient energy form. In particular, for each f ∈ L0(m) we have
E(f) = ER(f |S) + ET (f |X\S).
Proof. We let C := {C ∈ B | 1C ∈ kerE}. Recall that we order sets by inclusion up to mmeasure zero. Hence, the net (1C)C∈C is monotone increasing and bounded by the constantfunction 1. According to Proposition 1.13, it converges in L0(m) to the function
f := sup
C∈C
1C .
Clearly, f only takes the values 0 or 1 and we let S := {f = 1} such that f = 1S. Thelower semicontinuity of E implies
E(1S) ≤ lim inf
C∈C
E(1C) = 0.
Since 1S ∈ kerE, Theorem 2.22 combined with Lemma 2.32 yield that S is invariant.
We deine ER and ET as in the statement of the theorem. The invariance of S implies that
ER and ET are energy forms. From the equality
ER(1) = E(1S) = 0
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we infer that the form ER is recurrent. It remains to show that ET is transient. To thisend, we let h ∈ kerET be given. Without loss of generality we assume h ≥ 0. For α > 0,we set Aα := {h > α} ⊆ X \S. With the same argument as in the proof of Theorem 2.35,we obtain E(1Aα) = ET (1Aα) = 0, which implies Aα ∈ C. Since S is an essential supremumof C and Aα ⊆ X \ S, we must have m(Aα) = 0. Therefore, we obtain h = 0. This inishesthe proof.
Remark 2.44. The previous theorem shows that we can develop the theory for recurrent
and transient forms separately without loosing information. This is of course well-known
for Dirichlet forms, see [26, Lemma 1.6.4]. Here, the novelty lies in the fact that we derived
this decomposition by form methods only.
In Dirichlet form theory it is common to assume that the domain of the form is dense in
the underlying L2-space. So-far, a lack of a similar condition did not cause any problems
but it will in the next section. This is why we introduce the following concept.
Deinition 2.45 (Support of an energy form). Let E be an energy form and let
S := {{|f | ≥ α} | f ∈ D(E), α > 0}.
An essential supremum of S is called the support of E and is denoted by suppE. The form
E is said to have full support if suppE = X.
Remark 2.46. • The existence of suppE is guaranteed by the localizability of m.
• The support of an energy form is only deined up to a set of measure zero. When
treating it as a concrete set we always need to choose a representative. In this sense,
the condition suppE = X is to be understood as m(X \ suppE) = 0. As already
mentioned in Subsection 1.1.2, this causes some subtleties that we do not address
explicitly.
The following proposition shows that each energy form can be viewed as an energy form of
full support on a smaller underlying space. As above, we tacitly extend functions by zero
outside of their domains.
Proposition 2.47. Let E be an energy form on L0(X,B,m). Its support is E-invariant
and the quadratic form
E˜ : L0(suppE,B ∩ suppE,m|B∩suppE)→ [0,∞], f 7→ E(ιsuppEf)
is an energy form of full support.
Proof. The E-invariance of suppE follows from the fact that for each f ∈ D(E) the equality
f = f1suppE holds. The rest is clear.
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2.4 Superharmonic and excessive functions
This section is devoted to superharmonic and excessive functions. We study their properties
and provide characterizations in terms of contraction properties for the form that are
not induced by normal contractions. These additional contractions properties are a main
technical ingredient in later sections.
Deinition 2.48 (Superharmonic and excessive functions). Let E be an energy form.
A function h ∈ D(E) is called E-superharmonic if for each nonnegative ψ ∈ D(E) the
inequality
E(h, ψ) ≥ 0
holds. The collection of all superharmonic functions is denoted by S(E). A function is
called E-excessive if it belongs to the τ(m)-closure of S(E) in L0(m).
Remark 2.49. When E is an extended Dirichlet form we will see in the discussion after
Theorem 2.57 that the above notion of excessive function and the one for (extended)
Dirichlet forms coincide.
We irst show that superharmonic functions can be characterized as minimizers of the
energy. As a preparation, we need the following lemma. It provides further contraction
properties, which are not induced by normal contractions.
Lemma 2.50. Let E be an energy form and let h be E-excessive. For each f ∈ D(E), the
following inequalities hold.
(a) E(f ∧ h) ≤ E(f).
(b) E((f − h)+) ≤ E(f).
If, additionally, h is E-superharmonic, then
(c) E(f ∧ h) ≤ E(f ∧ h, f).
Proof. We start with statement (c). The identity f ∧ h = 1/2(f + h − |f − h|), the
contraction properties of E and the superharmonicity of h imply
E(f ∧ h, f)− E(f ∧ h) =
1
4
(E(f)− E(h)− E(|f − h|) + 2E(h, |f − h|))
≥
1
4
(E(f)− E(h)− E(f − h) + 2E(h, |f − h|))
=
1
2
E(h, f − h+ |f − h|)
= E(h, (f − h)+) ≥ 0.
By the lower semicontinuity of E, it suices to show the statements (a) and (b) in the case
when h is superharmonic. Applying (c), we obtain
E(f ∧ h) ≤ E(f ∧ h, f) ≤ E(f ∧ h)1/2E(f)1/2,
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which proves (a). For inequality (b), we use (f − h)+ = f − f ∧ h and (c) to conclude
E((f − h)+, f)− E((f − h)+) = E(f − f ∧ h, f ∧ h) = E(f, f ∧ h)− E(f ∧ h) ≥ 0.
This computation yields
E((f − h)+) ≤ E((f − h)+, f) ≤ E((f − h)+)
1/2E(f)1/2
and inishes the proof.
Remark 2.51. • Let E be a Dirichlet form with associated semigroup (Tt). [51, Propo-sition 1.2] implies that for any α > 0, an Eα-superharmonic function h is α-excessivein the classical sense, i.e., it satisies e−tαTth ≤ h for all t > 0. In this situation,assertion (a) of the previous lemma is contained in [50, Theorem 2.6]. For extended
Dirichlet forms and excessive functions in the classical sense (which are not to be con-
fused with α-excessive functions and which will be shown to be Ee-excessive in oursense) inequality (a) of the previous lemma is given by [42, Proposition 2.10]. There,
the proof uses methods from [67]. In contrast to the known proofs, we emphasize
that ours is short and (almost) purely algebraic.
• It will turn out that this rather innocent looking lemma is one of the main lemmas
of this thesis.
The following characterization of superharmonic functions is (almost) a direct consequence
of the previous lemma.
Theorem 2.52 (Characterization of superharmonic functions). Let E be an energy form
and let h ∈ D(E). The following assertions are equivalent.
(i) h is superharmonic.
(ii) There exists g ∈ L0(m) with g ≤ h such that
E(h) = inf{E(f) | f ∈ L0(m) with f ≥ g}.
(iii) E(h) = inf{E(f) | f ∈ L0(m) with f ≥ h}.
(iv) For all f ∈ L0(m), the inequality E(f ∧ h) ≤ E(f) holds.
Proof. (i) ⇒ (iv): This follows from Lemma 2.50.
(iv) ⇒ (iii): Let (fn) be a sequence in D(E) with fn ≥ h and
E(fn)→ inf{E(f) | f ∈ L0(m) with f ≥ h}, as n→∞.
By (iv) we can assume fn ≤ h and obtain fn = h for all n. This shows (iii).
(iii) ⇒ (ii): This is obvious.
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(ii)⇒ (i): Let ε > 0 and let ψ ∈ D(E) nonnegative. By g ≤ h we have h+ εψ ≥ g. Hence,
(ii) implies
E(h) ≤ E(h+ εψ) = E(h) + 2εE(h, ψ) + ε2E(ψ).
Since ε > 0 was arbitrary, this computation shows E(h, ψ) ≥ 0, i.e., h is superharmonic.
Remark 2.53. • The fact that certain minimizers of the energy are superharmonic is
well known in potential theory. The idea of the proof of (ii) ⇒ (i) is standard, see
e.g. the proof of [26, Lemma 2.1.1].
• For excessive functions, a somewhat weaker characterization in terms of contractions
can be obtained under the additional assumption that the form has full support, see
Theorem 2.57 below.
Corollary 2.54. Let E be an energy form and let h be excessive. Then h ∈ D(E) if and
only if h is superharmonic.
Proof. Let h ∈ D(E) be excessive. By Lemma 2.50 it satisies E(f ∧ h) ≤ E(f) for each
f ∈ D(E). Therefore, the previous theorem yields the statement.
Corollary 2.55. Let E be an energy form. Let h ∈ D(E) be superharmonic and let
h1, h2 ∈ L
0(m) be excessive. Then h ∧ h1 is superharmonic and h1 ∧ h2 is excessive.Furthermore, for each constant C ≥ 0, the function h ∧C is superharmonic and h1 ∧C isexcessive.
Proof. Let h superharmonic and h1, h2 excessive. Lemma 2.50 implies E(h ∧ h1) ≤ E(h),i.e., h ∧ h1 ∈ D(E). Another application of Lemma 2.50 yields
E(f ∧ h ∧ h1) ≤ E(f ∧ h) ≤ E(f) for all f ∈ D(E).
With this at hand the superharmonicity of h∧h1 follows from Theorem 2.52. That h1∧h2is excessive is an immediate consequence and the ’furthermore’ statement can be inferred
along the same lines.
After having characterized superharmonic functions as minimizers of the energy we can now
prove their existence. Indeed, we show the existence of a whole family of superharmonic
functions.
Proposition 2.56. Let E be an energy form. For every f ∈ D(E) and all α > 0, there
exists a superharmonic function hf, α such that
1{|f |≥α} ≤ hf, α ≤ 1 and E(hf, α) = inf{E(g) | g ∈ L0(m) with g ≥ 1{|f |≥α}}.
Moreover, these functions can be chosen such that hg, β ≥ hf, α whenever |g| ≥ |f | and
β ≤ α. In particular, if E is nontrivial, then there exists a nontrivial superharmonic
function.
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Proof. By Theorem 2.43, we can assume that E is either recurrent or transient. If E is
recurrent, then there is nothing to show since in this case 1 ∈ kerE is superharmonic and
satisies all the required properties.
Now, assume kerE = {0}. For f ∈ D(E) and α > 0, we consider the convex set
Kf,α := {g ∈ D(E) | g ≥ 1{|f |≥α}}.
By the contraction properties of E, we have α−1|f | ∈ Kf,α and by Theorem 2.28, Kf,α isclosed in the Hilbert space (D(E), E). Approximation theory in Hilbert spaces yields the
existence of a projection P : D(E) → Kf,α such that P (h) is the unique element in Kf,αthat satisies
E(h− P (h)) = inf
g∈Kf,α
E(h− g).
According to Theorem 2.52, the function hf, α := P (0) ∈ Kf,α is superharmonic. Its isboundedness by 1 follows from the contraction properties of E.
For the ’moreover’ statement, we let g ∈ D(E) with |g| ≥ |f | and β ≤ α be given. We have
hg, β ≥ 1{|f |≥α}, which implies hg, β∧hf, α ∈ Kf,α. Since hg,β is superharmonic, Theorem 2.52yields E(hg, β ∧ hf, α) ≤ E(hf, α). As hf, α is the unique minimizer of E on Kf,α, we obtain
hg, β ∧ hf, α = hf, α, i.e., hg, β ≥ hf, α. This inishes the proof.
The previous proposition set the stage for characterizing excessive functions in terms of
contractions properties.
Theorem 2.57 (Characterization excessive functions). Let E be an energy form of full
support. For h ∈ L0(m) the following assertions are equivalent.
(i) h is E-excessive.
(ii) For all f ∈ D(E) the inequality E(f ∧ h) ≤ E(f) holds.
Proof. (i) ⇒ (ii): This follows from Lemma 2.50.
(ii) ⇒ (i): For f ∈ D(E) and α > 0, we choose a superharmonic function hf, α as inProposition 2.56. Combining assertion (ii) with Theorem 2.52 shows that for each n the
function
h(n,f, α) := h ∧ (nhf, α) ∈ D(E)
is superharmonic. We introduce a preorder on the set of triplets
I := {(n, f, α) | n ∈ N, α > 0, f ∈ D(E)}
by letting (n, f, α) ≺ (n′, f ′, α′) if and only if n ≤ n′, α ≥ α′ and |f | ≤ |f ′|. Clearly, (I,≺)
is upwards directed. By Proposition 2.56 the net (hi)i∈I is monotone increasing. Since itis also bounded by h, Proposition 1.13 shows that it converges in L0(m) to its supremum.
The assumption that E has full support and the properties of the hf, α yield
sup{hf, α | f ∈ D(E), α > 0} = 1.
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As a consequence, we obtain
h = sup
i∈I
hi = lim
i∈I
hi.
This inishes the proof.
Remark 2.58. • The theorem is not true for general energy forms. Consider the set
X = {a, b} equipped with the counting measure µ and the energy form
E : L0(µ)→ [0,∞], f 7→ E(f) :=
{
f(a)2 if f(b) = 0
∞ else .
A function h is E-superharmonic if and only if h(a) ≥ 0 and h(b) = 0. Therefore,
the constant function 1 satisies E(f ∧ 1) ≤ E(f) but cannot be approximated by
superharmonic functions.
Proposition 2.47 shows that we can always consider the energy form on its support
as an energy form of full support. In this sense, the condition on the support is not
very restrictive. In the example, we have suppE = {a}. Therefore, 1 is E-excessive
when E is considered on the space L0({a}, µ).
• Classically, for a Dirichlet form E with associated semigroup (Tt), an h ∈ L0(m) iscalled excessive if Tt|h| < ∞ m-a.e. and Tth ≤ h for all t > 0. It is shown in [42,Proposition 2.10] that this is equivalent to Ee(f ∧ h) ≤ Ee(f) for all f ∈ D(Ee). TheDirichlet forms in [42] are densely deined on L2(m) and therefore have full support.
Hence, our theorem and the previous discussion show that h is Ee-excessive in oursense if and only if it is excessive in the classical sense. In the light of the this remark,
it seems to be a new observation that excessive functions are precisely the limits of
superharmonic functions in the topology of local convergence in measure.
After having proven that there exist superharmonic (and excessive) functions we show that
their sign and their support are not arbitrary.
Proposition 2.59. Let E be an energy form and let h be E-excessive. Then
E(h−) = 0.
In particular, if E is transient, then every E-excessive function is nonnegative.
Proof. Let h be E-superharmonic. According to Lemma 2.15, the inequality E(h−, h+) ≤ 0holds. We obtain
0 ≤ E(h, h−) = E(h+, h−)− E(h−) ≤ 0,
which implies E(h−) = 0.
For an E-excessive h we consider a net of E-superharmonic functions (hi) with hi m→ h.The lower semicontinuity of E yields
E(h−) ≤ lim inf
i
E((hi)−) = 0.
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This inishes the proof.
The previous lemma already suggests that more can be said about excessive functions when
the form is recurrent or transient. Before discussing this relation, we need the following
lemma.
Lemma 2.60. Let E be an energy form and let h ≥ 0 be E-excessive. The set {h > 0} is
E-invariant.
Proof. For f ∈ D(E) and n ≥ 0 we set
fn := (f ∧ (nh)) ∨ (−nh).
Since nh is excessive, Lemma 2.50 implies
E(fn) ≤ E(f).
From the convergence fn m→ f1{h>0}, as n → ∞, and the lower semicontinuity of E weinfer
E(f1{h>0}) ≤ lim inf
n→∞
E(fn) ≤ E(f).
According to Lemma 2.32, this shows the invariance of {h > 0}.
Proposition 2.61. Let E be an irreducible transient energy form. Then every nonzero
E-excessive function is strictly positive. If, additionally, E is nontrivial, then there exists
a strictly positive E-superharmonic function.
Proof. Let h ̸= 0 be E-excessive. By Proposition 2.59 we have h ≥ 0. Furthermore,
Lemma 2.60 shows that {h > 0} is invariant. Since E is irreducible and h is nontrivial,
this implies h > 0 m-a.e., what we claimed.
For the ’in particular’ part we use Proposition 2.56 to obtain a superharmonic function
0 ̸= h ∈ D(E). It is strictly positive by the above.
One application of the previous observation is that nontrivial irreducible energy forms
always have full support.
Corollary 2.62. Let E be a nontrivial irreducible energy form. Then E has full support.
Proof. According to Corollary 2.41, the form E is either recurrent or transient. In the
recurrent case, 1 ∈ kerE ⊆ D(E) implies suppE = X. In the transient case, the previous
proposition guarantees the existence of a strictly positive function in h ∈ D(E). But then
1X = sup
α>0
1{h≥α},
and we obtain suppE = X. This inishes the proof.
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We inish this section by discussing excessive functions for recurrent forms.
Proposition 2.63. Let E be a recurrent energy form. Every E-excessive function belongs
to kerE. If, additionally, E is irreducible, then every E-excessive function is constant.
Proof. Let h be E-excessive. By the recurrence of E, we have 1 ∈ kerE. Using the lower
semicontinuity of E and Lemma 2.50 we obtain
E(h) ≤ lim inf
n→∞
E(h ∧ (n1)) ≤ lim inf
n→∞
E(n1) = 0,
which shows h ∈ kerE. It follows from Theorem 2.35 that h is constant when E is
irreducible. This inishes the proof.
If the form has full support and the domain of the energy form contains a nonconstant
function, a converse to the previous proposition holds true.
Theorem 2.64. Let E be an energy form of full support. The following assertions are
equivalent.
(i) E is recurrent.
(ii) Every E-excessive function belongs to kerE.
If, additionally, E is irreducible and D(E) contains a nonconstant function, then both
assertions are equivalent to the following.
(iii) Every E-excessive function is constant.
Proof. The implications (i)⇒ (ii) and (i)⇒ (iii) (under the additional assumption) follow
from Proposition 2.63.
(ii) ⇒ (i): Since E has full support, Theorem 2.57 shows that the constant function 1 is
E-excessive. By (ii) it belongs to kerE, i.e., E is recurrent.
Assume that E is irreducible and D(E) contains a nonconstant function.
(iii) ⇒ (i): Let g ∈ D(E) be not constant. After possibly rescaling g and using the
contraction properties of E, we can assume that 0 ≤ g ≤ 1, ∥g∥∞ = 1 and ∥1− g∥∞ = 1.
Assume E were transient. With the same arguments as in the proof of Proposition 2.56,
we obtain unique E-superharmonic functions h1 and h2 that are bounded by 1 and satisfy
E(h1) = inf{E(f) | f ∈ L0(m) with f ≥ g}
and
E(h2) = inf{E(f) | f ∈ L0(m) with f ≥ 1− g}.
According to assertion (iii), h1 and h2 must be constant. Since ∥g∥∞ = ∥1− g∥∞ = 1, weconclude h1 = h2 = 1. For 0 < α < 1, the properties of h1 and h2 imply
E(1) = E(h1) ≤ E(g + α(1− g)) = α
2E(1) + (1− α)2E(g) + 2α(1− α)E(1, g)
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and
E(1) = E(h2) ≤ E(1− g + αg) = E(1) + (1− α)
2E(g)− 2(1− α)E(1, g).
Rearranging these inequalities and dividing by 1− α > 0 amounts to
(1 + α)E(1) ≤ (1− α)E(g) + 2αE(1, g)
and
2E(1, g) ≤ (1− α)E(g).
Letting α→ 1− yields E(1) ≤ E(1, g) ≤ 0, a contradiction to the transience of E.
Remark 2.65. • We have already noted that excessive functions in our sense and in
the sense of Dirichlet form theory coincide. Therefore, the previous theorem is a
generalization of the main result of [42] to energy forms. Again, we would like to
point out the algebraic character of our proof.
• Without the assumption on the existence of a nonconstant function in the domain of
the energy form the previous theorem does not hold. For example, consider X = {a}
equipped with the counting measure µ. The energy form
E : L0(µ)→ [0,∞], f 7→ E(f) = f(a)2
is transient and only possesses constant functions in its domain.
2.5 Capacities
In this section we introduce the notion of capacity for energy forms. We prove that ca-
pacity theory is trivial for recurrent forms and provide some properties of capacities in
the transient case. Since no new observations or proofs appear here, we only prove the
theorems that we use later and refer the reader to [26] and [51] for more detailed accounts.
Deinition 2.66 (Capacity). Let E be an energy form. A nonnegative function h ∈ L0(m)
is called admissible if
E(f ∧ h) ≤ E(f) for all f ∈ D(E).
Let h ∈ L0(m) be admissible and let U ⊆ X be measurable. The capacity of U with respect
to E and h is deined by
capE,h(U) := inf{E(f) | f ∈ L0(m) with f1U ≥ h1U}.
If, additionally, X is a topological space and m is a Borel measure on X, for any A ⊆ X
we let the topological capacity of A with respect to E and h be given by
captopE,h(A) = inf{capE,h(O) | O open and A ⊆ O}.
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Remark 2.67. • The contraction properties of energy forms imply that constant func-
tions are admissible and Lemma 2.50 shows that excessive functions and superhar-
monic functions are admissible as well. Indeed, Theorem 2.57 yields that all admis-
sible functions are excessive when the form has full support.
• The advantage of using superharmonic functions instead of arbitrary admissible ones
is that superharmonic functions always belong to the domain of the energy form and
so the whole space has inite capacity.
• We warn the reader not to confuse capE,h with captopE,h, which is studied in [26] or[51]. In particular, capE,h is only deined on the underlying σ-algebra and has thefeature that capE,h(U) = capE,h(V ) whenever m(U \ V ∪ V \ U) = 0.
• Below, we use capE,h to measure the smallness of certain families of sets rather thanthe smallness of individual sets. If X is a topological space and m is a Borel measure,
then captopE,h(A) can be seen as a measure for the smallness of the family of all opensets that contain A.
Depending on whether or not E is transient, capacities are useful or not. This is discussed
next.
Theorem 2.68. Let E be an energy form. The following assertions are equivalent.
(i) E is recurrent.
(ii) For every admissible h and every measurable U ⊆ X the equation capE,h(U) = 0holds.
(iii) For every admissible h the equation capE,h(X) = 0 holds.
(iv) The equation capE,1(X) = 0 holds.
Proof. (i) ⇒ (ii): Let E be recurrent and let h be admissible. We can argue exactly as
in the proof of Proposition 2.63 to show that h belongs to kerE. Therefore, we obtain
capE,h(U) = 0 for each measurable U ⊆ X.
(ii) ⇒ (iii) ⇒ (iv): This is trivial.
(iv) ⇒ (i): Let fn ≥ 1 be a sequence with E(fn)→ 0. By the contraction properties of Ewe obtain
E(1) = E(fn ∧ 1) ≤ E(fn).
This shows 1 ∈ kerE and inishes the proof.
Remark 2.69. • An alternative formulation for the previous theorem is that capacity
theory of an energy form is utterly useless if and only if the form is recurrent.
• If X is a topological space and m is a Borel measure on X, the previous theorem
remains true with capE,h being replaced by captopE,h. We refrain from giving details.
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The following theorem shows that situation is better for transient forms.
Theorem 2.70. Let E be a transient energy form and let h be admissible. For each
measurable U ⊆ X there exists hU ∈ L0(m) with h1U ≤ hU ≤ h and
capE,h(U) = E(hU).
If, additionally, capE,h(U) <∞, then hU is E-superharmonic and uniquely determined.
Proof. If capE,h(U) =∞, then h does not belong to D(E). In this case, we can set hU = hand the claim follows.
Now, assume capE,h(U) < ∞. We argue as in the proof of Proposition 2.56 to show theexistence of hU . The set
K := {f ∈ D(E) | f1U ≥ h1U}
is convex and nonempty. According to Theorem 2.28, the space (D(E), E) is a Hilbert
space and K is a closed subset. The projection theorem in Hilbert spaces implies the
existence of a unique hU ∈ D(E) that satisies
E(hU) = inf{E(f − 0) | f ∈ K} = capE,h(U).
Since h is admissible, we obtain E(hU ∧ h) ≤ E(hU). The minimality of E(hU) and theuniqueness of hU show hU ≤ h. The superharmonicity of hU follows from Theorem 2.52.This inishes the proof.
Remark 2.71. The idea of the proof of the previous theorem and its statement are well
known in potential theory, cf. the proof of [26, Lemma 2.1.1]. We have already used it in
the proof of Proposition 2.56.
For later purposes, we note the following alternative formula for the capacity with respect
to a superharmonic function. It seems to be new.
Lemma 2.72. Let E be an energy form and let h be admissible. Then capE,h(X) <∞ ifand only if h is E-superharmonic. In this case, for any measurable U ⊆ X the equation
capE,h(U) = inf{E(h− g) | g ∈ D(E) with g1U = 0}
holds.
Proof. By deinition superharmonic functions belong to the form domain. Therefore, if h
is E-superharmonic, then capE,h(X) <∞.
If capE,h(X) <∞, there exists an f ∈ D(E) with f ≥ h. Since h is admissible, we infer
E(h) = E(f ∧ h) ≤ E(f) <∞,
i.e., h ∈ D(E). It follows from Theorem 2.52 that admissible functions which belong to
the form domain are superharmonic.
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For the alternative expression of the capacity we irst consider a function g ∈ D(E) with
g1U = 0. It satisies (h− g)1U ≥ h1U and we obtain
capE,h(U) ≤ inf{E(h− g) | g ∈ D(E) with g1U = 0}.
For the reverse inequality, we let ε > 0 and choose f ∈ D(E) with f1U ≥ h1U and
E(f) ≤ capE,h(U) + ε.
Since (h− f ∧ h)1U = 0 and E(f ∧ h) ≤ E(f), we obtain
capE,h(U) + ε ≥ E(f ∧ h) = E(h− (h− f ∧ h)) ≥ inf{E(h− g) | g ∈ D(E) with g1U = 0}.
This inishes the proof.
2.6 Nests and local spaces
In this section we introduce the space of functions that locally belong to the form domain
of an energy form. Classically, thinking of Sobolev-type spaces or local Lp-spaces, we would
set the local form domain to be the space of all functions that agree with functions in the
form domain on relatively compact open sets. Since in general we have no topology on the
underlying space at our disposal, we irst introduce alternative classes of sets on which we
compare arbitrary functions with functions in the form domain, so called nests. We study
properties of these nests and discuss the local form domain at the end of this section.
Deinition 2.73 (Nest). Let E be an energy form. A collection of measurable sets N is
called E-nest if
D(E)N := {f ∈ D(E) | there exists N ∈ N s.t. f1X\N = 0}
is a dense subspace of D(E) with respect to the form topology.
Remark 2.74. • There are two assumptions in the previous deinition. One is the
denseness of D(E)N in D(E). It relects the idea that a nest should exhaust theunderlying space. The other requirement is that D(E)N is a vector space. Thiscorresponds to the fact that sets in N can be compared. For example, it is satisied
if for all N1, N2 ∈ N , there exists a set N3 ∈ N with m(N1 ∪N2 \N3) = 0. In otherwords, it is satisied when N is upwards directed with respect to the usual preorder
on measurable sets that we introduced in Subsection 1.1.2.
• In the classical topological situation one considers the sets in a nest to be closed (or
quasi-closed) and the nest itself to be countable and increasing, cf. [26, 51]. For our
purposes, we do not need any of these properties. A version of our notion of nest
was introduced in [7].
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• The standard example of a nest when E is a regular energy form is
K := {G ⊆ X | G open and relatively compact}.
In this situation, we have
Cc(X) ∩D(E) ⊆ D(E)K
which implies the denseness of D(E)K. Its vector space properties follow from theprevious discussion and the fact that the union of two open, relatively compact sets
is again open and relatively compact.
The following proposition shows that for a nest N the algebraic properties of D(E) pass
to D(E)N .
Proposition 2.75. Let E be an energy form and let N be an E-Nest.
(a) For every normal contraction C : Rn → R and f1, . . . , fn ∈ D(E)N , we have
C(f1, . . . , fn) ∈ D(E)N .
(b) D(E)N is a lattice and D(E)N ∩ L∞(m) is an algebra.
Proof. (a): Let f1, . . . , fn ∈ D(E)N and let C : Rn → R be a normal contraction. Thestatement follows from Theorem 2.20, the inequality
|C(f1, . . . , fn)| ≤
n∑
i=1
|fi|
and the fact that D(E)N is a vector space.
(b): This follows from the corresponding results for D(E), the inequalities
|f ∧ g| ≤ |f |+ |g| and |f ∨ g| ≤ |f |+ |g|,
and the fact that D(E)N is a vector space.
Not all nests are equally well-suited for studying energy forms. The following class is of
importance for almost all our considerations below that involve nests.
Deinition 2.76 (Special nest). Let E be an energy form. An E-nest N is called special
if for each N ∈ N there exists a function gN ∈ D(E)N such that gN ≥ 1N .
Remark 2.77. • Special nests comprise two contrary features. A special nest is large
enough such that it ’exhausts’ the underlying space while its individual elements are
’small’ in the sense that there exists some function in the form domain that equals
one on them. Indeed, the sets are even so small that the function which equals one
on them can be taken from the smaller space D(E)N .
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• We use the term ’special’ for the described property of nests because it has a similar
meaning as the term ’special’ in the concept of special standard core of a regular
Dirichlet form, cf. [26, Section 1.1].
The following lemma shows that each energy form has a special nest.
Lemma 2.78. Every energy form possesses a special nest.
Proof. Let E be an energy form. We show that the system
N := {{|f | ≥ α} | f ∈ D(E) and α > 0}
is an E-nest with the desired properties.
We irst prove the denseness of D(E)N in D(E) with respect to the form topology. For
f ∈ D(E) and α > 0 we set
fα := f − (f ∧ α) ∨ (−α).
These fα satisfy
{fα ̸= 0} = {|f | ≥ α} ∈ N ,
which shows fα ∈ D(E)N . Furthermore, Proposition 2.24 implies fα → f in the formtopology, as α→ 0+.
Using that D(E) is a lattice, we obtain
{|f | ≥ α} ∪ {|g| ≥ β} ⊆ {|f | ∨ |g| ≥ α ∨ β} ∈ N .
This shows that D(E)N is a vector space.
For proving that N is special, we note that for each f ∈ D(E) and α > 0 we have
|f |α/2 ∈ D(E)N and
2α−1|f |α/2 ≥ 1{|f |≥α}.
This inishes the proof.
For regular energy forms, the collection of relatively compact open sets is the most promi-
nent nest. The next lemma shows that it is special.
Lemma 2.79. Let E be a regular energy form. The collection
K := {G ⊆ X | G open and relatively compact}
is a special E-nest.
Proof. In Remark 2.74 we have already seen that K is a nest. It remains to show that K is
special. Let G ⊆ X open and relatively compact. Locally compact separable metric spaces
are completely regular. Hence, there exists φ ∈ Cc(X) with φ(x) ≥ 2 for each x ∈ G. Since
Cc(X)∩D(E) is uniformly dense in Cc(X), there exists a function φ˜ ∈ Cc(X)∩D(E) with
∥φ− φ˜∥∞ ≤ 1/2. It satisies φ˜ ∈ D(E)K and φ˜(x) ≥ 1 for each x ∈ G.
70 2. Energy forms
Remark 2.80. In view of the previous lemma, it is sometimes helpful to think of special
nests as generalizations of the collection of relatively compact open sets.
Special nests have another feature that allows them to serve as index sets for nets. Recall
the preorder that we introduced on measurable sets in Section 1.1.2. Namely, we say that
two measurable sets N,N ′ ⊆ X satisfy N ≺ N ′ if and only if m(N \N ′) = 0. The following
lemma shows that special nests are upwards directed with respect to this preorder.
Lemma 2.81. Let E be an energy form and let N be a special E-nest. Then (N ,≺) is
upwards directed.
Proof. For i = 1, 2, let Ni ∈ N and gNi ∈ D(E)N with gNi ≥ 1Ni be given. Since D(E)N isa vector space, we have gN1+gN2 ∈ D(E)N . Therefore, there exists a set N3 ∈ N such that
(gN1 + gN2)1X\N3 = 0. The inequality gN1 + gN2 ≥ 1N1∪N2 implies m((N1 ∪ N2) \ N3) = 0and inishes the proof.
Lemma 2.82 (Reinement of nests). Let E be an energy form and let N1 and N2 be two
E-nests. Their reinement
N1 ∧N2 := {N1 ∩N2 | N1 ∈ N1, N2 ∈ N2}
is an E-nest. Moreover, if N1 and N2 are special, then N1 ∧N2 is special.
Proof. It follows from the deinition of N1 ∧N2 that the identity
D(E)N1∧N2 = D(E)N1 ∩D(E)N2
holds. Therefore, D(E)N1∧N2 is a vector space and it remains to prove the densenessof D(E)N1∧N2 in D(E) with respect to the form topology. Let E˜ be the closure of therestriction of E to D(E)N1∧N2 . Since E is an extension of E˜, it suices to show theinclusion D(E) ⊆ D(E˜).
Let f ∈ D(E). There exists a net (fi) in D(E)N1 and and a net (gj) in D(E)N2 thatconverge to f in the form topology. We set
hi,j := (fi ∧ |gj|) ∨ (−|gj|) ∈ D(E)N1∧N2 .
From the lower semicontinuity of E˜ we infer
E˜(f) ≤ lim inf
i
lim inf
j
E˜(hi,j) = lim inf
i
lim inf
j
E(hi,j).
Theorem 2.22 yields the estimate
E(hi,j)
1/2 ≤ E(fi)
1/2 + 2E(|gj|)
1/2 ≤ E(fi)
1/2 + 2E(gj)
1/2.
Altogether, we obtain E˜(f) <∞, i.e., f ∈ D(E˜). This proves the denseness of D(E)N1∧N2in D(E).
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Now, assume that N1 and N2 are special. For Ni ∈ Ni, i = 1, 2, we choose φi ∈ D(E)Niwith φi ≥ 1Ni . By the contraction properties of E we can assume that these functions arebounded. Since D(E) ∩ L∞(m) is an algebra, we have φ1φ2 ∈ D(E) and φ1φ2 ≥ 1N1∩N2 .Moreover, if φi vanishes outside of Mi ∈ Ni, then φ1φ2 vanishes on X \ (M1 ∩M2). Thisinishes the proof.
For transient forms which possess a strictly positive superharmonic function nests can be
characterized in terms of capacity. This is the content of the following proposition.
Proposition 2.83. Let E be a transient energy form and let h ∈ D(E) be a strictly positive
E-superharmonic function. The following assertions are equivalent.
(i) N is an E-nest.
(ii) D(E)N is a vector space and infN∈N capE,h(X \N) = 0.
Proof. We start with the following observation.
Claim: The function h belongs to the form topology closure of D(E)N if and only ifinfN∈N capE,h(X \N) = 0.
Proof of the claim. Lemma 2.72 shows that for each N ∈ N we have
capE,h(X \N) = inf{E(h− g) | g ∈ D(E) with g1X\N = 0}.
This proves the claim. △
(i) ⇒ (ii): This is a direct consequence of the previous claim.
(ii)⇒ (i): We let E˜ be the closure of the restriction of E to D(E)N . Since E is an extension
of E˜, it suices to show the inclusion D(E) ⊆ D(E˜).
According to the claim, assertion (ii) implies h ∈ D(E˜), i.e., there exists a net (hi) inD(E)Nthat converges to h in the form topology. Let f ∈ D(E) nonnegative. Since hi ∈ D(E)N ,
we have f ∧ hi ∈ D(E)N and E(f ∧ hi) = E˜(f ∧ hi). The lower semicontinuity of E˜ andTheorem 2.22 imply
E˜(f ∧ h)1/2 ≤ lim inf
i
E˜(f ∧ hi)
1/2 = lim inf
i
E(f ∧ hi)
1/2 ≤ E(f)1/2 + E(h)1/2 <∞.
The same argumentation yields that for n ∈ N we have f ∧ (nh) ∈ D(E˜) and, therefore,
E˜(f ∧ (nh)) = E(f ∧ (nh)). From the lower semicontinuity of E˜ and Lemma 2.50 we
conclude
E˜(f) ≤ lim inf
n→∞
E˜(f ∧ (nh)) = lim inf
n→∞
E(f ∧ (nh)) ≤ E(f) <∞.
Since any function in D(E) can be split into positive and negative part, this inishes the
proof.
72 2. Energy forms
Remark 2.84. • In Proposition 2.61 we have seen that every nontrivial irreducible
transient energy form possesses a strictly positive superharmonic function. For tran-
sient energy forms which do not satisfy this assumption, the proposition remains true
when (ii) is replaced by
(ii)’ D(E)N is a vector space and for all E-superharmonic functions h we haveinfN∈N capE,h(X \N) = 0.
• It is well known for Dirichlet forms that nests (in the classical sense) can be charac-
terized in terms of capacity, see [51, Theorem III.2.11].
Deinition 2.85 (Local space). Let E be an energy form. For an E-nest N the local space
with respect to N is
D(E)loc,N := {f ∈ L0(m) | for all N ∈ N there exists fN ∈ D(E) with f1N = fN1N}.
The local space of E is given by
D(E)loc :=
∪
N is E-nest
D(E)loc,N .
Remark 2.86. When E is a regular Dirichlet form the local Dirichlet space is usually
introduced in a similar spirit as local Lp-spaces or local Sobolev spaces. Namely, one
considers
{f ∈ L0(m) | for all G ∈ K there exists fG ∈ D(E) with f1G = fG1G}.
In our terminology, this corresponds to the local space with respect to the nest of all open
relatively compact sets K. Unfortunately, for many purposes this space is too small. We
shall encounter this problem in Chapter 3 and in Chapter 4.
From the deinition of D(E)loc it is not clear that it allows algebraic manipulations. How-ever, with the help of Lemma 2.82 we obtain the following structural results.
Proposition 2.87. Let E be an energy form. The following assertions hold.
(a) D(E)loc is a vector space.
(b) For f1, . . . , fn ∈ D(E)loc and every normal contraction C : Rn → R we have
C(f1, . . . , fn) ∈ D(E)loc.
(c) D(E)loc is a lattice and D(E)loc ∩ L∞(m) is an algebra.
Proof. It follows from Lemma 2.82 that D(E)loc is a vector space. Similarly, assertions (b)and (c) follow from Lemma 2.82 combined with Theorem 2.20 or Theorem 2.22, respec-
tively.
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Diferent nests of an energy form E can lead to the same local space, i.e., it may happen that
D(E)loc,N = D(E)loc,N ′ for diferent E-nests N and N ′. This phenomenon is importantfor later considerations and so we note the following.
Deinition 2.88 (Equivalent nests). Let E be an energy form. Two E-nests N and N ′
are called equivalent if the following is satisied:
• For each N ∈ N there exists N ′ ∈ N ′ with N ⊆ N ′.
• For each N ′ ∈ N ′ there exists N ∈ N with N ′ ⊆ N .
Lemma 2.89. Let E be an energy form and let N ,N ′ be equivalent E-nests. Then
D(E)N = D(E)N ′ and D(E)loc,N = D(E)loc,N ′.
Proof. This is immediate from the deinitions.
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Chapter 3
Silverstein extensions of energy forms
Silverstein extensions are an important tool in the theory of Dirichlet forms. They were
introduced by Silverstein in [69, Terminology 20.2] and then used in [70] to study the
boundary behavior of symmetric Markov processes. Roughly speaking, each Dirichlet
form corresponds to a symmetric Markov process on the underlying space. A Silverstein
extension of such a form provides a symmetric Markov process with the same local behavior,
but with diferent global behavior as the original process. One example is Brownian motion
on a bounded domain. It can either be absorbed (killed) once it hits the boundary of the
domain or it can be relected back into the domain upon hitting the boundary. Relected
Brownian motion comes from a Silverstein extension of the Dirichlet form of absorbed
Brownian motion. The book [13] is devoted to studying the stochastic interpretation of
Silverstein extensions (and time changes) in the Dirichlet form case and we refer the reader
to it for details.
In this chapter we extend the concept of Silverstein extensions to energy forms. This is
possible since Silverstein extensions are deined by a simple algebraic property of the form
domain; an extension of an energy form is a Silverstein extension if the domain of the
smaller form is an ideal in the domain of the larger form. In the irst section we prove
that this ideal property can either be formulated in terms of the order structure or in
terms of the multiplicative structure of the domains and that it can be characterized by
the fact that the domain of the larger form lies in the local domain of the smaller form, see
Theorem 3.2. This observation is then illustrated with several examples. More speciically,
we discuss the precise relation of energy forms and Dirichlet forms, see Proposition 3.7,
characterize Silverstein extensions of Dirichlet forms, see Theorem 3.9, and show that
Markovian extensions and Silverstein extensions agree for quadratic forms of hypoelliptic
operators, see Theorem 3.18 and Corollary 3.19.
The second section of this chapter is devoted to uniqueness of Silverstein extensions. We
prove that recurrent energy forms are Silverstein unique, see Theorem 3.21, and we provide
an abstract version of the meta theorem that Silverstein uniqueness can be characterized
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by the vanishing of the capacity of ’the boundary’, see Theorem 3.24. This result allows
us to obtain a uniied treatment and to generalize most of the Silverstein uniqueness re-
sults for Dirichlet forms that are formulated in terms of capacity, see Theorem 3.27 and
Theorem 3.30.
In the last section of this chapter, we construct the maximal Silverstein extension of a
given energy form. For (quasi-)regular Dirichlet forms this is usually done with the help
of representation theory viz the Beurling-Deny formula of the form or the Fukushima de-
composition of the associated process. These rather complicated procedures stand in sharp
contrast with the deinition of Silverstein extensions in terms of simple ideal properties of
the form domains. We provide a new construction of the maximal Silverstein extension
that only relies on these algebraic properties. Along the way, we split a given energy form
into its main part, see Deinition 3.45, and its killing part, see Deinition 3.48, and intro-
duce the relected energy form, see Deinition 3.51. For Dirichlet forms this provides a new
construction of the so-called relected Dirichlet space. We give criteria when the relected
energy form is the maximal Silverstein extension, see Theorem 3.58, but also show that not
every energy form, indeed not even every regular Dirichlet form, has a maximal Silverstein
extension, see Example 3.32, Example 3.33 and Proposition 3.61. These insights reveal
some mistakes in the literature, where it is claimed that all regular Dirichlet forms pos-
sess a maximal Silverstein extension. We conclude this chapter with the structural insight
that recurrence and uniqueness of Silverstein extensions are almost the same concept, see
Theorem 3.65. This is the reason why both can be characterized in terms of capacity.
3.1 Ideals of energy forms
In this section we introduce Silverstein extensions of energy forms. We prove that they
can be characterized in terms of ideal properties of the form domains and in terms of local
spaces. The notion of Silverstein extensions provides a language that allows us to precisely
formulate the relation of Dirichlet forms and energy forms. We inish this section with
various examples and applications.
Deinition 3.1 (Algebraic ideal and order ideal). Let A,B ⊆ L0(m). The set A is called
order ideal in B if f ∈ A, g ∈ B and |g| ≤ |f | implies g ∈ A. It is an algebraic ideal in B
if for each f ∈ A and g ∈ B we have fg ∈ A.
The following theorem shows that both notions of ideal coincide for form domains of
extensions of energy forms.
Theorem 3.2 (Ideal properties of the form domain). Let E and E˜ be energy forms such
that E˜ is an extension of E. The following assertions are equivalent.
(i) D(E) is an order ideal in D(E˜).
(ii) D(E) ∩ L∞(m) is an algebraic ideal in D(E˜) ∩ L∞(m).
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(iii) D(E˜) ⊆ D(E)loc.
(iv) There exists a special E-nest N such that D(E˜) ∩ L∞(m) ⊆ D(E)loc,N .
(v) For all special E-nest N we have D(E˜) ∩ L∞(m) ⊆ D(E)loc,N .
Proof. (i) ⇒ (ii): Let f ∈ D(E)∩L∞(m) and g ∈ D(E˜)∩L∞(m). Their product satisies
|fg| ≤ ∥g∥∞|f |.
Since D(E) is an order ideal in D(E˜), this implies fg ∈ D(E).
(ii) ⇒ (i): Let f ∈ D(E) and g ∈ D(E˜) with |g| ≤ |f |. We have to prove g ∈ D(E). By
the contraction properties of E and by Proposition 2.24 we can assume that f and g are
nonnegative and bounded. The inequality 0 ≤ g ≤ f implies the convergence
f
f + ε
g
m
−→ g, as ε→ 0 + .
From the lower semicontinuity of E we infer
E(g) ≤ lim inf
ε→0+
E(f(f + ε)−1g).
Therefore, it suices to show that E(f(f + ε)−1g) is inite and uniformly bounded in ε. In
the interior of S := {(w, z) ∈ R2 | 0 ≤ w ≤ z} the partial derivatives of the function
Cε : S → R, (w, z) 7→
w
w + ε
z
are bounded by 1. This observation, the continuity of Cε and the inequality 0 ≤ g ≤ fyield
|Cε(f(x), g(x))− Cε(f(y), g(y))| ≤ |f(x)− f(y)|+ |g(x)− g(y)|
and
|Cε(f(x), g(x))| ≤ |f(x)|+ |g(x)|.
The contraction properties of E˜ imply
E˜(Cε(f, g))
1/2 ≤ E˜(f)1/2 + E˜(g)1/2.
A similar argument applied to the function Dε : [0,∞)→ R, x 7→ x/(x+ ε) shows
f(f + ε)−1 = Dε(f) ∈ D(E) ∩ L
∞(m).
According to (ii), the algebra D(E) ∩ L∞(m) is an algebraic ideal in D(E˜) ∩ L∞(m) and
we obtain Cε(f, g) = f(f + ε)−1g ∈ D(E)∩L∞(m). Since E˜ is an extension of E, this andthe previous considerations imply
E(Cε(f, g))
1/2 = E˜(Cε(f, g))
1/2 ≤ E˜(f)1/2 + E˜(g)1/2.
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Therefore, E(Cε(f, g))) is inite and bounded independently of ε and implication (ii)⇒ (i)is proven.
(ii) ⇒ (v): Let f ∈ D(E˜) ∩ L∞(m) and let N be a special E-nest. For N ∈ N we
choose gN ∈ D(E)N with 1N ≤ gN ≤ 1. Since D(E) ∩ L∞(m) is an algebraic ideal in
D(E˜)∩L∞(m), we we have fgN ∈ D(E). Furthermore, the choice of gN yields fgN = f1Nand we obtain f ∈ D(E)loc,N .
(v) ⇒ (iv): This follows from the existence of special E-nests, Lemma 2.78.
(iv) ⇒ (iii): Let N be a special E-nest such that D(E˜) ∩ L∞(m) ⊆ D(E)loc,N and let
f ∈ D(E˜). Assertion (iv) and the contraction properties of E˜ imply
(f ∧ n) ∨ (−n) ∈ D(E)loc,N ⊆ D(E)loc for all n ∈ N.
As a consequence, we obtain that for each
M ∈ N|f | := {N ∩ {|f | ≤ n} | N ∈ N , n ∈ N} = N ∧ {{|f | ≤ n} | n ∈ N}
there exists an fM ∈ D(E) with fM = f on M . Therefore, it suices to show that N|f | is
an E-nest. According to Lemma 2.82, it remains to check that N˜ := {{|f | ≤ n} | n ∈ N}
is an E-nest.
We let E ′ be the closure of the restriction of E to D(E)N˜ and show D(E) ⊆ D(E ′).According to Theorem 2.2, the form E ′ is an energy form. Since bounded functions are
dense in the domain of an energy form, it suices to proveD(E)∩L∞(m) ⊆ D(E ′)∩L∞(m).
To this end, for φ ∈ D(E) ∩ L∞(m) and n ∈ N we set
φn := φ− φ ·
|f | ∧ n
n
=
{
0 if |f | > n
φ
(
1− |f |
n
) else .
Since D(E) ∩ L∞(m) is an algebraic ideal in D(E˜) ∩ L∞(m), we have φn ∈ D(E) and bydeinition φn vanishes on {|f | > n}. This shows φn ∈ D(E)N˜ . Furthermore, φn m→ φ, as
n→∞. We use the lower semicontinuity of E ′ and that E,E ′ and E˜ coincide on D(E)N˜to conclude
E ′(φ) ≤ lim inf
n→∞
E ′(φn) = lim inf
n→∞
E(φn) = lim inf
n→∞
E˜(φn).
Theorem 2.22 applied to the form E˜ yields
E˜(φn)
1/2 ≤ E˜(φ)1/2 + ∥n−1(|f | ∧ n)∥∞E˜(φ)
1/2 + ∥φ∥∞E˜(n
−1(|f | ∧ n))1/2
≤ 2E˜(φ)1/2 + ∥φ∥∞E˜(f)
1/2.
These calculations show φ ∈ D(E ′) and inish the proof of implication (iv) ⇒ (iii).
(iii)⇒ (ii): Let g ∈ D(E)∩L∞(m) and f ∈ D(E˜)∩L∞(m). We have to show fg ∈ D(E).
By (iii) there exists an E-nest N such that f ∈ D(E)loc,N . We choose a net (gi) in D(E)N
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that converges to g with respect to the form topology. According to Lemma 1.44 and the
contraction properties of E, we can assume ∥gi∥∞ ≤ ∥g∥∞. It follows from the deinitionsand Theorem 2.22 that D(E)N ∩ L∞(m) is an algebraic ideal in D(E)loc,N ∩ L∞(m).Therefore, we have fgi ∈ D(E) and obtain
E(fg) ≤ lim inf
i
E(gif) = lim inf
i
E˜(gif).
Another application of Theorem 2.22 yields
E˜(gif)
1/2 ≤ ∥gi∥∞E˜(f)
1/2 + ∥f∥∞E˜(gi)
1/2 ≤ ∥g∥∞E˜(f)
1/2 + ∥f∥∞E(gi)
1/2.
Combining these computations shows E(fg) <∞ and inishes the proof.
Deinition 3.3 (Silverstein extension). Let E be an energy form. An extension E˜ of E
that satisies one of the equivalent conditions of the previous theorem is called Silverstein
extension of E. The set of all Silverstein extensions of E is denoted by Sil(E). The form
E is called Silverstein unique if Sil(E) = {E}.
Remark 3.4. • For Dirichlet forms I learned of the equivalence of (i) and (ii) in a
discussion with Hendrik Vogt and Peter Stollmann in December 2012 and the proof
of the implication (ii) ⇒ (i) as it is presented here is due to Hendrik Vogt. They
were familiar with [58], which shows that (i) for the domains of Dirichlet forms
is equivalent to domination of the associated semigroups. I knew that (ii) is also
related with domination of the associated semigroups from the paper [36], which I
wrote with co-authors at the time. Later, I learned that the equivalence of (ii) and
the domination of the associated semigroups was already known and stated in [69,
Theorem 21.2] under various technical assumptions on the underlying space. There,
the proof is rather complicated and uses probabilistic methods. Independently, the
equivalence of (i) and (ii) was recently proven in [60, Proposition 2.7] by diferent
methods. For a precise formulation of the just mentioned results for Dirichlet forms,
see Theorem 3.9 below.
• The implication (ii) ⇒ (iii) was observed for quasi-regular Dirichlet forms in [13,
Remark 6.6.2] with a slightly diferent notion of local space. In particular, the idea
that for an unbounded f ∈ D(E˜) one should consider {{|f | ≤ n} | n ∈ N} and
then take a reinement with a given special nest can, in some disguise, already be
found there. Here, the technical novelty lies in the fact that we had to show that
{{f ≤ n} | n ∈ N} is an E-nest while this is automatically satisied in [13]. That the
reverse implication (iii) ⇒ (ii) also holds seems to be new. We shall see at the end
of this section that it is particularly useful for constructing examples.
In the proof of the previous theorem we did not only show the inclusion D(E˜) ⊆ D(E)loc,but explicitly constructed the corresponding nests. We ix this construction for later pur-
poses. Whenever N is an E-nest and f ∈ L0(m), we let
Nf := N ∧ {{f ≤ n} | n ∈ N} = {N ∩ {f ≤ n} | N ∈ N and n ∈ N}.
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Lemma 3.5. Let E be an energy form and let E˜ be a Silverstein extension of E. Let N
be a special E-nest. For all f ∈ D(E˜) the collection N|f | is a special E-nest and
f ∈ D(E)loc,N|f | .
Proof. As seen in the proof of Theorem 3.2 (iv)⇒ (iii), N|f | is a nest and f ∈ D(E)loc,N|f | .It remains to prove that N|f | is special. For N ∈ N we choose some gN ∈ D(E)N with
1N ≤ gN ≤ 1. For n ∈ N, the function
fn,N := 2
(
gN −
|f |
2n
)
+
belongs to D(E˜), satisies fn,N ≥ 1N∩{|f |≤n} and fn,N = 0 on {|f | > 2n}. Since D(E) is an
order ideal in D(E˜) and |fn,N | ≤ gN , we obtain fn,N ∈ D(E)N . This inishes the proof.
In many applications energy forms are deined as closures of some energy functional. Some-
times one has a pair of such functionals for which the ideal properties are only known on
the smaller domains before taking the closure. The following proposition shows that this
is irrelevant.
Proposition 3.6. Let E and E˜ be closable Markovian forms such that E˜ is an extension
of E. If D(E)∩L∞(m) is an algebraic ideal in D(E˜)∩L∞(m), then the closure of E˜ is a
Silverstein extension of the closure of E.
Proof. We denote the closure of E by E1 and the closure of E˜ by E2 and prove that thealgebra D(E1) ∩ L∞(m) is an ideal in the algebra D(E2) ∩ L∞(m). To this end, we let
f ∈ D(E1) ∩ L
∞(m) and g ∈ D(E2) ∩ L∞(m) and choose nets (fi) in D(E) and (gj) in
D(E˜) that converge towards f and g, respectively, in the corresponding form topology. By
the contraction properties of E1 and E2 we can assume that the fi are uniformly boundedby ∥f∥∞ and that the gj are uniformly bounded by ∥g∥∞. Using the lower semicontinuity
of E1 and that D(E) ∩ L∞(m) is an algebraic ideal in D(E˜) ∩ L∞(m), we obtain
E1(fg) ≤ lim inf
i
lim inf
j
E1(figj) = lim inf
i
lim inf
j
E(figj) = lim inf
i
lim inf
j
E˜(figj).
Theorem 2.22 applied to E2 yields
E˜(figj)
1/2 ≤ ∥fi∥∞E˜(gj)
1/2 + ∥gj∥∞E˜(fi)
1/2 ≤ ∥f∥∞E˜(gj)
1/2 + ∥g∥∞E˜(fi)
1/2.
Combining these computation shows fg ∈ D(E1) and proves the claim.
We have seen that extended Dirichlet forms provide an example for energy forms. The
previous proposition and the notion of Silverstein extensions allows us to discuss their
relation more precisely.
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Proposition 3.7 (Energy forms v.s. Dirichlet forms). Let E be an energy form and let
E := E|L2(m) its restriction to L2(m). Then E is a Dirichlet form and E is a Silversteinextension of Ee. Moreover, if m is inite, then Ee = E.
Proof. The form E is Markovian and as a restriction of a closed form to the complete space
L2(m), which continuously embeds into L0(m), it is closed, see Lemma 1.27. Furthermore,
D(E)∩L∞(m) = D(E)∩L2(m)∩L∞(m) is an algebraic ideal in D(E)∩L∞(m). Since Eeis the closure of E in L0(m), Proposition 3.6 shows that E is a Silverstein extension of Ee.If m is a inite measure, we have
D(E) ∩ L∞(m) ⊆ D(E) ∩ L2(m) ⊆ D(Ee).
With this at hand, the density of bounded functions in the form domain D(E) and the
fact that E is an extension of Ee yield the claim.
Remark 3.8. The previous proposition shows that in the case of inite measure there is a
one-to-one correspondence between extended Dirichlet forms and energy forms. When the
measure is ininite this correspondence breaks down. For example, consider a resistance
form E as in Subsection 2.1.3 and assume that all balls with respect to the resistance
metric are uncountable. This is a typical situation for forms associated with fractals,
concrete examples of this kind can be found in [46]. All functions in D(E|L2(µ)) haveto have countable support (recall that µ is the counting measure) and, due to (RF4),
functions in D(E) are continuous with respect to the resistance metric. Since the balls
are uncountable, the only functions in D(E) with countable support need to vanish and
we obtain D(EL2(µ)) = {0}. Similar considerations apply to all measures m for which thespaces L0(m) and L0(µ) agree.
Since the motivation for studying Silverstein extensions originally comes from Dirichlet
form theory, we mention the following relation, which was already discussed in Remark 3.4.
Recall that for a Dirichlet form E , we let E1 = E + ∥ · ∥22, which is an energy form.
Theorem 3.9. Let E , E˜ be Dirichlet forms such that E˜ is an extension of E . Let (Gα), (G˜α)
be the associated resolvents and (Tt), (T˜t) the associated semigroups, respectively. Thefollowing assertions are equivalent.
(i) D(E) ∩ L∞(m) is an algebraic ideal in D(E˜) ∩ L∞(m).
(ii) D(E) is an order ideal in D(E˜).
(iii) E˜e is a Silverstein extension of Ee.
(iv) E˜1 is a Silverstein extension of E1.
(v) (G˜α) dominates (Gα), i.e., for all f ∈ L2(m) and all α > 0, we have |Gαf | ≤ G˜α|f |.
(vi) (T˜t) dominates (Tt), i.e., for all f ∈ L2(m) and all t > 0, we have |Ttf | ≤ T˜t|f |.
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Proof. The equivalence of (i), (ii) and (iv) follows from the fact that E1 and E˜1 are energy
forms whose domains satisfy D(E1) = D(E) and D(E˜1) = D(E˜), and Theorem 3.2. Theimplication (i) ⇒ (iii) is a direct consequence of Proposition 3.6 and implication (iii) ⇒
(ii) follows from the identities
D(E) = D(Ee) ∩ L2(m) and D(E˜) = D(E˜e) ∩ L2(m).
The equivalence of (ii), (iv) and (v) was observed in [58]. This inishes the proof.
Remark 3.10. • We had to formulate (i) and (ii) in the previous proposition in the
way they are since Dirichlet forms are not energy forms (in general they are not closed
with respect to convergence in measure). In the sequel we say that an extension E˜
of a Dirichlet form E is a Silverstein extension of E if one of the above equivalent
conditions is satisied.
• For a further discussion of the previous theorem, we refer back to Remark 3.4.
We inish this section by providing various examples for Silverstein extensions.
Example 3.11. Let E be an energy form and let A ⊆ X measurable. We set
EA : L0(m)→ [0,∞], f 7→
{
E(f) if f1X\A = 0
∞ else .
EA is an energy form, D(EA) is a order ideal in D(E) and EA is a restriction of E. Hence,
E is a Silverstein extension of EA.
Example 3.12. Let X be a locally compact separable metric space and let m be a Radon
measure of full support. For an energy form E on L0(m), we let E0 be the closure of the
restriction of E to Cc(X) ∩D(E).
Proposition 3.13. If C(X) ∩D(E) is dense in D(E) with respect to the form topology,
then E is a Silverstein extension of E0.
Proof. We can apply Proposition 3.6 to the restriction of E to D(E) ∩ C(X) and to the
restriction of E0 to Cc(X) ∩D(E).
Remark 3.14. The previous two examples combined with Theorem 3.2 provide a good
idea of how to think about Silverstein extensions. If E is an energy form and E˜ is a
Silverstein extension, then functions in the domain of E and in the domain of E˜ locally
look the same, they only difer on some ’boundary points’. In the irst example these
boundary points are given by X \A, while in the second example the boundary points are
lying at ’ininity’ outside the space X. Indeed, with the help of Gelfand theory (applied to
the uniform closure of the algebra D(E˜) ∩ L∞(m)) one can replace the underlying space
X by a compact space and then show that D(E) corresponds to continuous functions that
vanish on a closed subset of this space. For regular Dirichlet forms a variant of this idea
has been discussed in [26, Section A.4]. We refrain from giving details.
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Example 3.15. There are also extensions of energy forms which are not Silverstein ex-
tensions. Typically, this occurs when E is a restriction of E˜ with some kind of periodic
boundary conditions. The simplest example is the following. We let X = {a, b} and let µ
be the counting measure on all subsets of X. We deine
E : L0(µ)→ [0,∞], f 7→ E(f) :=
{
f(a)2 + f(b)2 if f(a) = f(b)
∞ else
and
E˜ : L0(µ)→ [0,∞], f 7→ E˜(f) := f(a)2 + f(b)2.
In this case, E˜ is an extension of E but D(E) is no order ideal in D(E˜).
The previous example demonstrates that not every extension of an energy form is necessar-
ily a Silverstein extension. Nevertheless, in some situations the class of Silverstein extension
is rather rich. The next two examples show that this is the case for regular forms when the
underlying space has no smoothness at all or when the forms under considerations derive
from hypoelliptic operators.
Example 3.16 (Lack of smoothness in the underlying space). Let X be a countable set
equipped with the discrete topology and let m be Radon measure of full support. In
this case, L0(m) = C(X), Cc(X) is the space of initely supported functions and τ(m)is the topology of pointwise convergence. For an energy form E on L0(m), this implies
D(E)∩C(X) = D(E). Therefore, Proposition 3.13 shows that E is a Silverstein extension
of E0, the closure of the restriction of E to Cc(X). In particular, any extension of a regularenergy form on L0(m) is a Silverstein extension.
Example 3.17 (Dirichlet forms associated with hypoelliptic operators). Let S be a densely
deined symmetric operator on L2(m) with domain D(S) such that the quadratic form
ES : L
2(m)→ [0,∞], f 7→
{
⟨Sf, f⟩ if f ∈ D(S)
∞ else
is Markovian. By the Friedrichs extension theorem the form ES is closable and by [26,Theorem 3.1.1] its closure E¯S is a Dirichlet form. The associated self-adjoint operator isan extension of S.
There is a vast amount of literature on determining all self-adjoint extensions of S whose
associated quadratic form is a Dirichlet form, see e.g. the comprehensive treatise [16]
and references therein. We denote the collection of all such extensions by Ext(S)M. Itis of particular interest to ind criteria which guarantee that this set consists of only one
element, i.e., which guarantee that S is Markov unique. In general, there is no reason
why one should hope to ind a good description of Ext(S)M (and its triviality), which goesbeyond the abstract results available in the theory of self-adjoint extensions. In contrast,
the situation is much better for those self-adjoint extensions of S whose associated form
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is a Silverstein extension of E¯S. We denote their collection by Ext(S)Sil. In this case,there are many criteria which guarantee that Ext(S)Sil consists of only one element, seee.g. Section 3.2. Even if there is more than one such extension, one can give an explicit
description of the maximal element of Ext(S)Sil (ordered in the sense of the associatedquadratic forms) purely in terms of E¯S, see Section 3.3. In this light, one should read thefollowing theorem. Recall that in our notation E¯S,1 = E¯S + ∥ · ∥22. Furthermore, we denotethe L2-adjoint of S by S∗.
Theorem 3.18. Let S be a densely deined symmetric operator on L2(m) such that ES isMarkovian. If
ker(S∗ + 1) ⊆ D(E¯S,1)loc,
then
Ext(S)Sil = Ext(S)M.
Proof. Let S˜ be a self-adjoint extension of S such that the associated quadratic form E˜ is
a Dirichlet form. In this case, the domain of E¯S is a closed subspace in the Hilbert space
(D(E˜), E˜1). Therefore, we can orthogonally decompose D(E˜) with respect to E˜1 into
D(E˜) = D(E¯S)⊕ {f ∈ D(E˜) | E˜1(f, ψ) = 0 for all ψ ∈ D(E¯S)}.
Since S˜ is a self-adjoint extension of S and E˜ is its associated form, this implies
D(E˜) = D(E¯S)⊕D(E˜) ∩ ker(S∗ + 1).
In particular, D(E˜1) = D(E˜) ⊆ D(E¯S,1)loc. Theorem 3.9 shows that E˜ is a Silversteinextension of E¯S.
The condition on the kernel of the adjoint of S can be seen as a weak regularity assumption
on the operator S. A typical class of operators where it is satisied are hypoelliptic oper-
ators. More precisely, for a smooth Riemannian manifold (M, g) we let D(M) denote the
space of distributions on C∞c (M). A continuous linear operator P : C∞c (M) → C∞c (M),where C∞c (M) is equipped with the usual locally convex topology, is called hypoelliptic, iffor all u ∈ D(M) the inclusion P ′u ∈ C∞(M) implies u ∈ C∞(M). Here, P ′ is the dual
operator P ′ : D(M)→ D(M) of P . For hypoelliptic operators the following variant of the
previous theorem holds.
Corollary 3.19. Let P : C∞c (M) → C∞c (M) be a continuous linear operator that issymmetric on L2(volg) and whose associated form EP is Markovian. If P+1 is hypoelliptic,then
Ext(P )Sil = Ext(P )M.
Proof. By deinition the form E¯P,1 is a regular energy form. In particular, the collectionof all relatively compact open sets is an E¯P,1-nest, see Lemma 2.79. According to thehypoellipticity of P +1, we have ker(P ∗+1) ⊆ ker(P ′+1) ⊆ C∞(M). Standard results on
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smooth partitions of manifolds imply that for each relatively compact open G ⊆ M and
all f ∈ C∞(M) there exists fG ∈ C∞c (M) with f = fG on G. This shows ker(P ∗ + 1) ⊆
D(E¯P,1)loc and inishes the proof.
Remark 3.20. • There is a vast amount of results on when a (pseudo-)diferential
operator on a manifold is hypoelliptic. We refer the reader to [38], which among
many other subjects treats hypoellipticity.
• The equality Ext(P )Sil = Ext(P )M for certain hypoelliptic diferential operators Pon open subsets of Rn was irst observed in [78] and then extended to general uni-
formly elliptic operators with smooth coeicients in [26]. There, it is also proven
for the considered class of diferential operators that the self-adjoint operator of a
Silverstein extension of E¯P is automatically an extension of P . For general operators
S this latter statement is not true. However, in Section 3.3 we construct the max-
imal Silverstein extension of E¯S and prove (under mild assumptions on S) that itsassociated operator is an extension of S. The novelty of our result lies in proving
the previous corollary through Theorem 3.18. The considerations in [78, 26] made
explicit use of the concrete forms of the given operators.
• Hypoellipticity is indeed a too strong assumption for the previous corollary to hold
true. We used it to have a rather large class of operators at hand for which we can
apply Theorem 3.18 without having to state too many technical details. For elliptic
operators A with rather rough coeicients, the equality Ext(A)Sil = Ext(A)M is partof [61, Theorem 1.1]. There, it is shown that the domain of A∗ is contained in some
local Sobolev space and so our result could be applied. We refrain from giving details.
• In [16] a somewhat weaker statement is proven for so-called difusion operators on
inite dimensional spaces. If L is such a difusion operator, it is shown that Ext(L)Silconsists of one element if and only if Ext(L)M consists of one element. The mainingredient for the proof given there is the construction of the maximal element of
Ext(L)M. Contrary to our narrative, this is possible since difusion operators have alot of intrinsic structure.
• Another situation where Theorem 3.18 can be applied are graph Laplacians of locally
inite graphs. For a detailed discussion and related results, see [35]. Note that the
associated forms also fall in the context of Example 3.16.
3.2 Uniqueness of Silverstein extensions
As already mentioned in the discussion of Example 3.17, it is an important problem to pro-
vide criteria that guarantee Silverstein uniqueness. For certain Sobolev spaces Silverstein
uniqueness appears in the form of asking whether W 1,2 = W 1,20 and for symmetric Markovprocess it corresponds to the question whether the local behavior of a process determines
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its global behavior uniquely, see e.g. [13]. In this section, we give two abstract criteria
for this property. First, we prove that recurrence implies Silverstein uniqueness and then
we characterize Silverstein uniqueness for transient energy forms in terms of capacities of
nests. At the end of this section, we discuss how the abstract criterion can be employed to
recover and to generalize known uniqueness results for Silverstein extensions of Dirichlet
forms which deal with capacities of boundaries.
Theorem 3.21. Let E be an energy form. If 1 ∈ D(E), then Sil(E) = {E}. In particular,
all recurrent energy forms are Silverstein unique.
Proof. Assume that E˜ is a Silverstein extension of E. The algebra D(E) ∩ L∞(m) is an
algebraic ideal inD(E˜)∩L∞(m). Hence, for all f ∈ D(E˜)∩L∞(m) we have f = 1f ∈ D(E).
Since bounded functions are dense in D(E) with respect to the form topology, we infer
E = E˜.
As an immediate corollary of this theorem and Theorem 3.9 we obtain the following.
Corollary 3.22. Let E be a Dirichlet form. If 1 ∈ D(Ee), then E does not have anynontrivial Silverstein extensions.
Remark 3.23. • It is well known that recurrence implies Silverstein uniqueness of
Dirichlet forms, see e.g. [49, Theorem 6.2]. We believe that a proof for this fact
becomes more transparent when given on the level of extended Dirichlet spaces.
• It was our narrative in the last section that Silverstein extensions of a given energy
form are a rather rich class in the collection of its Markovian extensions. The only
non-Silverstein extensions that we encountered so-far were Markovian extensions of
forms with periodic boundary conditions. The previous theorem opens the way to
other non-examples. When one considers Dirichlet forms on ininite dimensional
state spaces, it is typical that the measure is inite and that the constant function 1
is contained in the form domain. Therefore, they are always Silverstein unique but
might have other Markovian extensions, see [16] for concrete examples.
We shall see below (see Theorem 3.65) that uniqueness of Silverstein extensions and re-
currence are more intimately linked than the previous theorem suggests. This is also why
both can be characterized in terms of capacity.
Theorem 3.24. Let E be an energy form and let E˜ be a transient Silverstein extension
of E. Let h be a strictly positive E˜-superharmonic function. The following assertions are
equivalent.
(i) There exists a special E-nest N such that
inf
N∈N
capE˜,h(X \N) = 0.
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(ii) For all E-nests N we have
inf
N∈N
capE˜,h(X \N) = 0.
(iii) E = E˜.
Proof. (i) ⇒ (iii): Let N be a special E-nest. According to Proposition 2.83, assertion
(i) implies that N is also an E˜-nest. In particular, the space D(E˜)N ∩ L∞(m) is dense in
D(E˜). Since E is an extension of E˜, it suices to prove the following.
Claim: The equality D(E˜)N ∩ L∞(m) = D(E)N ∩ L∞(m) holds.
Proof of the claim. For f ∈ D(E˜)N ∩ L∞(m) there exists an N ∈ N with f1X\N = 0. Byour assumptions on the nest N , we can choose a gN ∈ D(E) with 1N ≤ gN ≤ 1. Since
D(E) ∩ L∞(m) is an algebraic ideal in D(E˜) ∩ L∞(m), we obtain f = fgN ∈ D(E). Thisshows the claim. △
(iii) ⇒ (ii): This is a consequence of Proposition 2.83.
(ii) ⇒ (i): This follows from the existence of a special nest, Lemma 2.78.
Remark 3.25. • It is well known in several situations that uniqueness of Silverstein
extensions can be characterized with the help of capacities, see also the discussion
below. Our approach should be considered as one that provides a structural insight.
The equality E˜ = E is equivalent to the fact that each E-nest is an E˜-nest, which
can then be characterized in terms of capacity.
• Choosing a superharmonic function in the previous theorem guarantees that the
whole space has inite capacity. This is quite essential for the proof and also for the
theorem to hold true. We will discuss examples for its failure in the case of ininite
capacity below.
• If E is a Dirichlet form and E˜ is a Silverstein extension of E , then E1 is a transientenergy form and E˜1 is a transient Silverstein extension of E1. Therefore, the previoustheorem applied to E1 and E˜1 is perfectly well suited for deciding whether or not Ecoincides with E˜ .
• The theorem is not true without the transience assumption on the extension. Indeed,
if the extension is recurrent, then assertion (i) and (ii) are always satisied but (iii)
need not hold. For example, consider X = {a, b} equipped with the counting measure
µ and the energy forms
E : L0(µ)→ [0,∞], f 7→ E(f) :=
{
f(a)2 if f(b) = 0
∞ else
and
E˜ : L0(µ)→ [0,∞], f 7→ E˜(f) := (f(a)− f(b))2.
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In this case, E˜ is a Silverstein extension of E that satisies assertion (ii) but difers
from E.
The main applications of the previous theorem are the following two criteria for uniqueness
of forms when the underlying space is a topological space.
Example 3.26 (Uniqueness of Silverstein extensions with boundary inside the space). Let
E be a regular energy from and let Γ ⊆ X closed. In this case, the space Cc(X \Γ) can beidentiied with the subspace of all functions in Cc(X) that vanish on an open neighborhoodof Γ. We denote the closure of the restriction of E to Cc(X\Γ)∩D(E) by EΓ. The deinitionof the domain of EΓ is a precise version of {f ∈ D(E) | f |Γ = 0} when m(Γ) = 0. It couldalso be characterized by functions in the domain of E that vanish quasi-everywhere on Γ.
Since we did not introduce quasi-notions in this text, we refrain from giving details. The
following theorem characterizes when E and EΓ coincide.
Theorem 3.27. Let E be a transient regular energy form and let Γ ⊆ X closed. Let h be
a strictly positive E-superharmonic function. The following assertions are equivalent.
(i) E = EΓ.
(ii) captopE,h(Γ) = 0.
Proof. It follows from Proposition 3.6 that E is a Silverstein extension of EΓ. Considerthe collection
KΓ := {K ⊆ X \ Γ | K compact}.
Claim: KΓ is a special EΓ-nest.
Proof of the claim. It follows immediately from the deinitions that KΓ is a nest, cf.Remark 2.74. For proving that KΓ is special, we use almost the same arguments as inthe proof of Lemma 2.79. Let K ∈ KΓ. Since X is a locally compact separable metricspace, there exists a function φ ∈ Cc(X) such that φ ≥ 3 on K and suppφ ⊆ X \ Γ. Theregularity of E yields the existence of a function φ˜ ∈ Cc(X) ∩D(E) with ∥φ − φ˜∥∞ < 1.We set ψ := φ˜− (φ˜∧ 1)∨ (−1). The contraction properties of E imply ψ ∈ D(E)∩Cc(X),and the deinition of ψ and the properties of φ˜ yield suppψ ⊆ suppφ ⊆ X \ Γ. Therefore,
ψ ∈ D(EΓ)KΓ and for x ∈ K it satisies
ψ(x) = φ˜(x)− (φ˜(x) ∧ 1) ∨ (−1) ≥ φ˜(x)− 1 ≥ φ(x)− 2 ≥ 1.
This inishes the proof of the claim. △
The claim and Theorem 3.24 show that E = EΓ if and only if
inf
K∈KΓ
capE,h(X \K) = 0.
The deinition of the topological capacity reads
captopE,h(Γ) = inf{capE,h(U) | U open, Γ ⊆ U} = inf
C∈CΓ
capE,h(X \ C),
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where CΓ := {C ⊆ X \ Γ | C closed}. Hence, we need to prove
ICΓ := inf
C∈CΓ
capE,h(X \ C) = 0
if and only if
IKΓ := inf
K∈KΓ
capE,h(X \K) = 0.
Obviously, the inequality ICΓ ≤ IKΓ holds and, therefore, IKΓ = 0 implies ICΓ = 0.
For the other implication we note that Lemma 2.72 yields
ICΓ = inf
C∈CΓ
inf{E(h− g) | g ∈ D(E) and g1X\C = 0}
and
IKΓ = inf
K∈KΓ
inf{E(h− g) | g ∈ D(E) and g1X\K = 0}.
In particular, 0 = ICΓ if and only if h belongs to the E-closure of D(E)CΓ and 0 = IKΓ if andonly if h belongs to the E-closure of D(E)KΓ . Assume 0 = ICΓ and let hn ∈ D(E)CΓ suchthat E(h − hn) → 0, as n → ∞. Since h is nonnegative, we may assume that the hn arealso nonnegative. The form E is regular. Therefore, there exist nonnegative φn ∈ Cc(X)with E(hn − φn) < 1/n. We set fn := hn ∧ φn. Since hn vanishes outside some set in CΓand since φn vanishes outside some compact subset of X, the function fn vanishes outsidesome compact subset of X \ Γ. In other words, fn ∈ D(E)KΓ . The transience of E implies
hn
m
→ h and φn m→ h. Furthermore, we have
lim sup
n→∞
E(fn)
1/2 ≤ lim sup
n→∞
(E(φn)
1/2 + E(hn)
1/2) ≤ 2E(h)1/2.
According to Lemma 1.45, the previous observations show that the sequence (fn) converges
E-weakly to h. Since the E-weak closure of D(E)KΓ and its E-closure coincide, we obtainthat h belongs to the E-closure of D(E)KΓ . As seen above, this yields IKΓ = 0 and inishesthe proof.
Remark 3.28. The theorem can be seen as a direct consequence of Theorem 3.24 and
a continuity statement for the topological capacity. It is a well known meta theorem in
Dirichlet form theory and a classical result for Sobolev spaces, which is due to Maz’ya,
see [54, Theorem 9.2.2]. For Dirichlet forms it is usually stated with h = 1. If E is a
Dirichlet form, the constant function 1 is E1-superharmonic if and only if the underlyingmeasure is inite and 1 ∈ D(E). This is typically the case when E comes from an elliptic
operator with Neumann-type boundary conditions on a bounded domain. Such forms can
be considered to be regular on the closure of the domain and so our theorem can be applied.
However, [61, Proposition 4.1] also treats unbounded domains, a case where h = 1 is not
superharmonic but only excessive. It can be shown that our theorem remains true when
h is excessive as-well. This requires some additional arguments that lead away from the
theory we develop here, and so we do not spell out the details.
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Example 3.29 (Uniqueness of Silverstein extensions with boundary at ininity). Let E be
a regular energy form on L0(m). For any other energy form E˜ on L0(m) and any admissible
function h of E˜ we deine the topological capacity of the boundary of X by
captop
E˜,h
(∂X) := inf{capE˜,h(X \K) | K ⊆ X compact}.
Theorem 3.30. Let E be a regular energy form and let E˜ be a transient Silverstein
extension of E. Let h be a strictly positive E˜-superharmonic function. The following
assertions are equivalent.
(i) E = E˜.
(ii) captop
E˜,h
(∂X) = 0.
Proof. By Theorem 3.24 it suices to show that the set N := {K ⊆ X | K compact} is a
special E-nest. This follows from Lemma 2.79.
Remark 3.31. • It is quite remarkable that one can characterize E = E˜ by the van-
ishing of the capacity of ’the boundary’ even though no boundary is around. The
deinition of the capacity of ’the boundary’ is motivated by the following observation.
If Xˆ is a compactiication of X and U is an open neighborhood of the topological
boundary Xˆ \X in Xˆ, then Xˆ \ U = X \ U is a compact subset of X. This shows
that the capacity of the boundary equals
captop
E˜,h
(∂X) = inf{capE˜,h(X ∩ U) | U is an open neighborhood of Xˆ \X}.
When E˜ is considered as an energy form on the space L0(Xˆ, mˆ), for some suitable
extension mˆ of m that satisies mˆ(Xˆ \X) = 0, then the deinition of captop
E˜,h
(∂X) is
the ’correct’ one.
• Related results have been proven in [30] and [39] for capacities of boundaries that
arise from certain metric completions of the underlying space X. In contrast to
Theorem 3.27, it is quite essential here to assume that
captop
E˜,h
(∂X) <∞.
Otherwise, a trivial counterexample to the theorem is provided by any regular energy
form whose boundary has ininite capacity. For manifolds, see [30, Proposition 4.6]
and for graphs, see [39, Example 5.2], there are nontrivial examples for pairs of energy
forms E and E˜ with captop
E˜,1
(∂X) =∞ that satisfy E = E˜.
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3.3 On maximal Silverstein extensions
This section is devoted to the construction of maximal Silverstein extensions with respect
to the natural order on quadratic forms (cf. Subsection 1.2.1). More precisely, we decom-
pose a given energy form into its main part and a monotone killing part and then show
that the main part provides the maximal Silverstein extension when the killing vanishes.
Unfortunately, if a killing is present, then a maximal Silverstein extension need not exist.
At the beginning of this section we provide examples for this phenomenon, which show
that some of the theorems on the existence of maximal Silverstein extensions that can be
found in the literature are not correct. This is followed by a subsection where we construct
the relected energy form, whose maximality properties are then investigated in the last
subsection.
The following is probably the easiest example of an energy form that does not admit a
maximal Silverstein extension.
Example 3.32. Let X = {a, b} and let µ be the counting measure on all subsets of X.
The energy form
E : L0(µ)→ [0,∞], f 7→ E(f) :=
{
f(a)2 if f(b) = 0
∞ else
does not possess a maximal Silverstein extension.
Proof. Assume that E˜ is the maximal Silverstein extension of E. The energy form
E1 : L
0(µ)→ [0,∞], f 7→ E1(f) := (f(a)− f(b))
2
is a Silverstein extension of E. Hence, the maximality of E˜ implies L0(µ) = D(E1) ⊆ D(E˜)
and E˜(1) ≤ E1(1) = 0. In particular, E˜ is recurrent. The energy form
E2 : L
0(µ)→ [0,∞], f 7→ E2(f) := f(a)
2
is also a Silverstein extension of E. The maximality of E˜, its recurrence and that it is an
extension of E yield
1 = E(1{a}) = E˜(1{a}) = E˜(1{a} − 1) ≤ E2(1{a} − 1) = 0,
a contradiction.
The previous example can be interpreted as a Dirichlet form on the discrete set {a, b} but it
is not regular. In the literature, the existence of maximal Silverstein extensions is claimed
for all regular Dirichlet forms. This is why we also include the next example.
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Example 3.33. We let λ be the Lebesgue measure on all Borel subsets of the open interval
(−1, 1) and let
W 1((−1, 1)) = {f ∈ L2(λ) | f ′ ∈ L2(λ)}
the usual Sobolev space of irst order. It is folklore that W 1((−1, 1)) equipped with the
norm
∥ · ∥W 1 : W
1((−1, 1))→ [0,∞), f 7→ ∥f∥W 1 :=
√
∥f∥22 + ∥f
′∥22
is a Hilbert space, which continuously embeds into (C([−1, 1]), ∥ · ∥∞). In particular, anyfunction in W 1((−1, 1)) can be uniquely extended to the boundary points −1 and 1. We
let
W 10 ((−1, 1)) := {f ∈ W
1((−1, 1)) | f(−1) = f(1) = 0}
and note that W 10 ((−1, 1)) coincides with the closure of Cc((−1, 1)) ∩W 1((−1, 1)) in thespace (W 1((−1, 1)), ∥ · ∥W 1).
Proposition 3.34. The Dirichlet form
E : L2(λ)→ [0,∞], f 7→ E(f) =
{∫ 1
−1
|f ′|2 dλ+ f(0)2 if f ∈ W 10 ((−1, 1))
∞ else
is regular and does not possess a maximal Silverstein extension.
Proof. The regularity of E follows from the properties of the Sobolev space W 10 ((−1, 1)).Assume that E˜ is a Dirichlet form that is the maximal Silverstein extension of E . The
Dirichlet forms
E1 : L
2(λ)→ [0,∞], f 7→ E1(f) =
{∫ 1
−1
|f ′|2 dλ+ (f(0)− f(1))2 if f ∈ W 1((−1, 1))
∞ else
and
E2 : L
2(λ)→ [0,∞], f 7→ E2(f) =
{∫ 1
−1
|f ′|2 dλ+ f(0)2 if f ∈ W 1((−1, 1))
∞ else
are Silverstein extensions of E , as obviously D(E) is an order ideal in D(E1) and D(E2).
The maximality of E˜ implies W 1((−1, 1)) = D(E1) ⊆ (E˜) and
E˜(1) ≤ E1(1) = 0.
We choose a function f ∈ W 10 ((−1, 1)) with f(0) = 1. The equality E˜(1) = 0 and themaximality of E˜ yield∫ 1
−1
|f ′|2 dλ+ 1 = E(f) = E˜(f) = E˜(f − 1) ≤ E2(f − 1) =
∫ 1
−1
|f ′|2 dλ,
a contradiction. This shows that E does not possess a maximal Silverstein extension.
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The last example contradicts [49, Theorem 5.1] and [13, Theorem 6.6.9], which claim that
every (quasi-)regular Dirichlet form has a maximal Silverstein extension. The main reason
for this failure is the following: When extending an energy form, a killing term such as
f(a)2 can be generated either by the killing term f(a)2 itself or by the jump-type expression
(f(a)− f(b))2. In certain situations, this implies that a maximal Silverstein extension can
not have a killing, see also Proposition 3.61. In the proof of [13, Theorem 6.6.9], the
authors note that a killing can be generated by a jump-type form, but then use a wrong
inequality at the very last line of the proof. This is why the theorem is not correct. We
shall see below that the killing part is indeed the only obstruction to the existence of
the maximal Silverstein extension. Moreover, if the killing vanishes, then the maximal
Silverstein extension of a Dirichlet form is given by its so-called relected Dirichlet form as
claimed in [49, 13].
For regular Dirichlet forms the relected Dirichlet form was irst introduced in [68, 69] via
two diferent approaches and later some gaps in these construction were closed in [12].
For quasi-regular Dirichlet forms the relected Dirichlet form was deined in [49]. These
known approaches towards constructing the relected Dirichlet forms have in common that
they either use the Beurling-Deny formula or the theory of Hunt processes. Both of these
tools require the underlying space to be suiciently regular and are technically rather
involved. This stands in contrast to the fact that Silverstein extensions are characterized
by a simple algebraic property. We give a new construction of relected forms that only
uses the algebraic properties of energy forms and therefore works for all energy forms. It
is rather explicit and provides a splitting of a given energy form into its main part and
its killing part. Since we use the insights of this section for the theory of weak solutions
in Chapter 4, we provide more details than strictly necessary for the construction of the
maximal Silverstein extension alone.
3.3.1 Construction of the relected energy form
In this subsection we construct the relected energy form of a given energy form. We start
with an example that outlines the strategy of the construction and provides interpretations
for the involved formulas.
Example 3.35 (Jump-type form on a topological space). We let X be a locally compact
separable metric space and let m be a Radon measure of full support. We assume that J
is a symmetric Radon measure on X ×X that satisies the following conditions.
(J1) m(A) = 0 implies J(A×X) = J(X × A) = 0.
(J2) For each compact K ⊆ X there exists a relatively compact neighborhood G of K
with J(K × (X \G)) <∞.
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Furthermore, we let 0 ≤ V ∈ L1loc(m) and deine
EJ,V : L
0(m)→ [0,∞], f 7→
∫
X×X
(f(x)− f(y))2 dJ(x, y) +
∫
X
f(x)2V (x) dm(x).
As seen in Section 2.1, the assumption (J1) yields that EJ,V is an energy form. Theassumption that J is a Radon measure combined with (J2) and the integrability condition
on V imply Cc(X) ⊆ D(EJ,V ). We let E0J,V be the closure of the restriction of EJ,V to
Cc(X). It is a regular energy form.
Proposition 3.36. EJ,V is a Silverstein extension of E0J,V .
Proof. According to Proposition 3.6, it suices to show that all f ∈ D(EJ,V )∩L∞(m) withcompact support belong to D(E0J,V ). Let such an f be given. Since m is a Radon measure,there exists a sequence φn ∈ Cc(X) and a compact set K such that supp f, suppφn ⊆ K,
φn→f m-a.e. and ∥φn∥∞ ≤ ∥f∥∞. Let G be a relatively compact open neighborhood of
K with J(K × (X \G)) <∞. We set ψn := f − φn and obtain
EJ,V (ψn) =
∫
G×G
(ψn(x)−ψn(y))
2 dJ(x, y)+2
∫
K×X\G
ψn(x)
2 dJ(x, y)+
∫
K
ψn(x)
2V dm(x).
The ψn are uniformly bounded by 2∥f∥∞ and the assumptions on J and V imply that theabove integrations are over sets of inite measure. Therefore, Lebesgue’s theorem yields
EJ,V (ψn)→ 0, as n→∞. This inishes the proof.
Remark 3.37. The condition that J is a Radon measure on X × X excludes measures
that are singular near the diagonal D := {(x, y) | x, y ∈ X}. In particular, the case when
E is the extended Dirichlet form of a symmetric α-stable process on Rn is not included in
the setting presented here (but it is included in the setting of Section 2.1). Note however,
that we restricted the attention to Radon measures only to keep the technical details of
this example simple. Similar results can be proven for measures J that are only Radon on
the smaller space X ×X \D.
It will follow from the theory we develop below that if the potential V vanishes, then EJ,Vis the maximal Silverstein extension of E0J,V . Since we intend to prove similar results forarbitrary energy forms, this observation raises two challenges: We need to formulate the
condition V = 0 purely in terms of the form E0J,V and construct EJ,V from the knowledgeof E0J,V on its possibly smaller domain. This can be achieved as follows.
For K ⊆ X compact we choose a function φK ∈ Cc(X) with 1K ≤ φK ≤ 1. Since EJ,V isa Silverstein extension of E0J,V , for f ∈ L∞(m) ∩D(EJ,V ) we have φKf, φKf 2 ∈ D(E0J,V ).A simple computation then shows
E0J,V (φKf)− E
0
J,V (φKf
2, φK) =
∫
X×X
φK(x)φK(y)(f(x)− f(y))
2 dJ(x, y). (♠)
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Letting K ↗ X (which is possible due to separability) we can reconstruct the J-part of
EJ,V from the knowledge of E0J,V . For f ∈ D(EJ,V ) ∩ L∞(m) Equation (♠) implies∫
X
f 2φ2K V dm = E0J,V (fφK)− lim
K↗X
(
E0J,V (φ
2
Kf)− E
0
J,V (φK(fφK)
2, φK)
)
. (♣)
Therefore, we can also recover the V -part of EJ,V from the knowledge of E0J,V . It will turnout that Equation (♠) and a variant of Equation (♣) can be employed in the construction
of the maximal Silverstein extension.
For the rest of this section, E is a ixed energy form on L0(m). We now turn to constructing
its maximal Silverstein extension by using the strategy that the example suggests, i.e., by
exploiting equations (♠) and (♣). They involve taking the product of functions in the form
domain. Since this operation is only well-behaved for bounded functions, we irst consider
forms on L∞(m) and then extend them to L0(m). We use a hat to indicate preliminary
versions of forms, which are to be extended later.
For φ ∈ D(E) with 0 ≤ φ ≤ 1, we deine the functional Êφ : L∞(m)→ R by
Êφ(f) :=
{
E(φf)− E(φf 2, φ) if φf, φf 2 ∈ D(E)
∞ else .
Equation (♠) suggests that Êφ is a Markovian quadratic form, which is monotone in theparameter φ and dominated by E on D(E)∩L∞(m). For proving these properties we need
the following technical lemma.
Lemma 3.38. Let φ ∈ D(E) with 0 ≤ φ ≤ 1 and let f ∈ L∞(m).
(a) Let C : R→ R be L-Lipschitz with C(0) = 0 and let M := sup{|C(x)| | |x| ≤ ∥f∥∞}.Then
E(φC(f))1/2 ≤ LE(φf)1/2 + (M + L∥f∥∞)E(φ)
1/2.
In particular, φf ∈ D(E) implies φC(f) ∈ D(E).
(b) If ψ ∈ D(E) with 0 ≤ ψ ≤ φ, then φf ∈ D(E) implies ψf ∈ D(E).
Proof. (a): Let A := {(x, y) ∈ R2 | |x| ≤ |y| · ∥f∥∞} and consider the function
C˜ : A→ R, (x, y) 7→ C˜(x, y) :=
{
C (x/y) y if y ̸= 0
0 if y = 0 .
We show that C˜ is Lipschitz with appropriate constants. The statement then follows from
Theorem 2.20 and the identity φC(f) = C˜(φf, φ). For (x1, y1), (x2, y2) ∈ A with y1, y2 ̸= 0,we have
|C˜(x1, y1)− C˜(x2, y2)| ≤ |y1||C(x1/y1)− C(x2/y2)|+ |C(x2/y2)||y1 − y2|.
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Since |xi| ≤ |yi|∥f∥∞, i = 1, 2, we obtain |C(x2/y2)| ≤M and
|C(x1/y1)− C(x2/y2)| ≤ L
∣∣∣∣x1y2 − x2y1y1y2
∣∣∣∣ ≤ L ∣∣∣∣x1 − x2y1
∣∣∣∣+ L∥f∥∞ ∣∣∣∣y1 − y2y1
∣∣∣∣ .
Altogether, these considerations amount to
|C˜(x1, y1)− C˜(x2, y2)| ≤ L|x1 − x2|+ (M + L∥f∥∞)|y1 − y2|.
By the continuity of C˜ on A, this inequality extends to the case when y2 = x2 = 0, inwhich it reads
|C˜(x1, y1)| ≤ L|x1|+ (M + L∥f∥∞)|y1|.
From Theorem 2.20 we infer
E(φC(f))1/2 = E(C˜(φf, φ))1/2 ≤ LE(φf)1/2 + (M + L∥f∥∞)E(φ)
1/2.
This inishes the proof of assertion (a).
(b): We let B := {(x, y, z) ∈ R3 | z ≥ 0, |x| ≤ z · ∥f∥∞ and |y| ≤ z}. For ε > 0, weconsider the function
Cε : B → R, (x, y, z) 7→ Cε(x, y, z) := xy/(z + ε).
From the inequality 0 ≤ ψ ≤ φ we obtain
Cε(φf, ψ, φ) = ψ
φ
φ+ ε
f
m
−→ ψf, as ε→ 0 + .
The lower semicontinuity of E implies
E(ψf) ≤ lim inf
ε→0+
E(Cε(φf, ψ, φ)).
Thus, it suices to prove that the right-hand side of the above inequality is inite.
The partial derivatives of Cε satisfy |∂1Cε| ≤ 1, |∂2Cε| ≤ ∥f∥∞ and |∂3Cε| ≤ ∥f∥∞ in theinterior of B. This yields
|Cε(x1, y1, z1)− Cε(x2, y2, z2)| ≤ |x1 − x2|+ ∥f∥∞|y1 − y2|+ ∥f∥∞|z1 − z2|,
for (xi, yi, zi), i = 1, 2, in the interior of B. Since Cε is continuous and any point in B canbe approximated by interior points, we can argue similarly as in the proof of assertion (a)
to obtain
E(Cε(φf, ψ, φ))
1/2 ≤ E(φf)1/2 + ∥f∥∞E(ψ)
1/2 + ∥f∥∞E(φ)
1/2 <∞.
This inishes the proof of assertion (b).
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In view of Equation (♠), the following properties of Êφ are not so surprising.
Lemma 3.39. Let φ, ψ ∈ D(E) with 0 ≤ φ, ψ ≤ 1.
(a) Êφ is a nonnegative quadratic form on L∞(m). Its domain satisies
D(Êφ) = {f ∈ L
∞(m) | φf ∈ D(E)}.
(b) For every normal contraction C : R→ R and every f ∈ L∞(m) the inequality
Êφ(C ◦ f) ≤ Êφ(f)
holds.
(c) If ψ ≤ φ, then for all f ∈ L∞(m) we have Êψ(f) ≤ Êφ(f).
(d) For all f ∈ D(E) ∩ L∞(m) the inequality Êφ(f) ≤ E(f) holds.
Proof. (a): Let f ∈ L∞(m). Lemma 3.38 (a) applied to the function
C : R→ R, x 7→ x2 ∧ ∥f∥2∞
shows that φf ∈ D(E) implies φf 2 ∈ D(E). Therefore, Êφ is a quadratic form with
domain D(Êφ) = {f ∈ L∞(m) | φf ∈ D(E)}. The nonnegativity of Êφ can be obtainedfrom assertion (c) by letting ψ = 0.
For proving assertions (b), (c) and (d), we argue similarly as in the proof of Theorem 2.20
and reduce everything to the case when E is a continuous Markovian form on L2fin(m).Here, the reduction is a bit more complicated since the deinition of Êφ involves takingof-diagonal values of E, which are only well-deined on D(E). This is why we irst prove
the following claim.
Claim: It suices to show (b), (c) and (d) under the additional assumptions that the
restriction of E to L2fin(m) is continuous and satisies D(E) ∩ L2fin(m) = L2fin(m).
Proof of the claim. The restriction of E to L2fin(m) is closed and Markovian. By Proposi-tion 2.19 there exists a net of continuous Markovian forms (Ei) on L2fin(m) with D(Ei) =
L2fin(m) such that
E(f) = lim
i
Ei(f)
holds for all f ∈ L2fin(m). In particular, for g1, g2 ∈ D(E) ∩ L2fin(m) this implies
E(g1, g2) = lim
i
Ei(g1, g2).
Since f ∈ D(Êφ) yields φf, φf 2 ∈ D(E) ∩ L2fin(m), we obtain
Êφ(f) = lim
i
Êi,φ(f) for all f ∈ D(Êφ).
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We assume that (b), (c) and (d) hold true for each of the (Ei) and show that they alsohold true for E.
(b): Let f ∈ D(Êφ) and let C : R → R be a normal contraction. From Lemma 3.38 we
infer φC(f) ∈ D(E), which implies C(f) ∈ D(Êφ) by (a). We obtain
Êφ(C ◦ f) = lim
i
Êi,φ(C ◦ f) ≤ lim
i
Êi,φ(f) = Êφ(f),
where we used the validity of (b) for Ei.
(c): We let f ∈ D(Êφ). In this case, Lemma 3.38 yields fψ ∈ D(E) and (a) implies
f ∈ D(Êψ). We obtain
Êψ(f) = lim
i
Êi,ψ(f) ≤ lim
i
Êi,φ(f) = Êφ(f),
where we used the validity of (c) for Ei.
(d): Since D(E) ∩ L∞(m) is an algebra, the inclusion D(E) ∩ L∞(m) ⊆ D(Êφ) holds.Thus, for f ∈ D(E) ∩ L∞(m) we obtain
Êφ(f) = lim
i
Êi,φ(f) ≤ lim
i
Ei(f) = E(f),
where we used the validity of (d) for Ei. This inishes the proof of the claim. △
According to the previous claim, we can assume that the restriction of E to L2fin(m) iscontinuous and satisies D(E) ∩ L2fin(m) = L2fin(m). Therefore, it suices to prove theassertions for simple functions. Let f be of the form
f =
n∑
i=1
αi1Ai
with pairwise disjoint measurable sets Ai. We obtain
Êφ(f) =
n∑
i,j=1
b
φ
ij(αi − αj)
2 +
n∑
i=1
c
φ
i α
2
i
with
b
φ
ij = −Êφ(1Ai , 1Aj) = −E(φ1Ai , φ1Aj) and cφi = Êφ(1Ai , 1∪jAj) = E(φ1Ai , φ(1∪jAj − 1)),
and
E(f) =
n∑
i,j=1
bij(αi − αj)
2 +
n∑
i=1
ciα
2
i
with
bij = −E(1Ai , 1Aj) and ci = E(1Ai , 1∪jAj).
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By Remark 2.17 we can apply Lemma 2.15 to continuous Markovian forms on L2fin(m). Itimplies that whenever 0 ≤ ψ ≤ φ the inequalities
0 ≤ bψij ≤ b
φ
ij ≤ bij and 0 ≤ cψi ≤ cφi
hold. They show (c). Furthermore, (b) is a consequence of the nonnegativity of bφij and cφj ,cf. proof of Theorem 2.20. It remains to prove the inequality cφi ≤ ci to obtain (d). Wecompute
ci − c
φ
i = E(1Ai , 1∪jAj) + E(φ1Ai , φ(1− 1∪jAj))
= E((1− φ)1Ai , 1∪jAj) + E(φ1Ai , 1∪jAj + φ(1− 1∪jAj)).
Lemma 2.16 implies that right-hand side of the above equation is positive. This inishes
the proof.
Remark 3.40. • The proof of the previous lemma uses the same strategy as the proof
of Theorem 2.20. The main di culty is that an approximation of Êφ by continuousforms is only valid on its domain.
• The deinition of Êφ is similar to the form characterization of energy measures ofDirichlet forms. When E is a regular Dirichlet form, the energy measure Γ(f) of a
function f ∈ D(E) ∩ L∞(m) is uniquely determined by the equation∫
X
φ dΓ(f) = 2E(fφ, f)− E(f 2, φ), for all φ ∈ D(E) ∩ Cc(X).
That the latter formula can be applied for constructing the maximal Silverstein
extension was observed in [78] for elliptic operators and in [30] for manifolds. For
general local forms similar considerations can be found in [60]. The locality of the
given form implies that the energy measure Γ(f) and 2E(fφ, f) − E(f 2, φ) can be
extended to the local form domain. The advantage of using Êφ rather than the formcharacterizations of energy measures is that it can be directly applied to functions
outside the form domain.
Equation (♠) provides an explicit formula for Êφ when E = E0J,V . In this case, Êφ is ajump-type form and therefore it is closable, see the discussion in Section 2.1. The following
lemma shows that the closability of Êφ is true for general energy forms.
Lemma 3.41. Let φ ∈ D(E) with 0 ≤ φ ≤ 1. The form Êφ is lower semicontinuous with
respect to τ(m), i.e., for any net (fi) in L∞(m) and f ∈ L∞(m) the convergence fi m→ fimplies
Êφ(f) ≤ lim inf
i
Êφ(fi).
In particular, Êφ is closable on L0(m). Its closure Eφ is a recurrent energy form whosedomain satisies
D(Eφ) ∩ L
∞(m) = D(Êφ).
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Proof. Let (fi) be a net in L∞(m) and let f ∈ L∞(m) with fi m→ f . We show
Êφ(f) ≤ lim inf
i
Êφ(fi).
Without loss of generality, we assume fi ∈ D(Êφ) for all i and
lim
i
Êφ(fi) = lim inf
i
Êφ(fi) <∞.
This allows us to also assume that (Êφ(fi)) is bounded. Furthermore, by Lemma 3.39 (b)it suices to consider the case when ∥fi∥∞ ≤ ∥f∥∞, as otherwise we could replace fi by
(fi ∧ ∥f∥∞) ∨ (−∥f∥∞).
Lemma 3.38 (a) applied to the function C : R→ R, C(x) = x2 ∧ ∥f∥2∞ yields
E(φf 2i )
1/2 = E(φC(fi))
1/2 ≤ 2∥f∥∞E(φfi)
1/2 + 3∥f∥2∞E(φ)
1/2.
From this inequality, we infer
Êφ(fi) = E(φfi)− E(φf
2
i , φ)
≥ E(φfi)− E(φf
2
i )
1/2E(φ)1/2
≥ E(φfi)
1/2
(
E(φfi)
1/2 − 2∥f∥∞E(φ)
1/2
)
− 3∥f∥2∞E(φ).
Therefore, the boundedness of (Êφ(fi)) yields the boundedness of (E(φfi)) and (E(φf 2i )).Together with the lower semicontinuity of E this implies φf, φf 2 ∈ D(E), i.e., f ∈ D(Êφ).
From the boundedness of (E(φf 2i )) and the convergence φf 2i m→ φf 2, we obtain the E-weakconvergence φf 2i → φf 2, see Lemma 1.45. Altogether, these observations amount to
Êφ(f) = E(φf)− E(φf
2, φ) ≤ lim inf
i
E(φfi)− lim
i
E(φf 2i , φ) = lim inf
i
Êφ(fi).
This shows lower semicontinuity.
For the ’in particular’ part, we note that the lower semicontinuity of Êφ and Proposi-
tion 1.41 yield the closability of Êφ. Since Êφ is Markovian, its closure Eφ is an energy
form, see Proposition 2.2. It is recurrent, as Eφ(1) = Êφ(1) = E(φ) − E(φ) = 0. The
statement on the domain follows directly from the lower semicontinuity of Êφ.
Deinition 3.42. Let φ ∈ D(E) with 0 ≤ φ ≤ 1. The closure of Êφ is denoted by Eφ.
Remark 3.43. The previous lemma contains a stronger statement than the closability
of Êφ on L0(m), cf. the assumption of Proposition 1.41. It states that Êφ is a lowersemicontinuous form on the (incomplete) topological vector space (L∞(m), τ(m)).
The next lemma shows that the properties of Êφ pass to its closure Eφ.
Lemma 3.44. Let φ, ψ ∈ D(E) with 0 ≤ φ, ψ ≤ 1.
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(a) If ψ ≤ φ, then Eψ(f) ≤ Eφ(f) for all f ∈ L0(m).
(b) For all f ∈ D(E) the inequality Eφ(f) ≤ E(f) holds.
(c) For f, g ∈ L0(m) the identity φf = φg implies Eφ(f) = Eφ(g).
Proof. Assertions (a) and (b) are immediate consequences of the denseness of D(Êφ) in
D(Eφ) and Lemma 3.39.
(c): Without loss of generality we can assume f ∈ D(Eφ). For n ∈ N, Lemma 3.41 implies
f (n) := (f ∧ n) ∨ (−n) ∈ D(Êφ). In particular, we have φf (n) ∈ D(E). The assumption
φg = φf yields φg(n) = φf (n) ∈ D(E), and so g(n) ∈ D(Êφ) = D(Eφ) ∩ L∞(m) by
Lemma 3.39. Since Êφ only depends on the values of the function on the support of φ, weconclude
Eφ(g) = lim
n→∞
Eφ(g
(n)) = lim
n→∞
Êφ(g
(n)) = lim
n→∞
Êφ(f
(n)) = lim
n→∞
Eφ(f
(n)) = Eφ(f),
where we used Proposition 2.24 for the irst and the last equality.
With these preparations we introduce the part of E that corresponds to the J-integral in
Example 3.35.
Deinition 3.45 (Main part). The functional E(M) : L0(m)→ [0,∞] deined by
E(M)(f) := sup {Eφ(f) | φ ∈ D(E) with 0 ≤ φ ≤ 1}
is called the main part of E.
Lemma 3.46. E(M) is a recurrent energy form.
Proof. It follows from its deinition and Lemma 1.23 that E(M) is a quadratic form. Its
Markov property and the recurrence can be inferred from Lemma 3.41. The closedness of
E(M) is a consequence of the closedness of the Eφ and Lemma A.1.
Equation (♠) shows that in general E(M) is not an extension of the given form E. In order
to obtain an extension, we need to compensate the error by using Equation (♣). We deine
Ê(k) : D(E)→ [0,∞), f 7→ Ê(k)(f) := E(f)− E(M)(f).
It is a perturbation of E(M) which is rather well behaved; namely, it is monotone with
respect to the absolute value of a given function. This is discussed in the next lemma.
Lemma 3.47. Let f, g ∈ D(E).
(a) Ê(k) is a nonnegative quadratic form on D(E).
(b) |f | ≤ |g| implies Ê(k)(f) ≤ Ê(k)(g).
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(c) fg ≥ 0 implies Ê(k)(f, g) ≥ 0.
(d) If h, l ∈ D(E) satisfy fg = hl, then Ê(k)(f, g) = Ê(k)(h, l).
Proof. (a): This follows from Lemma 3.44 (c) and the fact that E and E(M) are quadratic
forms.
(c): The inequality fg ≥ 0 implies |f + g| ≥ |f − g|. Hence, assertion (b) yields
Ê(k)(f, g) =
1
4
(
Ê(k)(f + g)− Ê(k)(f − g)
)
≥ 0.
(b): Ê(k) is continuous with respect to E. Since bounded functions are dense in D(E) with
respect to the form topology, see Proposition 2.24, we can assume f, g ∈ D(E) ∩ L∞(m).
Claim: The inequality Ê(k)(f) ≤ Ê(k)(g) holds under the additional assumption that there
exists a function ψ ∈ D(E) with 1{|g|>0} ≤ ψ ≤ 1.
Proof of the claim. Let ε > 0. By the deinition of E(M) and the monotonicity of Eφ in theparameter φ, see Lemma 3.44 (a), there exists φ ∈ D(E) ∩ L∞(m) with ψ ≤ φ ≤ 1 and
|E(M)(g)− Eφ(g)| < ε and |E(M)(f)− Eφ(f)| < ε.
From the inequalities 1 ≥ φ ≥ ψ ≥ 1{|g|>0} and |f | ≤ |g| we infer fφ = f and gφ = g.This yields
Ê(k)(g)− Ê(k)(f) ≥ E(g)− E(f)− Eφ(g) + Eφ(f)− 2ε = E(g
2 − f 2, φ)− 2ε.
Since φ = 1 on the set {g2− f 2 > 0}, Lemma 2.16 implies E(g2− f 2, φ) ≥ 0 and the claim
is proven. △
For α > 0 we let
Cα : R→ R, x 7→ Cα(x) := (x− α)+ − (x+ α)−.
Proposition 2.24 shows that for any f ∈ D(E) ∩ L∞(m) we have E(Cα ◦ f − f) → 0, as
α → 0+. Since Ê(k) is continuous with respect to E, the same holds true for convergence
with respect to Ê(k). The inequality |f | ≤ |g| implies |Cα ◦ f | ≤ |Cα ◦ g| and the function
ψα := (α
−1|g|) ∧ 1 ∈ D(E)
satisies ψα ≥ 1{|Cαg|>0}. Therefore, we can apply the previous claim to the functions Cα◦fand Cα ◦ g to obtain
Ê(k)(f) = lim
α→0+
Ê(k)(Cα ◦ f) ≤ lim
α→0+
Ê(k)(Cα ◦ g) = Ê
(k)(g).
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(d): As in the proof of (b), we can assume that all the functions are bounded and that
there exists a function ψ ∈ D(E) that is equal to one on their supports. For φ ∈ D(E)
with ψ ≤ φ ≤ 1, we obtain
E(f, g)− Eφ(f, g) = E(f, g)− E(φf, φg) + E(φfg, φ)
= E(φfg, φ)
= E(φhl, φ)
= E(h, l)− Eφ(h, l).
With this identity at hand, the claim follows from the deinition of Ê(k). This inishes the
proof.
The previous lemma shows that Ê(k) behaves like a quadratic form that is induced by a
measure. In general, such forms tend to be not closable. In order to extend it, we use its
monotonicity with respect to the absolute value of functions.
Deinition 3.48 (Killing part). The functional E(k) : L0(m)→ [0,∞] deined by
E(k)(f) :=
{sup{Ê(k)(g) ∣∣∣ g ∈ D(E) with |g| ≤ |f |} if f ∈ D(E(M))
∞ else
is called the killing part of E.
The next lemma discusses properties of E(k).
Lemma 3.49. (a) E(k) is a nonnegative quadratic form on L0(m), which extends Ê(k).
(b) For f, g ∈ D(E(M)), the inequality |f | ≤ |g| implies E(k)(f) ≤ E(k)(g).
(c) If f, g ∈ D(E(k)) satisfy fg ≥ 0, then E(k)(f, g) ≥ 0. Furthermore, if h, l ∈ D(E(k))
satisfy fg = hl, then E(k)(f, g) = E(k)(h, l).
(d) Let f ∈ D(E(M)) and, for n ∈ N, set f (n) := (f ∧ n) ∨ (−n). Then
E(k)(f) = sup{Ê(k) (φf (n)) ∣∣∣φ ∈ D(E) with 0 ≤ φ ≤ 1, n ∈ N} .
(e) Let (fi) be a net in L0(m) and let f ∈ L0(m) such that fi m→ f . If
lim inf
i
E(M)(fi) <∞,
then
E(k)(f) ≤ lim inf
i
E(k)(fi).
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Proof. (d): Let φ ∈ D(E) with 0 ≤ φ ≤ 1. Lemma 3.41 shows that f ∈ D(E(M)) implies
f (n) ∈ D(Êφ) and, therefore, φf (n) ∈ D(E) ∩ L∞(m). Consequently,
k(f) := sup{Ê(k) (φf (n)) ∣∣∣φ ∈ D(E) with 0 ≤ φ ≤ 1, n ∈ N}
is well deined. The inequality |φf (n)| ≤ |f | yields k(f) ≤ E(k)(f). Hence, it suices to
show k(f) ≥ E(k)(f).
To this end, we choose a sequence (fl) in D(E) ∩ L∞(m) that satisies |fl| ≤ |f | and
Ê(k)(fl) ↗ E
(k)(f), as l → ∞. By Lemma 3.47 (b) we can assume f, fl ≥ 0. For ε > 0,consider the functions C1, C2 : [0,∞)→ R deined by
C1(x) =
x
x+ ε
and C2(x) = x
2
x+ ε
.
They satisfy C1(0) = C2(0) = 0, |C ′1(x)| ≤ 1/ε and |C ′2(x)| ≤ 1. Therefore, the contractionproperties of E imply
φε,l :=
fl
fl + ε
= C1 ◦ fl ∈ D(E)
and
E(φε,lfl) = E(C2 ◦ fl) ≤ E(fl).
According to Lemma 1.44, this last inequality and the convergence φε,lfl m→ fl, as ε→ 0+,
yield E(fl − φε,lfl)→ 0, as ε→ 0+. Since the form Ê(k) is continuous with respect to E,we obtain
Ê(k)(fl) = lim
ε→0+
Ê(k)(φε,lfl) ≤ lim sup
ε→0+
Ê(k)(φε,l(f ∧ ∥fl∥∞)) ≤ k(f).
Note that we used Lemma 3.47 (b) for the irst inequality.
(a): The monotonicity of Ê(k), see Lemma 3.47 (b), and the deinition of E(k) imply that
E(k) is an extension of Ê(k).
We use Lemma 1.23 to prove that E(k) is a quadratic form. For λ ∈ R and f ∈ D(E(k))
the inequality
E(k)(λf) ≤ |λ|2E(k)(f)
follows from the deinition of E(k) and the fact that Ê(k) is a quadratic form. Next, for
f, g ∈ D(E(k)) we prove the inequality
2E(k)(f) + E(k)(g) ≤ E(k)(f + g) + E(k)(f − g),
from which the claim follows. To this end, let f, g ∈ D(E(k)) ⊆ D(E(M)) and let
(φ, n) ∈ I := {(ψ,m) | ψ ∈ D(E) with 0 ≤ ψ ≤ 1,m ∈ N}.
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Since Ê(k) is a quadratic form on D(E) and φf (n), φg(n) ∈ D(E), we obtain
Ê(k)(φ(f (n) + g(n))) + Ê(k)(φ(f (n) − g(n))) = 2Ê(k)(φf (n)) + 2Ê(k)(φg(n)),
and the monotonicity of the expressions in φ and n yields
sup
(φ,n)∈I
[
2Ê(k)(φf (n)) + 2Ê(k)(φg(n))
]
= 2 sup
(φ,n)∈I
Ê(k)(φf (n)) + 2 sup
(φ,n)∈I
Ê(k)(φg(n)).
Combining these identities and using (d) we infer
2E(k)(f) + 2E(k)(g) = 2 sup
(φ,n)∈I
Ê(k)(φf (n)) + 2 sup
(φ,n)∈I
Ê(k)(φg(n))
= sup
(φ,n)∈I
[
2Ê(k)(φf (n)) + 2Ê(k)(φg(n))
]
= sup
(φ,n)∈I
[
Ê(k)(φ(f (n) + g(n))) + Ê(k)(φ(f (n) − g(n)))
]
≤ E(k)(f + g) + E(k)(f − g).
For the last inequality we used |φ(f (n)+ g(n))| ≤ |f + g| and |φ(f (n)− g(n))| ≤ |f − g|, and
the deinition of E(k). This inishes the proof of (a).
(e): Let φ ∈ D(E) with 0 ≤ φ ≤ 1 and let n ∈ N. We irst prove φf (n) ∈ D(E) = D(Ê(k))
and
Ê(k)(φf (n)) ≤ lim inf
i
Ê(k)(φf
(n)
i ).
The closedness of E(M) yields f ∈ D(E(M)), which implies φf (n) ∈ D(E). Furthermore,
from Theorem 2.22 we obtain
E(M)(φf
(n)
i )
1/2 ≤ nE(M)(φ)1/2 + E(M)(fi)
1/2.
Hence, by the assumption lim infiE(M)(fi) <∞, we can assume that the net (E(M)(φf (n)i ))iis bounded. The deinition of Ê(k) and Lemma 3.47 (b) yield
E(φf
(n)
i ) = E
(M)(φf
(n)
i ) + Ê
(k)(φf
(n)
i ) ≤ E
(M)(φf
(n)
i ) + n
2Ê(k)(φ).
Therefore, the net (E(φf (n)i ))i can be assumed to be bounded as well. These observationscombined with φf (n)i m→ φf (n) let us infer φf (n)i → φf (n) E-weakly and E(M)-weakly fromLemma 1.45. As a consequence, we have the Ê(k)-weak convergence φf (n)i → φf (n). Theinequality
Ê(k)(φf (n)) ≤ lim inf
i
Ê(k)(φf
(n)
i )
follows from the lower semicontinuity of quadratic forms with respect to weak convergence,
see Lemma 1.48. Here, we used (a), i.e., that E(k) is a quadratic form. With this at hand,
the statement is a consequence of (d) and the inequality Ê(k)(φf (n)i ) ≤ E(k)(fi).
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(b): This follows from deinition of E(k) and Lemma 3.47 (b).
(c): The irst statement can be deduced from (b) as in the proof of Lemma 3.47 (c). The
’furthermore’ statement follows from (d) and Lemma 3.47 (d).
Remark 3.50. • The assertions of the lemma are valid for functions from diferent
domains. In general, the domain of E(k) is strictly smaller than the domain of E(M).
This is why assertion (c) is stated the way it is. Furthermore, assertion (b) can fail
for functions that do not belong to the domain of E(M).
• Assertion (d) states that E(k) is a closed quadratic form on the topological vector
space (D(E(M)), τ(m)E(M)).
• In concrete applications the main part of an energy form is usually coming from the
geometry of the underlying space while the killing part is some perturbation by a
positive measure.
In Example 3.35, the main part and the killing part of the form E0J,V can be computedexplicitly with the help of Equation (♠) and Equation (♣). With them it is more or
less straightforward that
(E0J,V )
(M) = EJ,0 and (E0J,V )(k) = E0,V |D(EJ,0),
which is consistent with our narrative.
• One may wonder why we restricted the domain of E(k) to D(E(M)). Its formal
deinition via the supremum could easily be extended to L0(m). However, in this
case E(k) can fail to be a quadratic form as the following example shows.
Let X = (−1, 1) and let λ the Lebesgue measure. As before, we denote the usual
irst oder Sobolev space by W 1((−1, 1)) = {f ∈ L2(λ) | f ′ ∈ L2(λ)}. Consider the
energy form
E : L0(λ)→ [0,∞], f 7→ E(f) :=
{∫ 1
−1
|f ′(x)|2 dλ+ f(0)2 if f ∈ W 1((−1, 1))
∞ else .
Since 1 ∈ D(E), it is easy to check that its preliminary killing part Ê(k) is given by
the (not closable) form
Ê(k) : W 1((−1, 1))→ [0,∞), f 7→ Ê(k)(f) = f(0)2.
For the moment, we let
k : L0(λ)→ [0,∞], f 7→ k(f) := sup{Ê(k)(g) ∣∣∣ g ∈ D(E) with |g| ≤ |f |} .
Consider the indicator function 1(0,1). Since functions in W 1((−1, 1)) are continuous,any g ∈ W 1((−1, 1)) with |g| ≤ 1(0,1) satisies g(0) = 0. Therefore, k(1(0,1)) = 0.
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The same argumentation also yields k(1(−1,0)) = 0. Since |1(0,1) ± 1(−1,0)| = 1 in
L0(λ), and since k only depends on the absolute value of the function, this implies
k(1(0,1) ± 1(−1,0)) = k(1) = 1. Altogether, we obtain
k(1(0,1) + 1(−1,0)) + k(1(0,1) − 1(−1,0)) = 2 > 0 = 2k(1(0,1)) + 2k(1(−1,0)),
which shows that k is not a quadratic form.
With the help of all the preparations made in this subsection we can now introduce the
relected energy form and show that it is a Silverstein extension of the given energy form.
Deinition 3.51 (Relected energy form). The form E ref := E(M) + E(k) is called the
relected energy form of E.
Theorem 3.52. Let E be an energy form. Its relected energy form E ref is an energy form
and a Silverstein extension of E.
Proof. The closedness of E ref follows from the closedness of E(M) and Lemma 3.49. That
E ref is an extension of E is an immediate consequence of the deinition of Ê(k) and the fact
that E(k) extends Ê(k). For φ ∈ D(E) with 0 ≤ φ ≤ 1, Lemma 3.41 implies
D(E ref) ∩ L∞(m) ⊆ D(Eφ) ∩ L∞(m) = D(Êφ) = {f ∈ L∞(m) | φf ∈ D(E)}.
This shows that D(E) ∩ L∞(m) is an algebraic ideal in D(E ref) ∩ L∞(m), i.e., E ref is a
Silverstein extension of E.
Remark 3.53. In Example 3.35 the relected energy form of E0J,V is given by EJ,V . More-over, when E is a (quasi-)regular Dirichlet form similar computations as in Example 3.35
show that (E refe , D(E refe )) coincides with the so-called relected Dirichlet space and that
(E refe , D(E refe ) ∩ L2(m)) coincides with the so-called active relected Dirichlet space as de-ined in [49, 13]; we refrain from giving details. This justiies the name relected energy
form. More examples of relected spaces are discussed at the end of the next subsection.
In view of the previous remark we also make the following deinition for Dirichlet forms.
Deinition 3.54 (Relected Dirichlet form). Let E be a Dirichlet form on L2(m). The
main part of E is the restriction of E (M)e to L2(m) and is denoted by E (M), and the killing
part of E is the restriction of E (k)e to L2(m) and is denoted by E (k). The relected Dirichletform of E is deined by E ref := E (M) + E (k).
We inish this subsection with an alternative formula for E(k) and E ref, which holds for
certain functions in D(E). For this purpose, we let
IE := {φ ∈ D(E) | 0 ≤ φ ≤ 1}
and order this set with the natural order relation on functions. The monotonicity of Eφ in
φ yields
E(M)(f) = lim
φ∈IE
Eφ(f) for all f ∈ D(E(M)).
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Furthermore, for f ∈ L0(m) and n ∈ N, we set f (n) := (f ∧ n) ∨ (−n).
Lemma 3.55. Let N be a special E-nest. For f ∈ D(E ref) and ψ ∈ D(E)N , we have
E(k)(f, ψ) = lim
n→∞
lim
φ∈IE
lim
m→∞
E(f (n)ψ(m), φ)
and
E ref(f, ψ) = lim
n→∞
lim
φ∈IE
E(φf (n), ψ).
Proof. We irst prove the statement about E(k). Since N is special and ψ ∈ D(E)N , thereexist φ0, φ1 ∈ D(E)N with 1{|ψ|>0} ≤ φ0 ≤ 1 and 1{φ0>0} ≤ φ1 ≤ 1. We use that E(k) iscontinuous with respect to E ref and Lemma 3.49 to obtain
E(k)(f, ψ) = lim
n→∞
E(k)(f (n), ψ) = lim
n→∞
E(k)(φ0f
(n), ψ).
The form E ref is a Silverstein extension of E, hence φ0f (n) ∈ D(E). From the deinitionof E(k) on D(E) we infer
E(k)(φ0f
(n), ψ) = E(φ0f
(n), ψ)− E(M)(φ0f
(n), ψ)
= E(φ0f
(n), ψ)− lim
φ∈IE
Eφ(φ0f
(n), ψ)
= E(φ0f
(n), ψ)− lim
φ∈IE
lim
m→∞
[
E(φφ0f
(n), φψ(m))− E(φφ0f
(n)ψ(m), φ)
]
.
The choice of φ0 and φ1 yields that for φ ∈ IE with φ ≥ φ1 we have φφ0f (n) = φ0f (n),
φψ(m) = ψ(m) and φφ0f (n)ψ(m) = f (n)ψ(m). Therefore, the the previous equation simpliiesto
E(k)(φ0f
(n), ψ) = lim
φ∈IE
lim
m→∞
E(f (n)ψ(m), φ).
Combining these computations shows
E(k)(f, ψ) = lim
n→∞
lim
φ∈IE
lim
m→∞
E(f (n)ψ(m), φ).
Since φψ(m) = ψ(m) and φf (n)ψ(m) = f (n)ψ(m) whenever φ0 ≤ φ ≤ 1, we obtain
E(M)(f, ψ) = lim
n→∞
lim
φ∈IE
lim
m→∞
Eφ(f
(n), ψ(m))
= lim
n→∞
lim
φ∈IE
lim
m→∞
[
E(φf (n), φψ(m))− E(φf (n)ψ(m), φ)
]
= lim
n→∞
lim
φ∈IE
lim
m→∞
[
E(φf (n), ψ(m))− E(f (n)ψ(m), φ)
]
= lim
n→∞
lim
φ∈IE
E(φf (n), ψ)− E(k)(f, ψ).
This inishes the proof.
Remark 3.56. For the previous lemma to hold true, the condition that ψ ∈ D(E)N forsome special nest N can be weakened. Indeed, in the proof we only used that there exist
φ0, φ1 ∈ D(E) with 1{|ψ|>0} ≤ φ0 ≤ 1 and 1{φ0>0} ≤ φ1 ≤ 1.
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3.3.2 The maximality of the relected energy form and applica-
tions
This subsection is devoted to maximality properties of the relected energy form. More
precisely, we prove that the relected energy form is the maximal Silverstein extension
whenever the killing part vanishes and we provide an abstract version of the counterexam-
ples at the beginning of this section. Moreover, we show that recurrence and uniqueness
of Silverstein extensions are much more intimately related than it could be expected. We
inish this subsection by explicitly computing the relected energy form for several exam-
ples.
The following lemma is the main ingredient for proving maximality statements on E ref.
Lemma 3.57. Let E be an energy form and let E˜ be a Silverstein extension of E. Its
domain satisies D(E˜) ⊆ D(E(M)) and for all f ∈ D(E˜) the inequality
E˜(M)(f) ≥ E(M)(f)
holds. Moreover, for g ∈ D(E) we have
E˜(k)(g) ≤ E(k)(g).
Proof. For proving the irst inequality we can assume f ∈ D(E˜) ∩ L∞(m). Let φ ∈ D(E)
with 0 ≤ φ ≤ 1. Since E˜ is a Silverstein extension, we have φf ∈ D(E) and φf 2 ∈ D(E).
This observation and the deinition of E˜(M) yield
E˜(f) ≥ E˜(M)(f) ≥ E˜φ(f) = E˜(φf)− E˜(φf
2, φ) = E(φf)− E(φf 2, φ) = Eφ(f).
Taking the supremum over all such φ implies D(E˜) ⊆ D(E(M)) and E˜(M)(f) ≥ E(M)(f).
For g ∈ D(E), the inequality on the main parts yields
E(k)(g) = E(g)− E(M)(g) ≥ E˜(g)− E˜(M)(g) = E˜(k)(g).
This inishes the proof.
The following theorem is the main theorem concerning the maximality of the relected
energy form.
Theorem 3.58 (Maximality of E ref). Let E be an energy form. Let E˜ be a Silverstein
extension of E such that for all f ∈ D(E) the inequality E(k)(f) ≤ E˜(k)(f) holds. Then
E˜ ≤ E ref. In particular, if E(k) = 0, then E ref = E(M) is the maximal Silverstein extension
of E.
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Proof. Let E˜ be a Silverstein extension of E and let f ∈ D(E˜). Lemma 3.57 yields
E˜(M)(f) ≥ E(M)(f). Furthermore, the monotonicity of E˜(k) and the deinition of E(k)
imply
E˜(k)(f) ≥ sup{E˜(k)(g) | g ∈ D(E) with |g| ≤ |f |}
≥ sup{E(k)(g) | g ∈ D(E) with |g| ≤ |f |}
= E(k)(f).
In terms of the order on quadratic forms, which we introduced in Subsection 1.2.1, this
means E˜ ≤ E ref. The statement on the maximality of E ref when E(k) = 0 follows from
what we have shown so far and the fact that E ref is a Silverstein extension of E, see
Theorem 3.52. This inishes the proof.
For Dirichlet forms the contents of the previous theorem read as follows.
Corollary 3.59. Let E be a Dirichlet form on L2(m). Let E˜ be a Silverstein extension of
E such that for all f ∈ D(E) the inequality E (k)(f) ≤ E˜ (k)(f) holds. Then E˜ ≤ E ref. In
particular, if E (k) = 0, then E ref = E (M) is the maximal Silverstein extension of E .
Proof. This follows from the previous theorem and Theorem 3.9.
Remark 3.60. • As discussed at the beginning of this section, the previous theorem
and its corollary are extensions and a correction of the main result of [49] and of [13,
Theorem 6.6.9]. Due to some additional assumptions, the maximality statements on
the relected Dirichlet form in [69] and in [78] are correct. In [69] the maximality of
the relected form is only claimed among all Silverstein extensions whose associated
operators are contained in the ’local generator’ of the given form. The notion of
’local generator’ does not make sense for arbitrary Dirichlet forms but we can prove
a similar statement for forms whose associated operator is a self-adjoint extension of
a given densely deined symmetric operator, see Theorem 3.74. The work [78] treats
Dirichlet forms of certain diferential operators whose killing part vanishes.
• The form E(M) satisies a more general maximality statement. If E˜ is an energy
form such that D(E) ∩ L∞(m) is an algebraic ideal in D(E˜) ∩ L∞(m) and for all
f, g ∈ D(E) the inequality fg ≥ 0 implies
E(f, g) ≥ E˜(f, g),
then E˜ ≤ E(M) in the sense of quadratic forms. Note that in this case, E˜ need not be
an extension of E. Here, we only prove a special case, see Theorem 3.63; the details
for general forms will be given elsewhere. When considering restrictions to L2(m),
the condition E(f, g) ≥ E˜(f, g) whenever fg ≥ 0 is related to the domination of
the associated semigroups, see [52]. In this sense, the restriction of E(M) to L2(m)
is the maximal form whose associated semigroup dominates the semigroup of the
restriction of E to L2(m).
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As already discussed, maximal Silverstein extensions do not always exists. The following
proposition shows that our examples at the beginning of this section are a prototype for
this phenomenon.
Proposition 3.61. Let E be an energy form. If E has a recurrent Silverstein extension
and E(k) ̸= 0, then E ref is not the maximal Silverstein extension of E. If, additionally,
1 ∈ D(E(k)), then E does not possess a maximal Silverstein extension.
Proof. Let E1 be a recurrent Silverstein extension of E. Assume that E ref is the maximalSilverstein extension of E. We obtain
E(k)(1) ≤ E ref(1) ≤ E1(1) = 0.
Due to the monotonicity of E(k), this observation implies E(k) = 0, a contradiction to the
assumption that E(k) ̸= 0.
Now, assume 1 ∈ D(E(k)) and that E˜ is the maximal Silverstein extension of E. Due to
its maximality, we have E˜(1) ≤ E1(1) = 0, i.e., E˜ is recurrent. For f ∈ D(E) and α ∈ R,we obtain
E(M)(f) + E(k)(f) = E(f) = E˜(f) = E˜(f − α) ≤ E ref(f − α) = E(M)(f) + E(k)(f − α).
This implies
2αE(k)(f, 1) ≤ α2E(k)(1).
Dividing by α and letting α → 0± yields E(k)(f, 1) = 0 for all f ∈ D(E). According to
Lemma 3.47, for each f ∈ D(E) ∩ L∞(m) we have
E(k)(f) = E(k)(f 2, 1) = 0.
Since bounded functions are E-dense in D(E) and since E(k) is continuous with respect to
E, these considerations show E(k) = 0, a contradiction to the assumption E(k) ̸= 0. This
inishes the proof.
Remark 3.62. The observation that lies at the heart of the previous proposition is that
maximal Silverstein extensions of forms that possess a recurrent Silverstein extension can
not have a killing part. In particular, E ref can not always be the maximal Silverstein
extension.
The following theorem is a weaker version of the general maximality statement for the form
E(M) that was mentioned in Remark 3.60. One of its corollaries is quite important for the
theory in Chapter 4.
Theorem 3.63. Let E and E˜ be energy forms with the following properties:
• D(E) ∩ L∞(m) is an algebraic ideal in D(E˜) ∩ L∞(m).
• For all f ∈ D(E) ∩ L∞(m) the identity E(f) = E˜(f) + E(k)(f) holds.
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Then D(E˜) ⊆ D(E(M)) and for all f ∈ D(E˜) we have E(M)(f) ≤ E˜(f).
Proof. Let f ∈ D(E˜) ∩ L∞(m) and let φ ∈ D(E) with 0 ≤ φ ≤ 1. Since D(E) ∩ L∞(m)
is an algebraic ideal in D(E˜) ∩ L∞(m), we have φf ∈ D(E). Furthermore, the second
property of E˜ yields φ ∈ D(E˜). With the help of Lemma 3.44 applied to E˜, we deduce
E˜(f) ≥ E˜φ(f)
= E˜(φf)− E˜(φf 2, φ)
= E˜(φf) + E(k)(φf)− E(k)(φf 2, φ)− E˜(φf 2, φ)
= E(φf)− E(φf 2, φ)
= Eφ(f).
Here, we used the identity E(k)(φf) = E(k)(f 2φ, φ) of Lemma 3.49 (c). Taking the supre-
mum over all such φ inishes the proof.
There is an immediate corollary to the previous theorem that provides an alternative
characterization of E(M) in terms of special nests (cf. Section 2.6).
Corollary 3.64. Let E be an energy form. Let N be a special E-nest and let
IN := {φ ∈ D(E)N | 0 ≤ φ ≤ 1}.
For all f ∈ L0(m) we have
E(M)(f) = sup
φ∈IN
Eφ(f).
Proof. We deine the form E˜ : L0(m)→ [0,∞] by
E˜(f) := sup
φ∈IN
Eφ(f).
The same arguments that we used to show that E(M) is an energy form apply to E˜.
Therefore, E˜ is an energy form. For proving the statement, it suices to conirm the two
assumptions of Theorem 3.63.
We start by showing the identity E(f) = E˜(f) + E(k)(f) for f ∈ D(E) ∩ L∞(m). To this
end, we irst let f ∈ D(E)N ∩ L∞(m). Since N is special, there exists a function ψ ∈ INsuch that ψ ≥ 1{|f |>0}. For any φ ∈ D(E) with ψ ≤ φ ≤ 1 we have φf = f and, therefore,
E(f)− Eφ(f) = E(f)− E(φf) + E(φf
2, φ) = E(f 2, φ).
The set IN is dense in {φ ∈ D(E) | 0 ≤ φ ≤ 1} with respect to the form topology and,for φ ≥ ψ, the expression E(f 2, φ) is nonnegative and monotone decreasing in φ, see
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Lemma 2.15 and Lemma 2.16. These considerations imply
E(k)(f) = E(f)− E(M)(f)
= inf{E(f)− Eφ(f) | φ ∈ D(E) with ψ ≤ φ ≤ 1}
= inf{E(f 2, φ) | φ ∈ D(E) with ψ ≤ φ ≤ 1}
= inf{E(f 2, φ) | φ ∈ IN with ψ ≤ φ}
= E(f)− E˜(f).
Since D(E)N ∩L∞(m) is dense in D(E)∩L∞(m) and E˜, E(k) are continuous with respectto E, the above equation extends to all f ∈ D(E) ∩ L∞(m).
It remains to prove that D(E) ∩ L∞(m) is an algebraic ideal in D(E˜) ∩ L∞(m). By the
deinition of E˜, the algebra D(E)N ∩ L∞(m) is an algebraic ideal in D(E˜) ∩ L∞(m); wehave to show that this is stable under taking limits. Let f ∈ D(E) ∩ L∞(m) and let
g ∈ D(E˜) ∩ L∞(m). We choose a net (fi) ∈ D(E)N ∩ L∞(m) that satisies ∥fi∥∞ ≤ ∥f∥∞
and fi → f in the form topology of E. What we have already shown yields E˜(fi) ≤ E(fi),
fig ∈ D(E) ∩ L
∞(m) and E(fig) = E˜(fig) + E(k)(fig). From the lower semicontinuity of
E we obtain
E(fg) ≤ lim inf
i
E(fig) = lim inf
i
[
E˜(fig) + E
(k)(fig)
]
.
Since E˜ is an energy form, Theorem 2.22 yields
E˜(fig)
1/2 ≤ ∥fi∥∞E˜(g)
1/2 + ∥g∥∞E˜(fi)
1/2 ≤ ∥f∥∞E˜(g)
1/2 + ∥g∥∞E(fi)
1/2.
Furthermore, the properties of E(k) imply
E(k)(fig) ≤ ∥g∥
2
∞E
(k)(fi) ≤ ∥g∥
2
∞E(fi).
Combining these observations, we infer E(fg) <∞. This inishes the proof.
We have not only obtained the maximal Silverstein extension but also constructed a de-
composition of the given energy form into a main part and a killing part. With this at
hand, we can give a further characterization of recurrence. It shows that from a conceptual
viewpoint uniqueness of Silverstein extensions and recurrence are almost the same.
Theorem 3.65. The following assertions are equivalent.
(i) E is recurrent.
(ii) E = E(M).
(iii) Sil(E) = {E} and E(k) = 0.
Proof. (i) ⇒ (ii): Theorem 3.21 shows that recurrent energy forms are Silverstein unique.
According to Theorem 3.58, it suices to prove E(k) = 0. For an f ∈ D(E) ∩ L∞(m) the
recurrence of E and the monotonicity of E(k) yield
E(k)(f) ≤ ∥f∥2∞E
(k)(1) ≤ ∥f∥2∞E(1) = 0.
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Since bounded functions are E-dense in D(E), this inishes the proof of the claim.
(ii) ⇒ (iii): Since E = E(M), the form E is recurrent. Theorem 3.21 implies its Silverstein
uniqueness and the vanishing of E(k) follows from the identity E = E(M).
(iii) ⇒ (i): The form E ref is a Silverstein extension of E. Therefore, the conditions
Sil(E) = {E} and E(k) = 0 yield E = E ref = E(M). This proves the recurrence of E.
Corollary 3.66. Let m be inite and let E be a Dirichlet form on L2(m) with E (k) = 0.
The following assertions are equivalent.
(i) E is Silverstein unique.
(ii) Ee is recurrent.
Proof. This follows from the previous theorem, Theorem 3.9 and the fact that the initeness
of m yields 1 ∈ D(E (M)e ) ∩ L2(m) = D(E (M)).
Remark 3.67. A slightly weaker form of the previous theorem for quasi-regular Dirichlet
forms is contained in [49, Corollary 6.1] and the corollary can be found in [36] for regular
Dirichlet forms.
We inish this subsection with some examples of the relected energy forms.
Example 3.68 (Jump-type form on a topological space). In Example 3.35, the relected
energy form of E0J,V is given by EJ,V . Moreover, if V = 0, then EJ,0 is the maximalSilverstein extension of E0J,0.
Example 3.69 (Energy forms on Riemannian manifolds). Let (M, g) be a Riemannian
manifold. Recall the energy forms E0(M,g) and E(M,g), which were introduced in Subsec-tion 2.1.1, and the notation of Appendix B. Using the developed theory, we shall prove
that E(M,g) is the maximal Silverstein extension of E0(M,g). Unfortunately, for an arbitrary
φ ∈ D(E0(M,g)) with 0 ≤ φ ≤ 1 it is somewhat tedious and technical to determine theprecise domain of E0(M,g), φ. We limit ourselves to the following special case from whichthe maximality will follow. For the rest of this example, we let Q := E0(M,g) to simplifynotation, i.e., to avoid too many subscripts and superscripts.
Lemma 3.70. Let f ∈ W 1loc(M) and let φ ∈ D(Q) with 0 ≤ φ ≤ 1 have compact support.Then f ∈ D(Qφ) and
Qφ(f) =
∫
M
φ2|∇f |2 dvolg.
Proof. We choose a sequence of bounded smooth normal contractions Cn : R → R thatsatisfy Cn(x) = x for all x ∈ [−n, n] and set fn := Cn ◦ f . According to Lemma B.3,we have fn ∈ L∞(volg) and ∇fn = C ′n(f)∇f ∈ L2loc(volg). Since φ is bounded and hascompact support, φfn belongs to L2(volg) and has compact support as well. Furthermore,
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an application of Lemma B.2 and the properties of φ and fn show
∇(φfn) = φ∇fn + fn∇φ ∈ L
2(volg).
With this at hand, Lemma B.1 yields φfn ∈ D(Q), i.e., fn ∈ D(Qφ). The product rule,Lemma B.2, and the identity ∇fn = C ′n(f)∇f imply
Qφ(fn) = Q(φfn)−Q(φf
2
n, φ)
=
∫
M
φ2|∇fn|
2 dvolg
=
∫
M
φ2C ′n(f)
2|∇f |2 dvolg.
This computation shows that Qφ(fn) is bounded. Since fn m→ f , the lower semicontinuityof Qφ yields f ∈ D(Qφ). The fn are normal contractions of f and so we have
Qφ(fn) ≤ Qφ(f).
According to Lemma 1.44, we obtain
Qφ(f) = lim
n→∞
Qφ(fn) = lim
n→∞
∫
M
φ2C ′n(f)
2|∇f |2 dvolg =
∫
M
φ2|∇f |2 dvolg.
For the last equality, we used that the derivatives C ′n are uniformly bounded by one andpointwise converge to one. This inishes the proof.
Theorem 3.71. The form E(M,g) is the maximal Silverstein extension of Q (= E0(M,g)).
Proof. We start by proving that E(M,g) is a Silverstein extension of Q. To this end, let
f ∈ D(E(M,g))∩L
∞(m) and let ψ ∈ C∞c (M). It follows from Lemma B.1 that fψ ∈ D(Q).Since C∞c (M) is dense in D(Q) with respect to the form topology, Proposition 3.6 showsthat E(M,g) is a Silverstein extension of Q.
Next, we prove that the killing of Q vanishes. We let (φn) be a sequence in C∞c (M) with
0 ≤ φn ≤ 1 and φn ↗ 1 pointwise, as n→∞. For f ∈ D(Q), the previous lemma and theproperties of Q(M) show
Q(f) ≥ Q(M)(f) ≥ lim
n→∞
Qφn(f) = lim
n→∞
∫
M
φ2n|∇f | dvolg = Q(f).
Therefore, the killing part of Q vanishes. With this at hand, Theorem 3.58 implies that the
form Q(M) is the maximal Silverstein extension of Q and it remains to prove Q(M) ≤ E(M,g).Let f ∈ D(Q(M))∩L∞(volg) be given. Since Q(M) is a Silverstein extension of Q, we have
φf ∈ D(Q) for all φ ∈ C∞c (M). Due to the locality of the operator ∇, this implies
|∇f | ∈ L2loc(volg). From the previous lemma and the monotone convergence theorem, weinfer
Q(M)(f) ≥ lim
n→∞
Qφn(f) = lim
n→∞
∫
M
φ2n|∇f |
2 dvolg =
∫
M
|∇f |2 dvolg.
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Hence, f ∈ D(E(M,g)) and Q(M)(f) ≥ E(M,g)(f). Since bounded functions are dense in theform domains, this inishes the proof.
Remark 3.72. The maximality result for the L2-restrictions of E(M,g) and E0(M,g) is ex-plicitly proven in [30], but also follows from the (corrected) considerations in [49, 13]. The
maximality statement without the restriction to L2(volg) seems to be new.
Example 3.73 (Dirichlet forms of hypoelliptic operators). Here, we use the notation and
the assumptions of Example 3.17, i.e., we assume that S is a densely deined symmetric
operator on L2(m) such that the form
ES : L
2(m)→ [0,∞], f 7→ ES(f) =
{
⟨Sf, f⟩ if f ∈ D(S)
∞ else
is Markovian. In this subsection, we studied (maximal) Silverstein extensions of quadratic
forms, while Example 3.17 deals with self-adjoint extensions of the operator S. In general,
closed extensions of the form ES need not provide self-adjoint extensions of S. However,we show, under some mild assumptions on the domain of the operator S, that the operator
of the relected Dirichlet form is an extension of S and the maximal element in Ext(S)Sil.In particular, this result can be applied to certain hypoelliptic operators on Riemannian
manifolds.
To shorten notation, we let E := E¯S, the closure of ES, and denote the self-adjoint operatorof E ref by Sref. Recall that we order the sets Ext(S)Sil and Ext(S)M with the order relationof the associated quadratic forms.
Theorem 3.74. If there exists a special Ee-nest N such that D(S) ⊆ D(Ee)N , then S ref isan extension of S. If, additionally, D(S) ∩ L∞(m) is an algebra that is E-dense in D(E)
and satisies S(D(S) ∩ L∞(m)) ⊆ L1(m), then S ref is the maximal element of Ext(S)Sil.
Proof. We irst prove that S ref is a restriction of S∗, which implies that it is a self-adjoint
extension of S. Let N be a special Ee-nest such that D(S) ⊆ D(Ee)N . For f ∈ D(S ref)and ψ ∈ D(S), Lemma 3.55 shows
⟨S reff, ψ⟩ = E ref(f, ψ) = lim
n→∞
lim
φ∈IEe
Ee(φf (n), ψ),
where f (n) = (f ∧ n) ∨ (−n) and IEe = {φ ∈ D(Ee) | 0 ≤ φ ≤ 1} is ordered by the naturalorder relation on functions. Since for φ ∈ IEe we have φf (n) ∈ D(Ee)∩L2(m) = D(E), thissimpliies to
lim
n→∞
lim
φ∈IEe
Ee(φf (n), ψ) = lim
n→∞
lim
φ∈IEe
E(φf (n), ψ) = lim
n→∞
lim
φ∈IEe
⟨φf (n), Sψ⟩.
The density of D(S) in L2(m) implies limφ∈IEe φ = 1 in L0(m). Therefore, Lebesgue’sdominated convergence theorem, Lemma 1.14, yields
lim
n→∞
lim
φ∈IEe
⟨φf (n), Sψ⟩ = ⟨f, Sψ⟩.
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These considerations show that for all ψ ∈ D(S) the equality ⟨S reff, ψ⟩ = ⟨f, Sψ⟩ holds.
Consequently, S ref is a restriction of S∗.
Now, assume that D(S) ∩ L∞(m) is an algebra that is E-dense in D(E) and satisies
S(D(S)∩L∞(m)) ⊆ L1(m). Let S˜ be a self-adjoint extension of S such that the associated
form E˜ is a Silverstein extension of E . According to Corollary 3.59, it suices to prove that
E˜ (k)and E (k) coincide on D(E). This is discussed next.
For f ∈ D(S) ∩ L∞(m) ⊆ D(Ee)N , Lemma 3.55 and Remark 3.56 yield
E˜ (k)(f) = lim
φ∈IE˜e
E˜e(f 2, φ).
Let φ ∈ IE˜e . We choose a net (φi) in D(E˜) that converges to φ in the form topology of
E˜e. Without loss of generality we can assume φi ≥ 0. The net φ˜i := φi ∧ φ is E˜e-boundedand converges to φ in L0(m). It belongs to D(E˜e) ∩ L2(m) = D(E˜), and by Lemma 1.45
it Ee-weakly converges to φ. According to our assumptions, S˜ is an extension of S and
D(S) ∩ L∞(m) is an algebra. Combining these observations, we obtain
E˜e(f 2, φ) = lim
i
E˜e(f 2, φ˜i) = lim
i
E˜(f 2, φ˜i) = lim
i
⟨S(f 2), φ˜i⟩ =
∫
X
S(f 2)φ dm.
For the last equality, we used Lebesgue’s theorem, Lemma 1.14. Altogether, this amounts
to
E˜ (k)(f) = lim
φ∈IE˜e
E˜e(f 2, φ) = lim
φ∈IE˜e
∫
X
S(f 2)φ dm =
∫
X
S(f 2) dm,
where we used limφ∈IE˜e φ = 1, S(f 2) ∈ L1(m) and Lebesgue’s theorem. Since these con-siderations also apply to E , for f ∈ D(S) ∩ L∞(m) we conclude
E˜ (k)(f) =
∫
X
S(f 2) dm = E (k)(f).
The E-density of D(S)∩L∞(m) in D(E) yields that this equality extends to D(E) and we
obtain the desired statement.
As an immediate corollary, we obtain the following result for hypoelliptic operators on
Riemannian manifolds.
Corollary 3.75. Let (M, g) be a Riemannian manifold and let P : C∞c (M)→ C∞c (M) bea continuous linear operator that is symmetric on L2(volg) and whose associated form EPis Markovian. Then P ref is the maximal element in Ext(S)Sil. If, additionally, P + 1 ishypoelliptic, then P ref is the maximal element in Ext(S)M.
Proof. The form E¯P,e is regular (it is the L0-closure of a regular Dirichlet form) and sothe collection of all relatively compact open subsets of M is a special E¯P,e-nest with the
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required properties. Therefore, the previous theorem shows the maximality of P ref in
Ext(S)Sil. The statement on the maximality of P ref in Ext(S)M under the condition that
P + 1 is hypoelliptic follows from Corollary 3.19.
Remark 3.76. • The condition that D(S) ⊆ D(Ee)N for some special Ee-nest Nmeans that functions in D(S) vanish at ’ininity’ and the assumption that D(S) ∩
L∞(m) is an algebra is more or less natural when dealing with Silverstein extensions.
In contrast, the assumption S(D(S) ∩ L∞(m)) ⊆ L1(m) is somewhat technical.
• If X is a locally compact separable metric space and m is a Radon measure on X,
the previous theorem applies to operators that map a dense subalgebra of Cc(X) to
Cc(X). One class of examples for this situation is given in the previous corollary,another class of examples are graph Laplacians on locally inite graphs, for which the
previous corollary is more or less contained in [35, Theorem 2.10].
• As already mentioned in Remark 3.60, the theorem and its corollary can be seen as
a generalization of [69, Theorem 15.2].
• The main insight for the proof of the theorem is that the killing part of a Dirichlet
form that is associated with an extension of S is determined by S.
Chapter 4
Weak solutions to the Laplace
equation
For some Dirichlet forms it is known that global properties, such as Silverstein uniqueness,
recurrence and stochastic completeness, can be characterized in terms of weak (super-)
solutions to the Laplace equation. In these cases, the notion of weak solution is deined
using particular features of the considered model. For Dirichlet forms on manifolds one
uses the theory of distributions, see e.g. [29], for Dirichlet forms on graphs one uses
discrete Laplacians, see e.g. [63], and for regular Dirichlet forms one uses a notion of weak
solutions in terms of the Beurling-Deny formula, see e.g. [74, 18]. These deinitions of weak
Laplacians or weak Laplace equations have in common that they are not intrinsic; they
either use extrinsic information on the model or representation theory. This makes them
somewhat unsatisfactory. The irst two approaches are certainly powerful but limited to
concrete examples, while the third one is technically involved and requires the form to be
quasi-regular.
In this chapter we propose an intrinsic approach towards weak solutions of the Laplace
equation that only uses algebraic properties of the given form. This allows us to consider
weak Laplace equations for all energy forms. It is our goal is to convince the reader that our
deinition is the ’correct’ one. To this end, we demonstrate that it is lexible enough to prove
known characterizations of global properties in the greatest possible generality. Another
application that we have in mind are Dirichlet forms and energy forms on noncommutative
spaces. We believe that the concepts and theorems of this chapter can be extended to the
noncommutative world. Unfortunately, this is beyond the scope of this thesis; it will be
discussed elsewhere.
In the previous chapter we constructed the relected energy form. For this purpose we
extended the given form on its diagonal. In the irst section of this chapter, we recycle some
of the auxiliary forms that were introduced in the previous chapter to deine the weak form
extension, an of-diagonal extension of the given form, see Deinition 4.3. This weak form
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is then employed to introduce weak solutions to the Laplace equation, see Deinition 4.9.
Furthermore, we prove that in concrete examples our notion of the weak form extension
coincides with the ’classical’ one. The second section is devoted to characterizing excessive
functions as weakly superharmonic functions, see Theorem 4.18. It is followed by a section
where the existence of minimal solutions to the weak Laplace equation is investigated
and characterized in terms of the extended potential operator, see Theorem 4.50. We
conclude this chapter with several applications. In Subsection 4.4.1 we study the existence
and uniqueness of bounded weak solutions to the Laplace equation. More speciically,
uniqueness of such solutions is characterized by a conservation property for the potential
operator, see Theorem 4.55. In Subsection 4.4.2 we apply the developed theory to Lp-
resolvents of Dirichlet forms. We show that they provide weak solutions to an eigenvalue
equation, see Theorem 4.64, and characterize a generalization of stochastic completeness
in terms of uniqueness of solutions to this eigenvalue equation for bounded functions, see
Theorem 4.68. Subsection 4.4.3 concludes this chapter with a characterization of recurrence
in terms of weakly superharmonic functions.
4.1 Of-diagonal extension and the weak form domain
In the previous chapter we constructed the maximal Silverstein extension of a given energy
form by extending E on its diagonal. In this section we we do of-diagonal extension. The
goal is to deine E(f, ψ) for pairs (f, ψ), where f should come from a large class of functions
and ψ plays the role of a test function.
Before discussing the general case, we come back to Example 3.35 of Section 3.3. When
E = E0J,V (or E = EJ,V ) it is intrinsically clear how to deine E(f, ψ). One would just set
E(f, ψ) :=
∫
X×X
(f(x)− f(y))(ψ(x)− ψ(y))dJ(x, y) +
∫
X
f(x)ψ(x)V (x)dm(x) (♦)
whenever the integrals make sense, i.e., when (f ⊗ 1− 1⊗ f)(ψ ⊗ 1− 1⊗ ψ) ∈ L1(J) and
fψ ∈ L1(V ·m). Similar as in Example 3.35, this raises the question of how to compute
(♦) from the knowledge of E0J,V on its (rather small) domain. To answer it, we employ theauxiliary forms Eφ and E(k), which we introduced in Subsection 3.3.1. The value of
Eφ(f, ψ) =
∫
X×X
φ(x)φ(y)(f(x)− f(y))(ψ(x)− ψ(y))dJ(x, y)
only depends on the restriction of f to the set {|φ| > 0}. Therefore, Eφ(f, ψ) is well-deinedif there exists a function fφ ∈ D(E0J,V ) that equals f on {|φ| > 0}. Likewise, if fψ ∈ D(E)is a function that agrees with f on {|ψ| > 0}, the properties of E(k) yield
E(k)(fψ, ψ) =
∫
X
f(x)ψ(x)V (x)dm(x).
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As a consequence, we obtain
E(f, ψ) = lim
φ↗1
Eφ(f, ψ) + E
(k)(fψ, ψ),
whenever f locally belongs to the form domain and the integrals in Formula (♦) exist.
Unfortunately, the latter condition cannot be phrased in terms of the form E. As a
substitute we will require the existence of the limit limφ↗1Eφ(f, ψ). In the example, thiscorresponds to some form of improper integration.
The following two lemmas show that a construction as suggested by the previous discussion
can be performed for arbitrary energy forms. Namely, they show that both Eφ and E(k)can be extended to the local form domain of E.
Lemma 4.1. Let E be an energy form. Let N be an E-nest and let φ ∈ D(E)N with
0 ≤ φ ≤ 1. Then D(E)loc,N ⊆ D(Eφ).
Proof. Let f ∈ D(E)loc,N and let N ∈ N such that φ1X\N = 0. By deinition of the localspace, there exists a function fN ∈ D(E) such that f = fN on N . In particular, φfN = φf .Lemma 3.44 implies
Eφ(f) = Eφ(fN) ≤ E(fN) <∞.
This inishes the proof.
Lemma 4.2. Let E be an energy form and let N be an E-nest. The bilinear form
E(k) : D(E)×D(E)N → R, (f, ψ) 7→ E
(k)(f, ψ)
can be uniquely extended to a bilinear form
E(k) : D(E)loc,N ×D(E)N → R,
such that for f ∈ D(E)loc,N and ψ ∈ D(E)N the inequality fψ ≥ 0 implies
E(k)(f, ψ) ≥ 0.
In particular, if f ∈ D(E)loc,N , ψ ∈ D(E)N and fψ ∈ D(E) with fψψ = fψ, then
E(k)(f, ψ) = E(k)(fψ, ψ).
Proof. Existence: For f ∈ D(E)loc,N and ψ ∈ D(E)N , we choose a function fψ ∈ D(E)with fψψ = fψ and deine
E(k)(f, ψ) := E(k)(fψ, ψ).
Lemma 3.49 (b) shows that this deinition is independent of the particular choice of fψand that it has the desired properties. The ’in particular’ statement is an immediate
consequence of the deinition.
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Uniqueness: Let k : D(E)loc,N × D(E)N → R be another bilinear form with the statedproperties. Furthermore, let f ∈ D(E)loc,N , ψ ∈ D(E)N and choose a function fψ ∈ D(E)with fψ = fψψ. The identity (f−fψ)ψ = 0 and the properties of k imply k(f−fψ, ψ) = 0.Since k is bilinear and coincides with E(k) on D(E)×D(E)N , we obtain
k(f, ψ) = E(k)(fψ, ψ).
This shows uniqueness.
With these preparations we introduce the weak form domain. For a special E-nest N we
let
IN := {φ ∈ D(E)N | 0 ≤ φ ≤ 1}
and order it by the natural order relations on functions. Since D(E)N is a lattice, seeProposition 2.75, the set IN is upwards directed with respect to this order.
Deinition 4.3 (Weak form domain and weak form extension). Let N be a special E-nest.
The weak form domain of E with respect to N is given by
D(E)w,N := {f ∈ D(E)loc,N | lim
φ∈IN
Eφ(f, ψ) exists for all ψ ∈ D(E)N}.
For f ∈ D(E)w,N and ψ ∈ D(E)N we set
E(w)(f, ψ) := E
(w)
N (f, ψ) := lim
φ∈IN
Eφ(f, ψ) + E
(k)(f, ψ).
Remark 4.4. • The deinition of E(w) is along the lines of the discussion at the be-
ginning of this section, where it corresponded to some form of improper integra-
tion. Since improper integration is rather sensitive to the way limits are taken,
the value of E(w)(f, ψ) can depend on the chosen nest. More precisely, this means
that for f ∈ D(E)w,N1 ∩ D(E)w,N2 and ψ ∈ D(E)N1 ∩ D(E)N2 it can happen that
E
(w)
N1
(f, ψ) ̸= E(w)N2 (f, ψ). Nevertheless, we omit the subscripts in the notation when itis clear from the context with respect to which nest the limit is taken. Below, we shall
see that for several classes of functions the deinition of E(w) is indeed independent
of the underlying nest.
• In principle we could have introduced the weak form domain with respect to any nest
without assuming it to be special. In this case, some of the theorems that we aim at
are not correct, while for others the proofs become substantially more di cult. This
is why we restrict the focus to the weak form domain with respect to special nests.
• Let E be a regular Dirichlet form. In this case K, the collection of all relatively
compact open subsets of the underlying space, is a special Ee-nest. Classically, E (or
Ee) is extended to D(E)∗loc,K × D(E)K with the help of the Beurling-Deny-formula,see e.g. [74] for local Dirichlet forms and [18] for non-local Dirichlet forms. Here,
D(E)∗loc,K = D(E)loc,K in the local situation, while D(E)∗loc,K is a certain subspace
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of D(E)loc,K in the non-local situation. It can be shown that our weak form is anextension of the classical extension. We do not give all the details but discuss the
situation for jump-type forms, see Example 4.11, and manifolds, see Example 4.15.
The following theorem is the main observation of this section. It shows that E(w) does
indeed provide an of-diagonal extension of the form E.
Theorem 4.5. Let E be an energy form and let N be a special E-nest. The functional
E
(w)
N : D(E)w,N ×D(E)N → R, (f, ψ) 7→ E
(w)
N (f, ψ)
is a bilinear form that extends the bilinear form
E : D(E)×D(E)N → R, (f, g) 7→ E(f, g).
The theorem is an immediate consequence of the following lemma and the fact that E ref
extends E.
Lemma 4.6. Let E be an energy form and let N be a special E-nest. For f, g ∈ D(E(M))
the identity
E(M)(f, g) = lim
φ∈IN
Eφ(f, g)
holds. In particular, f ∈ D(E)loc,N ∩D(E(M)) implies f ∈ D(E)w,N and
E
(w)
N (f, ψ) = E
(M)(f, ψ) + E(k)(f, ψ) for all ψ ∈ D(E)N .
Proof. The statement on E(M) follows from Corollary 3.64. The ’in particular’-part is an
immediate consequence of this observation and the deinition of E(w)N .
Remark 4.7. The previous lemma is somewhat technical in its statement and falls just a
bit short of saying that E(w)N extends E ref. This is due to the fact that in general there isno special E-nest N such that D(E ref) ⊆ D(E)loc,N . However, since E ref is a Silversteinextension of E, Lemma 3.5 yields that for each individual f ∈ D(E ref) there exists a special
E-nest N such that f ∈ D(E)loc,N . In this sense, the weak form extends E ref.
If one only considers bounded functions one avoids these di culties. According to The-
orem 3.2, for any special E-nest N the inclusion D(E ref) ∩ L∞(m) ⊆ D(E)loc,N holds.Therefore, the previous lemma implies that for any special E-nest N the bilinear form
E
(w)
N : D(E)w,N ×D(E)N → R, (f, ψ) 7→ E
(w)
c N(f, ψ)
is an extension of the bilinear form
E ref : D(E ref) ∩ L∞(m)×D(E)N → R, (f, g) 7→ E ref(f, g).
As mentioned above, the weak form domain and the weak form can depend on the cho-
sen nest. The following lemma shows that this is not the case for equivalent nests, cf.
Deinition 2.88.
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Lemma 4.8. Let E be an energy form and let N ,N ′ be two equivalent special E-nests.
Then D(E)N = D(E)N ′ and D(E)w,N = D(E)w,N ′. Moreover, for all f ∈ D(E)w,N andall ψ ∈ D(E)N we have
E
(w)
N (f, ψ) = E
(w)
N ′ (f, ψ).
Proof. This follows from the deinition of E(w) and Lemma 2.89.
The concept of the weak form extension allows us to introduce weak solutions to the
Laplace equation with respect to a given energy form. The main aim of this chapter is to
prove that existence and uniqueness of certain solutions to this equation determines, and
is determined, by global properties of the given form. We irst introduce weak solutions to
the Laplace equation and then discuss where this equation appears in concrete examples.
Existence and uniqueness of solutions is then studied in later sections.
Deinition 4.9 (Weak solutions to the Laplace equation). Let E be an energy form. Let
ℓ : D(ℓ)→ R be a linear functional on L0(m). We say that a function f ∈ L0(m) is a weak
supersolution to the Laplace equation
E(w)(g, ·) = ℓ
if there exists a special E-nest N such that D(E)N ⊆ D(ℓ), f ∈ D(E)w,N and
E
(w)
N (f, ψ) ≥ ℓ(ψ) for all nonnegative ψ ∈ D(E)N .
If, furthermore,
E
(w)
N (f, ψ) = ℓ(ψ) for all ψ ∈ D(E)N ,
then f is a weak solution to the Laplace equation. A function f ∈ L0(m) is a weak
subsolution to the equation E(w)(g, ·) = ℓ if −f is a weak supersolution. A weak solution
to the equation E(w)(g, ·) = 0 is called weakly E-harmonic. Likewise, a weak supersolution
to the equation E(w)(g, ·) = 0 is called weakly E-superharmonic and a weak subsolution to
this equation is called weakly E-subharmonic.
Remark 4.10. We warn the reader that a function f that is a weak supersolution and a
weak subsolution to the equation E(w)(g, ·) = ℓ need not be a weak solution. This is due
to the fact that the value of E(w) can depend on the choose nest. It will follow from the
discussion below that this pathological behavior does not appear for regular functionals.
We inish this section by providing several examples for the weak form domain and the
weak form.
Example 4.11 (Jump-type form on a topological space). We start with the weak form
domain of the jump form E0J,V of Example 3.35, which we also discussed at the beginning ofthis section. The form E0J,V is regular and, therefore, the collection K, of all open relativelycompact subsets of X, is a special E0J,V -nest. Recall that in this case
E0J,V,φ(f) =
∫
X×X
φ(x)φ(y)(f(x)− f(y))2 dJ(x, y)
4.1 Of-diagonal extension and the weak form domain 125
whenever f ∈ D(E0J,V,φ). Hence, for f ∈ D(E)loc,K, the integrability condition∫
X×X
|f(x)− f(y)||ψ(x)− ψ(y)|dJ(x, y) <∞ for all ψ ∈ D(E)K
and Lebesgue’s theorem imply f ∈ D(E0J,V )w,N and
E
0,(w)
J,V (f, ψ) =
∫
X×X
(f(x)− f(y))(ψ(x)− ψ(y)) dJ(x, y) +
∫
X
f(x)ψ(x)V (x) dm(x).
For an f ∈ D(E)loc,K, one way to guarantee the integrability condition is to require∫
G×X
(f(x)− f(y))2 dJ(x, y) <∞ for all G ∈ K.
Weak extensions of regular jump-type Dirichlet forms to functions satisfying this condition
paired with functions in D(E)K (i.e. functions in D(E) with compact support) have beenstudied in [18]. In this sense, our notion of weak extension is a generalization of the one
given there.
Example 4.12 (Jump-type forms on discrete spaces). A more concrete class of examples of
jump-type forms, which have been studied quite extensively, are forms induced by graphs,
see Subsection 2.1.2. We assume the setting of Example 3.35 and additionally require that
X is countable and equipped with the discrete topology. As discussed in Subsection 2.1.2,
the measure J is induced by a symmetric function b : X ×X → [0,∞] via the identity
J(A×B) =
∑
(x,y)∈A×B
b(x, y) for all A,B ⊆ X.
It can be interpreted as the edge weight of a graph over X. The condition that J is a
Radon measure yields b(x, y) < ∞ for all x, y ∈ X. Combined with the assumption (J2)
we obtain ∑
y∈X
b(x, y) <∞ for all x ∈ X.
Similarly, the Radon measure of full support m is induced by a function m : X → (0,∞)
via the identity
m(A) =
∑
x∈A
m(x) for all A ⊆ X.
As already seen in Subsection 2.1.2, for f ∈ D(EJ,V ) we have
EJ,V (f) =
∑
x,y∈X
b(x, y)(f(x)− f(y))2 +
∑
x∈X
f(x)2V (x)m(x).
The space X carries the discrete topology and m is equivalent to the counting measure.
Therefore, L0(m) = C(X) and the topology τ(m) coincides with the topology of pointwise
convergence. The collection of all open relatively compact subsets of X is given by
K = {F ⊆ X | F inite},
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and Cc(X) is the space of initely supported functions. In order to simplify notation, welet q := E0J,V , the closure of the restriction of EJ,V to Cc(X). The discreteness of the spaceand the deinition of q yield D(q)K = Cc(X). On the domain
D(L˜) :=
{
f ∈ C(X)
∣∣∣∣∣∑
y∈X
b(x, y)|f(y)| <∞ for all x ∈ X
}
we deine the linear operator L˜ : D(L˜)→ C(X) via
L˜f(x) := 2
∑
y∈X
b(x, y)(f(x)− f(y)) + V (x)f(x).
We can explicitly compute the weak form q(w)K in terms of the operator L˜.
Proposition 4.13. The weak form domain of q with respect to the special nest K is given
by D(q)w,K = D(L˜). Moreover, for all f ∈ D(L˜) and ψ ∈ Cc(X) we have
q
(w)
K (f, ψ) =
∑
x∈X
L˜f(x)ψ(x).
Proof. It is shown in [34] that f ∈ D(L˜) and ψ ∈ Cc(X) implies∑
x,y∈X
b(x, y)|f(x)− f(y)||ψ(x)− ψ(y)| <∞
and ∑
x∈X
L˜f(x)ψ(x) =
∑
x,y∈X
b(x, y)(f(x)− f(y))(ψ(x)− ψ(y)) +
∑
x∈X
f(x)ψ(x).
Therefore, the discussion in Example 4.11 yields D(L˜) ⊆ D(q)w,K and the identity
q
(w)
K (f, ψ) =
∑
x∈X
L˜f(x)ψ(x),
whenever f ∈ D(L˜) and ψ ∈ Cc(X).
It remains to prove the inclusion D(q)w,K ⊆ D(L˜). We order the collection K by setinclusion and the collection J := {1K | K ∈ K} by the usual order relation on functions.Clearly, J is coinal in IK = {φ ∈ D(q)K | 0 ≤ φ ≤ 1} = {φ ∈ Cc(X) | 0 ≤ φ ≤ 1}.Therefore, f ∈ D(q)w,K implies that for all ψ ∈ Cc(X) we have
lim
φ∈IK
qφ(f, ψ) = lim
φ∈J
qφ(f, ψ) = lim
K∈K
q1K (f, ψ).
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For ψ = 1{z} with z ∈ K we obtain
q1K (f, 1{z}) =
∑
x,y∈K
b(x, y)(f(x)− f(y))(1{z}(x)− 1{z}(y))
= 2
∑
y∈K
b(z, x)(f(z)− f(x))
= 2f(z)
∑
y∈K
b(z, y)−
∑
y∈K
b(z, y)f(y).
As discussed above, the function b satisies∑y∈X b(z, y) <∞ for all z ∈ X and, therefore,
lim
K∈K
∑
y∈K
b(z, y) =
∑
y∈X
b(z, y).
Together with the previous discussion, this implies that for all z ∈ X the limit
lim
K∈K
∑
y∈K
b(z, y)f(y)
exists, i.e., the functionX → R, y 7→ b(z, y)f(y) is unconditionally summable. The classical
Riemann series theorem yields ∑
y∈X
b(z, y)|f(y)| <∞.
We obtain f ∈ D(L˜) and the proposition is proven.
Remark 4.14. As remarked already in Subsection 2.1.2, jump type forms on discrete
spaces have been studied quite intensively and it is known that the operator L˜ is important
in this context. Starting with [44], in recent years a particular focus lay on graphs that
are possibly locally ininite. In this case, D(L˜) is a proper subset of C(X) and it was
somewhat unclear how L˜ and its domain D(L˜) are intrinsically related with the form q.
The previous proposition answers this question.
Example 4.15 (Riemannian manifolds). Let (M, g) be a Riemannian manifold. Recall
the regular energy form E0(M,g), which was introduced in Subsection 2.1.1, and the notationof Appendix B. The regularity of E0(M,g) implies that K, the collection of all open relativelycompact subsets of M , is a special E0(M,g)-nest. As before, we set Q := E0(M,g) to shortennotation.
Proposition 4.16. The weak form domain of Q with respect to K satisies
D(Q)w,K = D(Q)loc,K = W 1loc(M),
and for f ∈ W 1loc(M) and ψ ∈ D(Q)K we have
Q
(w)
K (f, ψ) =
∫
M
g(∇f,∇ψ) dvolg.
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Moreover, if f ∈ L2loc(volg) with ∆f ∈ L2loc(volg), then f ∈ D(Q)w,K and
Q
(w)
K (f, ψ) = −
∫
M
∆fψ dvolg.
Proof. We start by proving D(Q)loc,K = W 1loc(M). It follows from the deinition of Q that
f ∈ D(Q)loc,K implies f ∈ L2loc(volg) and |∇f | ∈ L2loc(volg), i.e., f ∈ W 1loc(M). For theconverse inclusion, let f ∈ L2loc(volg) with |∇f | ∈ L2loc(volg) be given. For G ∈ K, wechoose a function φ ∈ C∞c (M) that satisies 1G ≤ φ ≤ 1. From Lemma B.1, we infer
φf ∈ D(Q). Since φf = f on G, we obtain f ∈ D(Q)loc,K.
Next, we show the identity for Q(w). Let f ∈ W 1loc(M) and let φ ∈ IK. According toLemma 3.70, we have
Qφ(f) =
∫
M
φ2|∇f |2 dvolg.
Since g(∇f,∇ψ) vanishes outside a compact neighborhood of the support of ψ, this implies
lim
φ∈IK
Qφ(f, ψ) = lim
φ∈IK
∫
M
φ2g(∇f,∇ψ) dvolg =
∫
M
g(∇f,∇ψ) dvolg.
The ’moreover’ statement follows form Green’s formula for compactly supported ψ and
elliptic regularity theory, which shows that f ∈ L2loc(volg) and ∆f ∈ L2loc(volg) implies
f ∈ W 1loc(M). This inishes the proof.
Remark 4.17. • Similar computations as in the above proof yield that our notion of
the weak form extension extends the classical one for strongly local regular Dirichlet
forms. We refrain from giving details.
• The examples on graphs and manifolds show that weak solutions to the Laplace
equation as introduced in Deinition 4.9 can be interpreted as weak solutions in the
classical sense, i.e., in the sense of distributions on manifolds and in the sense of
pointwise solutions on graphs.
4.2 Weakly superharmonic and excessive functions
In this section we provide irst evidence for the utility of our concept of the weak form
extension. Namely, we prove that the nonnegative excessive functions are exactly the non-
negative weakly superharmonic functions. We recall the following notation of Section 3.1.
For a nest N and a function f ∈ L0(m) we let
Nf := N ∧ {{f ≤ n} | n ∈ N} = {N ∩ {f ≤ n} | N ∈ N and n ∈ N}.
The following theorem is the main observation in this section.
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Theorem 4.18. Let E be an energy form of full support and let h ∈ L0(m) nonnegative.
The following assertions are equivalent.
(i) h is E-excessive.
(ii) h is weakly E-superharmonic.
(iii) For all special E-nests N the collection Nh is a special E-nest with h ∈ D(E)w,Nh,and for all nonnegative ψ ∈ D(E)Nh it satisies
E
(w)
Nh
(h, ψ) ≥ 0.
Remark 4.19. • In view of our discussion in Remark 4.17, this theorem can be seen
as an extension of [74, Lemma 3], which provides a characterization of nonnegative
bounded excessive functions. The reason why [74] only treats bounded excessive
functions is that it deals with regular Dirichlet forms and one ixed special nest,
namely the collection of all relatively compact open subsets of the underlying space;
however, not all excessive functions need to belong to the local space with respect to
this nest.
• The theorem fails when E does not have full support. In this case, the constant
function 1 is weakly superharmonic but not excessive. Nevertheless, the implication
(i) ⇒ (iii) is true without the assumption that E has full support.
Before proving the theorem we discuss a couple of lemmas, which are also important for
later purposes. The irst two show that every excessive function belongs to the local form
domain.
Lemma 4.20. Let E be an energy form and let h be E-excessive. Then
{{h ≤ n} | n ∈ N}
is an E-nest.
Proof. Let f ∈ D(E) be nonnegative and let n ∈ N. We set
fn := (f ∧ n− (h/n) ∧ n)+.
These functions satisfy fn = 0 on {h > n2}. It remains to prove fn ∈ D(E) and fn → f ,as n → ∞, in the form topology. The convergence fn m→ f is obvious. By Corollary 2.55the function (h/n) ∧ n is excessive. Hence, Lemma 2.50 and the contraction properties of
E yield
E(fn) ≤ E(f ∧ n) ≤ E(f).
This shows fn ∈ D(E) for all n ∈ N. Furthermore, the convergence fn → f in the formtopology of E follows from this inequality and Lemma 1.44. This inishes the proof.
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Lemma 4.21. Let E be an energy form and let N be a special E-nest. If h is a nonnegative
E-excessive function, then Nh is a special E-nest and h ∈ D(E)loc,Nh. In particular, if his bounded, then h ∈ D(E)loc,N .
Proof. Lemma 4.20 shows that {{h ≤ n} | n ≥ 0} is a nest. According to the lemma on
the reinement of nests, Lemma 2.82, Nh is a nest as well. To prove the other statements,for each N ∈ N we choose a function gN ∈ D(E)N that satisies 1N ≤ gN ≤ 1.
Claim 1: Nh is special.
Proof of Claim 1. For n ∈ N and N ∈ N consider the function
gn,N := 2
(
gN −
h
2n
)
+
.
The inequality gn,N ≥ 1N∩{h≤n} holds and by Lemma 2.50 it belongs toD(E). Furthermore,it satisies gn,N = 0 on {h > 2n} and |gn,N | ≤ gN . This shows that if gN vanishes on thecomplement of N ′ ∈ N , then gn,N vanishes on the complement of N ′ ∩ {h ≤ 2n}. Weobtain gn,N ∈ D(E)Nh and the claim is proven. △
Claim 2: h ∈ D(E)loc,Nh .
Proof of Claim 2. Lemma 2.50 and the contraction properties of E imply
E((ngN) ∧ (h ∧ n)) ≤ E(ngN) <∞.
Since (ngN) ∧ (h ∧ n) = h on N ∩ {h ≤ n} it follows that h ∈ D(E)loc,Nh . △
For the ’in particular’ statement we note that the boundedness of h implies N ⊆ Nh. Thisinishes he proof.
Remark 4.22. • The previous two lemmas are the main reason why it is essential
to allow all (special) nests in the deinition of the local space and the weak form
extension.
• If h is excessive and N is a special nest, then Nh is always a nest. However, if h isnot nonnegative, then Nh need not be special.
Lemma 4.23. Let E be an energy form and let N be a special E-nest. If h is a nonnegative
E-excessive function, then for any η ∈ D(E)Nh ∩ L∞(m) we have hη ∈ D(E)Nh ∩ L∞(m).
Proof. According to the deinition of Nh, for each η ∈ D(E)Nh ∩L∞(m) there exists n ∈ Nsuch that hη = (h ∧ n)η. Lemma 4.21 shows that h ∧ n ∈ D(E)loc,Nh . Since η is boundedwe obtain hη = (h ∧ n)η ∈ D(E) ∩ L∞(m) from Theorem 2.22.
The following three lemmas provide a variant of Lemma 3.55 for excessive functions. In
their proofs we employ basically the same computations as in the proof of Lemma 3.55,
with the additional di culty that we have to guarantee that certain limits exist.
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Lemma 4.24. Let E be an energy form, let N be a special E-nest and let h be a nonnegative
E-excessive function. Let ψ ∈ D(E)Nh and, for n ∈ N, set ψ(n) := (ψ ∧ n) ∨ (−n). Thenthe equality
E(k)(h, ψ) = lim
φ∈IN
lim
n→∞
E(hψ(n), φ)
holds.
Proof. Lemma 4.21 and Lemma 4.23 show that the involved quantities are well-deined.
We choose a function φ˜ ∈ INh that satisies φ˜ ≥ 1{|ψ|>0} and set hψ := hφ˜. According toLemma 4.23, this function belongs to D(E)Nh ∩ L∞(m). Furthermore, by the choice of φ˜we have hψ = hψψ. From the properties of the weak extension of E(k), see Lemma 4.2,and the deinition of E(k) on D(E) we obtain
E(k)(h, ψ) = E(k)(hψ, ψ) = E(hψ, ψ)− E
(M)(hψ, ψ).
Corollary 3.64 implies
E(M)(hψ, ψ) = lim
φ∈IN
Eφ(hψ, ψ).
Since the Eφ are energy forms, Proposition 2.24 yields
E(M)(hψ, ψ) = lim
φ∈IN
lim
n→∞
Eφ(hψ, ψ
(n)).
We have hψ, ψ ∈ D(E)Nh ⊆ D(E)N and the nest N is special. Hence, there exists φ0 ∈ INwith hψφ0 = hψ and ψφ0 = ψ. With this observation the limit simpliies to
lim
φ∈IN
lim
n→∞
Eφ(hψ, ψ
(n)) = lim
φ∈IN
lim
n→∞
[
E(φhψ, φψ
(n))− E(φhψψ
(n), φ)
]
= E(hψ, ψ)− lim
φ∈IN
lim
n→∞
E(φhψ(n), φ)
= E(hψ, ψ)− lim
φ∈IN
lim
n→∞
E(hψ(n), φ).
Combining all the computations concludes the proof of the lemma.
Remark 4.25. In the previous lemma we assumed ψ ∈ D(E)Nh , but the limit is takenwith respect to N . In view of later applications, it would be interesting to know whether
E(k)(h, ψ) = lim
m→∞
lim
φ∈IN
lim
n→∞
E(h(m)ψ(n), φ)
holds for all ψ ∈ D(E)N , which is the precise analogue of Lemma 3.55. Our proof doesnot seem to work in this case.
Lemma 4.26. Let E be an energy form, let N be a special E-nest and let h be a nonnegative
E-excessive function. For n ∈ N we set h(n) := h ∧ n. Let ψ ∈ D(E)Nh nonnegative andlet mψ ∈ N such that {ψ > 0} ⊆ {h ≤ mψ}. Then the map
{φ ∈ IN | φ ≥ 1{ψ>0}} × {n ∈ N | n ≥ mψ} → R, (φ, n) 7→ E(φh
(n), ψ)
is well-deined, takes only nonnegative values and is monotone decreasing.
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Proof. According to Corollary 2.55, the function h(n) is E-excessive. Since it is also
bounded, we have N ⊆ Nh(n) and so Lemma 4.23 shows that the map under consider-ation is well-deined. Let φ, φ′ ∈ IN with φ ≥ φ′ ≥ 1{ψ>0}. We apply Lemma 2.15 to thenonnegative functions (φ− φ′)h(n) and ψ which satisfy (φ− φ′)h(n) ∧ ψ = 0 and obtain
E(φh(n), ψ)− E(φ′h(n), ψ) = E((φ− φ′)h(n), ψ) ≤ 0.
This shows the monotonicity in φ. Using that n ≥ mψ, the monotonicity in n can beinferred similarly.
Let ε > 0. The inequality 1{ψ>0} ≤ φ ≤ 1 and the nonnegativity of h(n) imply
h(n)φ = (h(n)φ+ εψ) ∧ h(n).
Since h(n) is excessive, Lemma 2.50 yields
E(h(n)φ) = E((h(n)φ+ εψ)∧ h(n)) ≤ E(h(n)φ+ εψ) = E(h(n)φ) + 2εE(h(n)φ, ψ) + ε2E(ψ).
Letting ε→ 0+, we obtain E(φh(n), ψ) ≥ 0. This inishes the proof.
All the preparations made so-far accumulate in the following lemma. It can be seen as the
main step in the proof Theorem 4.18.
Lemma 4.27. Let E be an energy form, let N be a special E-nest and let h be a non-
negative E-excessive function. If h ∈ D(E)loc,N , then for each ψ ∈ D(E)Nh the limitlimφ∈IN Eφ(h, ψ) exists and satisies
lim
φ∈IN
Eφ(h, ψ) = lim
φ∈IN
lim
n→∞
E(φh(n), ψ)− E(k)(h, ψ).
In particular, h ∈ D(E)w,Nh and for all ψ ∈ D(E)Nh we have
E
(w)
Nh
(h, ψ) = lim
φ∈INh
lim
n→∞
E(φh(n), ψ) = lim
φ∈INh
E(φh, ψ).
Proof. It suices to consider the case when ψ ∈ D(E)Nh is nonnegative. We choosemψ ∈ Nsuch that {ψ > 0} ⊆ {h ≤ mψ} and set
JN := {φ ∈ IN | φ ≥ 1{ψ>0}}.
Since N is special, the directed set JN is coinal in IN . This observation combined withthe monotonicity statement of Lemma 4.26 yield that limφ∈IN limn→∞E(φh(n), ψ) exists.For m > 0, we let ψ(m) := ψ ∧m. Proposition 2.24 and the deinition of Eφ imply
lim
φ∈IN
lim
n→∞
E(φh(n), ψ) = lim
φ∈JN
lim
n→∞
lim
m→∞
E(φh(n), φψ(m))
= lim
φ∈JN
lim
n→∞
lim
m→∞
[
Eφ(h
(n), ψ(m)) + E(φh(n)ψ(m), φ)
]
.
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For φ ∈ JN and n ≥ mψ we have
E(φh(n)ψ(m), φ) = E(hψ(m), φ).
According to Lemma 4.24, this implies
lim
φ∈JN
lim
n→∞
lim
m→∞
E(φh(n)ψ(m), φ) = lim
φ∈JN
lim
m→∞
E(hψ(m), φ) = E(k)(h, ψ).
Combining these considerations, we arrive at
lim
φ∈JN
lim
n→∞
lim
m→∞
Eφ(h
(n), ψ(m)) = lim
φ∈IN
lim
n→∞
E(φh(n), ψ)− E(k)(h, ψ).
Since h ∈ D(E)loc,N , Lemma 4.1 yields h ∈ D(Eφ) for all φ ∈ IN . Consequently, byProposition 2.24 the previous equation simpliies to
lim
φ∈JN
Eφ(h, ψ) = lim
φ∈IN
lim
n→∞
E(φh(n), ψ)− E(k)(h, ψ).
Since JN is coinal in IN this proves the irst statement.
For the ’in particular’ part we apply what we have already proven to the nestNh. Accordingto Lemma 4.21, Nh is special and we have h ∈ D(E)loc,Nh . Furthermore, for φ ∈ INh theequality φh(n) = φh holds whenever n is large enough. For ψ ∈ D(E)Nh , this observationand our previous considerations show
lim
φ∈INh
Eφ(h, ψ) = lim
φ∈INh
lim
n→∞
E(φh(n), ψ)− E(k)(h, ψ) = lim
φ∈INh
E(φh, ψ)− E(k)(h, ψ).
This implies h ∈ D(E)w,Nh and inishes the proof.
Proof of Theorem 4.18. (i)⇒ (iii): Let N be a special E-nest. According to Lemma 4.21,
Nh is a special E-nest. Lemma 4.27 shows h ∈ D(E)w,Nh and that for ψ ∈ D(E)Nh wehave
E
(w)
Nh
(h, ψ) = lim
φ∈INh
lim
n→∞
E(φh(n), ψ).
If, additionally, ψ is nonnegative, then Lemma 4.26 yields that this limit is nonnegative
and implication (i) ⇒ (iii) is proven.
(iii) ⇒ (ii): This follows from the existence of a special E-nest.
(ii) ⇒ (i): Let N be a special E-nest such that h ∈ D(E)w,N and E(w)N (h, ψ) ≥ 0 for allnonnegative ψ ∈ D(E)N . According to Theorem 2.57, we need to show
E(f ∧ h) ≤ E(f) for all f ∈ D(E).
Since D(E)N is dense in D(E), it suices to prove this inequality for f ∈ D(E)N . To thisend, we basically follow the proof of Lemma 2.50.
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Let φ ∈ IN and f ∈ D(E)N . Since h is nonnegative and belongs to D(E)loc,N , we have
f ∧ h = f+ ∧ h − f− ∈ D(E)N and (f − h)+ ∈ D(E)N . Furthermore, Lemma 4.1 shows
h ∈ D(Eφ). The contraction properties of Eφ yield
Eφ(f ∧ h, f)− Eφ(f ∧ h) =
1
4
(Eφ(f)− Eφ(h)− Eφ(|f − h|) + 2Eφ(h, |f − h|))
≥
1
4
(Eφ(f)− Eφ(h)− Eφ(f − h) + 2Eφ(h, |f − h|))
=
1
2
Eφ(h, f − h+ |f − h|)
= Eφ(h, (f − h)+).
The identity h(f − h)+ = f ∧ h(f − h)+ and Lemma 4.2 imply
E(k)(f ∧ h, f)− E(k)(f ∧ h) = E(k)(f ∧ h, (f − h)+) = E
(k)(h, (f − h)+).
From Theorem 4.5 and the assumption on h we infer
E(f ∧ h, f)− E(f ∧ h) = lim
φ∈IN
[Eφ(f ∧ h, f)− Eφ(f ∧ h)] + E
(k)(f ∧ h, f)− E(k)(f ∧ h)
≥ lim
φ∈IN
Eφ(h, (f − h)+) + E
(k)(h, (f − h)+)
= E
(w)
N (h, (f − h)+) ≥ 0.
That the inequality E(f ∧ h, f)− E(f ∧ h) ≥ 0 yields E(f ∧ h) ≤ E(f) can be proven as
in the proof of Lemma 2.50. This inishes the proof of the theorem.
For an excessive function h and a special nest N , Theorem 4.18 and the lemmas preceding
its proof make claims for the nest Nh. In some applications however, one is given otherexcessive functions h′ and one needs to compare the weak form coming from Nh and
Nh′ . The following proposition shows that this is possible and demonstrates that boundedexcessive functions are particularly well adapted to the theory. It should be read in view
of Lemma 4.8.
Proposition 4.28. Let E be an energy form and let N be a special E-nest. For two
nonnegative E-excessive functions h, h′, the following holds true.
(a) If h ∈ L∞(m), then the nests Nh and N are equivalent. In particular, h ∈ D(E)w,Nand for all ψ ∈ D(E)N we have
E
(w)
N (h, ψ) = E
(w)
Nh
(h, ψ).
(b) If h ≤ h′, then the nests Nh′ and (Nh′)h are equivalent. In particular, h ∈ D(E)w,Nh′and for all ψ ∈ D(E)Nh′ we have
E
(w)
Nh′
(h, ψ) = E
(w)
(Nh′ )h
(h, ψ).
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Proof. We only need to show the claimed equivalences of the nests, the ’in particular’ parts
follow from Lemma 4.8 and Lemma 4.27.
(a): For N ∈ N and n ∈ N, the inclusion N ∩{h ≤ n} ⊆ N holds. Furthermore, since h is
essentially bounded, we have N = N ∩ {h ≤ n} whenever n is large enough. This proves
the equivalence of N and Nh.
(b): For N ∈ N and n,m ∈ N, the inequality h ≤ h′ implies the inclusions
N ∩ {h′ ≤ n} ∩ {h ≤ m} ⊆ N ∩ {h′ ≤ n} ⊆ N ∩ {h′ ≤ n} ∩ {h ≤ n}.
This shows the equivalence of Nh′ and (Nh′)h.
Excessive functions are originally deined to be limits of superharmonic functions and one
may wonder whether or not the weak form respects this limit. Theorem 4.18 and the
further tools developed in this subsection allow us to give an airmative answer under an
additional condition.
Theorem 4.29. Let E be a transient energy form of full support, let N be a special E-nest
and let h be E-excessive. Assume that there exists a net of nonnegative functions (hi) in
D(E) with the following properties.
(a) hi m→ h.
(b) For any i the function h− hi is E-excessive.
(c) For all N ∈ N there exists an iN such that for all i ≻ iN and all nonnegative
ψ ∈ D(E)N the inequality E(hi, ψ) ≥ 0 holds.
Then h ∈ D(E)w,Nh and for all ψ ∈ D(E)Nh the identity
E
(w)
Nh
(h, ψ) = lim
i
E(hi, ψ)
holds.
Remark 4.30. • Assumption (c) is of course satisied if all the hi are superharmonic.We included this slightly more general version since it will be useful later on. Here,
the really important assumption is that h − hi is excessive. It yields some a-prioriboundedness for the limit.
• When we introduced the weak form, we remarked that its value may depend on the
chosen nest. The theorem shows that this is not the case for excessive functions that
can be approximated by superharmonic functions obeying (b).
Before proving the theorem, we need one further lemma. It weakens the assumptions of
Lemma 2.50.
Lemma 4.31. Let E be an energy form and let f, h ∈ D(E). If E(h, (f − h)+) ≥ 0, then
E(f ∧ h) ≤ E(f) and E((f − h)+) ≤ E(f).
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Proof. The inequality E(h, (f−h)+) ≥ 0 is all that is required in the proof of Lemma 2.50.Therefore, the same computations that were used there show the claim.
Proof of Theorem 4.29. Without loss of generality we can assume that ψ ∈ D(E)Nh isnonnegative. The transience of E yields that h − hi is nonnegative. According to Propo-sition 4.28, h− hi ∈ D(E)w,Nh and for all ψ ∈ D(E)Nh we have
E
(w)
Nh
(h− hi, ψ) = E
(w)
(Nh)h−hi
(h− hi, ψ).
With this observation at hand, Theorem 4.5 and Theorem 4.18 show h ∈ D(E)w,Nh and
E
(w)
Nh
(h, ψ)− E(hi, ψ) = E
(w)
Nh
(h− hi, ψ) ≥ 0.
Hence, it suices to prove lim supiE(w)(h− hi, ψ) ≤ 0. Lemma 4.27 yields
E
(w)
Nh
(h− hi, ψ) = lim
φ∈INh
E(φ(h− hi), ψ),
and according to Lemma 4.26, the map
{φ ∈ INh | φ ≥ 1{ψ>0}} → R, φ 7→ E(φ(h− hi), ψ)
is monotone deceasing and takes nonnegative values. Together with Lemma A.1, these
observations imply
lim sup
i
E
(w)
Nh
(h− hi, ψ) = lim sup
i
lim
φ∈INh
E(φ(h− hi), ψ) ≤ lim sup
φ∈INh
lim sup
i
E(φ(h− hi), ψ).
Therefore, it remains to prove that for each φ ∈ INh we have lim supiE(φ(h− hi), ψ) = 0.
In order to establish this identity, we employ Lemma 1.45 to show the E-weak convergence
φ(h − hi) → 0. The properties of the net (hi) imply φ(h − hi) → 0 in L0(m) and so itremains to check that i 7→ E(φ(h−hi)) is bounded, whenever i is large enough. To this end,let N ∈ Nh such that φ1X\N = 0 and choose a nonnegative function hN ∈ D(E)Nh∩L∞(m)with hN = h on N . The existence of such an hN follows from Lemma 4.23. The choice of
N and hN and the inequality hi ≤ h imply
φ(h− hi) = φ(h− hi)+ = φ(hN − hi)+.
Theorem 2.22 yields
E(φ(hN − hi)+)
1/2 ≤ E((hN − hi)+)
1/2 + ∥(hN − hi)+∥∞E(φ)
1/2
≤ E((hN − hi)+)
1/2 + ∥hN∥∞E(φ)
1/2.
Since (hN−hi)+ ≤ hN , there exists N˜ ∈ Nh such that (hN−hi)+ ∈ D(E)N˜ for all i. Hence,assumption (c) implies E(hi, (hN − hi)+) ≥ 0 whenever i is large enough. According toLemma 4.31, this implies E((hN − hi)+) ≤ E(hN) whenever i is large enough. We obtainthe boundedness of E(φ(h− hi)) for large i and the theorem is proven.
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We inish this section with two examples.The irst one shows that Theorem 4.18 provides
a particularly nice description of excessive functions for the jump-type forms on discrete
spaces, which we studied in the last section.
Example 4.32 (Excessive functions of discrete jump-type forms). We use the notation
and assumptions of Example 4.12.
Proposition 4.33. Let h ∈ C(X) be nonnegative. The following assertions are equivalent.
(i) h is q-excessive.
(ii) h ∈ D(L˜) and L˜h ≥ 0.
Proof. q is a regular energy form. Therefore, it has full support and we can apply the
theorems proven in this section.
(i) ⇒ (ii): The discreteness of the space implies that K is the collection of inite subsets
of X and so we have K ⊆ Kh ⊆ K∪ {∅}. Therefore, Theorem 4.18 yields h ∈ D(q)w,K and
q
(w)
K (h, ψ) ≥ 0 whenever ψ ∈ D(q)K is nonnegative. According to Proposition 4.13, this isequivalent to h ∈ D(L˜) and L˜h ≥ 0.
(ii)⇒ (i): By Proposition 4.13, assertion (ii) implies that h is weakly q-superharmonic and
so it is excessive by Theorem 4.18.
Example 4.34 (Excessive functions on manifolds). We use the notation and assumptions
of Example 4.15.
Proposition 4.35. Let h ∈ L2loc(volg) with ∆h ∈ L2loc(volg) be nonnegative. The followingassertions are equivalent.
(i) h is Q-excessive.
(ii) −∆h ≥ 0.
Proof. The form Q is regular and so it has full support. Therefore, we can apply all the
theorems of this section.
(ii) ⇒ (i): If −∆h ≥ 0, then Proposition 4.16 shows that h is weakly Q-superharmonic.
Hence, Theorem 4.18 implies that h is excessive.
(i)⇒ (ii): Let K be the special Q-nest of relatively compact open subsets ofM . For n ∈ N,
the function h∧n is bounded and Q-excessive, see Corollary 2.55. Therefore, Theorem 4.18
implies h ∧ n ∈ D(Q)w,K and
Q
(w)
K (h ∧ n, ψ) ≥ 0 for all ψ ∈ D(Q)K.
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The space C∞c (M) is contained in D(Q)K and ∆ is continuous with respect to convergenceof distributions. For nonnegative ψ ∈ C∞c (M), this implies
−∆h(ψ) = lim
n→∞
−∆(h ∧ n)(ψ)
= lim
n→∞
∇(h ∧ n)(∇ψ)
= lim
n→∞
∫
M
g(∇(h ∧ n),∇ψ) dvolg
= lim
n→∞
Q(w)(h ∧ n, ψ) ≥ 0.
Here, we viewed ∇(h∧n) and −∆h as distributions and used Proposition 4.16 that shows
h ∧ n ∈ W 1loc(M) and provides the formula for Q(w)K . This inishes the proof.
Remark 4.36. We characterized excessive functions that satisfy −∆h ∈ L2loc(volg). It ispossible to drop this assumption and and require (ii) to hold true in the sense of distribu-
tions. We leave the technical details to the reader.
4.3 The potential operator
In this section we study the existence of weak solutions to the Laplace equation with a
particular focus on minimal solutions when the functional on the right-hand side of the
equation is positive. More precisely, we introduce the potential operator and show that
it provides minimal solutions. We start our considerations with solutions to the (weak)
Laplace equation that belong to the form domain.
For a transient energy form E, we denote the space of continuous linear functionals on the
Hilbert space (D(E), E) by Lc(D(E)), cf. Section 1.1.2. Due to the Riesz representationtheorem the space Lc(D(E)) is isomorphic to D(E). For ℓ ∈ Lc(D(E)) this isomorphismprovides a unique solution to the equation{
E(g, ·) = ℓ
g ∈ D(E)
.
Therefore, it deserves a special name.
Deinition 4.37 (Potential operator). Let E be a transient energy form. The linear
operator
G : Lc(D(E))→ D(E)
that satisies
E(Gℓ, ψ) = ℓ(ψ)
for all ℓ ∈ Lc(D(E)) and all ψ ∈ D(E) is called the potential operator. The function Gℓ iscalled the potential of ℓ.
4.3 The potential operator 139
Remark 4.38. The potential operator has featured in the literature in various forms.
Here, we give some examples. Let E be a Dirichlet form and recall that for α > 0, we
let Eα = E + α∥ · ∥22. As discussed previously, Eα is a transient energy form. A function
f ∈ L2(m) gives rise to the linear functional
D(E)→ R, g 7→
∫
fg dm,
which is continuous with respect to Eα. The potential of this functional (with respect to
Eα) is given by the usual L2-resolvent Gαf . If, additionally, E is regular further examplesof functionals in Lc(D(Eα)) are given by measures of inite energy integral. Recall that aRadon measure µ is of inite energy integral with respect to E if there exists a constant
C > 0 such that ∫
|φ|dµ ≤ C√E1(φ) for all φ ∈ D(E) ∩ Cc(X).
In this case, the linear functional
D(E) ∩ Cc(X)→ R, φ 7→
∫
φ dµ
can be uniquely extended to a continuous linear functional on (D(Eα), Eα). The potentialof this functional (with respect to Eα) is the α-potential Uαµ in the sense of [26, Sec-tion 2.2]. Another instance of the potential operator appears in the realm of extended
Dirichlet spaces. For a transient Dirichlet form E (which means that Ee is transient in ourterminology) with associated semigroup (Tt), the Green operator of E is deined by
G˜ : L1(m)→ L0(m), f 7→ G˜f :=
∫ ∞
0
Ttf dt.
For this operator, [26, Theorem 1.5.4.] shows that if |f |G˜|f | ∈ L1(m), then G˜f ∈ D(Ee)and for all g ∈ D(Ee) we have fg ∈ L1(m) and
Ee(G˜f, g) =
∫
fg dm.
In other words, |f |G˜|f | ∈ L1(m) implies that G˜f is the potential (with respect to Ee) ofthe functional
D(Ee)→ R, g 7→
∫
fg dm.
The L2-resolvent, the α-potential of measures of inite energy integral and the Green opera-
tor play an important role in the theory of Dirichlet forms. The previous discussion implies
that the potential operator provides a common framework for them. For some physical
background why G is called potential operator we refer the reader to the introduction of
[64] and references therein.
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A large part of the theory of energy forms derives from the compatibility of the energy form
with the order structure of the underlying space. From this point it is not so surprising that
the potential operator also respects some form of order. The following proposition shows
that it maps positive functionals on the form domain to nonnegative functions. We recall
that S(E) denotes the collection of all E-superharmonic functions and refer to Section 1.1.2
for the deinition of positive and regular functionals.
Proposition 4.39. Let E be a transient energy form.
(a) Lr(D(E)) ⊆ Lc(D(E)), i.e., any regular linear functional on D(E) is continuous.
(b) GL+(D(E)) = S(E). In particular, G is positive, i.e., it maps positive functionalsto nonnegative functions.
Proof. (a): It suices to show the continuity of positive functionals. Let ℓ : D(E) → R
linear and positive and assume that it is not continuous. Then there exists a sequence (fn)in D(E) with
|ℓ(fn)| ≥ 4
n and E(fn) ≤ 1.
From the positivity of ℓ and the contraction properties of E we infer
ℓ(|fn|) ≥ |ℓ(fn)| ≥ 4
n and E(|fn|) ≤ E(fn) ≤ 1.
Since (D(E), E) is a Hilbert space and the E-norm of (|fn|) is uniformly bounded, thelimit
g =
∞∑
n=1
2−n|fn|
exists in (D(E), E). For each n it satisies g ≥ 2−n|fn|. Hence, the positivity of ℓ and theproperties of the (fn) yield that for each n ≥ 1 the inequality
ℓ(g) ≥ 2−nℓ(|fn|) ≥ 2
n
holds. This is a contradiction.
(b): By (a) we have L+(D(E)) ⊆ Lc(D(E)). With this observation the equation
GL+(D(E)) = S(E)
is immediate from the deinition of superharmonicity and of the potential operator. Fur-
thermore, by Proposition 2.59 all superharmonic functions are nonnegative.
The potential of a continuous functional is the unique solution to the Laplace equation
that belongs to the form domain. We are now going to extend the potential operator to
larger classes of functionals and then show that this extension provides weak solutions to
the Laplace equation. In general, the solutions that come from the extended potential
operator need not be unique, but we prove that they satisfy some minimality property.
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We start by studying the potential operator of certain restrictions of the given energy form.
Let E be a transient energy form and let N ⊆ X measurable. Recall the notation
D(E)N := D(E){N} = {f ∈ D(E) | f1X\N = 0}.
The space D(E)N is closed in D(E) with respect to the form topology. Therefore, therestriction EN := E|D(E)N is a transient energy form with domain D(EN) = D(E)N . Wedenote the potential operator of EN by GN . Furthermore, we let PN be the Hilbert space
projection in (D(E), E) onto the closed subspace D(E)N . The restriction of an arbitraryfunctional on D(E) is given by
RN : L(D(E))→ L(D(E)N), F 7→ F |D(E)N .
The following lemma shows that the potential operator, the projection and the restriction
are compatible.
Lemma 4.40. Let E be a transient energy form and let N ⊆ X measurable.
(a) For all ℓ ∈ Lc(D(E)) the identity PNGℓ = GNRNℓ holds.
(b) For all ℓ ∈ Lc(D(EN)) the identity GNℓ = PNG(ℓ ◦ PN) holds.
Proof. (a): For ψ ∈ D(E)N and ℓ ∈ Lc(D(E)) we have
EN(PNGℓ, ψ) = E(PNGℓ, ψ) = E(Gℓ, ψ) = ℓ(ψ) = RNℓ(ψ) = EN(GNRNℓ, ψ).
This proves (a).
(b): For ℓ ∈ Lc(D(EN)) the identity ℓ = RN(ℓ ◦ PN) holds. Therefore, the statementfollows from (a). This inishes the proof.
There is also some monotonicity among the potential operators of the restrictions. This is
discussed next.
Lemma 4.41. Let E be a transient energy form and let N ⊆ X measurable. For each
nonnegative f ∈ D(E) the inequality PNf ≤ f holds. In particular, for all ℓ ∈ L+(D(E))we have
GNRNℓ ≤ Gℓ.
Proof. We compute
E(f − f ∧ PNf) = E((f − PNf)+) ≤ E(f − PNf).
Since f∧PNf ∈ D(E)N and PNf is the unique minimizer of the functional g 7→ E(f−g) on
D(E)N , this implies PNf = f ∧PNf . The ’in particular’ part follows from Proposition 4.39and Lemma 4.40.
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Remark 4.42. • The idea for the proof of the previous lemma is taken from [73,
Proposition B1].
• For measurable M,N ⊆ X with m(N \M) = 0, the previous lemma implies that for
each ℓ ∈ L+(D(EM)) the inequality GNRNℓ ≤ GMℓ holds. In this sense, the familyof potential operators (GN) is monotone in the parameter N .
As mentioned previously, we aim at extending the operator G to larger classes of function-
als. The following approximation for G lies at the heart of these considerations. Recall
that we equip E-nests with the preorder of inclusion up to sets of measure zero and that
special E-nests are upwards directed with respect to this relation, see Lemma 2.81.
Lemma 4.43. Let E be a transient energy form and let N be a special E-nest. For each
f ∈ D(E) the identity
f = lim
N∈N
PNf
holds in the form topology. In particular, for each ℓ ∈ Lc(D(E)) we have
Gℓ = lim
N∈N
GNRNℓ
in the form topology.
Proof. We irst prove PNf → f E-weakly. For N ∈ N and ψ ∈ D(E)N the identity
E(PNf, ψ) = E(f, ψ)
holds. Hence, for all ψ ∈ D(E)N we have
lim
N∈N
E(PNf, ψ) = E(f, ψ).
Since the net (PNf) is E-bounded and D(E)N is dense in D(E), this the shows E-weakconvergence of (PNf) to f . With this at hand, the claim follows from the transience of E
and the identity
E(f − PNf) = E(f)− 2E(f, PNf) + E(PNf) = E(f)− E(f, PNf).
The ’in particular’ part is a consequence of what we have already proven and the formula
PNGℓ = GNRNℓ, see Lemma 4.40.
Remark 4.44. In the proof of the lemma we did not use that the nest is special, only that
it is upwards directed with respect to the preorder of inclusion up to sets of measure zero.
The previous lemma hints on how to extend G to more general functionals. The expression
GNRNℓ is well-deined for such ℓ whose restriction to D(E)N is linear and continuous withrespect to EN . After taking a limit along all N in a given nest (if it exists) we obtain an
extension of G. More precisely, for a special E-nest N we let
Lc(D(E)N ) := {ℓ ∈ L(D(E)N ) | R
Nℓ ∈ Lc(D(E
N)) for each N ∈ N}.
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According to Proposition 4.39, positive functionals with domain D(E)N and regular func-tionals with domain D(E)N are contained in Lc(D(E)N ).
Remark 4.45. We could have equipped D(E)N with a vector space topology such thatthe notation Lc(D(E)N ) is consistent with the one introduced in Section 1.1.2. We refrainfrom giving details.
We deine the domain of the potential operator GN : D(GN )→ L0(m) with respect to the
special nest N as
D(GN ) := {ℓ ∈ Lc(D(E)N ) | lim
N∈N
GNRNℓ exists in L0(m)},
on which it acts by
GN ℓ := lim
N∈N
GNRNℓ.
In general, it is hard to determine the domain of GN and, like the weak form extension,
its value may depend on the chosen nest. For positive functionals (and hence for regular
functionals) things simplify since then the limit in the deinition of GN is monotone. We
employ this monotonicity to characterize when positive functionals belong to the domain
of the extended potential operator and then show that its value is independent of the
considered nest.
Proposition 4.46. Let E be transient and let N be a special nest. For a functional
ℓ ∈ L+(D(E)N ) the following assertions are equivalent.
(i) ℓ ∈ D(GN ).
(ii) There exists a function f ∈ L0(m) such that for all N ∈ N the inequality GNRNℓ ≤ f
holds.
In particular, if one of the above is satisied, then
GN ℓ = sup
N∈N
GNRNℓ.
Proof. Lemma 4.41 shows that the positivity of ℓ implies that the net (GNRNℓ) is monotone
increasing. By Proposition 1.13 it is convergent if and only if it is bounded. In this case,
the limit is given by the supremum. This inishes the proof.
It is a consequence of the previous proposition that the operator G can be unambiguously
extended for positive functionals. This is discussed in the next lemma.
Lemma 4.47. Let E be a transient energy from and let Ni, i = 1, 2, be two special E-nests.Furthermore, let ℓi ∈ L+(D(E)Ni), i = 1, 2, that coincide on D(E)N1 ∩ D(E)N2. Then
ℓ1 ∈ D(G
N1) if and only if ℓ2 ∈ D(GN2). In this case, we have
GN1ℓ1 = G
N2ℓ2.
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Proof. We start with the following claim.
Claim: Let N ⊆ X be a measurable set, let N be a special E-nest and let ℓ ∈ L+(D(EN)).Then following identity holds:
GNℓ = sup
M∈N
GN∩MRN∩Mℓ.
Proof of the claim. The set {N ∩M |M ∈ N} is an EN -nest. It might not be special, but
since N is upwards directed, it is upwards directed. Furthermore, Lemma 4.40 shows the
identity
PN∩M(GNRNℓ) = GN∩MRN∩Mℓ.
Therefore, the claim follows from Lemma 4.43 and the monotonicity inM (here we use that
Lemma 4.43 holds true for nests that are upwards directed even though we only formulated
it for special nests, cf. Remark 4.44). △
This claim and Proposition 4.46 show that ℓ1 ∈ D(GN1) implies
GN1ℓ1 = sup
N1∈N1
GN1RN1ℓ1
= sup
N1∈N1
sup
N2∈N2
GN1∩N2RN1∩N2ℓ1
= sup
N1∈N1
sup
N2∈N2
GN1∩N2RN1∩N2ℓ2
= sup
N2∈N2
sup
N1∈N1
GN1∩N2RN1∩N2ℓ2
= sup
N2∈N2
GN2RN2ℓ2
= GN2ℓ2.
Here, we used properties of suprema in the Dedekind complete space L0(m). This inishes
the proof.
With the help of the previous lemma, we now introduce the extended potential operator
for regular functionals, which does not depend on the chosen nest. As seen in Section 1.1.2,
any regular functional ℓ : D(ℓ)→ R on L0(m) can be decomposed into ℓ = ℓ+− ℓ−, where
ℓ+ = sup{ℓ, 0} and ℓ− = sup{−ℓ, 0}
are positive functionals and the suprema are taken in the space L(D(ℓ)). Furthermore,
recall the notation |ℓ| = ℓ+ + ℓ−. If N is an E-nest with D(E)N ⊆ D(ℓ), we denote therestriction of ℓ to D(E)N by RN ℓ. Proposition 4.46 and Lemma 4.47 guarantee that thefollowing is well-deined.
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Deinition 4.48 (Extended potential operator). Let E be a transient energy form. The
domain of the extended potential operator G r : D(G r)→ L0(m) is
D(G r) :=
{
ℓ : D(ℓ)→ R linear
∣∣∣∣∣ex. a special E-nest N with D(E)N ⊆ D(ℓ)RN ℓ ∈ Lr(D(E)N ) and |RN ℓ| ∈ D(GN )
}
,
on which it acts by
G rℓ := GN (RN ℓ)+ −G
N (RN ℓ)−.
Remark 4.49. • According to Proposition 4.46 and the monotonicity of GN , the
condition |RN ℓ| ∈ D(GN ) implies (RN ℓ)+, (RN ℓ)− ∈ D(GN ). This in turn yields
RN ℓ ∈ D(GN ) and the linearity of GN shows
GN (RN ℓ)+ −G
N (RN ℓ)− = G
N ℓ.
• For ℓi ∈ D(G r), i = 1, 2, with corresponding special nests Ni, i = 1, 2, one can set
ℓ1 + ℓ2 : D(E)N1∧N2 → R, f 7→ ℓ1(f) + ℓ2(f).
It is not hard to check that in this case ℓ1+ℓ2 ∈ D(G r) and G r(ℓ1+ℓ2) = G rℓ1+G rℓ2.
• All of the examples that we discussed at the beginning of this section and that we
will discuss in the next section are applications of G and Gr to regular functionals.
In this sense, only considering regular functionals is not very restrictive.
We now come to the main result of this section. It shows that the potential operator
provides minimal solutions to the weak Laplace equation.
Theorem 4.50 (A minimum principle for the potential operator). Let E be a transient
energy form of full support. Let ℓ be a positive linear functional on L0(m). The following
assertions are equivalent.
(i) There exists a nonnegative weak supersolution to the equation E(w)(g, ·) = ℓ.
(ii) ℓ ∈ D(G r).
If one of the above is satisied, then the following holds true.
(a) The function Grℓ is a weak solution to the equation E(w)(g, ·) = ℓ. More precisely,
G rℓ is E-excessive and for each special E-nest N and all ψ ∈ D(E)NGrℓ we have
E
(w)
NGrℓ
(G rℓ, ψ) = ℓ(ψ).
(b) If h is a weak supersolution to the equation E(w)(g, ·) = ℓ, then G rℓ ≤ h.
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Proof. (i) ⇒ (ii): Let h be a weak supersolution to the equation E(w)(g, ·) = ℓ. By
deinition, there exists a special E-nest N such that D(E)N ⊆ D(ℓ), h ∈ D(E)w,N and
E
(w)
N (h, ψ) ≥ ℓ(ψ), for all nonnegative ψ ∈ D(E)N .
In particular, Theorem 4.18 shows that h is E-excessive and Lemma 4.20 implies that Nhis a special nest. We prove that for each N ∈ Nh the inequality
GNRNℓ ≤ h
holds, which implies ℓ ∈ D(G r) and G rℓ ≤ h by Proposition 4.46.
To this end, we let N ∈ Nh and choose a function φ ∈ D(E)Nh that satisies 1N ≤ φ ≤ 1.Lemma 4.26 and Lemma 4.27 yield that for each nonnegative ψ ∈ D(E)N there exists
mψ ∈ N such that φ(h ∧ n) ∈ D(E) and E(φ(h ∧ n), ψ) ≥ E(w)N (h, ψ) for each n ≥ mψ.Furthermore, since φ ∈ INh , we have φ(h∧ n) = φh for large enough n. Together with theassumptions on h, these two observations show that for all nonnegative ψ ∈ D(E)N thefollowing holds:
E(φh, ψ) ≥ E(w)N (h, ψ) ≥ ℓ(ψ) = E(G
NRNℓ, ψ).
Rearranging this inequality yields that for all nonnegative ψ ∈ D(E)N we have
E(PN(φh−GNRNℓ), ψ) = E(φh−GNRNℓ, ψ) ≥ 0.
By deinition, this means that the function PN(φh − GNRNℓ) is EN -superharmonic. Ac-
cording to Proposition 2.59, the transience of EN implies that it is nonnegative. This
observation and Lemma 4.41 yield
φh ≥ PN(φh) ≥ PNGNRNℓ = GNRNℓ.
Since φ satisies 1N ≤ φ ≤ 1, we obtain
GNQNℓ ≤ h.
This concludes the proof of the implication (i)⇒(ii) and shows assertion (b).
(ii) ⇒ (i): Let N be a special E-nest such that ℓ = |ℓ| ∈ D(GN ). We intend to apply
Theorem 4.29 to the functions (GNRNℓ) and G rℓ to show assertion (a), which implies (i).
The following claim yields that this is possible.
Claim: (GNRNℓ) and G rℓ satisfy the assumptions of Theorem 4.29, i.e., the following
assertions hold true.
• G rℓ is E-excessive.
• For each N ∈ N the function GNRNℓ is EN -superharmonic.
• For each N ∈ N the function Gℓ−GNRNℓ is E-excessive.
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Proof of the claim. Let N ∈ N . The EN -superharmonicity of GNRNℓ follows from its
deinition. For M ∈ N with m(N \M) = 0, we set gN,M := GMRMℓ − GNRNℓ. For allnonnegative ψ ∈ D(E)M , we obtain
E(gN,M , ψ) = ℓ(ψ)− E(G
NRNℓ, PNψ) = ℓ(ψ − PNψ) ≥ 0,
where we used Lemma 4.41 for the last inequality. By deinition, this means that gN,M is
EM -superharmonic. For ψ ∈ D(E)N , this observation combined with Lemma 2.50 yields
E(ψ ∧ gN,M) ≤ E(ψ)
whenever M is large enough and we obtain
E(ψ ∧ (G rℓ−GNQNℓ)) ≤ lim inf
M∈N
E(ψ ∧ gN,M) ≤ E(ψ).
Since D(E)N is dense in D(E), the previous inequality extends to all ψ ∈ D(E). FromTheorem 2.57 we infer that G rℓ − GNRNℓ is excessive. Letting N = ∅ in the above
computations shows that G rℓ is excessive as well. △
The previous claim shows that the assumptions of Theorem 4.29 are satisied. It yields
that for all ψ ∈ D(E)NGℓ we have
E
(w)
NGrℓ
(G rℓ, ψ) = lim
N∈N
E(GNRNℓ, ψ) = ℓ(ψ).
This proves implication (ii) ⇒ (i) and assertion (a).
An immediate consequence of this theorem is the following characterization of the domain
of the extended potential operator.
Corollary 4.51. Let E be a transient energy form of full support and let ℓ : D(ℓ)→ R be
a regular functional on L0(m). The following assertions are equivalent.
(i) ℓ ∈ D(G r).
(ii) There exists a nonnegative weak solution to the equation E(w)(g, ·) = |ℓ|.
(iii) There exist nonnegative weak solutions to the equations E(w)(g, ·) = ℓ+ and
E(w)(g, ·) = ℓ−.
If one of the above is satisied, then G rℓ is a weak solution to the equation E(w)(g, ·) = ℓ.
More precisely, for any special E-nest N we have G rℓ ∈ NG r|ℓ| and
E
(w)
NGr |ℓ|
(G rℓ, ψ) = ℓ(ψ) for all ψ ∈ D(E)NGr |ℓ| .
Proof. The implications (i) ⇒ (ii) and (ii) ⇒ (iii) follow from Theorem 4.50.
(iii) ⇒ (i): Theorem 4.50 shows ℓ+, ℓ− ∈ D(G r) and that G rℓ+, G rℓ− are E-excessive.The function h := G rℓ+ + G rℓ− is E-excessive as-well. According to Proposition 4.28,
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the special nests Nh, (Nh)G rℓ+ and (Nh)G rℓ− are equivalent. Therefore, Lemma 4.8 andTheorem 4.50 yield that for all ψ ∈ D(E)Nh we have
E
(w)
Nh
(h, ψ) = |ℓ|(ψ) and E(w)Nh (G rℓ+ −G rℓ−, ψ) = ℓ(ψ).
Hence, the function G rℓ+−G rℓ− is a weak solution to the equation E(w)(g, ·) = ℓ. Since his a weak solution to the equation E(w)(g, ·) = |ℓ|, Theorem 4.50 implies ℓ ∈ D(G r). This
inishes the proof.
Remark 4.52. When ℓ is a positive functional, the theorem shows that G rℓ is the minimal
weak solution to the Laplace equation E(w)(g, ·) = ℓ. As discussed at the beginning of this
section, the operator G can be seen as a generalization of the resolvent of a Dirichlet
form, and so G r is an extension of the resolvent as well. For some classes of Dirichlet
forms it is well known that extended resolvents provide minimal weak solutions to the
Laplace equation (in the ’classical’ sense). For example, [29, Theorem 8.4] treats the case
of L2loc-solutions on manifolds and [44, Theorem 11] discusses solutions on graphs. Inthese examples one has a ’canonical’ notion of weak solutions in terms of a distributional
operator, cf. Example 4.12 and Example 4.15. The novelty of our result lies in the fact
that it holds true for all energy forms with our universal notion of weak solutions. The
situation for resolvents of Dirichlet forms is discussed in more detail in Subsection 4.4.2.
For theoretical purposes the deinition of G r is the ’correct’ one. However, for explicit
computations the following might be a bit more useful.
Theorem 4.53. Let E be a transient energy form of full support and let (ℓi) be a monotoneincreasing net in L(D(E))+. We set
D(ℓ) := {ψ ∈ D(E) | lim
i
ℓi(ψ) exists} and ℓ : D(ℓ)→ R, ψ 7→ lim
i
ℓi(ψ).
The following assertions are equivalent.
(i) ℓ ∈ D(G r).
(ii) There exists f ∈ L0(m) such that Gℓi ≤ f for all i.
In particular, if one of the above is satisied, then
G rℓ = lim
i
Gℓi = sup
i
Gℓi,
where the convergence holds in L0(m).
Proof. (i) ⇒ (ii): Let N be a special nest such that D(E)N ⊆ D(ℓ) and RN ℓ ∈ D(GN ).We irst prove that for N ∈ N the identities
GNRNℓ = lim
i
GNRNℓi = sup
i
GNRNℓi
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hold in L0(m). Once we show the ist one, the second one is a consequence of the mono-
tonicity of the ℓi and the positivity of GNRN , see Proposition 4.39. Using the positivity of
ℓ− ℓi and that GNRNℓi is nonnegative, we compute
E(GNRNℓ−GNRNℓi) = (ℓ− ℓi)(G
NRNℓ−GNRNℓi) ≤ (ℓ− ℓi)(G
NRNℓ)→ 0.
Since E is transient, this implies GNRNℓi → GNRNℓ in L0(m).
These considerations combined with Lemma 4.43 and Proposition 4.46 yield
G rℓ = sup
N∈N
GNRNℓ = sup
N∈N
sup
i
GNRNℓi = sup
i
sup
N∈N
GNRNℓi = sup
i
Gℓi.
Here, we used properties of suprema in the Dedekind complete space L0(m). We obtain
(i) ⇒ (ii) and the the ’in particular’ statement.
(ii) ⇒ (i): By our assumption, h := supiGℓi = limiGℓi exists in L0(m). Since the Gℓiare superharmonic, see Proposition 4.39, h is excessive. For each i we have h − Gℓi =limj Gℓj − Gℓi. Moreover, the monotonicity of (ℓi) implies that for j ≻ i the function
Gℓj − Gℓi is superharmonic. Consequently, h − Gℓi is excessive. We choose a special
E-nest N and apply Theorem 4.29 to obtain
E
(w)
Nh
(h, ψ) = lim
i
E(Gℓi, ψ) = lim
i
ℓi(ψ) for each ψ ∈ D(E)Nh .
In particular, D(E)Nh ⊆ D(ℓ) and h is a nonnegative (super-)solution to the equation
E(w)(g, ·) = ℓ. Since the restriction of ℓ to D(E)Nh is positive, Theorem 4.50 yields
ℓ ∈ D(G r). This inishes the proof.
Remark 4.54. Let E be a Dirichlet form. At the beginning of this section we discussed
that the Eα-potential of an L2-function f , when interpreted as a functional on D(Eα), isgiven by the L2-resolvent Gαf . In Dirichlet form theory resolvents are extended to largerclasses of functions, for example the Lp-spaces. For a nonnegative measurable function g
this extension is usually introduced by letting
Gαg = sup{Gαf | f ∈ L2(m) with 0 ≤ f ≤ g},
if the supremum exists, see e.g. [44, Section 6], or one uses variants thereof with speciic
sequences that converge monotone towards f , see e.g. [13, Chapter 1]. The previous
theorem shows that this way of extending the resolvent is compatible with the extension
of the potential operator that was introduced in this section. We provide more details in
Section 4.4.2.
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4.4 Applications
4.4.1 Uniqueness of bounded weak solutions to the Laplace equa-
tion
In this subsection we prove that uniqueness of bounded weak solutions to the Laplace
equation is equivalent to a conservation property of the extended potential operator. Let
E be a transient energy form. The killing part of E gives rise to the killing functional κ
with domain
D(κ) := {ψ ∈ D(E) | there exists φ ∈ D(E) with 1{|ψ|>0} ≤ φ ≤ 1},
on which it acts by
κ(ψ) := E(k)(φ, ψ).
Lemma 3.49 shows that κ is well-deined and positive. If N is a special E-nest, then
D(E)N ⊆ D(κ) and 1 ∈ D(E)w,N . For ψ ∈ D(E)N we obtain
κ(ψ) = E(k)(1, ψ) = E
(w)
N (1, ψ),
where E(k)(1, ψ) is understood in the sense of Lemma 4.2. Hence, 1 is a weak solution to
the equation E(w)(g, ·) = κ (with respect to any special nest). If, additionally, the form E
has full support, then Theorem 4.50 shows κ ∈ D(G r) and G rκ ≤ 1. With this observation
we can formulate the following characterization of uniqueness of bounded weak solutions
to the Laplace equation.
Theorem 4.55 (Uniqueness of bounded weak solutions). Let E be a transient energy form
of full support. The following assertions are equivalent.
(i) 1 = G rκ.
(ii) Any nonnegative essentially bounded weakly E-subharmonic function equals zero.
(iii) Any essentially bounded weakly E-harmonic function equals zero.
(iv) For all linear functionals ℓ ∈ D(G r) with G r|ℓ| ∈ L∞(m), the equation E(w)(g, ·) = ℓ
has a unique essentially bounded weak solution.
Remark 4.56. When the potential operator is given by the resolvent of a Dirichlet form,
the condition G rκ = 1 is a generalization of the concept of stochastic completeness. This
is discussed in detail in Subsection 4.4.2.
The main ingredient for the proof of the previous theorem is the following lemma.
Lemma 4.57. Let E be a transient energy form of full support. The function
w = 1−G rκ
is weakly E-harmonic and satisies 0 ≤ w ≤ 1. If f is a weakly E-subharmonic function
with 0 ≤ f ≤ 1, then f ≤ w.
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Proof. The inequality 1− G rκ ≥ 0 was discussed at the beginning of this subsection and
1 − G rκ ≤ 1 follows from the positivity of κ and the positivity of the extended potential
operator. If f is a weakly E-subharmonic function with 0 ≤ f ≤ 1, then the function
1 − f is a nonnegative weak supersolution to the equation E(w)(g, ·) = κ. Theorem 4.50
implies 1−f ≥ G rκ. Furthermore, Theorem 4.50 shows that G rκ is a weak solution to the
equation E(w)(g) = κ, and so 1−G rκ is weakly E-harmonic. This inishes the proof.
Proof of Theorem 4.55. (i) ⇒ (ii): Let f be a nonnegative essentially bounded weakly
E-subharmonic function. Without loss of generality, we assume that f ≤ 1. The previous
lemma implies 0 ≤ f ≤ 1−G rκ = 0 and we arrive at (ii).
(ii) ⇒ (i): According to the previous lemma, the function 1−G rκ is a nonnegative essen-
tially bounded weakly E-subharmonic function. By (ii) it vanishes and we obtain (i).
(i) ⇒ (iii): Let f be an essentially bounded weakly E-harmonic function. Without loss
of generality, we assume ∥f∥∞ ≤ 1. In this case, both 1 + f and 1 − f are nonnegativesolutions to the equation E(w)(g, ·) = κ. Hence, Theorem 4.50 implies
1− f ≥ G rκ = 1 and 1 + f ≥ G rκ = 1.
This shows f = 0 and proves (iii).
(iii)⇒ (iv): According to Corollary 4.51, the functionG rℓ is a weak solution to the equation
E(w)(g, ·) = ℓ. By the monotonicity of G r the condition G r|ℓ| ∈ L∞(m) implies that G rℓ
is essentially bounded. It remains to prove uniqueness. To this end, let f ∈ L∞(m) be
weak solution to the equation E(w)(g, ·) = ℓ. By deinition, there exists a special E-nest
N such that f ∈ D(E)w,N and for all ψ ∈ D(E)N the equation
E
(w)
N (f, ψ) = ℓ(ψ)
holds. The assumption G r|ℓ| ∈ L∞(m) implies G rℓ+, G rℓ− ∈ L∞(m). According toProposition 4.28, the nests N , NG rℓ+ and NG rℓ− are equivalent. With this observationTheorem 4.50 yields G rℓ+, G rℓ− ∈ D(E)w,N and that for all ψ ∈ D(E)N the followingidentity holds:
E
(w)
N (f −G
rℓ, ψ) = E
(w)
N (f, ψ)− E
(w)
N (G
rℓ, ψ) = ℓ(ψ)− ℓ(ψ) = 0.
In other words, f −G rℓ is a bounded weakly E-harmonic function. By (iii) it must vanish
and we arrive at (iv).
(iv)⇒ (i): According to the previous lemma, the function 1−G rκ is an essentially bounded
weakly E-harmonic function. Since 0 is another essentially bounded weakly E-harmonic
function, (iv) implies 1−G rκ = 0. This proves (i).
Corollary 4.58. Let E be a transient energy form of full support. If G rκ = 1, then
E = E ref.
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Proof. Assume that E ̸= E ref. We show the existence of an essentially bounded weakly
E-harmonic function, which contradicts G rκ = 1 by the previous theorem.
Since essentially bounded functions are dense in the domains of energy forms, there exists
h ∈ D(E ref) \D(E) with ∥h∥∞ ≤ 1. The equality G rκ = 1 implies E(k) ̸= 0 so that E refis transient. We let h0 be the Hilbert space projection of h onto D(E), i.e., the uniqueelement in D(E) with
E ref(h− h0) = inf{E ref(h− ψ) | ψ ∈ D(E)}.
The function hr := h−h0 satisies E ref(hr, ψ) = 0 for all ψ ∈ D(E). As seen in Remark 4.7,this equation implies that hr is weakly E-harmonic. Therefore, it remains to prove itsboundedness. We choose a special E-nest N and a net (hi) in D(E)N that converges to
h0 in the form topology of E and we let
ψi := h− ((h− hi) ∧ 1) ∨ (−1).
We prove ψi ∈ D(E) and the convergence ψi → h0 in the form topology, from which theinequality −1 ≤ hr ≤ 1 follows. For each i, there exists a set Ni ∈ N such that hi vanishesoutside of Ni. Since ∥h∥∞ ≤ 1, the function ψi also vanishes outside of Ni. In other words,we have ψi ∈ D(E ref)N . Furthermore, N is special and so there exists φi ∈ D(E)N with
1Ni ≤ φ. We obtain
|ψi| ≤ ∥ψi∥∞φi.
Since E ref is a Silverstein extension of E, the domain D(E) is an order ideal in D(E ref).
We infer ψi ∈ D(E). The contraction properties of E and the deinition of h0 and ψi yield
E(h− hi) ≥ E(h− ψi) = E(h0 − ψi) + E(h− h0).
This shows the E-convergence of ψi to h0 and the transience of E implies the convergenceof ψi to h0 in L0(m). This inishes the proof.
Remark 4.59. • We shall see in Subsection 4.4.2 that the corollary is an extension
of the well known fact that stochastically complete Dirichlet forms are Silverstein
unique.
• The main di culty in the proof of the previous corollary was to show that the Hilbert
space projection P : D(E ref) → D(E) maps D(E ref) ∩ L∞(m) to D(E) ∩ L∞(m).
Indeed, we proved that for all f ∈ D(E ref) ∩ L∞(m) the inequality
∥(I − P )f∥∞ ≤ ∥f∥∞
holds. This inequality is true for any transient Silverstein extension of E with the
corresponding projection. Our proof is inspired by the proof of the Royden decom-
position theorem for jump-forms on discrete spaces, see e.g. [45, Proposition 5.1].
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4.4.2 Lp-Resolvents of Dirichlet forms and weak solutions
In this subsection we apply the theory of weak solutions to resolvents of Dirichlet forms.
We show that the extended potential operator yields an extension of the resolvents to all
Lp-spaces and that it provides minimal Lp-solutions to the weak Laplace equation of the
perturbed form. At the end of this section, we elaborate that the conservation property
that was discussed in the previous section is an extension of the concept of stochastic
completeness.
Let E be a Dirichlet form. Recall that for α > 0 we deine the transient energy form Eα by
Eα(f) :=
{
E(f) + α
∫
X
f 2 dm if f ∈ L2(m)
∞ else .
Its domain satisies D(Eα) = D(E) = D(Ee) ∩ L2(m), see Proposition 1.62. We abusenotation and denote its potential operator by Gα (which we also used for the L2-resolventof E). Any function f ∈ L2(m) induces a linear functional ℓf ∈ Lc(D(Eα)) via
ℓf : D(Eα)→ R, g 7→
∫
U
fg dm
and we write Gαf instead of Gαℓf . In this sense, Gα is an extension of the L2-resolventof E to Lc(D(Eα)) and our abuse of notation is justiied. In the subsequent discussion weneed the following lemma.
Lemma 4.60. Let E be a Dirichlet form and let α > 0.
(a) If N is a special Eα-nest, then for all N ∈ N we have m(N) <∞, and the inclusion
D(Eα)N ⊆ L
1(m) holds.
(b) The main part of the energy form Eα is given by E (M)e and the domain of its killing
part satisies D((Eα)(k)) = D(E (k)e ) ∩ L2(m), on which it acts by
f 7→ (Eα)
(k)(f) = E (k)e (f) + α
∫
X
f 2 dm.
In particular, the relected energy form of Eα satisies (E ref)α = (Eα)ref.
Proof. (a): Let N be a special Eα-nest and let N ∈ N . Since N is special, there exists
φ ∈ D(Eα)N with φ ≥ 1N . This implies
αm(N) ≤ α
∫
X
φ2 dm ≤ Eα(φ) <∞.
Any function in L2(m) that vanishes outside a set of inite measure belongs to L1(m).
Therefore, D(Eα)N ⊆ L1(m).
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(b): Claim 1: Any special Eα-nest is a special Ee-nest.
Proof of Claim 1. Let N be a special Eα-nest. The form Ee is the L0(m)-closure of E andso D(Eα) = D(E) is dense in D(Ee) with respect to the Ee-form topology. Furthermore,
D(Eα)N is dense in D(Eα) with respect to the Eα-form topology and, on D(Eα), the Ee-form topology is weaker than the Eα-form topology. Therefore, N is an Ee-nest. That it isspecial with respect to Ee follows from the inclusion D(Eα)N ⊆ D(Ee)N . △
Let N be a special Eα-nest, which is also a special Ee-nest by our claim. Since the sets in
N have inite measure, we obtain
J := {φ ∈ D(Ee)N | 0 ≤ φ ≤ 1} = {φ ∈ D(Ee)N ∩ L2(m) | 0 ≤ φ ≤ 1}
= {φ ∈ D(Eα)N | 0 ≤ φ ≤ 1}.
Hence, Corollary 3.64 implies that for all f ∈ L0(m), we have
E (M)e (f) = sup
φ∈J
Ee,φ(f)
and
(Eα)
(M)(f) = sup
φ∈J
Eα,φ(f).
Claim 2: For all φ ∈ J we have Eα,φ = Ee,φ.
Proof of Claim 2. Let φ ∈ J . The deinition of Eα,φ and Ee,φ, and Lemma 3.41 yield
D(Eα,φ) ∩ L
∞(m) = {f ∈ L∞(m) | φf ∈ D(Eα)}
= {f ∈ L∞(m) | φf ∈ D(Ee) ∩ L2(m)}
= {f ∈ L∞(m) | φf ∈ D(Ee)}
= D(Ee,φ) ∩ L∞(m).
Here, we used that φ vanishes outside a set of inite measure. With this at hand, the
equality of Eα,φ and Ee,φ on D(Eα,φ)∩L∞(m) = D(Ee,φ)∩L∞(m) follows from the deinitionof Eα,φ and Ee,φ. Since bounded functions are dense in the domain of an energy form, thisinishes the proof of Claim 2. △.
Claim 2 and the previous considerations imply E (M)e = (Eα)(M). The statement on (Eα)(k) isstraightforward from this equality and the deinition of the killing part. The ’in particular’
part follows from the deinition of the relected Dirichlet form and the relected energy
form, cf. Deinition 3.51 and Deinition 3.54.
Remark 4.61. The deinition of the main part of Eα is ambiguous as Eα can be consideredas a Dirichlet form and as an energy form. This is why we formulated the previous lemma
as it is. It shows that the main part of Eα when considered as an energy form is given by
E (M)e , while the main part of Eα when considered as a Dirichlet form is E (M), the restrictionof E (M)e to L2(m), cf. Deinition 3.54. For the relected forms no such ambiguity arises.
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We say that a Dirichlet form E has full support if E1 has full support. This is obviouslyequivalent to requiring that for some α > 0 the form Eα has full support, or to requiringthat the extended form Ee has full support. A functional ℓ ∈ Lc(D(Eα)) is said to satisfy
ℓ ≤ 1 if for each nonnegative ψ ∈ D(Eα) ∩ L1(m) the inequality ℓ(ψ) ≤ ∫X ψ dm holds.
Proposition 4.62. Let E be a Dirichlet form of full support.
(a) For all α > 0 the operator αGα is Markovian, i.e., for any functional ℓ ∈ Lc(D(Eα))the inequality 0 ≤ ℓ ≤ 1 implies 0 ≤ αGαℓ ≤ 1.
(b) The family (Gα)α>0 satisies the resolvent equation, i.e., for all ℓ ∈ Lc(D(E1)) andall α, β > 0 the following identity holds:
Gαℓ−Gβℓ = (β − α)GαGβℓ.
(c) The restriction of Gα to L2(m) is self-adjoint and for all f ∈ L2(m) it satisies
∥αGαf∥2 ≤ ∥f∥2.
Proof. (c): Since the L2-restriction of Gα coincides with the ’usual’ L2-resolvent, thisfollows from standard Dirichlet form theory, see e.g. [26]
(a): Let ℓ ∈ Lc(D(Eα)) with 0 ≤ ℓ ≤ 1. The nonnegativity of αGα follows from the corre-sponding statements for the potential operator, see Proposition 4.39. We use Theorem 4.50
to prove the inequality αGαℓ ≤ 1. Let N be a special Eα-nest. Then 1 ∈ D(Eα)w,N .The statement of Lemma 4.60 on the killing part of Eα shows that for all nonnegative
ψ ∈ D(E)N we have
E (w)α,N (1, ψ) = (Eα)
(k) (1, ψ) ≥ α
∫
X
ψ dm ≥ αℓ(ψ),
where we used ℓ ≤ 1 for the last inequality. According to Theorem 4.50, this implies
1 ≥ G rα(αℓ) = αGαℓ.
(b): For ψ ∈ D(E) and ℓ ∈ Lc(D(E1)) we compute
(β − α)Eα(GαGβℓ, ψ) = (β − α)⟨Gβℓ, ψ⟩
= Eβ(Gβℓ, ψ)− Eα(Gβℓ, ψ)
= ℓ(ψ)− Eα(Gβℓ, ψ)
= Eα(Gαℓ−Gβℓ, ψ).
This shows the desired equality and inishes the proof.
Remark 4.63. The previous proposition is certainly well known but we could not ind a
proper reference for assertions (a) and (b) in this generality.
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We now extend the resolvents to all Lp-spaces with 1 ≤ p ≤ ∞. For f ∈ L0(m) we deine
D(ℓf ) := {g ∈ L
0(m) |
∫
X
|fg| dm <∞} and let
ℓf : D(ℓf )→ R, g 7→
∫
X
fg dm.
As in the L2-case, we identify f ∈ L0(m) with the linear functional ℓf . In particular, wesay f ∈ D(G rα) if ℓf ∈ D(G rα) and write G rαf instead of G rαℓf . Our main theorem on
Lp-resolvents of Dirichlet forms is the following.
Theorem 4.64. Let E be a Dirichlet form of full support and let α > 0.
(a) For all 1 ≤ p ≤ ∞ we have Lp(m) ⊆ D(G rα).
(b) The restriction of G rα to Lp(m) is a linear operator and for all f ∈ Lp(m) it satisies
∥αG rαf∥p ≤ ∥f∥p.
(c) For all f ∈ Lp(m) we have G rαf ∈ D(E)w. More precisely, the following is true.
(c1) If 1 ≤ p <∞, then for all f ∈ Lp(m) there exists a special Eα-nest N such that
G rαf ∈ D(Eα)w,N and for all ψ ∈ D(Eα)N it satisies
E (w)α,N (G
r
αf, ψ) =
∫
X
fψ dm.
(c2) For all f ∈ L∞(m) and all special Eα-nests N we have G rαf ∈ D(Eα)w,N andfor all ψ ∈ D(Eα)N it satisies
E (w)α,N (G
r
αf, ψ) =
∫
X
fψ dm.
(d) For all 1 ≤ p ≤ ∞ and all nonnegative f ∈ Lp(m) we have
G rαf = sup{Gαg | g ∈ L2(m) and 0 ≤ g ≤ f}.
Proof. Once we prove assertions (a) and (b) the assertions (c1) and (d) are consequences
of Corollary 4.51 and Theorem 4.53, respectively. Assertion (c2) also follows from Corol-
lary 4.51 with the additional observation that G rα|f | ∈ L∞(m) yields that every special
Eα-nest N is equivalent to the nest NG rα|f |, see Proposition 4.28.
p = 2: All the claims are a consequence of Proposition 4.62 and the fact that G rα is anextension of Gα.
p =∞: We start with the following claim.
Claim: Let N be a special Eα-nest. For all f ∈ L∞(m) we have D(Eα)N ⊆ D(ℓf ) and therestriction RN ℓf is a regular functional on D(Eα)N .
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Proof of the claim. Let N ∈ N . For any g ∈ D(Eα)N , we obtain∫
X
|fg| dm =
∫
N
|fg| dm ≤
(∫
N
f 2 dm
)1/2
Eα(g)
1/2 ≤ m(N)1/2∥f∥∞Eα(g)
1/2.
According to Lemma 4.60, we have m(N) < ∞. Therefore, the above inequality shows
D(Eα)N ⊆ D(ℓf ). The regularity of the functional ℓf is obvious. △
Let N be a special Eα-nest and let f ∈ L∞(m). By the claim we have D(Eα)N ⊆ D(ℓf ).We prove |RN ℓf | ∈ D(GNα ). According to Proposition 4.46, this is equivalent to theboundedness of the net (GNαRN |RN ℓf |). The Markov property of αGNα implies
GNαR
N |RN ℓf | = G
N
αR
Nℓ|f | = G
N
α |f ||N ≤ α
−1∥f∥∞.
We obtain ℓf ∈ D(GNα ) and
∥G rαf∥∞ ≤ ∥G
r
α|f |∥∞ ≤ α
−1∥f∥∞.
This shows (a) and (b) in the case when p =∞.
p = 1: For f ∈ L1(m)∩L2(m) and n ∈ N, we let ψn := 1{|f |>1/n} ∈ L2(m). The propertiesof the restriction of Gα to L2(m) yield∫
X
|Gαf | dm ≤
∫
X
Gα|f | dm
= lim
n→∞
∫
X
Gα|f |ψn dm
= lim
n→∞
∫
X
|f |Gαψn dm
≤ α−1
∫
X
|f | dm.
Since L1(m) ∩ L2(m) is dense in L1(m), this computation shows that Gα can be uniquelyextended to a linear operator H1α on L1(m). For all f ∈ L1(m) it satisies
∥αH1αf∥1 ≤ ∥f∥1.
The continuity of H1α implies that for any f ∈ L1(m) we have
H1α|f | = lim
n→∞
H1α(|f |ψn) = lim
n→∞
Gα(|f |ψn).
Moreover, the positivity of Gα shows H1α|f | ≥ Gα(|f |ψn). An application of Theorem 4.53yields |f | ∈ D(G rα) and
G rα|f | = lim
n→∞
Gα(|f |ψn) = H
1
α|f |.
This proves all the claims in the case p = 1.
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1 < p <∞: With assertion (b) for the p = 1 and the p =∞ case at hand, the Riesz-Thorin
interpolation theorem for positive operators, see e.g. [33, Section 4.2], shows that for all
f ∈ Lp(m) ∩ L2(m) the following inequality holds:
∥αGαf∥p ≤ ∥f∥p.
In particular, Gα can be uniquely extended to a linear operator Hpα on Lp(m) that satisiesthe inequality in assertion (b). An argumentation as in the L1-case shows Lp(m) ⊆ D(G rα)and that for all f ∈ Lp(m) we have
Hpαf = G
r
αf.
Consequently, we obtain (a) and (b). This inishes the proof.
Corollary 4.65. Let E be a Dirichlet form of full support, let α > 0 and let 1 ≤ p ≤ ∞.
For all f ∈ Lp(m) the function G rαf is a weak solution to the equation{
E (w)α (g, ·) = ℓf
g ∈ Lp(m)
.
Moreover, if f ≥ 0 and h ∈ Lp(m) is a nonnegative weak supersolution to the above
equation, then h ≥ G rαf .
Proof. This follows from the previous theorem and Theorem 4.50.
Remark 4.66. • As mentioned previously, it is well known that resolvents of Dirich-
let forms can be continuously extended to all Lp-spaces. For 1 ≤ p < ∞, the space
L2(m) ∩ Lp(m) is dense in Lp(m). Therefore, these continuous extensions are neces-
sarily unique. In particular, our deinition of the extension of the resolvent to Lp(m)
coincides with the classical one. For p = ∞, this coincidence can not be inferred
directly from the continuity of the extension; it follows from assertion (d) in the
previous theorem, the compatibility of G rα with monotone limits.
• The novelty of the previous theorem lies in the observation that for all 1 ≤ p ≤ ∞ the
Lp-resolvent provides weak solutions to the Laplace equation with respect to Eα. Thisis known for manifolds, see [29], and graphs, see [44], where one has a satisfactory
notion of distributions, but even for regular Dirichlet forms we could not ind such
a result in the literature. The reason behind this gap is that for 1 ≤ p < ∞ the
image of the Lp-resolvent need not be contained in the local space with respect to
the nest of relatively compact open sets. It is the lexibility in the chosen nest that
allowed us to prove assertion (a) and (c1). Due to (c2), the situation is a bit better
for the resolvent on L∞; it is known for strongly local regular Dirichlet forms that
the L∞-resolvent provides minimal weak solutions to the Laplace equation, see [74].
Nevertheless, for general regular Dirichlet forms also the L∞-statement seems to be
new.
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In the previous subsection we characterized uniqueness of bounded weak solutions to the
Laplace equation in terms of a conservation property for the extended potential operator.
We now interpret this property for Dirichlet forms. To this end, we irst need to identify
the killing functional of Eα, cf. Subsection 4.4.1. Recall that for α > 0, ℓα is the linearfunctional with domain D(ℓα) = L1(m), on which it acts by
ℓα(ψ) = α
∫
X
ψ dm.
Lemma 4.67. Let E be a Dirichlet form of full support. For α > 0, let κα be the killingfunctional of Eα and let k be the killing functional of Ee. The domain of κα satisies
D(κα) ⊆ D(k) ∩ L
1(m) = D(k) ∩D(ℓα),
on which it acts by
ψ 7→ κα(ψ) = k(ψ) + ℓα(ψ) = k(ψ) + α
∫
X
ψ dm.
Moreover, we have κα, k, ℓα ∈ D(G rα) and
G rακα = αG
r
α1 +G
r
αk ≤ 1.
Proof. It follows from Lemma 4.60 that the domain of the killing part of Eα satisies
D((Eα)
(k)) = D(E (k)e ) ∩ L2(m),
on which it acts by
(Eα)
(k)(f) = E (k)e (f) + α
∫
X
f 2 dm.
For ψ ∈ D(κα) there exists φ ∈ D(Eα) = D(Ee) ∩ L2(m) with 1{|ψ|>0} ≤ φ ≤ 1. Thisimplies ψ ∈ D(k) and
α
∫
X
|ψ| dm = α
∫
X
|ψφ| dm ≤ Eα(φ)1/2Eα(ψ)1/2 <∞.
Furthermore, by the deinition of k and ℓα we have
κα(ψ) = (Eα)
(k)(ψ, φ) = E (k)e (ψ, φ) + α
∫
X
ψφ dm = k(ψ) + α
∫
X
ψ dm = k(ψ) + ℓα(ψ).
The discussion in Subsection 4.4.1 shows κα ∈ D(G rα) and G rακα ≤ 1. Furthermore, whatwe have already proven yields κα ≥ k, ℓα on D(κα). According to Proposition 4.46 and thepositivity of the potential operator, this implies k, ℓα ∈ D(G rα). The equation
G rακα = αG
r
α1 +G
r
αk
follows from the linearity of the potential operator, cf. Remark 4.49. This inishes the
proof.
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With the previous lemma at hand, Theorem 4.55 reads as follows.
Theorem 4.68. Let E be a Dirichlet form of full support. The following assertions are
equivalent.
(i) For one/all α > 0 the identity 1 = αG rα1 +G rαk holds.
(ii) For one/all α > 0 any nonnegative essentially bounded weakly Eα-subharmonic func-tion equals zero.
(iii) For one/all α > 0 any essentially bounded weakly Eα-harmonic function equals zero.
(iv) For one/all α > 0 and for all f ∈ L∞(m) the equation E (w)α (g, ·) = ℓf has a uniqueessentially bounded weak solution.
Proof. The equivalence of (i) - (iv) for one α > 0 follows from Theorem 4.55 and Theo-
rem 4.64. Now, suppose that the assertions (i) - (iv) hold for α > 0. In particular, we have
1 = αG rα1 +G
r
αk. The resolvent equation of Proposition 4.62 extends to (G rα). Therefore,we obtain for β > 0
G rβk = (α− β)G
r
βG
r
αk +G
r
αk
= (α− β)G rβ(1− αG
r
α1) + 1− αG
r
α1
= (α− β)G rβ1− αG
r
β1 + αG
r
α1 + 1− αG
r
α1
= 1− βG rβ1.
This shows that assertion (i) holds for β and inishes the proof.
Corollary 4.69. Let E be a Dirichlet form of full support. If for some α > 0 the identity
1 = αG rα1 + G
r
αk holds, then E = E ref. Moreover, if 1 = αG rα1 for some α > 0, then E isSilverstein unique.
Proof. It follows from Corollary 4.58 that 1 = αG rα1+G rαk implies Eα = (Eα) ref. Moreover,the equality (Eα) ref = (E ref)α is a consequence of Lemma 4.60. Since D(E) = D(Eα) and
D(E ref) = D((E ref)α), we infer E = E ref. For the ’moreover’ statement, we note that
1 = αG rα1 yields
1 = αG rα1 ≤ 1 +G
r
αk = αG
r
α1 +G
r
αk ≤ 1.
Therefore, we have G rαk = 0. Since G rαk is a weak solution to the equation E (w)α (g, ·) = k,this implies k = 0. Now, the statement follows from Theorem 3.59 and the equality
E = E ref.
Remark 4.70. • A Dirichlet form is called stochastically complete or conservative, if
for all α > 0 the identity 1 = αG rα1 holds; otherwise it is called stochastically incom-plete. Dirichlet forms with nonvanishing killing part are automatically stochastically
incomplete. In this sense, the condition 1 = αG rα1 + G rαk is a generalization ofstochastic completeness to the case when a killing is present. It is a well known
4.4 Applications 161
meta theorem in Dirichlet form theory that stochastic completeness can be charac-
terized by the uniqueness of bounded weak solutions to the Laplace equation, see
[29] for manifolds, [74] for strongly local regular Dirichlet forms and [80] for graphs.
For discrete regular Dirichlet forms with killing, a generalized conservation criterion,
which is equivalent to 1 = αG rα1 + G rαk, was introduced in [44]. There, the authorsnamed this property stochastic completeness at ininity. The novelty of our result
lies in developing a theory of weak solutions that is lexible enough to prove the meta
theorem on stochastic completeness for all Dirichlet forms (before it was only known
for speciic examples, not even for all regular Dirichlet forms) and at the same time
to extend the main result of [44] to all Dirichlet forms.
• The list of equivalent assertions in the previous theorem can be extended by unique-
ness statements for bounded weak solutions to the heat equation and by a conser-
vation property for the semigroup. Namely, if one extends the associated semigroup
(Tt) properly, then the identity 1 = αG rα1+G rαk holds for all α > 0 if and only if forall t > 0 the identity
1 = Tt1 +
∫ t
0
Tsk ds
holds. Here, we do not discuss weak solutions to the heat equation nor introduce
extended semigroups. For details we refer the reader to [44] for the graph case and to
[53] for the manifold case. For general Dirichlet forms this will be discussed elsewhere.
• It is well known that stochastic completeness implies Silverstein uniqueness. The
result is noted in [69] and a detailed proof is given in [49].
4.4.3 Weakly superharmonic functions and recurrence
In this subsection we prove a meta theorem on recurrence. In many situations recurrence
is equivalent to the following assertions:
• Every nonnegative ’superharmonic’ function is constant.
• Every bounded ’superharmonic’ function is constant.
• Every ’superharmonic’ function of ’inite energy’ is constant.
The terms in quotation marks are deined depending on the concrete setup. For an energy
form E it turns out that ’superharmonic’ should be replaced by weakly E-superharmonic
and that ’inite energy’ should be read as a synonym for functions in D(E ref).
Theorem 4.71. Let E be an irreducible energy form and assume that D(E) contains a
nonconstant function. The following assertions are equivalent.
(i) E is recurrent.
(ii) Every nonnegative weakly E-superharmonic function is constant.
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(iii) Every essentially bounded weakly E-superharmonic function is constant.
(iv) Every weakly E-superharmonic function in D(E ref) is constant.
Proof. According to Corollary 2.62, irreducible energy forms have full support. In partic-
ular, all theorems of this chapter can be applied to irreducible energy forms.
(i) ⇒ (ii): Let h be nonnegative and weakly E-superharmonic. By Theorem 4.18 h is
E-excessive. Since E is irreducible and recurrent, Theorem 2.64 implies that h is constant.
(ii) ⇒ (iii): Let h be essentially bounded and weakly E-superharmonic. The function
h˜ := h+ ∥h∥∞1 is weakly E-superharmonic an nonnegative. By (ii) it is constant.
(iii) ⇒ (i): Assume E were transient. According to Theorem 2.64, there exists a non-
constant E-superharmonic function h ∈ D(E). The transience of E implies that h is
nonnegative, see Proposition 2.61. Corollary 2.55 implies that for all n ∈ N the function
hn := h ∧ n is superharmonic. Since the (hn) are also bounded, (iii) implies that they areconstant. This contradicts the fact that h is not constant and we arrive at (i).
(iv) ⇒ (i): Assume E were transient. According to Theorem 2.64, there exists a non-
constant E-superharmonic function h ∈ D(E) ⊆ D(E ref). Hence, (iv) implies that h is
constant, a contradiction.
(i) ⇒ (iv): Let h ∈ D(E ref) weakly E-superharmonic. Sine E is recurrent, Theorem 3.65
shows E(k) = 0 and E = E(M). Therefore, h is E-superharmonic. Recurrence and Theo-
rem 2.64 imply that it is constant.
Remark 4.72. This theorem is a meta theorem for Dirichlet forms, Markov chains and
more general Markov processes. For manifolds, it is essentially due to Ahlfohrs, see [1] and
the discussion in the survey [28]. For the case of Markov chains on graphs, see the book
[79] and references therein.
Chapter 5
Some loose ends
Every longer research text leaves some loose ends and open problems. In this chapter we
collect some of them.
5.1 Chapter 1
Theorem 1.38 characterizes closedness of a quadratic form q in terms of completeness of the
inner product space (D(q)/ ker q, q). One of its assumptions was that the form topology τqis metrizable.
Question 1. Does Theorem 1.38 hold without the assumption that τq is metrizable or arethere counterexamples?
We gave a short proof for the existence of the extended Dirichlet space. It was one goal
of this thesis to use form methods only and our proof of Theorem 1.59 somehow violated
this mantra.
Question 2. Is it possible to prove Theorem 1.59 using form methods only?
We have a partial answer to this question when m is inite. It has the advantage that other
than our proof of Theorem 1.59 it immediately extends to Markovian convex functionals.
Partial answer to Question 2. Let E be a Dirichlet form and let m inite. Furthermore,
let (fn) be a sequence in D(E) and let f ∈ D(E) with fn m→ f . For N ∈ N, we deine
gn,N := (fn ∧ N) ∨ (−N). Since m is inite, the constant function N belongs to L2(m).Lebesgue’s dominated convergence theorem, Lemma 1.14, implies gn,N → (f ∧N)∨ (−N)in L2(m), as n → ∞. Furthermore, we have (f ∧ N) ∨ (−N) → f in L2(m), as N → ∞.
The L2-lower semicontinuity of E and its contraction properties imply
E(f) ≤ lim inf
N→∞
lim inf
n→∞
E(gn,N) ≤ lim inf
n→∞
E(fn).
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This proves the existence of the extended Dirichlet space.
In [66] it is shown that not only Markovian forms but also positivity preserving forms are
closable on L0(m).
Question 3. Let q be a closed quadratic on L2(m) such that for all f ∈ L2(m) the
inequality q(|f |) ≤ q(f) holds. Can the idea of our proof of Theorem 1.59 be employed to
show that q is closable on L0(m)?
Under certain conditions a von Neumann algebra has associated L2-spaces and one as-
sociated L0-space (the ailiated operators) that behave similarly as their commutative
pendants.
Loose end 1. Our proof of the existence of the extended Dirichlet space applies to non-
commutative Dirichlet forms in the sense of [14].
5.2 Chapter 2
We proved that the triviality of the kernel of an energy form E implies that (D(E), E) is
a Hilbert space. The following is a slight extension of Conjecture 2.39.
Question 4. Let E be an energy form. Is (D(E)/ kerE,E) always a Hilbert space?
This question seems to be related to the following. It is known in most examples.
Question 5. Does each energy form admit a local Poincaré inequality? More precisely,
let E be an energy form and let U ⊆ X be measurable with m(U) <∞. Does there exist
a strictly positive function g ∈ L1(U,m) such that D(E) ⊆ L1(U, g ·m) and∫
U
|f − L(f)|g dm ≤ E(f)1/2 for all f ∈ D(E),
where L(f) = ∥g∥−11 ∫U fg dm?
5.3 Chapter 3
Loose end 2. The maximality statement for E(M) that we mentioned in Remark 3.60 can
be proven with similar methods as the ones that we used for proving properties of E(M)
and E(k). The proofs of some details become a bit more di cult.
We proved that an energy form E that possesses a recurrent Silverstein extension and
has a nonvanishing killing part with 1 ∈ D(E(k)) does not admit a maximal Silverstein
extension.
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Question 6. Does every energy form with nonvanishing killing part that is not Silverstein
unique have a recurrent Silverstein extension? If not, does an energy form whose Silverstein
extensions are all transient always possess a maximal Silverstein extension?
We constructed the relected energy form, and hence the maximal Silverstein extension, in
terms of the algebraic structure provided by L0(m) on the form domain. However, we also
discussed that Silverstein extensions can be characterized in terms of the order structure
of L0(m) on the form domain.
Question 7. Can the relected energy form be constructed using the order structure only?
What about the semigroup or the resolvent of the relected Dirichlet form?
When S is a densely deined symmetric operator on L2(m) whose associated quadratic
form ES is Markovian we constructed the maximal Element in Ext(S)Sil, under variousassumptions on D(S), see Theorem 3.74.
Question 8. Can the assumptions of Theorem 3.74 be weakened? More precisely, is Sref
always the maximal element in Ext(S)Sil when there exists a special E¯S,e-nest N such that
D(S) ⊆ D(E)N ?
The mentioned condition can be seen as an abstract formulation that functions in D(S)
vanish at ininity.
5.4 Chapter 4
Since for jump-type forms the weak form value is obtained by some form of improper
integration, it is likely that the value of the weak form may depend on the chosen nest.
Question 9. Does there exist an energy form E, special E-nests N ,N ′, and functions
f ∈ D(E)w,N ∩D(E)w,N ′ , ψ ∈ D(E)N ∩D(E)N ′ such that
E
(w)
N (f, ψ) ̸= E
(w)
N ′ (f, ψ)?
Next, we discuss a weaker version of the previous question. For excessive functions h we
proved several independence statements of the underlying nest, which basically followed
from the monotonicity of the map φ 7→ E(φh, ψ). A positive answer to the following
question would make our theory of weak form extensions much more convenient to use.
Question 10. Let E be an energy form and let N ,N ′ be special E-nests. If h ∈ L0(m) is
E-excessive, does h ∈ D(E)w,N ∩D(E)w,N ′ imply
E
(w)
N (f, ψ) = E
(w)
N ′ (f, ψ) for all ψ ∈ D(E)N ∩D(E)N ′?
The theory that we develop in Section 4.2 allows us to give an airmative answer when
N ′ = Nh or when ψ ∈ D(E)Nh ∩ D(E)N ′h . The same questions can be asked for theextended potential operator GN .
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We mentioned in the introduction that we see our work on weak solutions as a possible
starting point for geometric analysis of all energy forms. One main ingredient for this
analysis are weak solutions, the other main ingredient is geometry. At a very rough level
geometry is encoded by a metric on the underlying space. For Dirichlet forms, intrinsic
metrics are exactly the metrics whose geometry is related to properties of the form. They
are characterized in terms of the Beurling-Deny formula, see [18]. This is why we ask the
following question.
Question 11. Let E be a regular Dirichlet form and let ρ be a metric on the underlying
space. Can ρ being intrinsic with respect to E be characterized in terms of algebraic
properties of E and ρ? Can it be characterized in terms of the forms Eφ or variantsthereof?
A partial result for this question is contained in [7] for local forms. However, this does not
seem to apply in the nonlocal situation.
Loose end 3. For energy forms it is possible to study weak solutions to the heat equation,
to introduce extended semigroups, to prove corresponding maximum principles and to
prove meta theorems involving solutions to the heat equation. The additional time derivate
in the heat equation complicates some arguments.
For introducing the weak form nests and local spaces were essential objects. They have
analogues in the noncommutative world. For a measurable set N the set D(E)N is a closedorder ideal in the form domain D(E) (and every closed order ideal is almost of this form
when the form is suiciently regular, see [72]). If N belongs to a special E-nest N , then
there exists a function φ ∈ D(E)N with φD(E)N = D(E)Nφ = D(E)N . These are clearlyalgebraic properties that can be formulated in noncommutative spaces. Similarly, the local
space and the other concepts that we introduced can be extended.
Loose end 4. In order to study weak solutions for energy forms on noncommutative
spaces, the proofs of Chapter 4 need to be formulated purely in terms of algebra without
reference to the underlying space. This is possible, our proofs can be modiied accordingly.
We chose to present proofs with reference to the underlying space since otherwise certain
arguments would have looked artiicial.
Appendix A
A Lemma on monotone nets
Lemma A.1. Let I and J be directed sets and for i ∈ I, j ∈ J let aij ∈ R be given. Assumethat for each j ∈ J the map I → R, i 7→ aij is monotone increasing. Then
lim inf
i
lim inf
j
aij ≤ lim inf
j
lim inf
i
aij.
Proof. Without loss of generality we can assume lim infj lim infi aij <∞. Fix an ε > 0. Foreach j ∈ J , we can choose a φ(j) ≻ j such that
lim inf
i
aiφ(j) ≤ lim inf
j
lim inf
i
aij + ε.
From the monotonicity of aiφ(j) in i we infer
aiφ(j) ≤ lim inf
j
lim inf
i
aij + ε.
Since the map φ : J → J is coinal in J , we obtain
lim inf
j
aij ≤ lim inf
j
lim inf
i
aij + ε
and the statement follows.
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Appendix B
Sobolev spaces on Riemannian
manifolds
In this appendix we introduce several Sobolev spaces on Riemannian manifolds and recall
their properties. For a background and precise deinitions we refer to [29].
Let (M, g) be a smooth Riemannian manifold with associated volume measure volg. Wewrite C∞c (M) for the smooth compactly supported functions and equip them with theusual locally convex topology, cf. [29, Section 4.1]. The distributions on C∞c (M) aredenoted by D′(M) and equipped with the weak-* topology. Similarly, we treat the space
of smooth compactly supported vector ields C⃗∞c (M) and their distributions D⃗′(M). Welet ∇ : D′(M) → D⃗′(M) the distributional gradient operator, div : D⃗′(M) → D′(M) the
distributional divergence operator and ∆ = div ◦ ∇ the (negative deinite) distributional
Laplace-Beltrami operator. The L2-Sobolev space of irst order is
W 1(M) := {f ∈ L2(volg) | |∇f | ∈ L2(volg)},
equipped with the norm
∥ · ∥W 1 : W
1(M)→ [0,∞), f 7→ ∥f∥W 1 :=
√
∥f∥22 + ∥|∇f |∥
2
2.
Furthermore, we denote the closure of C∞c (M) with respect to ∥ · ∥W 1 by W 10 (M), denotethe local Sobolev space of irst order by
W 1loc(M) := {f ∈ L2loc(volg) | |∇f | ∈ L2loc(volg)},
and we let
W 1c (M) := {f ∈ W
1(M) | f has compact support}.
The statements of the following lemma are contained in [29, Lemma 5.5] and [29, Corol-
lary 5.6].
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Lemma B.1. The inclusion W 1c (M) ⊆ W 10 (M) holds. Moreover, for all f ∈ W 1loc(M) andall φ ∈ C∞c (M) we have fφ ∈ W 10 (M).
Lemma B.2. Let f ∈ W 1loc(M) and let φ ∈ W 1c (M). Then
∇(φf) = φ∇f + f∇φ.
Proof. By the previous lemma, there exists a sequence (φn) in C∞c (M) that converges to
φ with respect to ∥ · ∥W 1 . In particular, fφn → fφ, φn∇f → φ∇f and f∇φn → f∇φ, as
n→∞, in the sense of distributions. According to [29, Exercise 4.2], we have
∇(φnf) = φn∇f + f∇φn.
Since ∇ is a continuous operator on all distributions, this implies the statement.
The following lemma is the assertion of [29, Exercise 5.8]. It is an easy consequence of [29,
Theorem 5.7].
Lemma B.3. Let ψ ∈ C∞(R) with ψ(0) = 0 and sup{|ψ′(t)| | t ∈ R} <∞. Furthermore,
let f ∈ W 1loc(M). Then ψ ◦ f ∈ W 1loc(M) and
∇(ψ ◦ f) = (ψ′ ◦ f)∇f.
For an arbitrary manifold, there is the following local version of the Poincaré inequality.
Lemma B.4. For each x ∈ M , there exists a relatively compact open neighborhood Uxof x and a constant Cx > 0 such that for all f ∈ L2loc(volg) with ∫Ux f dvolg = 0 and
|∇f | ∈ L2(volg) the inequality∫
Ux
|f |2dvolg ≤ Cx
∫
M
|∇f |2 dvolg
holds.
Proof. For x ∈M , we choose a chart (Ux, φx) around x such that Bx := φx(Ux) is an openEuclidean ball. For f ∈ L2loc(m) with |∇f | ∈ L2(volg), we have f¯ := f ◦φ−1x ∈ W 1(Bx). Inthese coordinates the occurring integrals satisfy∫
Ux
|∇f |2dvolg =
∫
Bx
⟨A∇f¯ ,∇f¯⟩σ dx
and ∫
Ux
|f |2 dvolg =
∫
Bx
|f¯ |2σ dx,
where A is a uniformly positive deinite matrix function and σ is a uniformly positive
and bounded function. If ∫
Ux
f dvolg = 0, then also ∫Bx f¯σ dx = 0. We let f¯Bx :=
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|Bx|
−1
∫
Bx
f¯ dx. Using the properties of A and σ and the standard Poincaré inequality
for functions in W 1(Bx), see [17, Section 5.8.1], we obtain constants Ci > 0 such that∫
Bx
|f¯ |2σ dx ≤
∫
Bx
|f¯ − f¯Bx |
2σ dx
≤ C1
∫
Bx
|f¯ − f¯Bx |
2 dx
≤ C2
∫
Bx
|∇f¯ |2 dx
≤ C3
∫
Bx
⟨A∇f¯ ,∇f¯⟩σ dx.
Note that for the irst inequality, we used the minimality property of the expectation∫
Bx
f¯σ dx = 0. This inishes the proof.
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Appendix C
An extension of normal contractions
Lemma C.1. Let A ⊆ R an let C : A→ R. Assume that C satisies
|C(x)| ≤ |x| and |C(x)− C(y)| ≤ |x− y| for all x, y ∈ A.
Then C can be extended to a normal contraction on Rn.
Proof. Without loss of generality we can assume 0 ∈ A for otherwise we could set C(0) = 0
without afecting the inequalities. We let
C˜(x) := inf
{
C(y) +
n∑
i=1
|xi − yi|
∣∣∣∣∣ y ∈ A
}
.
For ε > 0 and x ∈ Rn, we choose xε ∈ A such that
C˜(x) ≥ C(xε) +
n∑
i=1
|xi − x
ε
i | − ε.
Let x ∈ A. By deinition we have C˜(x) ≤ C(x). Furthermore, for any ε > 0 we obtain
C(x)− C˜(x) ≤ C(x)− C(xε)−
n∑
i=1
|xi − x
ε
i |+ ε ≤ ε.
This shows that C˜ extends C. Now we prove that C˜ is a normal contraction. Since 0 ∈ A
and C extends C˜, we have C˜(0) = 0. Furthermore, for arbitrary x, y ∈ Rn and ε > 0 we
obtain
C˜(y)− C˜(x) ≤ C(xε) +
n∑
i=1
|yi − x
ε
i | − C(x
ε)−
n∑
i=1
|xi − x
ε
i |+ ε ≤
n∑
i=1
|xi − yi|+ ε.
This inishes the proof.
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