ABSTRACT A better understanding of the degradation modes and rates for photovoltaic (PV) modules is necessary to optimize and extend the lifetime of these modules. Lifetime and degradation science (L&DS) is used to understand degradation modes, mechanisms and rates of materials, components and systems to predict lifetime of PV modules. A PV module lifetime and degradation science (PVM L&DS) model is an essential component to predict lifetime and mitigate degradation of PV modules using reproducible open data science. Previously published accelerated testing data from Underwriter Laboratories on PV modules with fluorinated polyester backsheets, which included eight modules that were exposed up to 4000 hrs of damp heat (85% relative humidity at 85 • C) and eight exposed up to 4000 hrs of ultraviolet light (80 W/m 2 of 280-400 nm wavelengths at 60 • C) (UV preconditioning) were used to determine statistically significant relationships between the applied stresses and measured responses. There were 15 different variables tracking aspects of system performance, degradation mechanisms, component metrics and time. Modules were analyzed for three system performance metrics (fill factor, peak power, and wet insulation). The results were statistically analyzed to identify variable transformations, statistically significant relationships (SSRs) and to develop the PVM L&DS model informed by a generalization of structural equation modeling techniques. The SSRs and significant model coefficients, combined with domain analytics, incorporating materials science, chemistry, and physics expertise, produced a pathway diagram ranking the variables' impact on the system performance, which were iteratively examined using sound statistical analysis and diagnostics. The SSRs determined from the damp heat exposure for the system response of Pmax corresponded to the degradation pathway of polyester terephthalate (PET) and ethylene vinyl acetate (EVA) hydrolysis. A linear change point for the damp heat exposure with the system response of Pmax was determined to be 1890 hrs. The UV preconditioning exposure did not induce sufficient degradation shown by the quality of the R 2 values for many of the best fitting models. This exemplifies the development of a methodology to determine rank ordered lifetime and degradation pathways present in modules and their effects on module performance over lifetime.
I. INTRODUCTION
A recent U.S. Department of Energy workshop on Science for Energy Technologies [1] identified photovoltaics (PV) lifetime and degradation science (L&DS) [2] - [4] as a critical scientific challenge for robust adoption of PV. The PVQA Task Force was developed as an international task force to work towards defining what is needed for lifetime qualification standards and tests [5] . Developing and defining useful lifetime qualification standards and tests is complicated since even single degradation modes, mechanisms and rates are not clearly understood and two factor effects are even more complex. Therefore, a methodical domain and statistical approach is necessary to cross-correlate stressors, degrees of stress and degradation modes, mechanisms and rates for materials, components and systems. This cross-correlation can help provide a better understanding of degradation and lifetime performance in order to guarantee the minimal 25-year lifetime performance of PV modules [6] .
A. RELIABILITY AND PROGNOSTIC APPROACHES
The conventional method to determine the reliability of a system or component was to collect failure data and use a single, dominant and constant failure rate to account for product quality and environmental conditions. However, this approach is inaccurate at determining field failure rates and does not produce reliable lifetime predictions [7] - [12] . In contrast, the physics of failure approach, based on failure modes and mechanisms as a function of the stress conditions, provides useful reliability information. The prognostics and health management approach assesses the reliability under application conditions and over lifetime. The combination of the physics of failure and prognostic approaches allows for continuous improvement of lifetime prediction [9] , [10] , [12] - [21] .
B. LIFETIME AND DEGRADATION SCIENCE APPROACH
A practical lifetime approach must consider system response, levels of response and degradation rates under stress conditions that include variable conditions differentiated by region and single, multi-factor, constant and cyclic conditions. This lifetime approach must also cross-correlate realworld and accelerated exposures [22] - [24] . We propose and develop a PV module lifetime and degradation science model (PVM L&DS) using an unbiased analytical approach (combined with both sound statistical analysis and proven domain knowledge and refined iteratively with the latest evidence) and encompassing a comprehensive set of degradation pathways aimed at determining the lifetime of current and next generation technologies.
A stress and response (R(S)) framework links stresses to observed responses, subsequent degradation and damage accumulation over the lifetime of PV materials, components and systems. Stressors can be characterized in terms of instantaneous stress level (σ ) and net or integrated stress (S). A material's response (R) to both σ and S can be described in (Equation 1) as:
Degradation modes of materials can be elucidated by performing accelerated studies. A cross-correlation function can be used to predict the response observed in a system exposed to accelerated stressors compared to real-world conditions. The combination of single and multifactor tests can lead to a better understanding of the synergistic effects of stress in a real-world environment. Response is therefore a function of the convolution of multiple stressors at their service-use conditions. Murray et al. [22] exposed two grades of poly (methyl methacrylate) under two stress levels of full spectrum and ultraviolet light: a single factor accelerated test. A constant ''acceleration'' factor was not observed for key degradation modes for the two stress conditions, demonstrating that the traditional search for a single acceleration factor is unreasonable. The R(S) framework is a more versatile approach to encompass multiple stressors, stress levels and responses [22] . Mitigating these key degradation modes and lifetime penalties can increase a PV module's lifetime performance.
Predictive modeling of the power loss of PV is of important interest to the solar industry. The Sandia PV array performance model is a well established model for predicting energy production at a given location based on prescribed weather conditions. This model is designed to choose between modules and arrays at a given site or between different locations. It is commonly used by the financial community to establish project viability. It is currently not designed to determine the degradation rate of PV arrays or to quantitatively evaluate the impact of climatic stresses on a PV module's performance. This model serves as a reference for correcting PV modules' performance to standard test condition with real-world climatic data [25] - [27] .
We are developing an integrated, unbiased, statistical analysis procedure to develop a predictive PV module L&DS model that will incorporate degradation modes, mechanisms and rates for PV systems in a variety of climatic zones using information from real-world and accelerated exposures and fielded materials, components and systems.
II. UL's STUDY DESIGN AND RESPONSE VARIABLES
The data used for the statistical modeling was published by E. Wang et al. [28] . Eighteen commercially available polycrystalline 60-cell solar PV modules made with fluorinated polyester (FPE) backsheets were fabricated in the same batch by DelSolar [29] and used for two accelerated exposures. Eight PV modules were subjected to damp heat aging, eight modules were exposed to UV and two modules were not exposed and instead used as control samples. Test laminates of ethylene-vinyl acetate (EVA) and glass based on a similar design as the module packaging were fabricated using the same lamination processing conditions as in the module manufacturing and were used for the interfacial adhesion tests (Peel). The edge of the test laminates were sealed with a waterproof and temperature resistant acrylic foam tape to avoid excess moisture ingress. There were no explicit variations in the PV modules used for the experiments; the intention of the work was not to analyze variations among PV modules. By using the same PV modules under two exposures conditions for the statistical analysis, there is an opportunity for a better understanding of the degradation modes present under different stressors.
A. DAMP HEAT EXPOSURE
Damp heat exposure consisted of 85 • C ambient temperature and 85% relative humidity as described in the test 10.13 of IEC 61215 Ed.2. [30] . The FPE PV modules and EVA test laminates were aged in damp heat conditions four times VOLUME 1, 2013 longer than the IEC standard of 1000 hours. Two of the eight modules were removed from the exposure, disassembled and their packaging materials collected and tested, at every 1000 hours until the final time point of 4000 hours (Figure 1 ).
FIGURE 1.
Modules harvested for each exposure condition (damp heat and UV preconditioning) showing the two modules removed at each time point. DH stands for damp heat, RH for relative humidity, and TUV for total UV.
B. UV IRRADIANCE EXPOSURE
The UV exposure was similar to the UV preconditioning test 10.10 of IEC 61215 Ed.2, [30] but with higher light intensity consisting of 80 W/m 2 ± 15% of UV irradiance from 280-385 nm plus an additional 15% of the total irradiance at the back of the PVMs and test laminates. The module temperature was controlled at 60 • C, but the relative humidity was uncontrolled. Two of the eight modules were removed from the chamber at 1000 hour increments, disassembled, and packaging materials were collected and tested until 3000 hours (Figure 1 ).
C. SYSTEM RESPONSES
Three system responses were measured for each of the eighteen PV modules which included peak power (Pmax), fill factor (FF) and wet insulation resistance (WetIns). The system level responses were measured every 500 hours for both the damp heat and UV exposures from 0-2500 hours and then these responses were measured every 250 hours from 2500 to 4000 hours for damp heat and 2500 to 4250 hours for UV experiments. Pmax is the peak power of a photovoltaic module determined by measuring current and voltage while varying resistance under defined illumination. The power reduction is driven by reduced FF and increased series resistance. These reductions are initially interpreted as corrosion taking place at the electrical interconnects [31] - [33] . Wet insulation resistance testing according to IEC 61215 [30] is intended to verify that the packaging materials of the PV module have insulation high enough to mitigate the risk of fire and electric hazards, even when the module is wet.
D. UNIT EXPERIMENTS
Eleven unit experiments were performed on the modules and one unit experiment was performed on the test laminates, under two exposure conditions (damp heat and UV). These experiments can be broken into performance [(Peel strength (Peel), glass transition temperature (T g ), water vapor transmission rate (WVTR), modulus (Modu), and differential scanning calorimetry (DSC)] and mechanistic categories [acetic acid content (Hac), thermo gravimetric analysis of EVA (TGA), hydrolysis of EVA (IREVA, IR2), and hydrolysis of PET (IRBS1, IRBS2) ]. The unit experiments were performed every 1000 hours of testing.
1) PERFORMANCE EXPERIMENTS
Delamination is an important failure mechanism of PV modules [34] - [37] . Peel strength (Peel) of polymeric encapsulants such as EVA to the glass substrates of PV modules is an important factor that can affect delamination [36] , [38] . The test laminates were used for the 90 • peel strength measurement between EVA and glass as a function of aging time because this test could not be performed on entire modules. With dynamic mechanical analysis (DMA), the elastic modulus (Modu) can be measured as a function of temperature, which gives information about the material stiffness and thermal transitions like glass transition, melting or softening of the material. The storage modulus is related to stiffness and the loss of modulus to damping and energy dissipation. A significant change in the modulus could cause delamination, an inability to catch mismatches in the thermal expansion, and cracking of the cell or wiring [39] , [40] . The glass transition temperature (T g ) is often measured by differential scanning calorimetry (DSC), but the DMA technique is more sensitive and yields more easily interpreted data [41] . T g of polymers may increase with increased cross-linking [42] . Moisture ingress can occur along the edges (either along interfaces or though the edge seal/encapsulant) or through the backsheet material. High moisture transfer rates in a PV module may result in more water available for corrosion which could result in higher corrosion rates and decreased module performance [43] - [45] . WVTR experiment was performed to construct weight gain profiles due to moisture ingress of backsheets when stored at 40 • C/90% relative humidity. DSC is a thermal analysis technique which measures the temperature and heat flow associated with transitions in materials as a function of temperature and time. Such measurements provide quantitative and qualitative information about physical and chemical changes that include endothermic/exothermic processes or changes in heat capacity and the degree of crystallinity.
2) MECHANISTIC RESPONSES
The thermal properties of the encapsulation materials were investigated by thermo gravimetric analysis (TGA). The mass decrease of the sample was monitored during the heating process in dependence of the temperature. The decomposition of EVA as evidenced by the loss of acetate side groups can be detected. Hydrolysis of acetate side groups in EVA results in generated acetic acid (Hac) that can accelerate the corrosion of electrical interconnects and attack the transparency coating of the cells, resulting in the eventual reduction in module performance [46] . The concentration of free acetic acid was evaluated by pyrolysis GC-MS on EVA encapsulant samples harvested from full sized PV modules (Figure 2(a) ). [48] of the sample was monitored during the heating process in dependence of the temperature. The decomposition of EVA and the appearance of acetic acid can be detected. Hydrolysis of vinyl-acetate monomers in EVA results in the generation of acetic acid [49] . (b): As the exposure time increases, the acetate C=O (1735 cm −1 ) peak decreases continuously, whereas the aldehyde/ketone C=O (1716 cm −1 ) and O-H (near 3400 cm −1 ) peaks increase. This results from decomposition of vinyl acetate in the EVA and the formation of aldehydes, ketones and alcohols [50] . Ester ether C-O-C /overall CH absorbance ratios were calculated to measure the relative acetate content [47] .
The molecular level characterization of materials was investigated by Fourier transform infrared (FTIR) spectroscopy in attenuated total reflection mode (ATR). As the exposure time increases, the acetate C=O (1735 cm −1 ) peak decreases continuously, whereas the aldehyde/ketone C=O (1716 cm −1 ) and O-H (near 3400 cm −1 ) peaks increase. This indicates decomposition of vinyl acetate in the EVA and the formation of aldehydes, ketones and alcohols during this process (IREVA). The IR2 variable was determined by the ratio 1242 cm −1 /2850 cm −1 , ester ether C-O-C /overall CH absorbance to measure the relative acetate content (Figure 2(b) ) [47] .
Backsheets are one of the most important module packaging components, which provide electrical insulation, environmental protection and structural support. Failure (embrittlement) of poly(ethylene terephthalate) (PET) film (a layer within the FPE backsheet) occurs when more than 0.55% of the film has hydrolyzed. The peak at 3373 cm −1 refers to a stretching vibration of hydroxyl groups which is related to hydrolysis (IRBS1). The changes in the stretching vibration region of methylene group (CH 2 ) at 2927 cm −1 are attributed to chain scission due to hydrolysis (IRBS2) (Figure 3 ) [51] , [52] . FIGURE 3. An IR peak at 3373 cm −1 refers to a stretching vibration of hydroxyl groups which are related to hydrolysis [51] . The changes in the stretching vibration region of methylene group (CH 2 ) at 2927 cm −1 are attributed to chain scission due to hydrolysis [52] .
E. MEASUREMENT UNCERTAINTIES
The system level measurements (Pmax, FF, WetIns) were conducted by a PV test lab in compliance with IEC 61215 Certification Body Test Laboratory. The uncertainties of these measurements depends on the accuracy of the measuring procedures. The uncertainty of the TGA determination is a few tenths of a percent. This practical limitation comes from a number of error sources: sample inhomogeneity, adsorption or desorption of moisture during sample preparation and uncertainty in the TGA baseline. WVTR uncertainty depends on the accuracy of measurement procedures and sample morphology. Balance sensitivity, recording time, dryness of anhydrous calcium chloride and uniformity of thickness and flatness of the sample specimens can affect the results. The major uncertainty of acetic acid measurement (Hac) was from the sampling procedure. The volatile acetic acid evaporates rapidly out of the sample at room temperature; as some amount of the molecule escapes during the sample collection and processing, this increases the measurement uncertainty. Calibration of the DSC instrument has a significant impact VOLUME 1, 2013 on uncertainty. In order to define the temperature scale and to fix the ordinate so it refers to known heat flow rates, it is necessary to calibrate with certified materials in the range of interest. The major contributor to the uncertainty in the peel strength (Peel) measurements is due to sample coupon uniformity. The sample coupons went through the same lamination process as the modules; however, their down-sizing produced mechanical stresses resulting from material thermal expansion, which may reduce uniformity of interlayer adhesion and affect the peel test results [53] . ATR-FTIR spectra measurements (IREVA, IR2, IRBS1 and IRBS2) can exhibit shifts in peak position and/or distortion of absorption band shapes when compared with transmission measurements. The use of ratios of integrated absorption bands has been shown to be an appropriate strategy for making quantitative comparisons [47] . The uncertainty of modulus and T g measurements may be from the uniformity of the curing degree of EVA since the viscoelastic behavior is largely dependent on the degree of cross-linking of EVA [54] . The rank order measurement uncertainties were used as part of domain knowledge for initial variable selection.
III. L&DS ANALYTICS APPLIED TO THE PVM L&DS: METHODS
The statistical analysis was performed using R and Rstudio, an open source software for statistical analysis [55] . The open source nature of the data analysis and model development allows for reproducible open data science.
A. STATISTICAL AND DOMAIN ANALYTICS: L&DS ANALYTICS
A PVM L&DS model can provide knowledge of rank ordered degradation modes for different climatic zones and stress conditions, which can highlight modes contributing to performance and lifetime for a particular use condition. A statistically valid approach is necessary for the development of a reliable PVM L&DS model for reasonable lifetime prediction.
Structural equation modeling (SEM) allows for confirmatory and exploratory modeling and facilitates the generation of a system of equations describing the relationships between variables in a model. The statistical analysis for a PVM L&DS model requires many measurements or a large sample size if the number of candidate predictors is large, [56] - [58] . In addition, the standard SEM software typically only fits a system of linear equations, and a completely domain-independent SEM model selection by a χ 2 -type measure may be misleading [57] . Thus, our approach is a domain semi-supervised ''generalized system equation modeling'' (semi-gSEM ), which can allow nonlinear relationship among variables. The semi-gSEM approach has the following 4 steps (Figure 4 2) path directions and the best fit functional relations between each pair of the components (or variables) are determined from a set of linear and nonlinear functions, which includes functions with change points to allow changes in the degradation rates; 3) the resulting overall system with detailed paths and fitted relationships is examined again by statistical diagnostics; 4) if an update is signaled from step 3, ''offending'' parts in step 2 will be refit and then step 3 repeated until there is no such need.
Statistically significant relationships (SSRs) are used to analyze different degradation modes, responses and pathways under the influence of contrasting stressors. Metrics such as Akaike information criterion (AIC) [57] , R 2 [59] , [60] , adjusted R 2 , or predictive R 2 and P-values [59] , [60] should be used together to gauge the strength of derived relationships between variables and ultimately their impact on degradation and performance loss. The set of candidate functions mentioned in Step 2 will be chosen based on domain knowledge from physics and chemistry and checked with exploratory data analysis in statistics. Since we use domain knowledge to set a preliminary set of variables and decide the parametric functional relations for consideration, there will not be an issue of overfitting or inconsistency in some nonparametric maximum likelihood estimation procedures. After statistical analysis is performed, then domain knowledge is used to validate and understand the correlations and results. Observations can be framed in terms of known mechanisms and pathways as well as a particular system response. SEM allows for random, measurement, systematic and method errors to be incorporated into the model removing particular bias from the resulting model [61] . Domain knowledge can be used to identify the probable active and quiescent pathways. Different pathways can be activated by different stressors or stress levels and need to be incorporated into the PVM L&DS model. Figure 5 shows some example PV module degradation pathways which are based on observations from both real-world and accelerated exposed modules [25] , [26] , [34] , [62] - [66] . When module failure modes can be attributed to processes that are only activated under accelerated exposure conditions or accelerated exposure conditions are chosen that fail to activate pathways observed in real-world exposed modules, it signals inappropriate testing conditions that provide little insight on module performance in the real world. To assess which exposure conditions recreate sensible real-world module degradation world module degradation modes for the prediction of PV module performance, the deciding factor will be which degradation pathways are activated by the chosen stress levels using the R(S) framework and L&DS [22] .
The iterative nature of the PVM L&DS model allows for continuous refinement as more knowledge is gained through accelerated exposure studies, fielded module studies from real-world exposures and new technology insertion. The correlations and predictions will become stronger over time; therefore producing a predictive, statistically significant prognostic model. Proper documentation of the limitations and scope of a predictive model is important to ensure that a model is providing useful information on the projected lifetime of the system under observation [67] . In addition, this PVM L&DS model contributes to reproducible open data science.
B. DATA CLEANING AND MUNGING
The data requires tidying before it can be subjected to analysis. This data preprocessing is important in any data analysis. Here, it entails arranging the data into a predefined data structure that features approximately coincident observations on equivalent systems described in terms of multiple variables. Once arranged in this way, exploratory data analysis is used to search for inconsistencies and decide a preliminary set of variables that are to be statistically examined using Principle 1 or 2 below for their inclusion as important system components. Care must be taken to appropriately handle outliers and missing data so that they do not interfere with the analysis. In this specific case, missing values were re-measured on retained samples and variables where significant outliers representing measurement or recording error were found were omitted from the analysis.
Prior to incorporating variables into the analysis, contributions to the uncertainty of the values by both sample and measurement variability is quantified and related back to domain knowledge. This assists in cases where choices must be made between variables, as it is best to include variables with lower uncertainty. Additionally, the Time variable should be renormalized to a similar scale as the measurements, to avoid numerical and computational error issues due to mismatch in the magnitude of the numbers. This data preprocessing experience will be extremely useful in developing study protocols in the future.
C. MAP TO DOMAIN KNOWLEDGE
The models relating each variable to Time must be checked via domain knowledge for consistency to the phenomena being measured. Chemical and physical processes are typically linear and exponential, so if a polynomial model is found to provide the best fit, it could indicate that there are change points signaling the influence of combined effects, such as an acceleration in the degradation rate. Additionally, phenomena anticipated to be exponential could appear linear if test conditions are not aggressive enough to elicit sufficient response over the total measurement time. Every Domain analytics from literature and observed experience are then applied to the models to identify all the degradation modes and pathways and to determine whether degradation is occurring in a simultaneous or sequential fashion with saturation, accumulation or runaway genesis of degradation products. Domain knowledge is necessary in generating a comprehensive L&DS framework.
D. VARIABLE IDENTIFICATION
In a typical data analysis problem, there are candidate predictors and response variables. Often, some predictors have little or no further influence on the response variable given the presence of other predictors. The procedure to identify those predictors or to select the ''best'' subset of the predictors, such that the statistical model based on this subset of predictors is comparative to the full model based on all the predictors, is called variable selection. In this analysis, there are a small number of observations and a large selection of variables. Due to the limited data, domain knowledge has been used to aid the selection of a subset of predictors to construct the SSR models.
E. VARIABLE TRANSFORMATIONS AND FUNCTIONAL FORMS
In cases where the scales of the values are magnitudes apart, a transformation of one or both of the variables may be necessary to avoid numerical computational errors such as significant digit cancellation. Care must be taken that variable transformations are consistent for all explored variable relationships, so that the results of statistical analysis remain comparable. This is desirable for the purposes of testing the strength of the proposed relationship, in terms of how closely the observed measurements correspond to the physical phenomena indicated theoretically by domain knowledge. In order to evaluate this, the data values are fit to known functional forms chosen based on exploratory data analysis and domain knowledge of chemistry and physics. The functional forms considered for the variable fits were constrained to linear, quadratic, simple quadratic, exponential, logarithmic, nonlinear least squares (nls) [68] and change point with 
Variable Fits Functional Form
Simple Linear (A)
simple linear functional forms on either side of the change point (Table 1) . A combination of the R 2 , adjusted-R 2 , and predictive R 2 value are used to evaluate each model for its goodness-of-fit and determine if a model is appropriate for describing the data in a way that supports the underlying theory.
F. PRINCIPLES OF VARIABLE SELECTION AND RANKING
The number of variables considered in the statistical analysis should not be bigger than n−2, where n represents the number of observations. In this case n = 8 observations, meaning at most six variables from the set of unit experiments and Time can be included in the SSR pathway models; therefore, variables to be included in the model determination must be chosen on the basis of measurement confidence and domain knowledge-based expectation of significance to the overall model. The objective for this L&DS analytics development is to determine a methodology to find reasonable predictive pathway models instead of a complete causal diagram. Ideally, the PVM L&DS model will include an overall, complete causal diagram or relationship network that links all possible relationships from covariates (denoted by x = (x 1 , . . . , x p )) to the response variable (denoted by y) and among these covariates. The overall optimal model requires an optimization of all possible models, for which there is not a uniformly optimal procedure [57] , [58] . Therefore, an iterative approach is used for our SSR Identification Procedure: 1) Find the first level relationships from x to y, using Principle 1, or 2 below, statistically. 2) For each significant x included in Step 1, treat it as new variable y, and the remaining x's as new x's and then repeat Step 1 on new x and new y. 3) In the process of Step 1 and Step 2, we remove or investigate any estimated relationship that is inconsistent to domain knowledge, even if it is significant based on data.
The two different principles, for variable selection and ranking of the variables' contributions to the system level change, may lead to the same or different SSRs and pathway diagram models. Regardless which principle or pathway, the resulting relationship described by any of the two principles should be whatever the true relationship supported by evidence/data/science is and may not necessarily be linear. Principle 1 determines the univariate relationships in the spirit of the Markovian process [59] , [60] . In this case, the relationship between each pair of system elements, including predictors and the system level response is determined with the Markovian property that assumes the value of the current predictor is sufficient in relating to the nextlevel variable, i.e., the relationship is independent of the specific value of the preceding-level variable to the current predictor, given the current value. The variable importance now can be measured again by the R 2 , adjusted R 2 or a predictive R 2 no matter whether the relationship is linear or not. In the resulting relationship, at least one P-value for the resulting coefficients should be small. A P-value less than 0.05 usually signals a significant contribution from the resulting model. However, sometimes, for a predictive purpose, the coefficients with P-values up to 0.1 or 0.15 may be included. Typically, the smaller the Pvalue, the stronger the significance of this variable, inside the current model, is. Thus, a good system should be evaluated based on R 2 , adjusted R 2 , or a predictive R 2 together with an examination of P-values, and ideally in addition, with some statistical diagnostic plots.
Principle 2 resembles the multiple regression principle in the way multiple predictors are considered simultaneously. Specifically, the first-level predictors to the system level variable, such as, Time and unit level variables, acted on the system level variable collectively by an additive model (Equation 2):
where f i 's are appropriate (parametric) function fits. In this case, a generalized multiple R 2 can be computed to indicate the overall strength of these variables in modeling a system level variable. In linear SEM, f i 's are linear in terms of unknown parameters. This collective additive model can be found with a generalized stepwise variable selection [69] (using the step() function in R, which performs variable selection on the basis of AIC [55] ) and this proceeds iteratively as described above. The ranking of variables within each collective additive model can be based on P-values if the linear regression in Equation 2 is valid. If the relationship is not linear, the overall comparison/rank cannot be developed unless the paths are independently interpreted though they were obtained collectively using Principle 2. In this case, the ranking is then equivalent to that under Principle 1.
IV. L&DS ANALYTICS: RESULTS
Two unexposed modules were initially disassembled and unit level variable measurements taken for a shared baseline between the damp heat and UV exposures. Two additional modules were disassembled at each 1000 hour interval (up to 4000 hours for the damp heat exposure and 3000 hours for the UV exposure) for measurements of the unit level variables. Though the system level variables (Pmax, FF, WetIns) were measured more frequently than 1000 hour intervals, they share only these time points with the unit level variable measurements. These coincident observations allow comparison between measurements of different variables from identical modules. The number of measurements at each time point for each variable is not consistent. Some variables were measured multiple times (2-6) per disassembled module at each time point, while others were only measured once. Additionally, individual measurements at identical time points between different variables are only comparable to one another on the basis of their sample origin (which module they came from), and do not correspond directly to one another even if the number of measurements is identical. Therefore, in the event of multiple measurements of a single variable from a single module at a single time point, the measurements were averaged to a single value to enable a system wide comparison.
Variables differ slightly in regards to how the results of the measurements are interpreted into discrete values. The results of Pmax, FF, WetIns, WVTR, Hac, Peel and T g gave a single value which can be used without modification. The test results of IREVA, IR2, IRBS1 and IRBS2 are spectra, which are interpreted into specific meaningful ratios of integrated absorption bands to provide singular values. The TGA test provides a curve of sample weight vs temperature, a portion of which (characterized by changes in the slope of the curve) corresponds to losses of specific polymer side groups. The total weight lost over this interval corresponds to the amount of the side groups present in the polymer, which functions as a single discrete value for each TGA curve. The DSC test provides a curve describing the change of heat flow into a sample over a scanned temperature range. Changes in the heat flow correspond to changes in the degree of crystallinity present in the sample. The degree of crystallinity can be quantified, which functions as a single discrete value for each DSC curve. Dynamic mechanical analysis (Modu) results in a curve describing changes in material modulus over a scanned temperature range. A single temperature was chosen (71.363 • C) , and the modulus at that point used to describe each dynamic mechanical analysis curve as a single discrete value.
Four pairs of two coincident observations were used in the SSR development: for 0-3000 hrs, with data from two modules at each time point for a total of sixteen data points for each variable for both damp heat and UV experiments. There were a total of fourteen modules for both of the experiments because the baseline data shares the same module origins for both experiments. To build a system wide pathway at each level, statistically only six variables can be used in the model development because there are only eight coincident observations. These six variables must include Time because the Time variable is being used as a proxy for exposure since stress intensity is constant and therefore net stress scales with time.
To overcome the limitations of the eight coincident observations, both exploratory data analysis (based on pairwise plots of all variables) and domain knowledge were then used to identify system and unit level variables and differentiate the unit level variables to mechanistic or performance variables. The model development was performed for two of the system level variables (Pmax, FF). Domain knowledge was also used to determine if unit level variables were related to the same degradation modes. The data for each of the variables was investigated to determine if the data was sensible and to determine the impact of the measurement uncertainty and sample variability on the variable data. However, once the system wide pathway is set, the individual relationship between a pair of variables is built based on all the available points, ensuring a more reliable relationship.
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The functional forms considered for the variables were constrained to linear, quadratic, simple quadratic, exponential, logarithmic and change, nonlinear least squares (nls) and change point with simple linear functional forms on either side of the change point. The specific change point in the change point fits was determined using the damp heat Pmax variable related to Time. This was not done with UV because there was not enough of a change in the slope for the UV experiment. For the variable transformations, the linear change point was determined to be at 1890 hrs or 2.6 months, which gave the highest R 2 value for the transformation of Pmax with damp heat exposure ( Figure 6 ). This set of candidate models is chosen based on exploratory data analysis and domain knowledge. 
A. RANK ORDER OF UNCERTAINTIES
The rank order of the measurement accuracy of each variable is useful for selecting variables to include in the model selection process, but this was not directly done in the current analysis. Rather, the rank order of measurement uncertainties was used when applying domain knowledge to decide which variables should be used in the models as the initial number of variables was limited due to the limited number of sets of coincident observations.
B. VARIABLES
For both damp heat and UV, the system level responses were Pmax, FF, and WetIns. The unit level predictors considered for damp heat were Peel, Hac, TGA, Modu, T g , DSC, IREVA, IRBS1, IRBS2, and IR2. In addition to all the unit level predictors considered for damp heat, the unit level predictors considered for UV also included WVTR. After limiting this initially considered pool of variables based upon domain knowledge and measurement confidence, the variables included in the model selection process were Pmax or FF, Hac or TGA, IREVA or IR2, IRBS1 or IRBS2 and Time. For each variable involved in a specific model representing a combination of variables with an associated test condition, there were eight observations.
C. DATA STRUCTURES
The data structures for damp heat and UV were very similar except there was an additional unit level predictor considered for UV, WVTR. For both system and unit level variables, there were eight measurements for each variable at time points ranging from 0 to 3000 hours. The measurements were observed at 0, 1000, 2000 and 3000 hours and there were two measurements at each time point.
D. STATISTICALLY SIGNIFICANT RELATIONSHIPS (SSRs)
Principle 1 was used to find SSRs between combinations of variables under both damp heat and UV exposure conditions. The specific case of the relationships between the variables Time, Hac, IR2 and IRBS1 and Pmax are shown in Figure 7 and Figure 8 . The results are markedly different between the two exposure conditions, which indicates differences in the active degradation mechanisms within the systems under the influence of different stressors. Relationships with an adjusted R 2 value below 0.2 were omitted from the SSR models. The boxes around each relationship in the figures show four varying degrees of border thickness based on the strength of the R 2 value where R1 has the thinnest border (0.2-0.5), R2 (0.5-0.7), R3 (0.7-0.9) and R4 the thickest (≥ 0.9). P-values correspond to the significance of the parameters in the model. for example, in an exponential model: f (x) = a 1 (1 − e a 2 (x−a 3 ) ), the P-values are for the significance of H i : a i = 0 vs. H i = a i = 0, for i = 1, 2, 3, respectively.
1) DAMP HEAT AND UV SSRs
The damp heat exposure showed a strong change in Pmax with Time (Figure 9(a) ), while the UV exposure did not show a significant change in the Pmax values (Figure 9(b) ). The damp heat exposure results show very strong R 2 values for many of the ''best'' fitting models using Principle 1. The model with the most SSRs was using Time, Hac, IR2 and IRBS1 for the system response of Pmax (Figure 7) . The UV exposure condition results show mediocre R 2 values for many of the ''best fitting'' models. The model with the most SSRs was using Time, Hac, IR2 and IRBS1 for the system response of Pmax (Figure 8 ).
V. DISCUSSION
A. METHOD Domain-semi-supervised gSEM procedure used Principle 1 and 2 to quantitatively evaluate the SSRs between variables to elucidate the information content of the different unit variables on a system variable. The semi-gSEM allowed for functional forms that were determined through domain analytics to be used as variable fits. A resulting generalized system of equations will result from further iterations of the semi-gSEM procedure that will be used for the predictive PVM L&DS model. 392 VOLUME 1, 2013 FIGURE 7. Model generated with the most relationships shown for Principle 1 for the damp heat exposure for the system response of Pmax using the unit variables of Hac, IR2 and IRBS1 shows 13 relationships. Information on each relationship is described in the box. The information contained is functional form, number of observations, R 2 , adjusted R 2 , P-value 1, P-value 2 and P-value 3, respectively. The strength of the SSR is summarized by the line width of the SSR border based on the R 2 value to aide visualization (below 0.2 not shown, R1 has the thinnest border (0.2-0.5), R2 (0.5-0.7), R3 (0.7-0.9) and R4 the thickest (≥ 0.
9)). The functional forms are designated as A (simple linear), B (quadratic), C (simple quadratic), D (exponential), E (logarithmic), F (linear change point), G (nonlinearizable exponential-up) and H (nonlinearizable exponential-down).

FIGURE 8.
Model generated with the most relationships shown for Principle 1 for the UV exposure for the system response of Pmax using the unit variables of Hac, IR2 and IRBS1 shows 10 relationships. Information on each relationship is described in the box. The information contained is functional form, number of observations, R 2 , adjusted R 2 , P-value 1, P-value 2 and P-value 3, respectively. The strength of the SSR is summarized by the line width of the SSR border based on the R 2 value to aide visualization (below 0.2 not shown, R1 has the thinnest border (0.2-0.5), R2 (0.5-0.7), R3 (0.7-0.9) and R4 the thickest (≥ 0.9)). The functional forms are designated as A (simple linear), B (quadratic), C (simple quadratic), D (exponential), E (logarithmic), F (linear change point), G (nonlinearizable exponential-up) and H (nonlinearizable exponential-down).
B. INFORMED EXPOSURE AND EVALUATION PROTOCOLS
In order for accurate statistical analysis to be performed, accelerated and real-world experiments need to be structured to give a significant number of coincident observations or at least approximately coincident or comparable observations. In order for these types of tests to be worthwhile and provide VOLUME 1, 2013 FIGURE 9. (a): Pmax data for the damp heat experiment (b): Pmax data for the UV experiment [28] . Each circle describes a measurement on a module. The Pmax was measured for each of the modules at each time point.
the highest information content for the PVM L&DS analytics, the experiments need to be strategically constructed and executed. The data used in this analysis were averaged; however, it is more robust to use all the data available even for the system level model building. Therefore, further iterations and development of the statistical analysis for the PVM L&DS model will use all possible data points for a more statistically accurate model development.
Important information content can be extracted from this data set about accelerated exposure design for a statistically relevant data set. It is necessary to have a large enough sampling at time points throughout the experiment. In the case of this data set, having time points at every 300 hours would allow for a more comprehensive model to fit the data. In addition change points can be more easily elucidated when data is collected at more time points early on in the experiment because the change between the linear and exponential responses can be more clearly seen.
1) VARIABLES AND COINCIDENT OBSERVATIONS
As mentioned previously, the number of coincident observations of each experiment is very important in order to be able to understand SSRs and to model all the variables. The number of coincident observations needs to be large enough to not limit the model development. This allows for the relationships between the system level responses and the unit experiments to be elucidated. In the case of data analyzed here, the number of observations was small which necessitated the use of domain knowledge to determine which variables should be used in the initial modeling of SSRs; therefore, a completely data driven approach was not possible to explore the data.
Samples should be measured more than once at single time points in order to gain an understanding of the sample variability and standard deviation. Characterizing the sample variability of each type of measurement allows the actual degradation trends to be elucidated so that the model will not be based on noise or possible outliers due to an instrument, measurement or manufacturing error.
Structuring evaluations so that there are multiple experiments showing a single degradation mode or several measurements along a degradation pathway (precursors, reactants, byproducts, products) can provide additional information about the degradation pathway and its relationship to other variables. More than one experiment was performed in order to understand mechanistic responses such as the experiments to determine acetic acid production. For acetic acid production several different variables were measured which can be used to elucidate information about the degradation pathway that yields acetic acid. Variables that measure the exact same product of the degradation pathway cannot be included in the same model without resulting in collinearity of the model, but they can be interchanged in the model development. This also allows variables with the least measurement and sample uncertainty to be included for the best model development.
Some variables will have no significant relationship to the system level response because the degradation response of that material or component does not directly affect the system level response, it is a very minor contributor or the degradation of that material was not enough to cause a change. Some variables are highly correlated with others, and hence are redundant variables in an analysis under Principle 2. This is an especially important phenomenon to be aware of, which may be highlighted in the differences observed between models developed from systems under different exposure conditions such as the UV exposure.
2) UNBIASED ANALYSIS
It is necessary to do the analysis with a standard set of variables so that the statistical model development is not prebiased. For these results, the number of variables was more than the n − 2 number of degrees of freedom making it necessary to choose between the variables for analysis using 394 VOLUME 1, 2013 domain knowledge. A study can be structured in a way that the number of unknown parameters or coefficients is large compared to the number of variables so that all the variables can be included in model development and investigated to determine statistically significant relationships among the variables. A study can either increase the time or the time points over which data is collected (e.g., every 300 hours instead of 1000 hours, or go to 7200 hours instead of 4000 hours), can increase the sample size (e.g., four samples at each time point instead of two), or do both of these things to increase the quality of statistics for model development. In the case of this analysis, the small data set constrains the model development to considering variables pre-chosen with domain knowledge prior to the statistical analysis.
C. L&DS 1) STATISTICAL ANALYSIS GUIDED BY DOMAIN KNOWLEDGE
Domain knowledge was used to reduce the number of variables to be incorporated into the SSR and pathway diagram. Due to the number of coincident observations in the data set (8) , at most six variables could be included into the SSR and pathway diagram. Measurement uncertainty in the data and sample variation, in combination with domain knowledge, can be used to determine whether a particular measurement might be a better candidate for inclusion. All relationships found to be statistically significant are also checked against domain knowledge, and are only to be included in the final model if they correspond to known mechanistic responses. This allows for all possible relationships to be identified, while removing those that are not expected to be beneficial to the predictive capacity of the final system of equations.
2) VARIABLES REMOVED FROM MODEL DEVELOPMENT WITH DOMAIN KNOWLEDGE
The final set of unit level variables retained for the model development procedure were all mechanistic in nature, which reflects the desire to discover specific characterizable degradation pathways within the system. Non-mechanistic measurements could still conceivably be useful as a proxy for suspected mechanisms contained within them, but in the case of these experiments, the following variables were considered suspicious with regards to their information content. Peel was excluded from the analysis on the basis of relatedness to the system under observation. The measurements were prevented from being coincident observations because the variable was measured on test laminates instead of the modules themselves. This introduced major uncertainties into the measurements, due to the non-optimized laminating conditions for the comparatively smaller test coupons. WVTR was excluded from the analysis due to missing measurement values. It was impossible to measure the WVTR of the module backsheets for modules exposed to damp heat conditions past the 2000 hour mark, where the components were too brittle to be harvested. Modu, T g and DSC results were all excluded from the analysis because they all indicate complex phenomenon which are difficult to attribute to a single mechanism of action. This, combined with some uncertainty in interpretation of the raw data values, made these variables very unlikely to add any predictive capacity to a final model. The two system level variables retained for the model development procedure were FF and Pmax. WetIns was not included as a system level variable in the analysis, due to prominent outliers in the data, which could not be removed without reducing the number of observations below acceptable limits.
3) MODEL DEVELOPMENT
In this analysis, the data was fitted with six functional forms corresponding to known mechanistic responses. For the purposes of investigating the presence of change point effects corresponding to damage accumulation, one of these functional forms includes a change point with two simple linear functional forms on either side. In the future a more appropriate fit will be performed for the PVM L&DS model with a larger number of observations. Typical chemical and physical processes are either linear or exponential responses. Quadratic responses aren't a commonly characteristic of these processes. Therefore, if a variable transformation appears to be quadratic, it can be an indication of a change point in a process.
In accordance to Principle 1, the best fitting models for relationships between variables were chosen from these six functional forms, and the variables' impacts on other variables were ranked based on the R 2 of the corresponding best functional fit. This is an appropriate and reasonable method because the ranking is constrained to a class of functional fits. The R 2 is based on the fit so if the fit is poor or over fitted this could be reason to question the model.
The averaging of the values to meet the requirement of coincident observations reduces the information contained in the data, but in order to develop a statistically significant model this was required for the unit level experiments, where uneven numbers of multiple measurements on identical samples at identical time points prevented individual measurements from being directly comparable to one another. This was not the case for the measurements' comparability to Time, where there was a direct correspondence between each measurement and the time point at which it was taken. Here all the available data points could be used without averaging, creating a larger number of observations upon which to base the model fitting of the six functional forms.
It is important to note, however, that the Markovian nature of the modeling of these univariate relationships ignores the simultaneous impact of other variables, and treats the relationship as occurring solely between the two variables in question [59] , [60] . This is a major source of weakness in a technique for investigating the combined influence of multiple simultaneous and sequential degradation mechanisms, and will be addressed in future iterations. Principle 2 does not have the weakness of ignoring the simultaneous impact of the other variables; however, currently, most available packages assume all relationships to be linear, which is not necessarily the case. Figure 7 and Figure 10 have the same variables, but are two models with different R 2 values because Principle 2 model shows the interaction of the entire system. Principle 1 makes sense at an individual level because of the nature of the single stress exposures in this experiment. The multifactor nature of the real world with interactive degradation pathways is more accurately explored by using Principle 2 ( Figure 10 ).
4) STRESS CONDITIONS
The models using Principle 1 show interesting contrasting sets of relationships between the variables under two different environmental stress conditions. The damp heat stress condition showed a very significant change in Pmax during the exposure, which was not present in the UV exposure (Figure 9 (a) and Figure 9(b) ). It is important for a stress condition to be strong enough to produce a meaningful response. The relationships found in the UV exposure might not be as meaningful as those for damp heat because there was very little change in the responses, which could be attributable to the measurement uncertainty. For the UV exposure, there was no evidence that FF had other statistically significant relationships except to Time (Figure 12 ) compared to the relationships seen in the FF for the damp heat exposure (Figure 11 ). These relationships still may be present in a larger data set that includes more information about sample variability and measurement uncertainties. The stress conditions need to induce degradation in the system response in order to increase confidence in the SSRs and model development. The model development for Figure 11 showed the relationship from IR2 to Hac to have a reasonable R 2 value for the fit, but all the P-values were very high. The step() function was applied to this relationship and the quadratic relationship became a simple quadratic form with a reasonable R 2 and P-values.
5) EVALUATIONS
It is possible to have a very comprehensive experiment, but to perform evaluations on modules that do not provide maximal information content. Figure 8 and Figure 13 show different relationships indicated between variables that are intended to measure the same mechanism of the decomposition of vinyl acetate in EVA and backsheet degradation. IR2 and IREVA are two measurements of the EVA response that may not be a major contributor in a UV only exposure ( Figure 12) ; however, it may be that the stress condition was not strong enough to induce a significant response. In the case of the system responses, Pmax shows more relationships for this data set than FF; therefore, the possibility that Pmax might be a better measurement of overall system degradation than FF is evidenced in this small data set.
6) EVA DEGRADATION MECHANISMS
The variables that indicate EVA degradation mechanisms are Hac or TGA and IR2 or IREVA. The variables were interchanged during the SSR pathway model development because the semi-gSEM procedure does not support two variables measuring the exact same response due to the risk of collinearity. Hac (Figure 7) showed the same number of SSRs as TGA (Figure 14 ) however there was a higher R 2 for the relationship between Hac and IRBS1 than between TGA and IRBS1, while TGA had a slightly higher R 2 value with IR2 than Hac and IR2. This indicates that Hac may have slightly more information content than TGA as a metric of investigating EVA degradation mechanisms. The initial model development for Figure 15 showed the relationship from IRBS1 to TGA to have a quadratic functional form with a good R 2 value (0.85); however, all the P-values were high which indicated that the functional form fit might not be optimal. The step() function was implemented again on that relationship (Step 4) and the functional form of a simple quadratic with a reasonable R 2 (0.52) had at least one low P-value, which suggests that this is a better fit to the data.
In the case of the damp heat exposure and Pmax, IR2 showed more SSRs with higher R 2 values (Figure 7 ) than the model using IREVA for all combinations of Hac, TGA, IRBS1 and IRBS2 (Figure 15 ), which indicates for these experiments that IR2 has more information content than IREVA as an indication of the EVA degradation within a module. This is also true in the case of the UV experiments and the system response of Pmax. The IREVA values were calculated with the ratio of 1242 cm −1 /2850 cm −1 , ester ether C-O-C/overall CH absorbance ratios. These are relatively strong sharp peaks and the area is easily calculated for each of these peaks. In contrast, the IREVA values were calculated based on the broad OH peak between 3500 and 3300 cm −1 . There is measurement uncertainty introduced when measuring the area of this peak due to the broad shape and low intensity.
7) BACKSHEET DEGRADATION MECHANISMS
The variables for backsheet degradation (IRBS1 and IRBS2) were interchanged in the model development. In the UV experiments and Pmax, IRBS2 showed more SSRs with higher R 2 values than for the variable IRBS1 for each possible combination of the EVA degradation mechanism variables ( Figure 13 and Figure 16 ). In the damp heat exposure, IRBS2 showed more SSRs with higher or very similar R 2 values to models with IRBS1. This indicates that IRBS2 might be a better indicator of backsheet degradation in UV induced degradation compared to IRBS1, where as in damp heat they have similar information content.
8) PERFORMANCE VARIABLES
If there had been more coincident observations, the performance variables could have been included into the model development. The performance variables could be used as confirmatory for mechanistic variables in model development. Due to the low number of coincident observations, only mechanistic type variables were included. 396 VOLUME 1, 2013 FIGURE 10. Model generated with the most relationships shown for Principle 2 for the damp heat exposure for the system response of Pmax using the unit variables of Hac, IR2 and IRBS1 shows 10 relationships. The strength of the SSR is summarized by the line width of the SSR border based on the R 2 value to aide visualization (below 0.2 not shown, R1 has the thinnest border (0.2-0.5), R2 (0.5-0.7), R3 (0.7-0.9) and R4 the thickest (≥ 0.9)). The top line in each of the relationship boxes describe the variable as a function of the other variables in the relationship. n is the number of observations, r2 is the R 2 value, ar2 is the adjusted R 2 and p is the P-values.
FIGURE 11.
Model generated with the most relationships shown for Principle 1 for the damp heat exposure for the system response of FF using the unit variables of Hac, IR2 and IRBS1 shows 13 relationships. Information on each relationship is described in the box. The information contained is functional form, number of observations, R 2 , adjusted R 2 , P-value 1, P-value 2 and P-value 3, respectively. The strength of the SSR is summarized by the line width of the SSR border based on the R 2 value to aide visualization (below 0.2 not shown, R1 has the thinnest border (0.2-0.5), R2 (0.5-0.7), R3 (0.7-0.9) and R4 the thickest (≥ 0.9)). The functional forms are designated as A (simple linear), B (quadratic), C (simple quadratic), D (exponential), E (logarithmic), F (linear change point), G (nonlinearizable exponential-up) and H (nonlinearizable exponential-down).
9) INSIGHTS INTO MODULE DEGRADATION
The damp heat exposure results show very strong R 2 values for many of the ''best'' fitting models using Principle 1, which indicates that the observed relationships are in potential agreement with theoretical underlying physical and chemical mechanisms ( Figure 7 ). When these relationships are evaluated with domain knowledge, they appear sensible. It is especially interesting to note the indicated strong sequential VOLUME 1, 2013 FIGURE 12. Model generated with the most relationships shown for Principle 1 for the UV exposure for the system response of FF using the unit variables of Hac, IR2 and IRBS1 shows only a relationship between Time and FF . Information on each relationship is described in the box. The information contained is functional form, number of observations, R 2 , adjusted R 2 , P-value 1, P-value 2 and P-value 3, respectively. The strength of the SSR is summarized by the line width of the SSR border based on the R 2 value to aide visualization (below 0.2 not shown, R1 has the thinnest border (0.2-0.5), R2 (0.5-0.7), R3 (0.7-0.9) and R4 the thickest (≥ 0.9)). The functional forms are designated as A (simple linear), B (quadratic), C (simple quadratic), D (exponential), E (logarithmic), F (linear change point), G (nonlinearizable exponential-up) and H (nonlinearizable exponential-down).
FIGURE 13.
Model generated with the most relationships shown for Principle 1 for the UV exposure for the system response of Pmax using the unit variables of Hac, IREVA and IRBS1 shows 7 relationships. Information on each relationship is described in the box. The information contained is functional form, number of observations, R 2 , adjusted R 2 , P-value 1, P-value 2 and P-value 3, respectively. The strength of the SSR is summarized by the line width of the SSR border based on the R 2 value to aide visualization (below 0.2 not shown, R1 has the thinnest border (0.2-0.5), R2 (0.5-0.7), R3 (0.7-0.9) and R4 the thickest (≥ 0.9)). The functional forms are designated as A (simple linear), B (quadratic), C (simple quadratic), D (exponential), E (logarithmic), F (linear change point), G (nonlinearizable exponential-up) and H (nonlinearizable exponential-down).
relationship from Time to IRBS1 to Hac to Pmax. This corresponds well to the degradation pathway of PET hydrolysis leading to increased moisture ingress, which can cause an increase in EVA hydrolysis and acetic acid formation, ultimately leading to cell interconnect corrosion and power loss in the module with a change point at 1890 hours.
FIGURE 14.
Model generated with Principle 1 for the damp heat exposure for the system response of Pmax using the unit variables of TGA, IR2 and IRBS1 shows 13 relationships. Information on each relationship is described in the box. The information contained is functional form, number of observations, R 2 , adjusted R 2 , P-value 1, P-value 2 and P-value 3, respectively. The strength of the SSR is summarized by the line width of the SSR border based on the R 2 value to aide visualization (below 0.2 not shown, R1 has the thinnest border (0.2-0.5), R2 (0.5-0.7), R3 (0.7-0.9) and R4 the thickest (≥ 0.9)). The functional forms are designated as A (simple linear), B (quadratic), C (simple quadratic), D (exponential), E (logarithmic), F (linear change point), G (nonlinearizable exponential-up) and H (nonlinearizable exponential-down).
FIGURE 15.
Model generated with Principle 1 for the damp heat exposure for the system response of Pmax using the unit variables of Hac, IREVA and IRBS1 shows 10 relationships. Information on each relationship is described in the box. The information contained is functional form, number of observations, R 2 , adjusted R 2 , P-value 1, P-value 2 and P-value 3, respectively. The strength of the SSR is summarized by the line width of the SSR border based on the R 2 value to aide visualization (below 0.2 not shown, R1 has the thinnest border (0.2-0.5), R2 (0.5-0.7), R3 (0.7-0.9) and R4 the thickest (≥ 0.9)). The functional forms are designated as A (simple linear), B (quadratic), C (simple quadratic), D (exponential), E (logarithmic), F (linear change point), G (nonlinearizable exponential-up) and H (nonlinearizable exponential-down).
The UV preconditioning exposure condition results show mediocre R 2 values for many of the ''best fitting'' models, which indicates that the observed relationships are in either poor agreement with theoretical underlying physics and chemistry mechanisms or the responses are flat, and not many degradation changes have occurred. Examining the nature of the response of Pmax through Time for these exposure conditions indicates that the latter is true, and the UV stress VOLUME 1, 2013 FIGURE 16. Model generated with Principle 1 for the UV exposure for the system response of Pmax using the unit variables of Hac, IREVA and IRBS2 shows 10 relationships. Information on each relationship is described in the box. The information contained is functional form, number of observations, R 2 , adjusted R 2 , P-value 1, P-value 2 and P-value 3, respectively. The strength of the SSR is summarized by the line width of the SSR border based on the R 2 value to aide visualization (below 0.2 not shown, R1 has the thinnest border (0.2-0.5), R2 (0.5-0.7), R3 (0.7-0.9) and R4 the thickest (≥ 0.9)). The functional forms are designated as A (simple linear), B (quadratic), C (simple quadratic), D (exponential), E (logarithmic), F (linear change point), G (nonlinearizable exponential-up) and H (nonlinearizable exponential-down). levels were not high enough to create a measurable change in responses (Figure 9(b) ). The relationships still seem sensible when evaluated with domain knowledge, and it is interesting to note the decreased role of backsheet hydrolysis in the model as indicated by a lack of SSRs connecting IRBS1 to the other variables (Figure 8 ).
VI. CONCLUSION
Although this particular data set is not big enough to make a complete prediction for 25-year lifetime guarantee of modules, it does provide the initial framework to develop a statistically valid methodology for structuring real-world and accelerated study protocols for efficient and relevant data collection. Experiments should be structured in order to provide the maximum amount of data for good statistics as well as efficient sampling. A large enough data set is required in order to gain a good statistical insight. It is beneficial to have more than one test that investigates the same degradation mode as in the case of acetic acid production. Having information on precursors, reactants and products, allows for a firmer understanding of that degradation mode within the system's performance metrics. Accelerated exposure protocols should be constructed such that there is sufficient degradation occurring so that measurements can feasibly measure significant degradation, but the accelerated exposure should also parallel real-world conditions in terms of the mechanisms at play. The activation of degradation modes by extremely harsh conditions needs to be noted so that true degradation modes can be characterized. The comprehensive PVM L&DS model needs to encompass all degradation pathways even those not activated under a particular experimental stress condition being studied. In order to understand the degradation modes, mechanisms and rates to accurately predict lifetime of PV modules, all degradation pathways need to be examined and information about these pathways elucidated and crosscorrelated.
The SSR pathway for Pmax under the damp heat exposure corresponds well to the degradation pathway of PET hydrolysis leading to increased moisture ingress, which can cause an increase in EVA hydrolysis and acetic acid formation, ultimately leading to cell interconnect corrosion and power loss in the module with a change point at 1890 hours. UV preconditioning exposure condition results show mediocre R 2 values for many of the ''best fitting' models'', which indicates that the observed relationships are in either poor agreement with theoretical underlying physics and chemistry mechanisms or the responses are flat, and not many degradation changes.
During the development of the discussed SSR networks, it was shown within the scope of the observations in this data set that certain evaluations contain more information content than other evaluations that appear to measure the same degradation mechanism. The damp heat exposure caused a large drop in the system responses compared to the less aggressive UV exposure, which did not cause much degradation to the modules. The system response Pmax appears to provide more information than FF. The development of the PVM L&DS model allows for the refinement of the model with more data over time; therefore, with each iteration of model development, the semi-gSEM procedure will provide more accurate statistical results.
Traditional lifetime reliability methods do not provide a statistical means in order to accurately predict lifetime of PV modules. A procedure to determine lifetime through statistics shows statistically relevant degradation methods for different types of stressors. The procedure defined in this paper can be modified, but the idea of investigating relationships between degradation pathways and stressors without bias is important with the use of domain knowledge to guide model determination. Further model development will include nonlinear SEM or generalized SEM, so that a structure of equations can be elucidated that will guide the prediction of lifetime for PV modules in a variety of real-world conditions. He has a broad experience in developing and commercializing optical materials for many different applications and in optimizing these materials for improved radiation durability and lifetime. He is a nationally recognized expert in Lifetime and Degradation Science for commercial applications, evidenced by his work on attenuating phase shift photomasks, fluoropolymer pellicles for photolithography, immersion lithography imaging fluids, and materials for concentrating photovoltaic systems. He has published 22 issued patents and more than 145 publications. VOLUME 1, 2013 
