Abstract. We study direct and inverse scattering problem for systems of interacting particles, having web-like structure. Such systems consist of a finite number of semi-infinite chains attached to the central part formed by a finite number of particles. We assume that the semi-infinite channels are homogeneous at infinity, but the limit values of the coefficients may vary from one chain to another.
Introduction
The aim of this article is to study the direct and inverse problems for small oscillations near equilibrium position for a system of particles A = {α, β, . . .} which interact with each other and perhaps with an external field. The interaction is described by the matrix L = (L(α, β)) α,β∈A .
We say that the particles α and β interact with each other if L(α, β) = 0 and we assume that each particle interacts with at most a finite number of its neighbours: #{β, L(α, β) = 0} < ∞ for each α ∈ A.
Our the system has a "web-like" structure: it includes a finite set of "channels", i.e. semi-infinite chains of particles attached to a "central part" formed by a finite number of interacting particles.
Given a set of particles X we denote by M(X ) and l 2 (X ) the spaces of all functions on X and square summable functions on X respectively. The matrix L is related to the Hessian matrix of the potential energy near equilibrium position, so we always assume that all L(α, β) are real and
here L is considered as an operator in l 2 (A). In what follows we do not distinguish between matrices and the corresponding linear operators.
After separation of variables one arrives to the spectral problem Lξ = λξ; ξ = {ξ(α)} ∈ l 2 (A).
(1.1) which can be considered as a discrete version of spectral problems for quantum graphs, see [3, 6, 8, 17] as well as later articles [9, 10, 11] .
The web-like structure of the system allows us to treat the spectral problem (1.1) as a scattering problem: the points of continuos spectra correspond to frequences of incoming and outcoming waves which are propagating along the channels; the points of discrete spectra correspond to proper oscillations of the system. The spectral data includes transmission and reflection coefficients: we consider waves incoming along one of the channels and observe (at infinite ends of the channels) how do such waves come through the system. The direct problem is to determine the spectral data through the characteristics of the system. The inverse problem deals with recovering of characteristics of the system from the spectral data. This is a classical setting of the scattering problem, see e.g. [16] .
This work is a continuation of [12] which considers the case of the same wave propagation speed along all channels. Now we assume that each channel has its own speed. The problem then becomes more complicated: different points of continuous spectra may have different multiplicities; we do not have a single scattering matrix for the whole spectra; besides the generalized eigenfunctions may exponentially decay along some of the channels. These eigenfunctions need to be treated specially, it does not make sense to observe the phase of a wave which decays exponentially at inifinity, just their amplitudes can be taken into account. Respectively, for such waves, only absolute values of the transmission coefficients can be included to spectral data.
As in [12] the problem can be reduced to a system of difference Schrödinger equations on semi-infinite discrete string with the initial conditions related to the way the channels are attached to the central part. In our setting the potentials have different limits for different equations in this system. In the classical case of infinite string this corresponds to a step-like potential, such problem for continuous case has been studied for example in [2, 4, 7] , for the Jacobi operators the case of step-like quasi-periodic potential has been considered in [5] . We modify techniques of these articles, especially those in [4] , in order to make it applicable for the graph setting.
The scattering data are determined as the set of scattering coefficients, eigenvalues, and also as normalization constants of the corresponding eigenfunctions. These scattering data are associated with the data which can be measured in an experiment at infinite ends of channels.
We solve the direct problem, i.e, description of scattering data from physical characteristic of the system, and (under additional assumptions) the inverse problem, i.e. reconstruction the characteristics of the channels from given spectral data, that is, we reconstruct the matrix L on the channels. In order to make this reconstruction we reduce the problem to a discrete analog of Marchenko equation, which is known to have unique solution and actually admits numeric implementation.
In this article we do not discuss possibility of reconstruction of data which is related to the central part of the graph. In order to have such reconstruction, one needs to demand additional sparsity conditions of the central part. We refer the reader to the recent book [15] , which contains examples of such conditions.
The article is organised as follows: in the next section we describe the system, derive the boundary condition which allows us to treat the problem as a system of equations on a string. In section 3 we consider the characteristics of the channels, introduce the Jost solutions and also describe the spectral data related to the continuos spectra. In section 4 we collect some known results, see e.g. [13, 14, 18] , as well as some new ones about solutions of finite difference equations. These results will be used in the sequel. In particular in section 5 we construct the special solutions, i.e. solutions which correspond to wave incoming along one of the channels. Using these solutions we study the structure of discrete spectra, this is done in section 6.
As it was already mentioned, no scattering matrix can be defined for the whole spectra, however the scattering coefficients possess some symmetry which plays the crucial role in our construction. This symmetry is described in section 7. In section 8 we return to discrete spectra and connect each eigenvalue of the problem with normalized matrix of eigenfucntions which gives the energies, completing the set of spectral data. In section 9 we collect all previous results and finally obtain equations of the inverse scattering problem. Section 10 contains some concluding remarks.
Geometry of the system and the boundary condition
We consider the systems A which have a "web-like" structure. Namely A = A 0 ∪ A 1 where A 1 is a central part, and A 0 is a union of a finite number of semiinfinite channels. For such web-like systems the inverse spectral problem can be treated as an inverse scattering problems: sending a wave along one of the channels and observing how does it pass through the system we are trying to reconstruct the characteristics of the system, i.e. the values L(α, β).
Definition A sequence of particles σ = {α(p)} ∞ p=0 is a channel if, for p > 0 the particle α(p) interacts with the particles α(p − 1) and α(p + 1) only (and, perhaps with the external field), while α(0) interacts with α(1) and some other particles in A which do not belong to σ.
We will use the following notation: -the set of all channels is C, the channels will be denoted by σ, ν, γ etc.; -the particles in σ ∈ C are σ(0), σ(1), σ(2), . . ., the point σ(0) is called the attachment point of σ;
so equation (1.1) on the channel σ takes the form:
We assume that the number of particles in the central part as well as the number of channels is finite:
Also (for simplicity) we assume σ(0) = ν(0), σ, ν ∈ C, σ = ν 2.1. Boundary conditions. Let ξ ∈ M(A) be a solution to (1.1). Then it meets (2.2) and also, for each α ∈ A 1 ,
The only pairs (α, β) ∈ A 1 × A 0 for which L(α, β) = 0 are of the form (σ(0), σ(1)), σ ∈ C, so with account of (2.1) this relation can be written as
Consider the matrix
Being a truncation of L, the matrix L 1 also is strictly positive. Let 0 < λ 1 ≤ λ 2 ≤ . . . ≤ λ M and p 1 , . . . , p M be its eigenvalues and the corresponding normalised eigenvectors. We may choose p j 's to be real-valued. For λ ∈ {λ j } M j=1 the operator L 1 − λI is invertible and
Relation (2.3) can be than written as
In particular for α = σ(0), σ ∈ C we obtain
After introducing vector notations
we can rewrite (2.5) as
This relation connects the values of solution ξ on A 0 and on Γ. It plays the role of the boundary condition for vector-valued scattering problem.
The following statement holds.
. A function ξ ∈ M(A 0 ∪Γ) admits prolongation to a function ξ ∈ M(A) satisfying (1.1) if and only if it satisfies (2.2) and also the boundary condition (2.5). The prolongation is unique and can be defined by (2.4).
3.
Characteristics of the channels and spectral data 3.1. Jost solutions. We assume that the channels are asymptotically homogeneous at infinity. Namely, for each σ ∈ C there exist b σ and a σ such that
This relation provides existence of Jost solutions on each channel σ ∈ C. It is well known, see e.g. [15, 18] , that for each σ ∈ C there is a family {e σ (k, θ)} ∞ k=0 of functions holomorphic inside the open disk D, continuous up to the boundary and, for each θ ∈ T and k ≥ 1,
where
In addition
uniformly with respect to θ ∈ D The functions e σ (k, θ) admit the representation
, a σ (k, k) = 1 and lim k→∞ m≥k+1
For k ≥ 1 the coefficients a σ (k), b σ (k) can be expressed through the coefficients of the functions e σ (k, θ)
These relations can be obtained by substituting representation (3.4) in (3.2) and then comparing the coefficients with the same powers of θ.
In this article we assume that the coefficients a σ (k), b σ (k) approach their limit values faster than (3.1). Namely we assume that, for some ǫ > 0,
Under this condition the functions e σ (k, θ) admit holomorphic prolongation to some vicinity of the unit disk D, see e.g. chapter 10 in [18] . This allows us to avoid extra technicalities which are necessary in the general case.
3.2. Spectra, scattering data corresponding to the continuous spectra.
As the parameter θ runs through the unit circle T, the corresponding value λ σ (θ) defined by (3.3) runs through the segment
We assume for the simplicity that ∪ σ∈C (a σ − 2b σ , a σ + 2b σ ) is a connected set and choose a, b ∈ R so that
We need the Zhukovskii mappings W, W σ : D → C:
Further we choose the set
The set J σ consists of one or two segments attached to the points ±1.
The functions e(k, θ σ (ω)) are holomorphic in D. Moreover, for ω ∈ T + σ , the functions e(k, θ σ (ω) −1 ) are well defined.
By a special solution which correspond to σ ∈ C we mean the function ψ σ (α, ω), ω ∈ D, α ∈ A with the following properties: 
For each
3. For γ = σ there exist functions s σγ (ω), meromorhpic in a vicinity of D and a function s σσ (ω) continuous on T + σ such that the function ψ σ has the following representation along the channels:
and for ω ∈ D
The scattering coefficients, s σγ (ω) are the elements of the scattering matrix, corresponding to the problem (1.1). We mention that so far they are defined on different arcs T + σ ⊂ T. In section 5 we will prove existence and uniqueness of such special solutions for each σ ∈ C. The solution ψ σ corresponds to the wave incoming along the channel σ and distributing through the whole system. This wave is well-defined if ω ∈ T + σ (respectively λ ∈ I σ ), for these values the equation (2.2) along the channel σ admits two independent bounded solutions corresponding to in-and out-coming waves. For ω ∈ T + σ ∩ T + γ the wave incoming along σ generates an outcoming wave along the channel γ, this wave can be observed at infinity. For ω ∈ T + σ ∩ T − γ the wave incoming along σ generates an exponentially decaying wave γ, observation of phase of such wave at infinity is virtually impossible, one can measure the absolute values only. These reasoning explain the definition of the spectral data.
Definition 3.1. By continuous spectral data corresponding to the channel σ ∈ C we mean the set of functions
By full continuous spectral data we mean
Later in sections 6 and 8 we will discuss discrete spectrum, which corresponds to eigenfunctions of the operator L :
Properties of solutions of finite difference equations
We need to establish some properties of solutions to (1.1) as well as solutions to difference equations along the channels. In this section we collect known (see e.g. [13, 14, 18] ) properties of solutions of the finite-difference equation as well as some new statements related to solutions of (1.1)
with real coefficients a(k), b(k). We also assume that b(k) > 0 in order that the Jost solutions will be well defined, see e.g. [18] .
Given two functions x = x(k), y = y(k) on the integers we define their Wronskian {x, y} as
1. Let x, y be solutions to (4.1). Then, for all N ,
If in addition λ = λ(ω) and x = x(k, ω) are differentiable functions of a parameter ω, then
here and in what follows the dot denotes derivative with respect to ω.
If in addition
and e(θ) = e(k, θ) are the corresponding Jost solutions, relation (4.3) yields
This is an immediate consequence of (4.4).
2. We will consider Wronskians, which correspond to various channels σ ∈ C. Given two functions ξ, η ∈ M(A) and σ ∈ C we denote
If both ξ and η are solutions of (1.1) it follows from (4.2) that the quantity b σ (k){ξ, η} σ (k) depends on σ only.
We multiply these relations by η(α) and ξ(α) respectively. Summation with respect to α ∈ A 1 gives α,β∈A1
The right-hand sides in these relations coincide as well as the first terms in the left-hand sides (since
This proves the lemma since the only option for
3. We need a special statement in order to calculate the energy of eigenfunctions of the operator L. Lemma 4.3. Let a function ξ(α) = ξ(α, ω) ∈ M(A) be differentiable with respect to ω in a neighborhood ofω ∈ D, ℑλ(ω) = 0 and ξ(α) satisfy the equation
Let also a function η(α) meet this equation for ω =ω. Theṅ
In particularλ
Proof. The statement uses the same idea as in lemma 2.1 in [12] , we repeat here the construction: Differentiate (4.8) with respect to ω:
Combining these equations we obtaiṅ
The first summand in the right-hand side of this relation vanishes because it is anti-symmetric in α and β. In the second summand the only non-zero coefficient L(α, β) appears in the case α = σ(0), β = σ(1) for some σ ∈ C and L(σ(0), σ(1)) = −b σ (0).
Construction of the special solutions
Consider the diagonal matrices
and also the matrix-functions inD
satisfy the equation on the channels:
for k = 1, 2, . . . , σ ∈ C and with boundary conditions
The functions E(k, ω) and P (k, ω) are holomorphic in a neighborhood of D, except, perhaps zero, where P (k, ω) may have poles. Moreover, it is well known, see [15, 18] , that the Jost solutions form a fundamental system of solutions of the finite-difference equation (4.1). If |θ| = 1 and |θ| = 1, it follows from (4.5) that e(θ),ē(θ) = e(θ −1 ) are independent solutions of (4.1) and any other solution {x(k, θ)} k≥0 can be expressed as x(k, θ) = m(θ)e(k, θ) + n(θ)e(k, θ −1 ), with m(θ), n(θ) independent of k. Thus, for ω ∈ T + σ the function p σ (k, ω) may be expressed in terms of the corresponding Jost solutions:
In order to construct the special solutions we need auxiliary operator-function
This function is holomorphic in a vicinity of D, except the set O of poles of the function R(λ(ω)).
and
(5.4) The operator ∆(ω) is positive uniformly with respect ω ∈ D, i.e., for some C > 0,
Besides relation (4.5) now reads The following inequality holds for all θ ∈ D\O,
and, by (5.3),
The lemma now follows from (5.4) -(5.5) and from the fact that
, here ∆ 1 (θ) is a non-negative operator. Since T (ω) is an analytic function, we can now claim that T (ω) is invertible in a vicinity of D, except perhaps at a finite set of points.
Consider the analytic matrix functions :
This function satisfies the boundary condition (2.6) and, for ω ∈ T + σ , admits representation (3.7) along the channels. Thus by (2.4) it may be prolongated to a special solution of (1.1).
Proof. Representation (3.7) for ω ∈ T + σ is just a consequence of (5.7) and (5.2).
In order to prove that ψ σ (k, ω) meets the boundary condition for ω ∈ T + σ , we prove that this condition is met by the whole matrix-function U (k, ω):
This implies that ψ σ (k, ω) also meets the boundary condition. Relation (5.9) is straightforward: after factoring out the inessential factor BB(0)
in the definition (5.7) it becomes
which is just the definition of T (ω).
So far the special solution is not defined at a point ω 0 ∈ T + σ in case ω 0 is a pole of U (k, ω). This case will be considered in the following sections: in section 6 we prove that all poles of U (k, ω) are simple, later in section 8 we show that. if ω 0 ∈ T + σ , the function U (k, ω)n σ is continuos at ω 0 even if ω 0 is a pole of U (k, ω). In particular Res ω0 u νσ (ω) = 0, ν ∈ C (5.10)
Singularities of U (k, ω).
The matrix function U (k, ω) is analytic in a vicinity ofD, in particular it has a finite number of poles which belong to D.
Lemma 6.1. There is a finite set Ω ⊂ D such that all poles of the matrix function U (k, ω) ∈ D belong to Ω ∪ {0}. In the origin U (k, ω) has pole of order k, all poles in Ω are simple.
Proof. The proof follows the pattern of Lemma 4.1 in [12] . We rewrite (5.7) as
Therefore all poles of U (k, ω) in D belong to the finite set Ω ∪ {0} where Ω includes all poles of T (ω) −1 and E(1, ω) −1 in D. That at the origin the functions U (0, ω) and U (1, ω) have poles of order 0 and 1 respectively follows from the initial conditions for P . For k ≥ 2 the main contribution to singularity of U (k, ω) at zero comes from the first term in the righthand side of (6.1) because P (k, ω) is a polynomial of degree k − 2 with respect to λ = a − b(ω + ω −1 ). It now suffices to study the singularities of the second term in the right-hand side in (6.1). Let Ω be the set of all such singularities in D. These singularities comes from the poles of T (ω) −1 , that is, when det(T (ω)) = 0 and also from the zeros of det(E(1, ω)) = σ∈C e σ (1, θ σ (ω)). Actually U (k, ω) cannot have poles outside T ∪ (−1, 1). This is due to the poles of T (ω) −1 are located in T ∪ (−1, 1) and e σ (1, θ σ (ω)) = 0 only if θ σ (ω) ∈ (−1, 1), see (4.5), and thus ω ∈ T ∪ (−1, 1). Letω ∈ (−1, 0) ∪ (0, 1). We are going to use (5.6) as ω approachesω. We have |θ σ (ω) − θ σ (ω)| ≍ |ω −ω|, so for any y ∈ l 2 (C) relation (5.6) with
Since E(1, ω) * E(1, ω) −1 is unitary and also |detD(ω)| stays bounded from below nearω, the Schwartz inequality gives
this is possible only in caseω is a simple pole of T (ω)
. In case whenω ∈ T, the reasoning goes in a similar way, it suffices to let ω approacĥ ω in a way that |θ σ (ω) −θ σ (ω)| ≍ |ω −ω|.
Relation for the scattering coefficients
The special solution ψ σ (α, ω) is now well-defined for all ω ∈ T\ Ω. Thus the nondiagonal scattering coefficients s σγ (ω) σ = γ are also well-defied for all ω ∈ T \ Ω. Together with ψ σ (ω) they are analytic in a vicinity of D.
The scattering coefficients s σ,σ (ω) are so far well-defined for ω ∈ T 
This choice is not unique since by adding any multiple of e σ we obtain a solution which still meets this relation. However we fix some choice of functions e (1) σ (k, θ σ ). The functions p σ can be represented as
as it should be for a special solution.
Lemma 7.1. For each σ, γ ∈ C, σ = γ we have
In addition the scattering coefficients s γ,σ (ω) and s σ,γ (ω) are continuous up to T\Ω Proof. Relation (7.3) follows from (4.7) for ξ = ψ σ (ω), η = ψ γ (ω) if one takes into account that according (3.7) and (3.8) we have
Continuity of the scattering coefficients s γσ (ω) follows from the definition of U (k, ω) and the fact that it has finitely many poles contained in Ω.
whereT νσ (ω) denotes the matrix which comes from T (ω) once we have removed the σ−column and the ν−row. Let now ω 0 ∈ T, λ(ω 0 ), be a regular point of R(λ(ω)) and det(T (ω 0 )) = 0. Then there exists x = {x σ } ∈ l 2 (C) such that T (ω 0 )x = 0, thus the vector function ξ(k) = E(k, ω 0 )x satisfies the equations (2.2) on the channels as well as the boundary conditions (2.6). Hence it can be prolongated to a solution of the whole problem (1.1). For x ∈ l 2 (C), denote supp x = {σ ∈ C; x σ = 0} and let ξ = {ξ(α)} α∈A be a solution to (1.1) with λ = λ(ω 0 ) which is obtained by prolongation of ξ(k). Then η(α) =ξ(α) also solves this problem. Relation (4.7) yields
Since the poles of U (k, ω) are simple and (4.5) implies that e ν (1, θ ν (ω)) = 0 if ω ∈ T + ν , we obtain Res ω0 u νσ (k, ω) = 0 A simple application of lemma 7.1 gives us Res ω0 u σν (k, ω) = 0
Proof. We have u νσ (k, ω) = e ν (k, θ ν (ω))s νσ (ω) and by construction of the matrix U (k, ω), we know that
and the corollary follows.
8. Discrete spectra of the operator L
is an eigenvalue of (1.1). If in additionω ∈ T + σ , then all elements u σν (k, ω), ν ∈ C are regular atω.
Proof. Letω ∈D \ {0} be a (simple) pole of U (k, ω). Denote
For each ν ∈ C and for each ω =ω the ν-th column of
can be prolongated into A 1 to a solution of (1.1) with λ = λ(ω) according (2.4):
Since U (k, ω) has a simple pole atω, there exists the limit
Claim The vector φ ν (k,ω) also can be prolongated to a solution of the problem (1.1). In case λ(ω) is not a pole of R(λ(ω)), the prolongation is straightfoward. By (2.4), if λ(ω) is at the same time an eigenvalue of L 1 one can apply the same reasonings as in lemma 4.3 in [12] . We omit the details.
Let now
and denote
It follows from (5.7) that for σ = ν we have
here we denote m σν (ω) = h σν (ω).
If e ν (1, θ ν (ω)) = 0, representation (8.2) is valid for σ = ν as well. Assume that e ν (1, θ ν (ω)) = 0. Then
because the expressions in both sides satisfy the same recurrence equation and the same initial conditions, and also it follows from lemma 4.1 thatė ν (1, θ ν (ω)) = 0 because e ν (1, θ σ (ω)) andė ν (1, θ σ (ω)) cannot vanish simultaneously. Thus we again obtain (8.2), yet now
Representation (8.2) is now valid for all ν, σ ∈ C.
is an eigenfunction of L with λ(ω) as eigenvalue. Ifω ∈ T, we may have θ σ (ω) ∈ T, i.e.,ω ∈ T + σ for some σ ∈ C. It follows from corollary 7.1 that for such σ we have m σν (ω) = 0, in particular
and, again φ ν (α,ω) is an eigenfunction of L with λ(ω) as eigenvalue.
Properties of m(ω) are summarized in the statement below
The diagonal elements m(ν, ν;ω) satisfy
is the eigenvector of L, corresponding to the eigenvalue λ(ω) and such that
Proof. Relations (8.4) and (8.6) are already established in lemma 8.1. It remains to prove (8.5).
We apply Lemma 4.3 with ξ(α) = φ ν (α,ω):
and calculate the Wronskians in the right-hand side of this equality.
We then have
with
and h σν is already defined in (8.1).
Let e ν (1, θ ν (ω)) = 0. Then, for all σ, ν ∈ C, 
.
Since e ν (1, θ ν (ω)) = 0, we also have h ν (ω) = 0 and, according to (4.6) and (8.2),
We can now return to (8.7) in order to obtain normalization condition (8.5) for the matrix m:
In the case e ν (1,ω) = 0 representation (8.8) is still valid, yet
Taking (8.3) into account we again obtain (8.2), yet now
Relation (8.11) is still valid and for ν = σ we arrive to relation (8.12) .
For σ = ν we have
and we again arrive to (8.12 ).
Now one can complete the proof in the same way as if e ν (1, θ ν (ω)) = 0.
Remark. The matrix m(ω) corresponds to the point of discrete spectra λ(ω). Its columns are normalized eigenfunctions. This normalizations is defined by relation 8.5 and is therefore unique.
We will see in the next section that m νν (ω), i.e. the energies of the normalized eigenfunctions, are the quantities which participate in the equations for the inverse scattering problem 9. Equations of the inverse scattering problem 9.1. In order to obtain equations of the inverse scattering problem we introduce the matrix function
and consider the integral
Since T may contain (simple) poles of U (k, ω) this integral as well as all integrals in this section is considered in principal value. We will calculate this integral in two ways: through the residues, this would correspond to the contribution of the discrete spectra, and through the scattering coefficients, this would correspond to the contribution of the continuos spectra.
Comparing two different expressions for J l,k leads one to the equations of the inverse scattering problem.
Let as before
here ψ ν (·, ω) is the special solution, defined in (5.8).
Assume first that σ = ν. Then, according to (3.7) and (3.8)
Consider the function
Relation (3.4) now yields 4) this is the desired expression.
Remark. The functions q ν,σ cannot be determined from the spectral data generally speaking. However relation (9.4) determines the structure of the equation of the inverse scattering problem. Later in section 9.2 we will use this structure to get rid of the functions which cannot be observed from the spectral data.
Let now ν = σ and T (ω) −1 = (τ σν (ω)) σ,ν . Relations (5.7) (9.1) yield
As ω runs over T + σ the function θ σ (ω) runs over the whole T. Let ω(θ σ ) be the inverse function. Relations (9.2) together with (3.7) yield
Besides it follows from corollary 7.1 that s σσ (ω) is bounded on T + σ . Consider the Fourier series of s σσ (ω(θ σ )):
Together with (3.4) this yields
and finally
We now study j
We then have ψ
, and
As ω runs over T − σ , the function θ σ (ω) runs twice in the opposite directions over
The function a 1 (k, ω) satisfies equation (2.2) on the channel σ and relations (7.1),
On the other hand by (4.7)
We have
, here the functions W , W σ are defined by (3.5) and the branch is chosen so that ω σ (θ) ∈ Γ σ . Let
We finally obtain
this function is expressed via the spectral data.
Remark. All functions |s νσ (ω)| participating in (9.8) are well defined and continuous. In addition, s νσ (ω −1 ) = s νσ (ω) for ω ∈ T + ν . Relation (9.7) now takes the form
and with account (3.4) we obtain
Combining (9.5), (9.6), and (9.9) we finally obtain
the functionss σ (·) and q σ,σ (·) are defined through the scattering data.
Let now
We use the representation (3.4) for E(k, ω),
The coefficients C(k) and A(k, m) are diagonal matrices
and also A(k, m) = 0 for m < k.
It follows from (9.4) and (9.11) that
A(k, m)Z(l + m) , (9.12) here the integral is taken as a principal value and the matrix Z(n) = (z ν,σ (n)) ν,σ∈C is given by the relations z νσ (n) = q νσ (n), ν = σ, (9.13) z σσ (n) =s σ (n) + q σσ (n), (9.14) heres σ (n) are the Fourier coefficients of the reflection coefficient s σσ with respect to θ σ and the function q νσ is defined in (9.3) and (9.10).
Let now Ω ⊂D be the set of all poles of U (k, ω). It follows from (5.7) that U (k, ω) = U (k,ω), thus for eachω ∈ Ω∩T the pointω also belongs to Ω. Moreover, for suchω we have ResωU (k, ω) = ResωU (k, ω). DenoteΩ = {ω ∈ Ω : |ω| < 1} ∪ {ω ∈ T ∩ Ω : ℑω > 0}. We use (8.4) and (9. The matrices A(k, m) are diagonal. The diagonal elements of F (n), can be expressed through the spectral data. The non-diagonal elements of the matrices F (n) vanish, as follows from the lemma below.
Lemma 9.1. The matrices F (n) are diagonal for all n ≥ 1: F (n) = diag{f σ (n)} σ∈C . and their diagonal elements f σ (n) are determined by a σ (k, m), m > k ≥ n−1 2
only.
This statement is proved in [12] , (Lemma 5.1) and we omit the proof. here f ν (n) is defined in (9.16), (9.15), (9.14).
2) For each k ≥ 0 equations (9.18) has unique solutions a σ (k, m).
Proof. The first statement follows directly from relation (9.16) which defines F (n) and Lemma 9.1. It follows from the same lemma that the functions f ν (n), n ≥ 1 are uniquely defined by the coefficients b ν (k), a ν (k), k ≥ 1. Therefore (9.18) coincide with equations for inverse scattering problem for equation (2.2) with boundary condition ξ(ν(0)) = 0. It is well-known (see for example [14] ) that the later has unique solution.
Concluding remarks
In case that the continuos spectra I = ∪ σ∈C [a σ − 2b σ , a σ + 2b σ ] splits into a number of disjoints intervals, one can repeat the procedure separately for each connected component of I.
If, say, I
(0) is a connected component of I and σ is a channel corresponding to this component, then each wave incoming along σ generates decaying waves in all channels which correspond to other connected components of I. We omit the details.
So far we have discussed reconstruction of the part A 0 of the whole system, that is, the channels. This information is, generally speaking, insufficient for reconstruction the whole matrix L. However if the matrix L 1 corresponding to the "central" part of the system is sufficiently sparse and also we know the matrix B(0) = diag{b σ (0)} σ∈C which realizes connections between the channels and the central part of the system, the whole matrix L can be recovered from the scattering data. We refer the reader to Chapter 11 in [15] , where statemets of such type are obtained.
