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Abstract
Let G be a group and K a field. If V is a graded KG-module of the form V = V1 ⊕
V2 ⊕ · · · , where each Vn is finite dimensional, then the free Lie algebra L(V ) acquires the
structure of a graded KG-module, L(V )= L1(V )⊕L2(V )⊕ · · · . The isomorphism types
of V and L(V ) may be described by the power series
∑
n1[Vn]tn and
∑
n1[Ln(V )]tn
with coefficients from the Green ring. The main object of study is the function on power
series which maps
∑[Vn]tn to ∑[Ln(V )]tn for every graded KG-module V . Closed
formulae are given in certain cases, and these are closely related to character formulae
of Brandt and others.  2002 Elsevier Science (USA). All rights reserved.
1. Introduction
In this paper we consider certain functions on power series rings which yield
information about graded free Lie algebras. These functions are applied to the
study of the module structure of free Lie algebras under the action of a group.
Let Γ be a commutative algebra over the field of complex numbers C. For
most of the paper C could be replaced by an arbitrary field of characteristic 0, but
we concentrate on C for simplicity. We write Γ ❏t❑ for the algebra of all formal
power series α0+α1t+α2t2 +· · · in an indeterminate t with coefficients from Γ ,
and Γ ❏t❑◦ for the ideal of Γ ❏t❑ consisting of all power series α1t + α2t2 + · · ·
with zero constant term.
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We study certain functions L :Γ ❏t❑◦ → Γ ❏t❑◦ , called logarithmic functions.
These are defined in Section 2. The key property is
L(f )+L(g)= L(f + g− fg) (1.1)
for all f,g ∈ Γ ❏t❑◦ , and the prototype is the function Log defined by
Log(f )=− log(1 − f )= f + f 2/2 + f 3/3 + · · · .
We now describe a basic example associated with free Lie algebras.
Let K be any field. If V is a K-space (that is, a vector space over K) we
write L(V ) for the free Lie algebra over K which has V as a subspace and which
has every basis of V as a free generating set. We write [u,v] for the product of
elements u and v in any Lie algebra, and expressions of the form [u1, u2, . . . , un]
are taken as left-normed so that [u1, u2, . . . , un] = [[u1, . . . , un−1], un].
By a graded K-space we mean a K-space V with a distinguished decompo-
sition V = V1 ⊕ V2 ⊕ · · · where each Vn is finite dimensional. For each posi-
tive integer n, Ln(V ) denotes the nth homogeneous component of L(V ), that is
the subspace spanned by all products [v1, v2, . . . , vk], with k  1, such that, for
i = 1, . . . , k, vi ∈ Vn(i) for some n(i) 1 with n(1)+ · · · + n(k)= n. In this way
L(V ) becomes a graded K-space:
L(V )= L1(V )⊕L2(V )⊕ · · · .
A special case arises when V is a finite-dimensionalK-space regarded as a graded
K-space with decomposition V = V ⊕ 0 ⊕ 0 ⊕ · · · . Then Ln(V ) is the nth
homogeneous component of L(V ) in the usual sense.
For each graded K-space V , where V = V1 ⊕ V2 ⊕ · · · , let dimV be the
element of C❏t❑◦ defined by
dimV =
∑
n1
(dimVn)tn,
where, of course, dimVn denotes the dimension of Vn. Thus dimV is the ‘Hilbert
series’ or ‘generating function’ for the dimensions of the components of V . We
have dimL(V ) =∑n1(dimLn(V ))tn. The passage from dimV to dimL(V )
can be extended to the whole of C❏t❑◦ (thus allowing power series with arbitrary
complex coefficients) to yield a logarithmic function on C❏t❑◦ . More precisely
(see Theorem 3.3), there is a unique logarithmic function D on C❏t❑◦ such that
D(dimV ) = dimL(V ) for every field K and every graded K-space V . We call
D the Lie dimension function. Explicit formulae for this function are given in
Section 3. These formulae are closely related to known results.
We now turn to a more general example of a logarithmic function which is
the main object of study in this paper and in a sequel [6]. Let G be any group
and let K be a field. We consider K-spaces which are modules for G, in other
words KG-modules, and we write the action of G on the right. The Green ring
(or representation ring) of G over K is a commutative ring RKG which can be
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defined as follows. We take a set {Iλ: λ ∈Λ} consisting of one representative Iλ
from each isomorphism class of finite-dimensional indecomposable KG-modules
and take RKG to be the (additive) free abelian group with basis {Iλ: λ ∈Λ}. If V
is any finite-dimensional KG-module then we write [V ] for the element ∑αλIλ
of RKG in which each coefficient αλ is the number of summands isomorphic to
Iλ in an unrefinable direct sum decomposition of V . Multiplication in RKG is
then defined so that IλIλ′ = [Iλ ⊗ Iλ′ ] for all λ,λ′ ∈Λ (where the tensor product
is formed over K and is regarded as a KG-module in the usual way). For all
finite-dimensional KG-modules U and V we then have [U ] + [V ] = [U ⊕ V ]
and [U ][V ] = [U ⊗ V ]. It is convenient to extend RKG to C ⊗ RKG. This is a
commutative C-algebra which we call the Green algebra and denote by ΓKG. It
has C-basis {Iλ: λ ∈Λ}.
If V is any KG-module then L(V ) acquires the structure of a KG-module in
which [u,v]a = [ua, va] for all u,v ∈ L(V ) and all a ∈ G. By a graded KG-
module we mean a KG-module V with a distinguished decomposition V = V1 ⊕
V2 ⊕ · · · where each Vn is a finite-dimensional KG-module. The homogeneous
components Ln(V ), as defined previously, are easily seen to be KG-submodules
of L(V ). Thus L(V ) becomes a graded KG-module:
L(V )= L1(V )⊕L2(V )⊕ · · · .
In the special case where V is a finite-dimensional KG-module with decomposi-
tion V = V ⊕ 0 ⊕ 0 ⊕ · · · , the module Ln(V ) is called the nth Lie power of V .
Our main interest is in the problem of identifying the Lie powers up to isomor-
phism. Full information is obtained if we can express the element [Ln(V )] of
ΓKG as a linear combination of basis elements Iλ with explicitly determined co-
efficients: this information yields the isomorphism types and multiplicities of the
indecomposables in an unrefinable direct sum decomposition of Ln(V ).
When G is finite and K has characteristic 0 or prime characteristic not dividing
|G|, the indecomposables Iλ are irreducible and there are only finitely many of
them. In this case Ln(V ) can be described by means of a character formula due
to Brandt [4] (see (5.4) below). The case where K has prime characteristic p
and G has order divisible by p is inherently more difficult and it is only in recent
years that substantial progress has been made (see [7,8] and the citations in those
papers).
For each graded KG-moduleV , with V = V1⊕V2⊕· · · , let [V ] be the element
of ΓKG❏t❑◦ defined by
[V ] =
∑
n1
[Vn]tn.
Thus [L(V )] =∑n1 [Ln(V )]tn. In Theorem 4.2 we see that for any group G
and any field K there is a unique logarithmic function LKG on ΓKG❏t❑◦ such that
LKG([V ])= [L(V )] for every graded KG-module V . We call LKG the Lie module
function on ΓKG❏t❑◦ . For every finite-dimensional KG-module V , [Ln(V )] is the
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coefficient of tn in LKG([V ]t). Thus complete information about the functionLKG
gives complete information about the modules Ln(V ) up to isomorphism. For this
reason we investigate LKG.
Suppose now that G is finite. The most obvious approach to the evaluation of
LKG is to use the C-basis {Iλ: λ ∈Λ} of ΓKG. We can try to find LKG(Iλt) for
each λ. However, even if this can be done, we have no easy way of deducing an
expression forLKG([V ]t), where V is an arbitrary finite-dimensional KG-module,
because of the non-linearity of LKG shown by (1.1) above.
A better method is available when ΓKG is finite dimensional. By (64.1) of [9]
this holds if and only if K has characteristic 0 or K has prime characteristic p
and the Sylow p-subgroups of G are cyclic. In these cases ΓKG is semisimple,
by work of Green [11] and O’Reilly [16] (see (81.90) of [10]). Thus ΓKG has a
C-basis {Ei : i = 1, . . . ,m} consisting of pairwise orthogonal idempotents. The
basic advantage in this situation comes from the fact that LKG is additive on sums
involving distinct basis elements Ei , because of orthogonality. For example, for
i = j , formula (1.1) gives
LKG
(
(Ei +Ej)t
)= LKG(Eit)+LKG(Ej t).
As we see at the end of Section 5, if each of the power series LKG(Eit) is known
then it is straightforward to evaluate LKG on an arbitrary element of ΓKG❏t❑◦ . The
second advantage, according to the currently available evidence, is that the power
series LKG(Ei t) often have a rather simple form.
In general the idempotentsEi are not integral or rational linear combinations of
the indecomposables Iλ. Hence we develop our theory of the Lie module function
for the Green algebra ΓKG rather than for RKG or Q ⊗ RKG. One of the main
purposes of the present paper is to prepare the way for [6] where we shall study
LKG in some modular cases, principally the case where G has prime order p
and K is a field of characteristic p.
In Section 5, the final section of this paper, we assume that G is finite and
consider the Grothendieck algebra Γ KG, defined as follows. Let I be the subspace
of the Green algebra ΓKG spanned by all elements of the form [V ] − [U ] − [W ],
where U , V , W are finite-dimensional KG-modules occurring in a short exact
sequence 0 → U → V → W → 0. It is easy to see that I is an ideal of ΓKG,
and we define Γ KG = ΓKG/I . Let ν :ΓKG → Γ KG be the natural homomorphism
and, for γ ∈ ΓKG, write γ = ν(γ ). Also, write ν for the induced homomorphism
ΓKG❏t❑◦ → Γ KG❏t❑◦ and, for f ∈ ΓKG❏t❑◦ , write f = ν(f ). If V is a graded KG-
module or a finite-dimensional KG-module it is convenient to write V instead of
[V ]. As is well known, Γ KG is finite dimensional and has a basis {J¯1, . . . , J¯m}
where J1, . . . , Jm are representatives of the isomorphism classes of irreducible
KG-modules. If V is a finite-dimensional KG-module then V = α1J¯1 + · · · +
αmJ¯m where αi is the multiplicity of Ji in a composition series of V . The
Grothendieck group RKG may be obtained from RKG in the same way as Γ KG
is obtained from ΓKG, and Γ KG may be identified with C⊗RKG.
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We see in Theorem 5.1 that the Lie module function LKG on ΓKG❏t❑◦
induces a logarithmic function LKG on Γ KG❏t❑◦ . Thus LKG(V )= L(V ) for every
graded KG-module V . Consequently LKG gives complete information about the
composition factors of the modules Ln(V ).
In general we have no formula for LKG, but in Theorem 5.1 we obtain an
explicit formula for LKG. This formula involves the ‘Adams operations’ on Γ KG
and may be regarded as a generalisation of Brandt’s formula, referred to above.
The formula is quite complicated, but it gives a comparatively simple expression
for LKG(Et) whenever E is an idempotent of Γ KG. It is known that Γ KG is
semisimple. Thus it has a basis {E1, . . . ,Em} of pairwise orthogonal idempotents
and we may use the expressions for the LKG(Eit) to evaluate LKG on an arbitrary
element of Γ KG❏t❑◦ . If K has characteristic 0 or prime characteristic which does
not divide |G| then ΓKG❏t❑◦ may be identified with Γ KG❏t❑◦ and LKG may be
identified with LKG. Consequently, in this case, our results give formulae for LKG.
2. Logarithmic functions
We write C for the field of complex numbers, N for the set of non-negative
integers, and Z for the ring of integers. Throughout this section C could be
replaced by any field of characteristic 0.
Let T be a finite non-empty set, T = {t1, . . . , tr }. (With only minor modifica-
tions, we could allow T to be infinite.) Let T ∗ be the free commutative semigroup
(without identity element) generated by T . Thus T ∗ consists of all monomials s of
the form s = tm11 · · · tmrr with m1, . . . ,mr ∈N and m1 + · · ·+mr  1. For s ∈ T ∗,
with s = tm11 · · · tmrr , we define deg s =m1 + · · · +mr . Let Γ be a commutative
C-algebra and let Γ ❏T ❑ be the power series ring in the commuting indeterminates
t1, . . . , tr with coefficients in Γ . Let Γ ❏T ❑◦ denote the ideal of Γ ❏T ❑ consisting
of all elements with 0 constant term, that is, the elements of the form
∑
s∈T ∗ γss
with γs ∈ Γ for all s ∈ T ∗. Write Ω = Γ ❏T ❑◦. Then, for each positive integer n,
Ωn denotes the ideal consisting of all elements
∑
s∈T ∗ γss where γs = 0 when-
ever deg s < n.
Although we do not need to assume that Γ has an identity element we wish to
consider expressions of the form 1+f with f ∈Ω . Here 1 may be regarded as the
identity element of any commutative C-algebra with identity which contains Γ ,
and 1+f is then an element of the power series ring over this algebra. For f ∈Ω
and α ∈C, define (1 + f )α by
(1+ f )α = 1+ αf + (α(α − 1)/2!)f 2 + (α(α − 1)(α − 2)/3!)f 3 + · · · .
A logarithmic function on Ω is a function L :Ω →Ω which has the following
three properties:
L(Ωn)⊆Ωn for all n 1, (2.1)
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L(f )+L(g)= L(f + g− fg) for all f,g ∈Ω, (2.2)
αL(f )= L(1− (1 − f )α) for all α ∈C, f ∈Ω. (2.3)
Of course, (2.2) and (2.3) may be written in the form
L(1− (1 − f ))+L(1− (1 − g))= L(1− (1 − f )(1 − g)), (2.4)
αL(1 − (1 − f ))= L(1− (1 − f )α). (2.5)
Also, it is easy to verify that the pair (2.2), (2.3) is equivalent to the pair
L(f + g)= L(f )+L(g(1 − f )−1) for all f,g ∈Ω, (2.6)
L(αf )= αL(f )+L(1 − (1− αf )(1− f )−α) for all α ∈C, f ∈Ω.
(2.7)
In connection with (2.7) we note that if f ∈Ωn then 1 − (1 − αf )(1 − f )−α ∈
Ω2n.
Clearly, by (2.1) or (2.2), we have L(0) = 0. Also, it follows from (2.1) and
(2.6) that L is continuous with respect to the Ω-adic topology on Ω (the topology
in which the sets f +Ωn with f ∈Ω , n 1, form a basis for the open sets). By
(2.6), we have
L(f + g)= L(f )+L(g)+L((f + f 2 + · · ·)(g+ g2 + · · ·)), (2.8)
for all f,g ∈Ω . Also, by taking g =−f in (2.2), we obtain
L(−f )=−L(f )+L(f 2) for all f ∈Ω. (2.9)
Lemma 2.1. Let Log :Ω →Ω be defined by
Log(f )=− log(1 − f )= f + f 2/2 + f 3/3 + · · ·
for all f ∈Ω . Then Log is a logarithmic function.
Proof. Property (2.1) is clear, while (2.2) and (2.3) represent familiar properties
of the function log. ✷
Theorem 2.2 (Basis Theorem). Let Ω = Γ ❏T ❑◦ where Γ is a commutative
C-algebra, and let {γλ: λ ∈ Λ} be a C-basis of Γ . For each λ ∈ Λ and each
s ∈ T ∗ let fλs be any element of Ωdeg s . Then there exists a unique logarithmic
function L :Ω →Ω such that L(γλs)= fλs for all λ ∈Λ and all s ∈ T ∗.
Proof. Each power series Log(γλs) has the form γλs+hλs where hλs ∈Ω2(degs).
Thus it is straightforward to verify that every element of Ω may be written
uniquely in the form
∑
λ,s αλs Log(γλs) with coefficients αλs in C such that, for
each s, αλs = 0 for all but finitely many values of λ. Let F :Ω →Ω be defined
by
F
(∑
αλs Log(γλs)
)
=
∑
αλsfλs .
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Clearly F is C-linear, and it is easy to verify that F(Ωn) ⊆ Ωn for all n  1.
Define L = F ◦ Log. Since Log is logarithmic, by Lemma 2.1, it follows easily
that L is logarithmic. Clearly L(γλs) = fλs for all λ, s. If L is any logarithmic
function with this property then it is straightforward to prove that the value of
L on an arbitrary element of Ω is uniquely determined by properties (2.1), (2.6)
and (2.7). ✷
Let Exp :Ω →Ω be defined by
Exp(f )= 1 − exp(−f )= f − f 2/2! + f 3/3! − · · ·
for all f ∈Ω . Clearly Log and Exp are mutually inverse.
Theorem 2.3. A functionL :Ω →Ω is logarithmic if and only if L◦Exp is linear
and L(Ωn)⊆Ωn for all n 1. Every logarithmic function L on Ω has the form
L=F ◦ Log for some linear function F satisfying F(Ωn)⊆Ωn for all n 1.
Proof. Write F = L ◦ Exp. Then F(Ωn) ⊆ Ωn for all n  1 if and only if
L(Ωn) ⊆ Ωn for all n  1. Suppose that F is linear and L(Ωn) ⊆ Ωn for all
n 1. Since L=F ◦ Log it follows easily that L is logarithmic.
Conversely, suppose that L is logarithmic. Let {γλ: λ ∈Λ} be a C-basis of Γ .
By the proof of Theorem 2.2, there exists a linear function F ′ such that F ′ ◦ Log
is logarithmic and satisfies (F ′ ◦ Log)(γλs)= L(γλs) for all λ, s. It follows that
L=F ′ ◦ Log. Hence F =F ′ and F is linear. ✷
Theorem 2.2 shows that there is a unique logarithmic function D on C❏T ❑◦
with the property thatD(s)= s for all s ∈ T ∗. We study this function in Section 3:
it is closely connected with free Lie algebras, and we call it the Lie dimension
function.
For n ∈N \ {0} and α ∈C, define wn(α) ∈C by
wn(α)= 1
n
∑
d |n
µ(d)αn/d, (2.10)
where the sum is over all positive integers d which divide n and where µ denotes
the Möbius function. For m1, . . . ,mk ∈ N, where k  1 and m1 + · · · +mk  1,
define w(m1, . . . ,mk) by
w(m1, . . . ,mk)= 1
m1 + · · · +mk
∑
d |(m1,...,mk)
µ(d)
((m1 + · · · +mk)/d)!
(m1/d)! · · · (mk/d)! ,
(2.11)
where the sum is over all positive integers d which divide all of m1, . . . ,mk . By
Witt’s dimension formulae (see Section 3), the numberswn(α), for α ∈N, and the
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numbers w(m1, . . . ,mk) arise as the dimensions of homogeneous components in
free Lie algebras. Thus they are non-negative integers.
We close this section by stating a result which connects the numberswn(α) and
w(m1, . . . ,mk) with logarithmic functions. It is not difficult to prove this result
directly but it is slightly quicker to deduce it from results about free Lie algebras
obtained in the next section. Thus we defer the proof to the end of Section 3.
Theorem 2.4. Let L :Ω →Ω be a logarithmic function. Then
L(αf )=
∑
n1
wn(α)L
(
f n
) (2.12)
for all α ∈C, f ∈Ω , and
L(f1 + · · · + fk)=
∑
m1,...,mk∈N
m1+···+mk1
w(m1, . . . ,mk)L
(
f
m1
1 · · ·f mkk
) (2.13)
for all k  1 and all f1, . . . , fk ∈Ω .
3. The Lie dimension function
A convenient source for most of the facts that we require about free Lie
algebras is Chapter 2 of [3].
We follow the notation of Section 2, but we take Γ = C. Thus Ω = C❏T ❑◦
where T = {t1, . . . , tr }. We write ΩN and ΩZ for the subsets of Ω consisting
of those elements
∑
αss with coefficients αs in N and Z, respectively. In
other words, ΩN = N❏T ❑◦ and ΩZ = Z❏T ❑◦. For each positive integer k, let
Θk :Ω →Ω be substitution of tkj for tj , for j = 1, . . . , r . In other words, Θk
is defined by Θk(
∑
s∈T ∗ αss)=
∑
s∈T ∗ αssk .
Let K be a field. By a T ∗-graded K-space we mean a K-space V with
a distinguished decomposition of the form V =⊕s∈T ∗ Vs , where each Vs is finite
dimensional. For each T ∗-graded K-space V , where V =⊕Vs , let dimV denote
the element of ΩN defined by
dimV =
∑
s∈T ∗
(dimVs)s.
We call dimV the dimension power series of V .
Let V be a T ∗-graded K-space, where V = ⊕Vs . Then we may write
L(V )=⊕Ls(V ), where Ls(V ) is the subspace spanned by all elements of the
form [v1, v2, . . . , vk], where k  1, such that, for i = 1, . . . , k, vi ∈ Vs(i) for some
s(i) ∈ T ∗ with s(1) · · · s(k) = s. It is easy to verify that each Ls(V ) is finite
dimensional. Thus L(V ) may be regarded as a T ∗-graded K-space.
Of particular importance is the special case where T consists of a single
indeterminate t . In this case a T ∗-graded K-space V may be written as V =
R.M. Bryant / Journal of Algebra 253 (2002) 167–188 175
V1 ⊕ V2 ⊕ · · · , where the notation Vn replaces Vtn . Such K-spaces are simply
called graded, as in Section 1. In this case L(V )= L1(V )⊕L2(V )⊕ · · · , where
the notation Ln(V ) replaces Ltn(V ), as in Section 1.
For the purposes of the next result we take K = C. If V is a C-space and a is
an endomorphism of V (that is, a C-linear map on V ) then a induces a Lie algebra
endomorphism of L(V ). If V is T ∗-graded, where V =⊕Vs , then a is said to be
graded if each Vs is a-invariant. It is easily verified that a graded endomorphism
of V induces a graded Lie algebra endomorphism of L(V ).
Let V be a T ∗-graded C-space, where V =⊕Vs , and let a be a graded
endomorphism of V . For each s, let trVs (a) be the trace of a in its action on Vs ,
and define trV (a) ∈Ω by
trV (a)=
∑
s∈T ∗
trVs (a)s.
We call trV (a) the trace power series of a on V . The following result is related
to many results in the theory of free Lie algebras. In particular, it is a variant of a
result of Kac and Kang [13], subsequently generalised in [15]. It is also essentially
the same as a formula of Petrogradsky [17].
Theorem 3.1. Let V be a T ∗-graded C-space, and let a be a graded endomor-
phism of V . Then the trace power series of a on L(V ) is given by
trL(V )(a)=
∑
k1
µ(k)
k
Log
(
Θk
(
trV
(
ak
)))
.
Proof. For each positive integer k, let fk and gk be the elements of Ω defined by
fk =Θk(trV (ak)) and gk =Θk(trL(V )(ak)). The key identity is
1− f1 = exp
(
−
∑
d1
1
d
gd
)
, (3.1)
or, equivalently,
Log(f1)=
∑
d1
1
d
gd . (3.2)
This can be proved by means of the Poincaré–Birkhoff–Witt Theorem, general-
ising one of the steps in standard proofs of Witt’s dimension formulae. However,
we omit the details since (3.1) is a special case of identity (4.4) of [15], although
the identity is explicitly stated there only in the case of a graded automorphism.
For k  1, let Θk(V ) be the T ∗-graded C-space
⊕
u∈T ∗ Wu satisfying
Wu = Vs if u= sk for some s ∈ T ∗ and Wu = 0 otherwise. Then a has a natural
action as a graded endomorphism of Θk(V ). Consequently so does ak . Note
that trΘk(V )(ak) = fk . Also, it is straightforward to verify that, for all d  1,
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Θd(trL(Θk(V ))(a
kd))= gkd . Thus the identity corresponding to (3.2) for ak acting
on Θk(V ) is
Log(fk)=
∑
d1
1
d
gkd.
Therefore,∑
k1
µ(k)
k
Log(fk)=
∑
k1
µ(k)
k
∑
d1
1
d
gkd =
∑
n1
1
n
(∑
k|n
µ(k)
)
gn = g1.
This gives the required result. (The same result holds if C is replaced by any field
of characteristic 0.) ✷
In the special case where T consists of a single indeterminate t we may
consider a finite-dimensional C-space V with grading given by V = V ⊕ 0 ⊕
0 ⊕ · · · . Then it may be seen that the formula for the trace power series of a on
L(V ) given by Theorem 3.1 simplifies to give Brandt’s character formula [4] (see
also (5.4) below).
We now deduce a formula for the dimension power series of L(V ), where V
is a T ∗-graded K-space. This is a variant of a formula given by Kang [14] and is
essentially the same as a formula of Petrogradsky [17].
Corollary 3.2. Let V be a T ∗-graded K-space, where K is any field. Then
dimL(V )=
∑
k1
µ(k)
k
Θk
(
Log(dimV )
)
.
Proof. The dimensions of the homogeneous components of L(V ) depend on
those of V and not on the choice of K . Thus we may set K =C. In Theorem 3.1
we take a to be the identity map, noting that trL(V )(a)= dimL(V ) and
Log
(
Θk
(
trV
(
ak
)))= Log(Θk(dimV ))=Θk(Log(dimV )). ✷
We now define a function D :Ω →Ω , called the Lie dimension function, by
D(f )=
∑
k1
µ(k)
k
Θk
(
f + f 2/2 + f 3/3 + · · ·) (3.3)
for all f ∈Ω . In other words,
D =
∑
k1
µ(k)
k
(
Θk ◦ Log)= (∑
k1
µ(k)
k
Θk
)
◦ Log .
Theorem 3.3. The Lie dimension function is the unique logarithmic functionD on
C❏T ❑◦ satisfying D(dimV )= dimL(V ) for every field K and every T ∗-graded
K-space V .
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Proof. The fact that D is logarithmic follows from Theorem 2.3. Also, by
Corollary 3.2,D satisfiesD(dimV )= dimL(V ) for every T ∗-gradedK-space V .
Any logarithmic function with this property is uniquely determined on ΩN, and
so its value on an arbitrary element of Ω is uniquely determined by properties
(2.1), (2.6), and (2.7). ✷
We note that the definition of D and Theorem 3.3 are valid if C is replaced
by any field of characteristic 0. It is also clear from Theorem 3.3 that D restricts
to a function from N❏T ❑◦ to N❏T ❑◦. Furthermore, it follows easily from (2.8)
and (2.9) that D restricts to a function from Z❏T ❑◦ to Z❏T ❑◦. We can describe
this by saying that D is an ‘integral logarithm’.
Let s ∈ T ∗ and consider a T ∗-graded K-space V of the form V =⊕u∈T ∗ Vu
where Vs has dimension 1 and Vu = 0 for all u with u = s. Then we have
dimV = dimL(V )= s. Therefore
D(s)= s for all s ∈ T ∗. (3.4)
This may also be proved directly from (3.3).
In the special case where T = {t} we may consider a finite-dimensional K-
space V with grading given by V = V ⊕ 0 ⊕ 0 ⊕ · · · . Then the dimension power
series of V is αt , where α is the dimension of V . By one of Witt’s dimension
formulae [18] (see Theorem 2 of [3, Chapter II, §3.3]), dimLn(V )=wn(α) for all
n, where wn(α) is as defined in (2.10). Thus the dimension power series of L(V )
is
∑
n1 wn(α)t
n
. Hence D(αt) =∑n1 wn(α)tn . This holds for all α ∈ N. It
follows that
D(αt)=
∑
n1
wn(α)t
n for all α ∈C. (3.5)
In the general case where T = {t1, . . . , tr } we may consider a T ∗-graded K-
space V , where V =⊕Vs , such that Vt1 , . . . , Vtr have dimension 1 and Vs = 0
for all s ∈ T ∗ \ {t1, . . . , tr }. Thus the dimension power series of V is t1 + · · ·+ tr .
Take a basis {x1, . . . , xr} of V with xi ∈ Vti for i = 1, . . . , r . Let s ∈ T ∗ and write
s = tm11 · · · tmrr . Then Ls(V ) is the subspace of L(V ) spanned by all elements[xi1, xi2, . . . , xin ] with n = m1 + · · · + mr and i1, . . . , in ∈ {1, . . . , r} such that,
for j = 1, . . . , r , the set {λ: iλ = j } has cardinality mj . By another formula
of Witt [18] (see Theorem 2 of [3, Chapter II, §3.3]), Ls(V ) has dimension
w(m1, . . . ,mr), where w(m1, . . . ,mr) is as defined in (2.11). Hence,
D(t1 + · · · + tr )=
∑
m1,...,mr∈N
m1+···+mr1
w(m1, . . . ,mr)t
m1
1 · · · tmrr . (3.6)
If we write f =∑s∈T ∗ αss andD(f )=∑u∈T ∗ βuu with coefficients αs,βu ∈
C then we can obtain from (3.3) a closed formula which expresses βu in terms
of the αs by means of certain (somewhat complicated) partition functions, as is
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done in the dimension formula of [14]. In the special case where Ω = C❏t❑◦ an
alternative closed formula for the coefficients is available, similar to the dimension
formulae in [1] and [5].
Theorem 3.4. Let D be the Lie dimension function on C❏t❑◦ . For α1, α2, . . . in C,
write
D(α1t + α2t2 + · · ·)= β1t + β2t2 + · · · ,
where β1, β2, . . . ∈C. Then, for each n,
βn = 1
n
∑
d |n
µ(d)
(
η
n/d
1 + · · · + ηn/dn
)
,
where η1, . . . , ηn ∈ C are the roots of the polynomial xn − α1xn−1 − · · · −
αn−1x − αn.
Proof. In order to evaluate βn we may take αi = 0 for all i > n. Let f =
α1t + · · · + αntn. Then 1 − f = (1 − η1t) · · · (1 − ηnt), where η1, . . . , ηn are
as in the statement of the theorem. Therefore, by (2.4),
D(f )=D(η1t)+ · · · +D(ηnt). (3.7)
By (3.5), D(ηi t)=∑j wj (ηi)tj , for i = 1, . . . , n. Therefore, by (3.7),
βn =wn(η1)+ · · · +wn(ηn),
as required. ✷
Proof of Theorem 2.4. Let L be any logarithmic function on Γ ❏t1, . . . , tr❑◦,
where Γ is a commutative C-algebra, and let α ∈ C, f ∈ Γ ❏t1, . . . , tr❑◦. By
repeated use of (2.6) and (2.7), L(αf ) may be written in the form ∑n αnL(f n)
with coefficients αn in C. Using exactly the same steps for the Lie dimension
function D on C❏t❑◦ we obtain D(αt) =∑n αnD(tn), and so, by (3.4), D(αt) =∑
n αnt
n
. By (3.5) we obtain αn =wn(α) for all n, and this gives (2.12). Now let
k be a positive integer and f1, . . . , fk ∈ Γ ❏t1, . . . , tr❑◦. By repeated use of (2.6),
L(f1 + · · · + fk) may be written in the form ∑α(m1, . . . ,mk)L(f m11 · · ·f mkk )
with coefficients α(m1, . . . ,mk) in N. Using exactly the same steps for the Lie
dimension function D on C❏t1, . . . , tk❑◦ we obtain
D(t1 + · · · + tk)=
∑
α(m1, . . . ,mk)D
(
t
m1
1 · · · tmkk
)
,
and so, by (3.4),
D(t1 + · · · + tk)=
∑
α(m1, . . . ,mk)t
m1
1 · · · tmkk .
By (3.6) we obtain α(m1, . . . ,mk)=w(m1, . . . ,mk), and this yields (2.13). ✷
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4. The Lie module function
Let K be a field and G a group (not necessarily finite). Let ΓKG be the
Green algebra, defined as in Section 1, with C-basis {Iλ: λ ∈ Λ} consisting of
representatives of the isomorphism classes of finite-dimensional indecomposable
KG-modules. We write (ΓKG)N and (ΓKG)Z for the subsets of ΓKG consisting of
all elements of the form
∑
αλIλ with coefficients αλ in N and Z, respectively.
Thus (ΓKG)Z is the Green ring RKG. Let Ω = ΓKG❏t❑◦ and write ΩN and ΩZ for
the subsets of Ω consisting of those power series
∑
n1 γnt
n with coefficients γn
in (ΓKG)N and (ΓKG)Z, respectively. Thus ΩN = (ΓKG)N❏t❑◦ and ΩZ = RKG❏t❑◦.
For every finite-dimensional KG-module V we have [V ] ∈ (ΓKG)N and for
every graded KG-module V we have [V ] ∈ ΩN, where [V ] is as defined in
Section 1. Recall also, from Section 1, that for every graded KG-module V there
is a natural grading of L(V ) given by L(V )= L1(V )⊕L2(V )⊕ · · · . For graded
KG-modules U and V , it is clear that there are natural gradings for U ⊕ V and
U ⊗ V satisfying [U ⊕ V ] = [U ] + [V ] and [U ⊗ V ] = [U ][V ].
For f ∈ΩN we can choose a graded KG-moduleV such that [V ] = f and then
defineLKG(f ) ∈ΩN byLKG(f )= [L(V )]. Clearly LKG(f ) is independent of the
choice of V . Thus we obtain a function LKG :ΩN →ΩN satisfying LKG([V ])=
[L(V )] for every graded KG-module V . (This function, with different notation,
was introduced in Section 5 of [8].) Clearly,
LKG
(
Ωn
N
)⊆Ωn
N
for all n 1. (4.1)
If V1,V2, . . . , Vn are subspaces of a Lie algebra over K we write [V1,V2, . . . ,
Vn] for the subspace spanned by all products [v1, v2, . . . , vn] with vi ∈ Vi for
i = 1, . . . , n. For subspaces U and V we write V  U for the subspace spanned
by all products [v,u1, . . . , um] with m  0, v ∈ V and u1, . . . , um ∈ U . The
following lemma is a version of ‘Lazard elimination’ (see Proposition 10 in [3,
Chapter 2, §2.9]) and is given as Lemma 2.2 of [8].
Lemma 4.1. Let U and V be KG-modules. Then the K-subspaces U and V U of
the free Lie algebra L(U ⊕V ) generate free Lie subalgebras L(U) and L(V U)
and there is a KG-module decomposition
L(U ⊕ V )= L(U)⊕L(V U). (4.2)
Furthermore, V U has a KG-module decomposition
V U = V ⊕ [V,U ] ⊕ [V,U,U ] ⊕ · · · , (4.3)
where, for each m 0,
[V,U, . . . ,U︸ ︷︷ ︸
m
] ∼= V ⊗U ⊗ · · · ⊗U︸ ︷︷ ︸
m
, (4.4)
under an isomorphism in which [v,u1, . . . , um] corresponds to v⊗u1 ⊗· · ·⊗um
for all v ∈ V , u1, . . . , um ∈U .
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Now suppose that U and V are graded KG-modules, U =⊕Un and V =⊕
Vn. Thus U ⊕ V and L(U ⊕ V ) are graded KG-modules. In L(U ⊕ V ) we
may write V U =⊕Wn where Wn is the KG-module spanned as a K-space by
all products [v,u1, . . . , um], where m 0, such that v ∈ Vk for some k  1 and,
for i = 1, . . . ,m, ui ∈ Un(i) for some n(i) 1 with k + n(1)+ · · · + n(m)= n.
Thus V  U is a graded KG-module, with grading induced by the grading of
L(U ⊕ V ). The natural gradings on L(U) and L(V  U) also coincide with the
gradings induced by L(U ⊕ V ). Thus (4.2) gives
Ln(U ⊕ V )= Ln(U)⊕Ln(V U) for all n 1. (4.5)
By (4.3) and (4.4),
[Wn] =
∑
[Vk ⊗Un(1)⊗ · · · ⊗Un(m)] =
∑
[Vk][Un(1)] · · · [Un(m)],
where the sum is over all m  0 and over all positive integers k,n(1), . . . , n(m)
which satisfy k+n(1)+· · ·+n(m)= n. Hence if f = [U ] and g = [V ] we obtain
[V U ] = g+ gf + gf 2 + · · · = g(1 − f )−1. Therefore, by (4.5),
LKG(f + g)= LKG(f )+LKG
(
g(1 − f )−1) for all f,g ∈ΩN. (4.6)
(This is equivalent to equation (5.7) of [8].)
Theorem 4.2. Let ΓKG be the Green algebra of a group G over a field K and
write Ω = ΓKG❏t❑◦ . There is a unique logarithmic function LKG :Ω →Ω such
that LKG([V ])= [L(V )] for every graded KG-module V .
Proof. We have already defined a function LKG :ΩN→ΩN satisfying
LKG
([V ])= [L(V )]
for every graded KG-module V . We need to show that this extends uniquely to a
logarithmic function LKG on Ω . By (4.1), LKG(Iλtn) ∈ΩnN for all λ ∈Λ and all
n 1. Hence, by Theorem 2.2, there is a unique logarithmic function L :Ω →Ω
satisfying
L(Iλtn)= LKG(Iλtn) for all λ ∈Λ and all n 1. (4.7)
It suffices to show that L(f ) = LKG(f ) for all f ∈ ΩN. Let f ∈ ΩN. Then, by
repeated use of (4.6), we may write LKG(f ) in the form
∑
λ,n αλnLKG(Iλtn). The
same steps applied to L(f ), by means of (2.6), give L(f ) =∑λ,n αλnL(Iλtn).
Therefore, by (4.7), L(f )= LKG(f ). ✷
We call the function LKG given by Theorem 4.2 the Lie module function on
ΓKG❏t❑◦ . As we see in the next section, LKG can be defined by an explicit formula
when G is finite and K has characteristic which does not divide |G|. However,
we know of no formula which holds in general. By Theorem 2.3, we can write
LKG = FKG ◦ Log, where FKG is linear, but we have no formula for FKG in
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general. In the case where G= {1}, ΓKG may be identified with C and then LKG
is equal to the Lie dimension function D on C❏t❑◦.
In the definition of ΓKG we could replace C by any field of characteristic 0.
Then Theorem 4.2 remains valid. Also, LKG restricts to a function on ΩN and to
a function on RKG❏t❑◦ (by the argument used for D on Z❏T ❑◦).
As in Section 3, let Θk :Ω →Ω be substitution of tk for t . It follows from the
definition of LKG on ΩN that (Θk ◦LKG)(f )= (LKG ◦Θk)(f ) for all k  1 and
all f ∈ΩN. However, it is easily verified that both Θk ◦ LKG and LKG ◦Θk are
logarithmic functions on Ω . It follows that
Θk ◦LKG = LKG ◦Θk for all k  1. (4.8)
In other words, if LKG(f )= g then LKG(f (tk))= g(tk) for all k  1.
If V is a finite-dimensional KG-module then the coefficient of t in LKG([V ]t)
is [L1(V )], and this is equal to [V ]. It follows easily that
LKG induces the identity function on Ωn/Ωn+1 for all n 1. (4.9)
5. The Grothendieck algebra
Throughout this section we assume that G is a finite group. Let K be a field
and let p be the characteristic of K (thus p is a prime or p = 0). Let K̂ be the
algebraic closure of K and let Gp′ be the set of all elements of G of order not
divisible by p. We choose and fix primitive e th roots of unity ξ in K̂ and ω in C,
where e denotes the least common multiple of the orders of the elements of Gp′ .
For a KG-module V of finite dimension r , the Brauer character chV is the
function from Gp′ to C such that, for all a ∈Gp′ , chV (a)= ωk(1) + · · · + ωk(r)
where ξk(1), . . . , ξk(r) are the eigenvalues of a in its action on K̂ ⊗ V . (See
Section 5.3 of [2], but we do not follow the notation used there.)
Let ∆ be the C-algebra consisting of all ‘class functions’ from Gp′ to C, that
is, functions δ such that δ(a) = δ(a′) whenever a and a′ are conjugate in G.
Let J1, . . . , Jm be representatives of the isomorphism classes of irreducible KG-
modules. Thus {J¯1, . . . , J¯m} is a basis for the Grothendieck algebra Γ KG (see
Section 1). Let φ :Γ KG → ∆ be the C-linear map satisfying φ(J¯i ) = chJi for
all i . It follows that φ(V )= chV for every finite-dimensional KG-module V .
It is easy to verify that there is an algebra homomorphism τ :Γ KG → Γ K̂G
such that τ (V )= K̂ ⊗ V for every finite-dimensional KG-moduleV . As observed
in [11, p. 608], τ is an embedding. Thus we may regard Γ KG as a subalgebra of
Γ K̂G. The C-linear map φ̂ :Γ K̂G →∆ defined in the same way as φ :Γ KG →∆
is an algebra isomorphism, by [2, Theorem 5.3.3]. However, φ is the restriction
of φ̂ to Γ KG, so φ is an algebra embedding. Thus we may regard Γ KG as a
subalgebra of ∆ and Γ KG❏t❑◦ as a subalgebra of ∆❏t❑◦ . From this point of view
the elements of Γ KG are class functions from Gp′ to C.
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For each positive integer d the ‘Adams operation’ Ψ d is defined on ∆ by
(Ψ d(δ))(a)= δ(ad) for all δ ∈∆, a ∈Gp′ . Each Ψ d is an algebra endomorphism
of ∆ and, by action on coefficients, it induces an algebra endomorphism of
∆❏t❑◦. It is well known that Γ KG, regarded as a subalgebra of ∆, is invariant
under Ψ d . For the reader’s convenience we sketch a proof. If V is a finite-
dimensional KG-module then (Ψ d(chV ))(a)= chV (ad) for all a ∈Gp′ . If a has
eigenvalues ξk(1), . . . , ξk(r) in its action on K̂ ⊗ V then we have chV (ad) =
ωk(1)d + · · · + ωk(r)d . Thus Ψ d(chV ) is obtained (by substitution) from the
‘power sum’ function xd1 + · · · + xdr in variables x1, . . . , xr . In a similar way,
the exterior powers of V have Brauer characters obtained from the elementary
symmetric functions on x1, . . . , xr , and tensor products of exterior powers have
Brauer characters obtained from products of the relevant elementary symmetric
functions. However, xd1 + · · · + xdr may be written as an integral polynomial in
the elementary symmetric functions. It follows easily that Ψ d(chV ) = φ(γ¯ ) for
some γ ∈ RKG ⊆ ΓKG. ThereforeΓ KG (regarded as a subalgebra of∆) is invariant
under Ψ d . Thus Ψ d yields an algebra endomorphism of Γ KG and of Γ KG❏t❑◦ .
As before let Θk denote substitution of tk for t . Thus Θk is an algebra
endomorphism of ∆❏t❑◦ , Γ KG❏t❑◦ and C❏t❑◦ .
Now let V be a graded KG-module, V = V1 ⊕ V2 ⊕ · · · . Extending to K̂ we
obtain a graded K̂G-module W =W1 ⊕W2 ⊕ · · · , where Wn ∼= K̂⊗Vn for all n.
Let a ∈Gp′ , and keep a fixed for the time being. For each n, choose a basis Bn of
Wn consisting of eigenvectors of a and let B =⋃Bn. Thus B is a basis of W .
For each n, let W∗n be a C-space having a basis B∗n with elements in one–one
correspondence with the elements of Bn. We may take a to act linearly on W∗n so
that for each b ∈ Bn the corresponding element b∗ of B∗n is an eigenvector for a
with eigenvalue ωi where ξ i is the eigenvalue associated with the eigenvector b.
Let W∗ be the graded C-space given by W∗ = W∗1 ⊕ W∗2 ⊕ · · · and write
B∗ = ⋃B∗n. Thus B∗ is a basis of W∗ and a may be regarded as a graded
endomorphism (in fact, automorphism) of W∗.
Using the basis B of W we may form a ‘Hall basis’ C of L(W) in which each
element of C is a Lie monomial formed from elements of B (see Definition 3
in [3, Chapter II, §2.11]). For each n  1, the elements of C which belong to
Ln(W) give a basis Cn of Ln(W). The corresponding monomials formed from
elements of B∗ give a basis C∗n of Ln(W∗). (This is because the monomials in a
Hall basis are defined independently of the coefficient field.) The elements of Cn
and C∗n are eigenvectors for a. Furthermore, if c ∈ Cn has eigenvalue ξ i then the
corresponding element of C∗n has eigenvalue ωi . However, Ln(W)∼= K̂ ⊗Ln(V ).
It follows that chLn(V )(a) = trLn(W∗)(a). Similarly, for every positive integer k,
chVn(ak) = trW∗n (ak). As defined in Section 1, V =
∑
n Vnt
n and L(V ) =∑
n L
n(V )tn, and both of these may be regarded as elements of ∆❏t❑◦. Let
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εa :∆❏t❑
◦ → C❏t❑◦ be the algebra homomorphism given by evaluating elements
of ∆ at a. Then
εa
(
L(V )
)=∑
n
chLn(V )(a)tn =
∑
n
trLn(W∗)(a)tn = trL(W∗)(a),
where trL(W∗)(a) is the trace power series as defined in Section 3. Similarly, for
k  1,
εa
(
Ψ k
(
V
))=∑
n
chVn
(
ak
)
tn =
∑
n
trW∗n
(
ak
)
tn = trW∗
(
ak
)
.
Therefore, by Theorem 3.1 applied to W∗,
εa
(
L(V )
)=∑
k1
µ(k)
k
Log
(
Θk
(
εa
(
Ψ k
(
V
))))
.
It is easy to verify that εa commutes with Θk and Log. Also, Log commutes with
Θk and Ψ k . Hence
εa
(
L(V )
)= εa(∑
k1
µ(k)
k
(
Θk ◦Ψ k ◦ Log)(V )).
This holds for all a ∈Gp′ . Therefore,
L(V )=
∑
k1
µ(k)
k
(
Θk ◦Ψ k ◦ Log)(V ). (5.1)
In particular, L(V ) depends only upon V and not on V itself.
LetMKG be the function on Γ KG❏t❑◦ defined by
MKG =
∑
k1
µ(k)
k
(
Θk ◦Ψ k ◦ Log)= (∑
k1
µ(k)
k
(
Θk ◦Ψ k)) ◦ Log .
Then, by Theorem 2.3,MKG is logarithmic.
Write Ω = ΓKG❏t❑◦ and Ω = Γ KG❏t❑◦ , and let ν :Ω → Ω be the natural
homomorphism. By Theorem 4.2 and (5.1), (ν ◦ LKG)([V ]) = (MKG ◦ ν)([V ])
for every graded KG-module V . In particular, taking the basis {Iλ: λ ∈ Λ} for
ΓKG as in Section 4,
(ν ◦LKG)
(
Iλt
n
)= (MKG ◦ ν)(Iλtn) (5.2)
for all λ ∈Λ and all n 1.
Let us call a functionH from Ω to Ω ‘logarithmic’ if it satisfiesH(Ωn)⊆Ωn
for all n 1,
H(f + g)=H(f )+H(g(1 − f )−1) for all f,g ∈Ω,
and
H(αf )= αH(f )+H(1− (1 − αf )(1 − f )−α) for all α ∈C, f ∈Ω
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(see (2.6) and (2.7)). Since LKG and MKG are logarithmic on Ω and Ω ,
respectively, it follows easily that the functions ν ◦ LKG and MKG ◦ ν from Ω
to Ω are both logarithmic. Using (5.2) and the defining properties of H given
above, we obtain (ν ◦ LKG)(f )= (MKG ◦ ν)(f ) for all f ∈Ω . In other words,
LKG induces MKG on Γ KG❏t❑◦ . We write LKG instead of MKG and summarise
our results as follows.
Theorem 5.1. Let G be a finite group and let K be a field. Let ΓKG and Γ KG
be, respectively, the Green algebra and the Grothendieck algebra formed from
KG-modules. The Lie module function LKG on ΓKG❏t❑◦ induces a logarithmic
functionLKG on Γ KG❏t❑◦ . ThusLKG(V )= L(V ) for every graded KG-moduleV .
Furthermore, LKG is given by the formula
LKG =
∑
k1
µ(k)
k
(
Θk ◦Ψ k ◦ Log).
It is not difficult to see that Theorem 5.1 remains valid if we replace C, in the
definition of ΓKG and Γ KG, by any field of characteristic 0. Also, LKG restricts to
a function on RKG❏t❑◦ . Furthermore,
Θk ◦LKG = LKG ◦Θk for all k  1. (5.3)
Corollary 5.2. Let γ ∈ Γ KG. Then
LKG(γ t)=
∑
n1
1
n
(∑
d |n
µ(d)Ψ d
(
γ n/d
))
tn.
Proof. By Theorem 5.1,
LKG(γ t) =
∑
k1
µ(k)
k
(
Ψ k(γ )tk + 1
2
Ψ k
(
γ 2
)
t2k + 1
3
Ψ k
(
γ 3
)
t3k + · · ·
)
=
∑
n1
(∑
k|n
µ(k)
k
· k
n
·Ψ k(γ n/k))tn.
This gives the required result. ✷
If V is a finite-dimensional KG-module then LKG(V t) =∑n Ln(V )tn, by
Theorem 5.1. Therefore, by Corollary 5.2,
Ln(V )= 1
n
∑
d |n
µ(d)Ψ d
(
V n/d
)
.
Thus, for all a ∈Gp′ ,
chLn(V )(a)= 1
n
∑
d |n
µ(d)
(
chV
(
ad
))n/d
. (5.4)
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This is Brandt’s character formula [4], as generalised to Brauer characters.
For each positive integer n, let π(n) denote the set of all prime divisors of n
and let Ψπ(n) :Γ KG → Γ KG be defined by
Ψπ(n) =
∑
d |n
µ(d)Ψ d .
(It is clear that ∑d |n µ(d)Ψ d depends only on π(n) and not on n itself.)
Corollary 5.2 takes the following simple form for γ = E, where E is an
idempotent.
Corollary 5.3. Let E be an idempotent of Γ KG. Then
LKG(Et)=
∑
n1
1
n
Ψπ(n)(E)t
n.
In the case where K has characteristic 0 or prime characteristic which does
not divide |G|, ΓKG may be identified with Γ KG and LKG may be identified with
LKG. Thus Theorem 5.1 and Corollaries 5.2 and 5.3 give formulae for LKG in this
case.
The algebra Γ KG is semisimple because it is isomorphic to a subalgebra of ∆,
where ∆ is isomorphic to a direct sum of copies of C. Thus Γ KG has a basis
{E1, . . . ,Em} consisting of pairwise orthogonal idempotents. In the remainder of
this section we first consider the calculation of the power series LKG(Eit) for
i = 1, . . . ,m and then show that LKG may be evaluated on an arbitrary element of
Γ KG❏t❑◦ in a straightforward way in terms of the LKG(Eit).
Corollary 5.3 gives an expression for LKG(Eit), and, in determining the
coefficient of tn, it is useful to note that Ψπ(n) =∏q∈π(n)(1 − Ψ q), where the
product notation refers to composition of functions. Thus Ψπ(n)(Ei)= 0 if there
is a prime divisor q of n such that Ψ q(Ei) = Ei (as occurs, for example, if
q ≡ 1 modulo |G|). Each element Ψ d(Ei) of Γ KG is an idempotent and can
therefore be expressed as the sum of the elements in some subset of {E1, . . . ,Em}.
These expressions can readily be determined in simple cases and, of course,
Ψ d(Ei)= Ψ d ′(Ei) if d ≡ d ′ modulo |G|.
In the case K = C, LCG may be identified with LCG and ΓCG may be
identified with the algebra of all class functions on G. This algebra has a basis
{E1, . . . ,Em}, where each Ei takes the value 1 on the elements of some conjugacy
class and 0 elsewhere. In some cases, the power series LCG(Eit) turn out to have
a strikingly simple form. This phenomenon is being investigated by Mr. Colin
D.E. Rose, and the following example is due to him.
Example. Let G be the non-abelian group of order 6. Thus ΓCG has a basis
{E1,E2,E3} where Ei(a)= 1 if a has order i and Ei(a)= 0 otherwise. We have
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LCG(E1t) = (E1 +E2 +E3)t −LCG(E2t)−LCG(E3t),
LCG(E2t) = E2t + 12E2t2 + 14E2t4 + 18E2t8 + · · · ,
LCG(E3t) = E3t + 13E3t3 + 19E3t9 + 127E3t27 + · · · .
We return to the general case. It is not difficult to see that one of the primitive
idempotents of Γ KG is given, as a class function, by (1/|G|) chKG, where chKG is
the Brauer character of the regular KG-module. We may take this to be E1. Thus,
for a ∈Gp′ , E1(a)= 1 if a = 1 and E1(a)= 0 otherwise. There is a particularly
simple expression for LKG(E1t).
Theorem 5.4. Let G be a finite group and let K be a field. Let p be the
characteristic of K and write E1 = (1/|G|) chKG. Then
LKG(E1t)=
∑
n1
1
n
Fπ(n)t
n,
where Fπ(n) is given, for a ∈ Gp′ , by Fπ(n)(a) = (−1)|π(n)| if the order of a is
equal to the product of the elements of π(n) and Fπ(n)(a)= 0 otherwise.
Proof. Let n be a positive integer and let n˜ denote the product of the elements
of π(n). Clearly Ψπ(n) =∑d |n˜ µ(d)Ψ d . By Corollary 5.3, it suffices to show
that Ψπ(n)(E1) = Fπ(n), where Fπ(n) is the class function on Gp′ defined in the
statement of the theorem. Thus, for a ∈Gp′ , it suffices to show that∑
d |˜n
µ(d)E1
(
ad
)= Fπ(n)(a). (5.5)
The result is clear if the order of a is not a divisor of n˜. In the remaining case we
can write n˜= kl where k and l are coprime and k is the order of a. For d | n˜ we
have E1(ad)= 0 unless k | d . Thus∑
d |˜n
µ(d)E1
(
ad
)=∑
d |l
µ(kd)= µ(k)
∑
d |l
µ(d)=
{
µ(k) if k = n˜,
0 if k = n˜.
This yields (5.5). ✷
The expression for LKG(E1t) given by Theorem 5.4 has a very simple form
because there are only finitely many different possibilities for the functions Fπ(n).
Indeed, Fπ(n) = 0 unless n is coprime to p and G contains an element which has
order equal to the product of the elements of π(n). In particular, Fπ(n) = 0 unless
π(n) is a subset of the set of prime divisors of |G| distinct from p. The expression
for LKG(E1t) takes a particularly simple form if G is a group of prime-power
order.
We now show how LKG may be evaluated on an arbitrary element of Γ KG❏t❑◦
in terms of h1, . . . , hm where hi denotes LKG(Eit).
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Since Γ KG is the direct sum of the one-dimensional algebras CEi , Γ KG❏t❑◦
is the direct sum of the algebras CEi❏t❑◦ . Every element f of Γ KG❏t❑◦ may
be written uniquely in the form f = E1g1 + · · · + Emgm where gi ∈ C❏t❑◦ for
i = 1, . . . ,m. Since the Ei are pairwise orthogonal, (2.6) gives
LKG(f )= LKG(E1g1)+ · · · +LKG(Emgm).
Hence it is sufficient to evaluate LKG(Eig) for g ∈C❏t❑◦ .
By repeated use of (2.6) and (2.7) we can write LKG(Eig) in the form∑
n βnLKG(Eitn) with βn ∈C for all n. Hence, by (5.3),
LKG(Eig)=
∑
n
βnhi
(
tn
)
,
where hi(tn) denotesΘn(hi). The numbers βn may be determined as follows. The
same sequence of steps used for LKG(Eig) may be used for the Lie dimension
function D on C❏t❑◦ to obtain
D(g)=
∑
n
βnD
(
tn
)=∑
n
βnt
n.
Hence the numbers βn may be determined by (3.3) or Theorem 3.4.
It is of particular interest to calculate LKG(γ t) for γ ∈ Γ KG, because this
includes the case where γ = V for a finite-dimensional KG-module V . We can
write γ = α1E1 + · · · + αmEm with α1, . . . , αm ∈C. Then, by (2.6),
LKG(γ t)= LKG(α1E1t)+ · · · +LKG(αmEmt).
However, by (2.12) and (5.3),
LKG(αiEi t)=
∑
n
wn(αi)LKG
(
Eit
n
)=∑
n
wn(αi)hi
(
tn
)
.
There are advantages in using this formula rather than Brandt’s character for-
mula (5.4) because h1, . . . , hm have a comparatively simple form and once these
power series have been determined we can find LKG(γ t) in a straightforward and
uniform way for all γ ∈ Γ KG.
In those cases where ΓKG is distinct from Γ KG but ΓKG still has a basis
{E1, . . . ,Em} of pairwise orthogonal idempotents (see Section 1) we may
evaluate LKG on an arbitrary element of ΓKG❏t❑◦ in terms of the power series
LKG(Eit) in the same way as for LKG.
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