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Abstract
We provide the structure of regular/singular fast/slow decay radially
symmetric solutions for a class of superlinear elliptic equations with an in-
definite weight on the nonlinearity f(u, r). In particular we are interested
in the case where f is positive in a ball and negative outside, or in the re-
versed situation. We extend the approach to elliptic equations in presence
of Hardy potentials. By the use of Fowler transformation we study the
corresponding dynamical systems, presenting the construction of invariant
manifolds when the global existence of solutions is not ensured.
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lar/singular ground states, Fowler transformation, invariant manifold, continu-
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1 Introduction
A first purpose of this paper is to study the properties of radial solutions for
equations of the form
∆u+ f(u, r) = 0 (L)
where u : Rn → R, n > 2, r = |x|, and f : R × (0,+∞) → R is a differentiable
function which is null for u = 0 and super-linear in u. Since we just deal
with radial solutions we will indeed consider the following singular ordinary
differential equation
u′′ +
n− 1
r
u′ + f(u, r) = 0 , (Lr)
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2where, abusing the notation, we have set u(r) = u(x) for |x| = r, and ′ denotes
differentiation with respect to r.
Radial solutions play a key role for (L), since in many cases, e.g. k(r) ≡ K >
0, positive solutions have to be radial (but also in many situations in which k
is allowed to vary, see e.g. [5, 26, 31]). They are also crucial to determine the
threshold between fading and blowing up initial data in the associated parabolic
problem, see e.g. [14, 39].
In this article we are mainly interested in classifying positive and nodal
solutions when f(u, r) is negative for r small and positive for r large, or in the
opposite situation. The prototype for the nonlinearity we are interested in takes
the form:
f(u, r) = k(r)u|u|q−2 (1.1)
where k is a continuous function, which is either negative in a ball and positive
outside and q > 2∗, or we have the reversed sign condition and 2∗ < q < 2∗ =
2n
n−2 , where 2∗ :=
2(n−1)
n−2 < 2
∗ := 2nn−2 , are respectively the Serrin and the
Sobolev critical exponents.
The behavior of solutions of (Lr), with f as in (1.1), changes drastically
according to the sign of k, when q > 2. When k(r) < 0 for any r > 0, positive
solutions are convex, and their maximal interval of continuation may be bounded
either from above or from below or both. On the other hand if k(r) > 0 all the
solutions of (Lr) are continuable for any r > 0; further, if k(r) > 0 the structure
of positive solutions of (Lr) changes drastically when the exponent q in (1.1)
passes through some critical values, such as 2∗ and 2∗, see e.g. [20, 35]. In fact
new and more complex situations arise when the non-linearity exhibits both
subcritical an supercritical behavior with respect to these exponents, see e.g.
[3, 4, 5, 23, 24, 40], for a far from being exhaustive bibliography. In fact we
have an interaction between the exponent and the asymptotic behavior of k.
Roughly speaking, if f is of type (1.1) and k(r) behaves like a positive power,
then the critical exponents get smaller, while they get larger if k behaves like a
negative power. E.g., if k(r) = rδ then the Sobolev critical exponent becomes
2∗δ = 2
n+δ
n−2 .
With very weak assumptions, definitively positive solutions exhibit two be-
haviors as r → 0 and as r → ∞ when k(r) > 0. Namely u(r) may be a
regular solution, i.e. u(0) = d > 0 and u′(0) = 0, or a singular solution, i.e.
limr→0u(r) = +∞; a fast decay (f.d.) solution, i.e. limr→∞u(r)rn−2 = L, or
a slow decay (s.d.) solution, i.e. limr→∞u(r)rn−2 = +∞. We emphasize that
in many situations the behavior of singular and slow decay solutions can be
specified better (cf. Remark 2.6).
In the whole paper we use the following notation: we denote by u(r, d) the
regular solution of (Lr) such that u(0, d) = d, and by v(r, L) the fast decay
solution such that limr→∞rn−2v(r, L) = L. Moreover we call ground states
(G.S.), regular positive solutions u(r) defined for any r ≥ 0 and such that
limr→∞u(r) = 0, and singular ground states (S.G.S.) positive singular solutions
v(r) defined for any r > 0 and such that limr→0v(r) =∞, limr→∞v(r) = 0.
In this paper we continue the discussion, begun with [25], which is mainly
3focused on the case where f is of type (1.1), q > 2∗, k(r) is discontinuous
and equals 1 inside a ball and −1 outside. This kind of equation is a special
reaction-diffusion equation, where the reaction, modeled by f , is assumed to
have a source effect inside a ball and an absorption effect outside. So it can
describe, e.g., the temperature u in presence of a nonlinear reaction producing
energy (taking place in a bounded box) and its inverse absorbing it (taking
place in the environment where the box is immersed), both heat regulated. As
specified in [25] it can also describe the density of a substance subject to diffusion
and to a nonlinear reaction and its inverse, see also [34, §7]. The inhomogeneity
may be induced by the presence of an activator or an inhibitor.
In [25] the purpose was to prove existence and exact multiplicity for regular
solutions with f.d. and with s.d., and to deduce their nodal properties, but just
for a very specific example, discontinuous in r.
Here we want to show that the case described in [25] is the prototype for a
large class of nonlinearities f . So we relax the requirement on k(r); in particular
we assume it to be smooth, and we extend the results to a wider family of
potentials f , whose main representative is given by
f(u, r) = K(r)u|u|q−2 q > 2∗ (a)
f(u, r) = −K(r)u|u|q−2 2∗ < q < 2∗ (b) (1.2)
where K(r) changes sign one time: in particular K(r) < 0 if r < R, K(r) > 0
if r > R, for a certain R. Section 4 will be devoted to a deeper analysis of
the possible nonlinearities we can deal with, but we wish to emphasize that our
result is new for this kind of nonlinearity, too.
We emphasize that the presence of G.S. with f.d. is due to the coexistence
of source and absorption effects (i.e. f changes sign). In literature there are
many results on the structure of radial solutions for Laplace equations with
indefinite weights k, see e.g. [1, 4, 7]. However, these papers are concerned with
phenomena which are found when k is a positive function, and which persist even
if k becomes negative in some regions. The structure results we find can just take
place if we have a change in the sign of k: if q is either smaller or larger than 2∗
there are no G.S. with fast decay, neither if k(r) ≡ K > 0, nor if k(r) ≡ K < 0.
In fact, the structure of the solutions of (Lr) described in Corollaries 1.2 and 1.3,
reminds of the situation in which q = 2∗ and we have a positive k which behaves
like a positive power for r small and a negative power for r large, see e.g. [13, 40].
In the same direction goes [6], which proves existence results (using a variational
approach) which hold just when the nonlinearities have sign-changing weights;
however in [6] the authors consider bounded domains and just in the subcritical
case. Further in [15, 32, 33] and in references therein the reader can find several
nice and sharp structure results for sign-changing nonlinearities, even for more
general operators (p-Laplace, relativistic and mean curvature), in the framework
of oscillation (and non-oscillation) theory, but for exterior domains, i.e. for
solutions defined, say for r > 1.
Performing this generalization with respect to [25] we pay two prizes: firstly
we can just give existence and multiplicity results, but we lose the control of
4uniqueness and exact multiplicity since we mainly ask for asymptotic condi-
tions; secondly we have to face many technical problems and the discussion is
more involved. The major one is the following: asking for f to be negative and
possibly superlinear for u large, we allow the existence of non-continuable solu-
tions, whose presence causes almost no difficulties for the special nonlinearities
considered in [25], but it is a crucial problem here.
In fact the presence of non-continuable solutions, which are typical for the
nonlinearity considered, rises a challenging problem from the theoretical point
of view. In fact we cannot apply the already established invariant manifold
theory for non-autonomous systems (see e.g. [10, 12, 27]). In the appendix
we perform a first step in order to extend this theory to the case where non-
continuable solutions are allowed. As far as we are aware this is the first time
where such a problem is considered, and we think this can be a contribution from
a methodological point of view to invariant manifold theory for non-autonomous
dynamical systems.
Our analysis is directly performed for the following more general differential
equation
∆u+
h(r)
r2
u+ f(u, r) = 0 , (H)
and for its radial counterpart
u′′ +
n− 1
r
u′ +
h(r)
r2
u+ f(u, r) = 0 . (Hr)
We assume that h is a differentiable function satisfying the following require-
ment, which will be assumed in the whole paper:
H
h(r) < (n−2)
2
4 , for every r ∈ (0,+∞) ,
h(0) = η < (n−2)
2
4 ,
h(r)−η
r ∈ L1(0, 1] ,
limr→∞h(r) = β <
(n−2)2
4 ,
h(r)−β
r ∈ L1[1,+∞) .
The introduction in Laplace equation of the additional term h(r)r2 u, often referred
to as Hardy potential, has raised a great interest recently, see e.g. [2, 18, 38], and
we think is another main point of interest in our paper. Usually in literature
the case h ≡ η is considered, with the requirement that η ≤ ηc := (n−2)
2
4 (the
value ηc is again critical). The restriction η ≤ ηc is necessary in order to have
definitively positive solutions, see e.g. [9], either for r small or for r large, and
ηc can be interpreted as the first eigenvalue of the ∆u + u/r
2, see Section 1
in [38]. Here we give a dynamical interpretation of this assumption. Equation
(Hr) has been subject to deep investigation for different type of f , see e.g.
[2, 16, 17, 18, 38]. Usually h is assumed to be a constant, and there are very few
results concerning the case where h actually varies; however Terracini in [38]
and Felli et al. in [16] considered the case where h is a function, depending in
fact on its angular coordinates (to model a magnetic field).
A consequence of the presence of the Hardy term is a shift on the Serrin
critical exponent, and the appearance of a new critical value in the supercritical
5regime. More precisely, if h(r) ≡ η < ηc = (n−2)
2
4 we define
2∗(η) := 2
n+
√
(n− 2)2 − 4η
n− 2 +√(n− 2)2 − 4η (1.3)
(which gives back 2∗ if η = 0), and
I(η) :=
+∞ if η ≤ 02 n−√(n−2)2−4η
n−2−
√
(n−2)2−4η if 0 < η <
(n−2)2
4 ,
(1.4)
see, e.g. [9]. Notice that limη→ηc 2∗(η) = 2
∗ = limη→ηc I(η).
The presence of the Hardy term, affects greatly the asymptotic behavior of
the solution. In fact if f(u, r) > 0 we continue to have two possible behavior
for definitively positive solutions either for r small or for r large. Let us set
κ(η) :=
(n− 2)−√(n− 2)2 − 4η
2
; (1.5)
we introduce the following terminology.
Definition 1.1. • A R-solution u(r, d) satisfies limr→0u(r, d)rκ(η) = d ∈
R, while a S-solution u satisfies limr→0u(r)rκ(η) = ±∞.
• A fd-solution v(r, L) satisfies limr→∞v(r, L)rn−2−κ(η) = L ∈ R, while a
sd-solution u satisfies limr→∞u(r)rn−2−κ(η) = ±∞.
• a R k fd solution u(r, d) = v(r, L) is both a R-solution and a fd-solution
having k nondegenerate zeros. We define similarly Rk sd solution u(r, d),
S k fd solution v(r, L). When we do not indicate the value k, e.g. S fd,
we mean any solution with these asymptotic properties disregarding its
number of zeroes.
In case of equation (Lr) we can recognize respectively regular fast decay,
regular slow decay and singular fast decay solutions having k nondegenerate
zeros.
Note that 0 < κ(η) < n−22 if η > 0 and that κ(η) < 0 if η < 0, thereforeR-solutions are unbounded if η > 0. We also emphasize that bounded solutions
do not exist for η > 0, and that S-solutions are anyway larger than R-solutions
for r small, see Remarks 2.7, 2.8, 2.10 for more details.
This fact may cause relevant problems in applying variational or functional
techniques, but in fact it finds an easy explanation with our approach. However
the structure of positive solutions is not greatly altered by the presence of the
Hardy potential so that we can give here a unified approach for both (L) and (H).
Consider a function f as in (1.2); we state the following assumption for K:
K Assume that K is C1 and there is R > 0 such that K(r) < 0 for 0 < r < R
and K(r) > 0 for r > R. Further assume that
K(r) = K(0)rδ0 + o(rδ0) as r → 0 , and
K(r) = K(∞)rδ∞ + o(rδ∞) as r →∞ . (1.6)
6where K(0) < 0 < K(∞) and δ0, δ∞ > −2. Further there is $ > 0 (small)
such that limr→0r−$ ddr [K(r)r
−δ0 ] = 0, and limr→∞r$ ddr [K(r)r
−δ∞ ] = 0.
Note that the weak assumption on the derivative of K is just technical. We
need to introduce the following parameters which take into account of the shift
on the critical exponent due to the presence of the spatial dependence:
l = l(q, δ) = 2
q + δ
2 + δ
(1.7)
and notice that l(q, 0) = q.
We postpone the statement of our main results in a more general framework
to Section 2.6. We just propose here two corollaries which follow directly from
Theorems 2.15 and 2.16 and apply to nonlinearities introduced in (1.2).
Corollary 1.2. Assume H, let f be as in (1.2a) and suppose K(r) satisfies K.
Set lu = l(q, δ0) and ls = l(q, δ∞), and assume 2∗(η) < lu < I(η), 2∗ < ls < I(β).
Then there is an increasing sequence (Ak)k≥0 such that u(r,Ak) is a R k fd.
Moreover u(r, d) is a R 0 sd for any 0 < d < A0, and there is A∗k ∈ [Ak−1, Ak)
such that u(r, d) is a Rk sd whenever A∗k < d < Ak, for any k ≥ 1.
Corollary 1.3. Assume H, let f be as in (1.2b) and suppose K(r) satisfies
K. Set lu = l(q, δ0) and ls = l(q, δ∞), and assume 2∗(η) < lu < 2∗, 2∗(β) <
ls < I(β). Then there is an increasing sequence (Bk)k≥0 such that v(r,Bk)
is a R k fd. Moreover, v(r, L) is a S 0 fd for any 0 < L < B0, and there is
B∗k ∈ [Bk−1, Bk) such that v(r, L) is a S k fd whenever B∗k < L < Bk, for any
k ≥ 1. Consequently, there is an increasing sequence (Ak)k≥0 such that u(r,Ak)
is a Rk fd for any k ≥ 0.
Notice that both the corollaries provide the existence of a positive G.S. with
fast decay (the R 0 fd) for equation (L). The first one gives also existence of
positive G.S. with slow decay (the R 0 sd’s) and the second the existence of
positive S.G.S. with fast decay (the S 0 fd’s).
The previous corollaries focus on solutions which are positive near zero; by
the way similar statements hold for negative near zero solutions.
In the proofs we apply the classical Fowler transformation, to pass from (Hr)
to a system, and we apply phase plane analysis and techniques from the theory
of invariant manifold for non-autonomous systems, following the way paved by
[28, 29, 30]. Therefore the existence of R fd corresponds to the existence
of homoclinic orbit in the introduced dynamical system. The presence of the
Hardy potential forces us to abandon the classical results established in [10],
and to add a discussion of exponential dichotomy tools, based on [11, 12, 27].
Kelvin inversion u(r) 7→ u(1/r)r2−n assumes a particularly clear form when
it is combined with Fowler transformation (see Section 2.5). To the best of our
knowledge this simple but useful remark appeared for the first time in [23]; here
we explore this fact a bit further.
The paper is structured as follows: in Section 2 we introduce Fowler trans-
formation (§2.1), and we explain some well known correspondences between
7the new system and the original problem, in the (Lr) case (§2.2), in the (Hr)
case (§2.3); then we state our results in the general framework (§2.6). In Sec-
tion 3.1 we develop some geometrical consideration, which will be actually used
in Section 3.2 to prove our main theorems, following some ideas introduced
in [3, 13, 30]. In Section 4 we give some further examples of application of our
results. In Appendix A.1 we recall some well known facts concerning invariant
manifold theory for non-autonomous system, and we explain our extension to a
setting where continuability is lost. Appendix A.2 and A.3 are devoted to adapt
to our setting some topological ideas already used respectively in [3, 13], and
in [22].
2 Preliminaries and stating of the results.
2.1 Fowler transformation.
We consider equation (Hr), which corresponds to radial solutions of (H). Once
we have fixed a constant l > 2, and the values
αl =
2
l − 2 , γl = αl + 2− n ,
setting {
xl(t) = u(r)r
αl
yl(t) = u
′(r)rαl+1
where r = et , (2.1)
we pass from (Hr) to the following(
x˙l
y˙l
)
=
(
αl 1
−h(et) γl
)(
xl
yl
)
+
(
0
−gl(xl, t)
)
, (S)
where
gl(x, t) = f(xe
−αlt, et)e(αl+2)t . (2.2)
In particular, in the classical Laplace case, i.e. when h(t) ≡ 0, we find(
x˙l
y˙l
)
=
(
αl 1
0 γl
)(
xl
yl
)
+
(
0
−gl(xl, t)
)
. (S0)
The main advantage in this change of variables is that, when f is of type (1.1),
setting l = q we obtain a system which is not anymore singular. Moreover, if h
and k are constants, then (S) is autonomous: in fact (2.1) is a slight modification
of the original transformation introduced by Fowler [19].
More in general, whenever h is a constant and k(r) = Krδ, where δ > −2
we can set l = l(q, δ) = 2 q+δ2+δ to get gl(x, t) = Kxl|xl|q−2, so that (S) is an
autonomous system.
Assume first that h ≡ 0, and gl(x, t) = Kxl|xl|q−2. In these cases, whenever
l > 2∗ and K > 0, the origin is a saddle and admits a 1-dimensional unstable
8manifold Mu and a 1-dimensional stable manifold Ms. Moreover we have two
critical points P+ = (Px, Py) and P
− = (−Px,−Py) with Px > 0, which are
stable for l > 2∗, centers for l = 2∗ and unstable for 2∗ < l < 2∗. Using the
translation for this context of the Pohozaev identity, see e.g. [37], we can easily
draw the phase portrait, in such an autonomous case (a detailed proof in the
p-Laplace context is given in [20], see also [23, 25]).
If K < 0 and l > 2∗ the origin is the unique critical point and both Mu and
Ms are unbounded curves, see Figure 1.
In fact this analysis is easily extended to any autonomous system (S0) sat-
isfying the following assumption, see [13] for details:
GA There is l > 2∗ such that gl(x, t) ≡ Kgl(x) is t-independent, K 6= 0 is a
constant, and gl(x)/x is a function, which is positive increasing for x > 0
and positive decreasing for x < 0, satisfying
lim
x→0
gl(x)
x
= 0 and lim
|x|→+∞
gl(x)
x
= +∞ .
This way we can consider e.g. gl(x) = k1x|x|q1−2 + k2x|x|q2−2 (i.e. f(u, r) =
k1u|u|q1−2 + k2rδu|u|q2−2 where δ = 2(q2−q1)q1−2 ), or gl(x) = k1x|x|q−2 ln(|x|) (i.e.
f(u, r) = k1u|u|q−2 ln(ur 2q−2 )) where k1 and k2 are positive constants and q1
and q2 are larger than 2. So we can consider slightly more general functions f .
Now we introduce a further notation which will be in force in the whole
paper: we denote by xl(t, τ,Q) = (xl(t, τ,Q), yl(t, τ,Q)) the trajectory of (S)
– or (S0) – which is in Q for t = τ .
The following remark underlines the relations between the behaviour of so-
lutions of (S0) and of (Lr).
Remark 2.1. Assume GA. Consider the trajectory xl(t, τ,Q) of (S0) and let
u(r) be the corresponding solution of (Lr); then u(r) is a regular solution if and
only if Q ∈Mu, while it has fast decay if and only if Q ∈Ms.
This result can be easily proved using standard tools in invariant manifold
theory, see e.g. [20, 23, 25]; we will prove it as a special case of a more general
result, Lemma 2.5 below, in the non-autonomous context.
Assume now h(t) ≡ η < (n−2)24 : the linearization of system (S) in the origin
has real and distinct eigenvalues. Moreover the origin is a saddle iff |αlγl| > η
or equivalently
2∗(η) < l < I(η) , (2.3)
where 2∗(η) and I(η) have been defined in (1.3), (1.4). The eigenvalues are
λ1 = γl + κ(η) < 0 < λ2 = αl − κ(η), where κ(η) was defined in (1.5). Let
us assume first that gl(x, t) = Kgl(x) satisfies GA with K > 0, where the
condition l > 2∗ is replaced by l > 2∗(η). It is straightforward to check that,
when the parameters are in the range (2.3), we have again a unique critical
point P+ = (Px, Py) in x > 0; in particular if gl(x) = x|x|q−2, we find Px =
9Figure 1: Sketch of the phase portrait of (S), when gl(x, t) is t-independent
and satisfies GA. The unstable manifolds Mu and the stable manifolds Ms
are drawn. The manifolds can be located using the level curves of some en-
ergy functions (cf. [20, 25, 37]): in particular in the case l = 2∗ the system is
Hamiltonian, moreover, if K > 0, it presents periodic solutions and Mu and
Ms coincide giving two homoclinic orbits.
[αl(n− 2− αl)− η]1/(q−2), and Py = −αlPx. The point P+ is unstable (either
a node or a focus) if 2∗(η) < l < 2∗, a center if l = 2∗ it is stable if 2∗ < l < I(η)
(either a node or a focus). Again for K < 0 we find that Mu and Ms are
unbounded curves. See Figure 1. We refer to [25] for details.
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We can again consider the stable manifold Ms and the unstable manifold
Mu, in order to obtain estimates as in Remark 2.1, however the presence of the
Hardy potential may forbid the existence of regular solutions. We will present
such details in Section 2.3 in the non-autonomous case so to avoid repetitions.
2.2 Stable and unstable manifolds for non-autonomous
systems.
In the previous subsection we have begun from the autonomous case for illus-
trative purposes. Now we turn to consider the t-dependent case: the first step
is the generalization of Remark 2.1. In this subsection we will make use of the
following assumption for illustrative purposes (it will be removed from the next
subsection):
C All the trajectories of (S) are continuable for any t ∈ R.
We have two different alternatives to introduce stable and unstable sets for
non-autonomous systems, thus extending Remark 2.1 to a generic gl(x, t). The
simplest one requires the strongest hypotheses, but gives more structure.
Gu Assume H and that there is lu ∈ (2∗(η), I(η)) such that glu(0, t) = 0,
∂xglu(0, t) = 0 for any t ∈ R, and
lim
t→−∞ glu(x, t) = Kg
−∞
lu
(x) and lim
t→−∞e
−$t ∂t glu(x, t) = 0 ,
uniformly on compact sets, where the function g−∞lu is a non-trivial locally
Lipschitz function satisfying GA and $ is a suitable positive constant.
Gs Assume H and that there is ls ∈ (2∗(β), I(β)) such that gls(0, t) = 0,
∂xgls(0, t) = 0 for any t ∈ R, and
lim
t→+∞ gls(x, t) = Kg
+∞
ls
(x) and lim
t→+∞ e
$t ∂t gls(x, t) = 0 ,
uniformly on compact sets, where the function g+∞ls is a non-trivial locally
Lipschitz function satisfying GA and $ is a suitable positive constant.
Assume Gu and add to (S) the variable z = e$t, to get
 x˙luy˙lu
z˙
 =
 αlu 1 0−h(z1/$) γlu 0
0 0 $
 xluylu
z
−
 0glu(xlu , ln(z)/$)
0
 .
(2.4)
We have thus obtained an autonomous system and all its trajectories converge
to the z = 0 plane as t → −∞; so (2.4) is useful to investigate the asymptotic
behavior in the past. The origin admits a 2-dimensional unstable manifold
denoted by Wu. From standard arguments of dynamical system theory, we see
11
that the set Wulu(τ) = W
u∩{z = e$τ} is a 1-dimensional (immersed) manifold,
for any τ ∈ R, see e.g. [3, 24].
Similarly when Gs holds we consider the following system to study the
behavior of trajectories in the future, adding the new variable ζ = e−$t. x˙lsy˙ls
ζ˙
 =
 αls 1 0−h(ζ−1/$) γls 0
0 0 −$
 xlsyls
ζ
−
 0gls(xls ,−ln(ζ)/$)
0
 .
(2.5)
All its trajectories converge to the ζ = 0 plane as t → +∞. The origin admits
a 2-dimensional stable manifold denoted by W s. Arguing as above, for any
τ ∈ R, W sls(τ) = W s ∩ {ζ = e−$τ} is a 1-dimensional manifold.
Let us denote byWulu(−∞) the unstable manifoldMu of the autonomous sys-
tem (S) where l = lu and glu(x, t) ≡ Kg−∞lu (x), and byW sls(+∞) the stable man-
ifold Ms of the autonomous system (S) where l = ls and gls(x, t) ≡ Kg+∞ls (x).
Then we have the following.
Remark 2.2. Assume C and Gu; then Wulu(τ) approaches W
u
lu
(−∞) as τ →
−∞. Assume Gs; then W sls(τ) approaches W sls(+∞) as τ → +∞. More pre-
cisely, if Wulu(τ0) (respectively W
s
ls
(τ0)) intersects transversally a certain line L
in a point Q(τ0) for τ0 ∈ [−∞,+∞) (resp. for τ0 ∈ (−∞,+∞]), then there is
a neighborhood I of τ0 such that W
u
lu
(τ) (resp. W sls(τ)) intersects L in a point
Q(τ) for any τ ∈ I, and Q(τ) is continuous (in particular it is as smooth as
gl).
The proof of this Remark follows from standard facts in dynamical system
theory. If we assume h(t) ≡ η, it follows from [10, § 13], while if we allow h to be
a function satisfying H it follows from [12, Theorem 4.1] or [27, Theorem 2.16].
Following [29], which is based on [27], we can introduce stable and unstable
leaves with assumptions weaker than Gu and Gs, see also the Appendix A.1
for a more detailed discussion of the topic.
gu Assume H and that there exists lu ∈ (2∗(η), I(η)) such that glu(x, t) is
continuous in x uniformly for t ≤ τ , whenever τ ∈ R and for any x in a
compact set; further glu(0, t) = ∂xglu(0, t) = 0 for any t ∈ R.
gs Assume H and that there exists ls ∈ (2∗(β), I(β)) such that gls(x, t) is
continuous in x uniformly for t ≥ τ , whenever τ ∈ R and for any x in a
compact set; further gls(0, t) = ∂xgls(0, t) = 0 for any t ∈ R.
Replacing Gu by gu and Gs by gs we can again construct 1-dimensional (im-
mersed) manifolds Wulu(τ), respectively W
s
ls
(τ), for any τ ∈ R by characterizing
them as follows:
Wulu(τ) := {Q ∈ R2 | limt→−∞xlu(t, τ,Q) = (0, 0)} ,
W sls(τ) := {Q ∈ R2 | limt→+∞xls(t, τ,Q) = (0, 0)} .
(2.6)
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Furthermore Wulu(τ) and W
s
ls
(τ) in the origin are tangent respectively to the
unstable and the stable space of the linearized system, see [27] and the Appendix
for more details, in particular Remarks A.2 and A.3.
Wulu(τ) and W
s
ls
(τ) have the smoothness property described above in Re-
mark 2.2, but the first part of Remark 2.2 concerning their asymptotical behav-
ior does not hold anymore (since Wulu(−∞) and W sls(+∞) may be not defined).
We stress thatGu implies gu, and if the former holds then the manifolds Wulu(τ)
constructed via Gu and gu coincide; the specular result holds for Gs which im-
plies gs (this way we see that Remark 2.4 below holds for Wulu(τ) and W
s
ls
(τ) if
we assume Gu and Gs). However observe that with gu and gs we allow also
functions gl(x, t) which are periodic in t or which have logarithmic behavior.
Further notice that when Gu holds, the phase portrait is very different in the
two cases K > 0 and K < 0 (see Figure 1), but in any case gu holds and
guarantees the existence of the unstable manifold. A similar argument holds for
Gs and gs, too.
Since we want to understand the mutual position of these two objects we
introduce the manifolds:
Wuls(τ) := {R = Qexp[−(αlu − αls)τ ] ∈ R2 | Q ∈Wulu(τ)} ,
W slu(τ) := {Q = Rexp[(αlu − αls)τ ] ∈ R2 | R ∈W sls(τ)} .
(2.7)
Notice that Wuls(τ) is omothetic to W
u
lu
(τ), and W slu(τ) is omothetic to W
s
ls
(τ).
Hence, they are 1-dimensional (immersed) manifolds for any τ ∈ R.
Remark 2.3. Observe that when gu holds for some l¯u > 2∗(η), respectively gs
holds for some l¯s > 2∗(β), then gu holds for any lu ∈ [l¯u, I(η)), resp. gs holds
for any ls ∈ (2∗(β), l¯s].
The validity of the previous remark can be immediately verified: if we choose
l 6= L we have gL(x, t)/x = gl(ξ, t)/ξ, where ξ = xe(αl−αL)t.
From now to the end of the subsection we assume h(t) ≡ 0 for
illustrative purposes; such a restriction is removed in the next subsection, which
is focused on the novelties introduced by the Hardy term. We emphasize that,
in any case, the result of this paper are new even for the original Laplace case,
i.e. when h(t) ≡ 0. We also stress that the upper bound in the values of lu and
ls due to gu, gs disappears when h(t) ≡ 0 (since I(0) = +∞).
Remark 2.4. Assume h(t) ≡ 0, C, gu, gs, then Wulu(τ) and W sls(τ) are tangent
respectively to y = 0 and to y = −(n− 2)x at the origin for any τ ∈ R.
As in the t-independent case, all regular solutions correspond to trajectories
in Wuls(τ), while fast decay solutions correspond to trajectories in W
s
lu
(τ). More
precisely we have the following, see [23, 24].
Lemma 2.5. Assume h ≡ 0, C, gu and gs. Consider the trajectory xlu(t, τ,Q)
of (S0) with l = lu > 2∗, and the corresponding trajectory xls(t, τ,R) of (S0)
with l = ls > 2∗. Let u(r) be the corresponding solution of (Lr). Then R =
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Qexp[−(αlu − αls)τ ],
u(r) is a regular solution ⇐⇒ Q ∈Wulu(τ) ⇐⇒ R ∈Wuls(τ) ,
u(r) is a fast decay solution ⇐⇒ Q ∈W slu(τ) ⇐⇒ R ∈W sls(τ) .
We postpone the proof of the lemma to Appendix A.1, see page 36.
Note that the manifold Wulu(τ) is split by the origin into two connected
components, one which leaves the origin and enters the x > 0 semi-plane (cor-
responding to regular solutions u(r) positive for r small), denoted by Wu,+lu (τ),
and the other which enters the x < 0 semi-plane (corresponding to regular so-
lutions u(r) negative for r small), denoted by Wu,−lu (τ). Similarly W
s
ls
(τ) is
split by the origin into W s,+ls (τ) and W
s,−
ls
(τ), which leave the origin and enter
respectively in x > 0 and in x < 0 (and correspond to fast decay solutions u(r)
which are definitively positive and definitively negative respectively).
Now we turn to consider briefly singular and slow decay solutions, see e.g. [13].
Remark 2.6. Assume h(t) ≡ 0 and Gu with K > 0, then (2.4) admits a critical
point (Px, Py, 0) such that Px > 0. This point admits an unstable manifold which
is 1-dimensional if lu ≥ 2∗ and 3-dimensional if 2∗ < lu < 2∗. The trajectories
(xlu(t), z(t)) contained in this manifold correspond to singular solutions v(r)
of (Lr) such that limr→0v(r)rαlu = Px > 0. It is easy to check that if lu > 2∗ we
have a unique singular solution, while if 2∗ < lu < 2∗ we have uncountably many
singular solutions. Further, if lu 6= 2∗, any trajectory xlu(t) of (S) bounded for
t ≤ 0 converges either to P = (Px, Py) or to −P or to the origin as t→ −∞.
Assume h(t) ≡ 0 and Gs with K > 0, then (2.5) admits a critical point
(Px, Py, 0) such that Px > 0. This point admits a stable manifold which is 1-
dimensional if 2∗ < ls ≤ 2∗ and 3-dimensional if ls > 2∗. The trajectories
(xls(t), ζ(t)) contained in this manifold correspond to slow decay solutions v(r)
of (Lr) such that limr→∞v(r)rαls = Px > 0. If 2∗ < ls < 2∗ we have a unique
slow decay solution, while if ls > 2
∗ we have uncountably many slow decay
solutions. Further, if ls 6= 2∗, any trajectory xls(t) of (S) bounded for t ≥ 0
converges either to P = (Px, Py) or to −P or to the origin as t→ +∞.
The proof follows from elementary arguments on the phase portrait, see e.g.
[13, Lemma 2.9] for details.
2.3 Stable and unstable manifolds with Hardy potentials.
We go back to consider (Hr), and (S) where h(t) 6≡ 0 satisfies H. We list some re-
sults which explain similarities and differences with respect to Section 2.2. Their
proofs rely on standard facts in invariant manifold theory for non-autonomous
systems, and in particular on exponential dichotomy: they are postponed to the
Appendix.
Remark 2.7. Assume gu; if η 6= 0 regular solutions for (Hr) do not exist, due
to the singularity of the equation for r = 0. They are replaced by solutions which
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(may) exhibit a singular behavior as r → 0. More precisely, for any d ∈ R there
is a unique solution, u(r) = u(r, d) of (Hr) such that u(r)rκ(η) → d as r → 0.
Analogously assume gs; then the behavior of fast decay solutions changes slightly.
I.e., for any L ∈ R there is a unique solution v(r, L) such that v(r, L)rn−2−κ(β) →
L as r → +∞ (cf. Definition 1.1).
In particular, Lemma 2.5 continues to hold respectively for R-solutions and
fd-solutions.
Remark 2.8. Assume Gu and Gs with K > 0 and H (allow h(t) 6≡ 0).
Then Remark 2.6, continues to hold almost with no differences: In particular S-
solutions are asymptotic to ±Pxrαlu as r → 0, while sd-solutions are asymptotic
to ±Pxrαls as r → +∞. The only change is in the value of Px (which however
can be computed explicitly).
We also observe that if Gu, Gs, H hold but K < 0, then there are no
S-solutions neither sd-solutions, so solutions of (Hr) which are defined in a
neighbourhood of r = 0 and are definitively positive for r small are R-solutions
and the ones which are defined in a neighbourhood of r =∞ and are definitively
positive for r large are fd-solutions.
Denote by Al(t) =
(
αl 1
−h(et) γl
)
. We recall that if Al(t) ≡ Al is a
constant matrix (e.g. when h ≡ 0 as for (Lr)), then the tangent spaces to
Wulu(τ) and W
s
ls
(τ), say `u(τ) and `s(τ), are independent from τ . This is not
the case if Al(t) 6≡ A. Let mu(τ) and ms(τ) be such that
`u(τ) := {(1,mu(τ)) | x ∈ R} , `u(−∞) := {(1,mu(−∞))x | x ∈ R} ,
`s(τ) := {(1,ms(τ))x | x ∈ R} , `s(+∞) := {(1,ms(+∞))x | x ∈ R} .
(2.8)
Remark 2.9. Assume gu, gs and allow h(t) 6≡ 0; then `u(τ) and `s(τ), change
smoothly with τ . Moreover mu(τ) → mu(−∞) := −(κ(η)) as τ → −∞ and
ms(τ)→ ms(+∞) := −(n− 2− κ(β)) as τ → +∞. Furthermore
κ(η) <
n− 2
2
< n− 2− κ(β) .
Remark 2.10. If 0 < η < (n−2)
2
4 , then κ(η) > 0, hence the R-solution u(r, d),
with d > 0, is in fact singular, i.e. limr→0u(r) = +∞, and accordingly u′(r) is
negative and limr→0u′(r) = −∞ as r → 0. However if η < 0 then κ(η) < 0,
i.e. the R-solution u(r, d), with d > 0, is such that u(r, d) → 0 like a power as
r → 0. Moreover it is monotone increasing for d > 0, since `u(τ) lies in xy > 0
for τ  0, and consequently the first branch of Wulu(τ) lies in xy > 0 for τ  0.
2.4 The lack of continuability
If C is removed the situation becomes more complicated.
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Remark 2.11. In this paper we are interested in functions f(u, r) which are
negative for u large and either r small or r large. In these cases equation (L)
may admit solutions which are not globally defined, i.e. C is not fulfilled. So
we adopt the following notation: we say that a solution u(r, d), resp. a solution
v(r, L), is defined in a certain maximal interval [0, %d) with %d ∈ (0,+∞], resp.
in (%¯L,+∞) with %¯L ∈ [0,+∞). We emphasize that %d → +∞ as d → 0, and
%¯L → 0 as L→ 0, since the null solution is continuable for any r ≥ 0.
We introduce the following definitions
d+τ = sup{D | ρd < eτ for any 0 < d < D} ,
d−τ = inf{D | ρd < eτ for any D < d < 0} ,
L+τ = sup{L¯ | ρ¯L > eτ for any 0 < L < L¯} ,
L−τ = inf{L¯ | ρ¯L > eτ for any L¯ < L < 0} ,
(2.9)
Obviously the intervals (d−τ , d
+
τ ) and (L
−
τ , L
+
τ ) coincide with the whole R if C
is assumed, but they are bounded in the cases considered in this paper.
The lack of continuability is a relevant problem in order to apply dynamical
system techniques and invariant manifold theory for non-autonomous systems.
Let us denote by W˜ulu(τ) and W˜
s
ls
(τ) the sets characterized as in (2.6). In the
Appendix we will show that W˜ulu(τ) and W˜
s
ls
(τ) may be disconnected. As usual,
we can split these sets in their components W˜u,±lu (τ) and W˜
s,±
ls
(τ), which may
be disconnected too.
For any fixed τ , let us denote by Wulu(τ) and W
s
ls
(τ) respectively the con-
nected component of W˜ulu(τ) and W˜
s
ls
(τ) containing the origin, which are 1-
dimensional manifolds, as we will see just below. We stress that there is no
abuse of notation since, if C is assumed, W˜ulu(τ) and W˜
s
ls
(τ) are 1-dimensional
connected manifolds so they coincide with Wulu(τ) and W
s
ls
(τ) respectively.
Similarly, we can introduce the connected branches departing from the origin
Wu,±lu (τ) ⊂ W˜
u,±
lu
(τ) and W s,±ls (τ) ⊂ W˜
s,±
ls
(τ) without abuse of notation.
Lemma 2.12. Assume gu and gs, then there are 1-dimensional immersed
manifolds Wulu(τ) and W
s
ls
(τ) with the following properties: they contain the
origin, they are connected, and they are subsets of the sets W˜ulu(τ) and W˜
s
ls
(τ)
characterized as in (2.6).
Lemma 2.5 continues to hold with the following changes.
Lemma 2.13. Assume gu and gs. Consider the trajectory xlu(t, τ,Q) of (S)
with l = lu ∈ (2∗(η), I(η)), and the corresponding trajectory xls(t, τ,R) of (S)
with l = ls ∈ (2∗(β), I(β)). Let u(r) be the corresponding solution of (Hr). Then
R = Qexp[−(αlu − αls)τ ].
u(r) is a R-solution ⇐⇒ Q ∈ W˜ulu(τ) ⇐⇒ R ∈ W˜uls(τ) ,
u(r) is a fd-solution ⇐⇒ Q ∈ W˜ slu(τ) ⇐⇒ R ∈ W˜ sls(τ) .
Recall that Wulu(τ) ⊂ W˜ulu(τ), Wuls(τ) ⊂ W˜uls(τ). Consider a R-solution u(r),
then we can find N  0 such that Q ∈ Wulu(τ) and R ∈ Wuls(τ) for any
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τ < −N . Similarly consider a fd-solution u(r), then we can find N  0 such
that Q ∈W slu(τ) and R ∈W sls(τ) for any τ > N .
The proofs of the previous lemmas are postponed to Appendix A.1.
Remark 2.14. We stress that the tangents to W˜ulu(τ) and to W˜
s
ls
(τ) in the ori-
gin coincide by construction with the tangents to Wulu(τ) and to W
s
ls
(τ). Hence,
in Remark 2.4 we can remove assumption C.
2.5 Kelvin inversion and Fowler transformation
An important tool in the investigation of equations like (Hr) is a change of
variables known as Kelvin inversion. Let us set
s = 1/r , u˜(s) = u(1/s)s2−n , f˜(u˜, s) = f(u˜sn−2, 1/s)s−2−n . (2.10)
From a straightforward computation we see that u(r) satisfies (Hr) if and only
if u˜(s) satisfies the following equation:
d
ds
[u˜s(s)s
n−1] + f˜(u˜, s)sn−1 = 0 . (2.11)
In particular, if f is of type (1.1) then f˜(u, s) = k(1/s)s(n−2)(q−2
∗)u|u|q−2.
We stress that R-solutions u(r, d) of (Hr) are driven by (2.10) into fd-
solutions v˜(s, d) = u(1/s, d)s2−n of (2.11), while fd-solutions v(r, L) of (Hr) are
driven intoR-solutions u˜(s, L) = v(1/s, L)s2−n of (2.11); we emphasize that d =
limr→0u(r)rκ(η) = lims→+∞ v˜(s)sn−2−κ(η), and L = limr→+∞ v(r)rn−2−κ(β) =
lims→0 u˜(s)sn−2−κ(β). It is important to observe that generically if f is subcrit-
ical (respectively supercritical) then f˜ is supercritical (resp. subcritical), see,
e.g., [23, §2] for the analogous statement for (Lr).
We emphasize that Kelvin inversion (2.10) assumes a more clear form when
it is combined with Fowler transformation (2.1). In fact, when we apply (2.1)
to (2.11), by setting
τ = −t
x˜l(τ) = u˜(e
τ )e−γlτ = u(e−τ )e−αlτ = u(et)eαlt
y˜l(τ) = u˜
′(eτ )e(−γl+1)τ = −u′(et)e(αl+1)t − (n− 2)u(et)eαlt
(2.12)
we simply pass from system (S) to the following one:(
∂x˜l
∂τ
∂y˜l
∂τ
)
=
( −γl 1
−h(e−τ ) −αl
)(
x˜l
y˜l
)
+
(
0
−gl(x˜l,−τ)
)
. (2.13)
We stress that (2.13) is obtained from (S) simply by changing the values of
the parameters (αl, γl) into (−γl,−αl), and evaluating the functions gl(x, t) and
h(et) in −τ in spite of τ . We give the details of the computation for reader’s
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convenience. Let us set fh(u, r) :=
h(r)
r2 u+f(u, r) and introduce f˜h as in (2.10),
then
∂
∂τ
x˜l(τ) = −γl u˜(eτ ) e−γlτ + u˜′(eτ )e(−γl+1)τ = −γl x˜l(τ) + y˜l(τ)
∂
∂τ
y˜l(τ) =
∂
∂τ
[(
y˜l(τ) e
αlτ
)
e−αlτ
]
= −αl y˜l(τ) + e−αlτ ∂
∂τ
[
u˜′(eτ ) e(n−1)τ
]
= −αl y˜l(τ)− f˜h(u˜(eτ ), eτ )e(n−αl)τ
= −αl y˜l(τ)− fh(u˜(eτ )e(n−2)τ , e−τ )e−(αl+2)τ
= −αl y˜l(τ)− fh(x˜l(τ)eαlτ , e−τ )e−(αl+2)τ
= −αl y˜l(τ)− h(e−τ )x˜l(τ)− gl(x˜l(τ),−τ) .
Let us assume that f(u, r) satisfies Gu with lu = l¯u > 2∗ (respectively Gs
with ls = l¯s > 2∗) then f˜(u, r) satisfies Gs with ls = L¯s > 2∗ (resp. Gu with
lu = L¯u > 2∗), where
L¯s = 2− 2
γl¯u
=
2[l¯u(n− 1)− 2n]
l¯u(n− 2)− 2n+ 2
; L¯u = 2− 2
γls
=
2[l¯s(n− 1)− 2n]
l¯s(n− 2)− 2n+ 2
In particular we have αL¯s = −γl¯u and γL¯s = −αl¯u (resp. αL¯u = −γl¯s and
γL¯u = −αl¯s).
We emphasize that, if gl(x, T ) is T−independent, the condition αl + γl > 0
means that (Hr) is subcritical (respectively αl+γl < 0 and αl+γl = 0 mean (Hr)
supercritical and critical). Hence, it is clear that when we pass from (S) to (2.13),
the unstable manifold Wu(T ) is driven into the stable manifold W s(−T ) and
viceversa, and a subcritical system is driven into a supercritical system.
Moreover we emphasize that, in presence of a Hardy potential, we have e.g.
2∗(β) < l¯u < 2∗ ⇒ 2∗ < L¯s < I(β) . (2.14)
2.6 Statement of the results.
Let us introduce some further assumptions we will assume together with gu
and gs.
L1 There is T ∈ R, such that glu (x,t)x ≤ 0 for any x ∈ R and any t < T and
lim inf
|x|→+∞
gls (x,t)
x ≥ 0 for any t > T.
L2 There is T ∈ R, such that gls (x,t)x ≤ 0 for any x ∈ R and any t > T and
lim inf
|x|→+∞
glu (x,t)
x ≥ 0 for any t < T.
We stress that L1 is trivially satisfied if f is as in (1.2a) and K holds, just
setting T = lnR. By symmetry, if f is as in (1.2b) and K holds, L2 follows.
We are now ready to state the main results, using the terminology introduced
in Definition 1.1.
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Theorem 2.15. Consider (Hr) and assume Gs with K > 0 and ls ∈ (2∗, I(β)),
gu and L1. Then there are four positive strictly increasing sequences (A±k )k≥0
and (B±k )k≥0 such that u(r,A
+
0 ) = v(r,B
+
0 ) is a positive R 0 fd, respectively
u(r,−A−0 ) = v(r,−B−0 ) is a negative R0 fd.
For any k > 1, u(r,±A±k ) is a R k fd. In particular we have, u(r,±A±2j) =
v(r,±B±2j) and u(r,±A±2j+1) = v(r,∓B∓2j+1). Moreover u(r, d) is a positive
R 0 sd for any 0 < d < A+0 , and for any k > 0, there is a+k ∈ [A+k−1;A+k ) such
that u(r, d) is a R k sd whenever d ∈ (a+k , A+k ). An analogous statement holds
for R sd u(r, d) where d < 0.
We recall that if f satisfies Gs with K > 0 and ls ∈ (2∗, I(β)), gu and L1,
then f˜ obtained via (2.10) satisfies Gu with K > 0 and lu ∈ (2∗(β), 2∗), gs
and L2. Moreover R-solutions are turned into fd-solutions and viceversa, and
S-solutions into sd-solutions, see Subsection 2.4. So, applying Kelvin inversion
on Theorem 2.15, we obtain the following result.
Theorem 2.16. Consider (Hr) and assume Gu with K > 0 and lu ∈ (2∗(η), 2∗),
gs and L2. Then there are four positive strictly increasing sequences (A±k )k≥0
and (B±k )k≥0 such that u(r,A
+
0 ) = v(r,B
+
0 ) is a positive R0 fd, while u(r,−A−0 ) =
v(r,−B−0 ) is a negative R0 fd.
For any k > 1, u(r,±A±k ) is a R k fd. In particular we have, u(r,±A±2j) =
v(r,±B±2j) and u(r,±A±2j+1) = v(r,∓B∓2j+1).
Moreover v(r, L) is a positive S 0 fd for any 0 < L < B+0 , and for any k > 0,
there is b+k ∈ [B+k−1;B+k ) such that v(r, L) is a S k fd whenever L ∈ (b+k , B+k ).
An analogous statement holds for S fd v(r, L) where L < 0.
3 Proofs.
3.1 Preliminary lemmas.
For every solution xl(t) = (xl(t), yl(t)) of (S), we introduce polar coordinates
ρl = ‖xl‖ , φl = arctan(yl/xl) . (3.1)
Taking into account (2.1), we stress that if we switch between different values
of l, say l1 and l2, we get ρl2 = exp[(αl2 − αl1)t]ρl1 and φl1(t) = φl2(t), so we
can drop the subscript in φ.
In particular, the next remark easily follows from the fact that the flow on
the y-axis rotates clockwise, i.e.,
x˙l(t)yl(t) > 0 when xl(t) = 0 and yl(t) 6= 0 . (3.2)
Let us denote by Int[x] the integer part of x.
Remark 3.1. Consider the trajectory of a solution xl(t) of (S);
then Int
[
1
2 + φ(t)/pi
]
is decreasing in t.
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Let us denote by Θu(τ) = arctan(mu(τ)) and by Θs(τ) = arctan(ms(τ)),
see (2.8); we assume w.l.o.g. that these functions are continuous, and Θu(τ)→
Θu(−∞) and Θs(τ) → Θs(+∞) as τ → −∞ and as τ → +∞ respectively.
Then we have the following.
Lemma 3.2. Assume Gs with K > 0 and ls ∈ (2∗, I(β)), then ms(τ) < −n−22
for any τ ∈ R.
Proof. From Remark 2.9 we have ms(+∞) = −(n − 2 − κ(β)) < −n−22 so
that the conclusion easily follows from Gs for τ sufficiently large, say τ ≥ T2.
Moreover by Gs we see that for any τ ∈ R we have gls(x, t) ≤ A(t)x∆(x) for
any t ≥ τ , where ∆(x) is a continuous increasing function such that ∆(0) = 0,
and A(t) is a continuous function such that limt→+∞A(t) is positive and finite.
Therefore there is δ(τ) > 0 such that
gls(x, t)
x
<
(n− 2)2
4
− h(et) if t ≥ τ and |x| ≤ δ(τ) . (3.3)
Let us now consider the triangle T (τ) having vertices O = (0, 0), A(τ) =
(δ(τ),−n−22 δ(τ)), B(τ) = (0,−n−22 δ(τ)), and denote by o(τ), a(τ), b(τ) the
edges opposite to O, A(τ), B(τ), without endpoints.
If xls(to) ∈ b(τ), for to ≥ τ , applying (3.3) we find
d
dt
(
yls +
n− 2
2
xls
)∣∣∣∣
t=to
=
n− 2
2
xls(to)
(
αls − γls −
n− 2
2
)
− h(eto)xls(to)− gls(xls(to), to)
= xls(to)
[
(n− 2)2
4
− h(eto)− gls(xls(to), to)
xls(to)
]
> 0 .
(3.4)
Thus the flow on b(τ) points towards the exterior of T (τ), whenever t ≥ τ .
Moreover by construction the flow of (S) on a(τ) points towards the exterior
of T (τ). Finally observe that if xls(to) ∈ o(τ) for to ≥ τ , we have
d
dt
yls
∣∣∣∣
t=to
≥
[
n− 2
2
|γls | − h(eto)−
gls(xls(to), to)
xls(to)
]
xls(to) > 0 (3.5)
where we have used |γls | > n−22 , being ls > 2∗.
So we can apply Lemmas A.5 and A.6, thus finding that there is a connected
subset W¯ s(τ) ⊂ T (τ) ∩ W sls(τ) containing the origin and a point in o(τ). It
follows that locally `s(τ) ⊂ T (τ) too, therefore ms(τ) < −n−22 .
Assume that we are in the hypotheses of Theorem 2.15.
From Gs the manifolds W sls(τ) exist for any τ ∈ (−∞,+∞]. Moreover from
gu we see that Wulu(τ) exists for any t ∈ R and its tangent at the origin is
y = −mu(τ)x where mu(τ) → mu(−∞) = arctan(−κ(η)) as τ → −∞, see
Remark 2.9.
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Let Σu,±lu (·, τ) : [0,+∞) → W
u,±
lu
(τ) and Σs,±ls (·, τ) : [0,+∞) → W
s,±
ls
(τ)
be smooth parameterizations respectively of Wu,±lu (τ) and W
s,±
ls
(τ) such that
Σu,±lu (0, τ) = (0, 0) and Σ
s,±
ls
(0, τ) = (0, 0). We assume w.l.o.g. that the func-
tions Σu,±lu : [0,+∞)× (−∞,+∞)→ R2 and Σ
s,±
ls
: [0,+∞)× (−∞,+∞)→ R2
are continuous in both the variables.
The following result establishes a correspondence between trajectories of (S)
and solutions of (Hr).
Lemma 3.3. Assume the hypotheses of Theorem 2.15 and fix T ∈ R. Let
u(r, d(ω)) be the R-solution of (Hr) corresponding to xlu(t, T,Σu,+lu (ω, T )).
Then, d(ω) ≥ 0 is a strictly increasing function such that d(0) = 0. Moreover,
let v(r, L(σ)) be the fd-solution of (Hr) corresponding to xls(t, T,Σ
s,+
ls
(σ, T )).
Then, L(σ) is a strictly increasing function such that L(0) = 0.
The proof is postponed to Appendix A.2, however see [13, Lemma 2.10] for
the simpler case where h(r) ≡ 0 and C is assumed.
Lemma 3.3 permits us to introduce an additional parametrization on our
manifolds depending on the parameters d and L.
Remark 3.4. For every τ ∈ R, we can parametrize Wu,+lu (τ) directly with
d and W s,+ls (τ) with L. In this way we can introduce the new parametriza-
tions Υu,+lu (·, τ) : [0, d+τ ) → W
u,+
lu
(τ) and Υs,+ls (·, τ) : [0, L+τ ) → W
s,+
ls
(τ), which
are continuous in both the variables; here d+τ , L
+
τ ∈ (0,+∞] have been defined
in (2.9). However in this case Υu,+lu cannot be extended continuously to τ = −∞
and Υs,+ls cannot be extended to τ = +∞, since Υ
u,+
lu
(d, τ)→ (0, 0) as τ → −∞
and Υs,+ls (L, τ)→ (0, 0) as τ → +∞, for any d ∈ (d−τ , d+τ ) and L ∈ (L−τ , L+τ ).
We underline that, in general, we do not have d+τ = +∞ or L+τ = +∞. E.g.,
by Remark 2.11, once fixed τ ∈ R, if %d < eτ for a certain d > 0 then d+τ ≤ d.
An analogous statement holds for Wu,−lu (τ) and W
s,−
ls
(τ).
Remark 3.5. Assumption L1 guarantees both forward and backward continu-
ability of the trajectories of (S) for t ≥ T. Therefore d+τ = d+T , and L±τ = ±∞
for any τ ≥ T.
Using (2.7) we can define for W s,±lu (τ) the continuous parameterizations
Σs,±lu (ω, τ) = Σ
s,±
ls
(ω, τ)e(αlu−αls )τ . It is straightforward to check that the prop-
erty explained in Lemma 3.3 holds for Σs,±lu (ω, τ), too.
We need to consider also the following parametrizations in polar coordinates
of the manifolds:
Σu,±l (ω, τ) = ρ
u,±(ω, τ ; l)
(
cos(θu,±(ω, τ)), sin(θu,±(ω, τ))
)
,
Σs,±l (σ, τ) = ρ
s,±(σ, τ ; l)
(
cos(θs,±(σ, τ)), sin(θs,±(σ, τ))
)
;
(3.6)
Υu,±l (d, τ) = R
u,±(d, τ ; l)
(
cos(Θu,±(d, τ)), sin(Θu,±(d, τ))
)
,
Υs,±l (L, τ) = R
s,±(L, τ ; l)
(
cos(Θs,±(L, τ)), sin(Θs,±(L, τ))
)
.
(3.7)
We recall that the angular coordinate of the parametrizations does not depend
on the choice of l as stated in Lemma 2.5.
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Let Q ∈ W s,+l (τ) and consider the trajectory xl(t, τ,Q) of (S). Note that
xl(t,τ,Q)
|xl(t,τ,Q)| approaches `
s(+∞) as t→ +∞, see (2.8). Using the polar coordinates
introduced in (3.1), let us set
xl(t, τ,Q) = ρl(t, τ,Q)
(
cos(φ(t, τ,Q), sin(φ(t, τ,Q)
)
, (3.8)
where we can assume that the angular coordinate φ satisfies limt→+∞φ(t, τ,Q) =
− arctan(n−2−κ(β)). Similarly, if we considerR ∈Wu,+l (τ) with the trajectory
xl(t, τ,R), then
xl(t,τ,R)
|xl(t,τ,R)| approaches `
u(−∞) as t→ −∞, and we can assume
limt→−∞φ(t, τ,R) = − arctan(κ(η)). However, if Q ∈Wu,+l (τ)∩W s,+l (τ) for a
certain l, we must choose one of the two conditions, the other will be satisfied
up to a multiple of 2pi.
3.2 Proof of the main theorems.
In this section we provide the proof of Theorem 2.15. The proof is based on some
geometrical observations on the phase portrait. Then Theorem 2.16 follows from
Kelvin inversion.
We recall that the manifolds W s,+ls (τ) are sets of initial conditions converging
to the origin and a priori they are not graphs of solutions unless the system is
autonomous. However, for system (S) the number of rotations around the origin
performed by W s,+ls (τ) from the origin until a point Q ∈ W
s,+
ls
(τ), equals the
number of rotations performed by the trajectory xls(t, τ,Q) for t ≥ τ , with
reversed sign.
More precisely we have the following property, the proof is adapted from
[13, Propositions 3.5, 3.8] (we refer also to [3, 24, 30] for more details) and it is
postponed to Appendix A.2.
Lemma 3.6. Let us consider system (S) and assume Gs with K > 0 and
ls ∈ (2∗, I(β)). Consider the trajectory in (3.8) with Q = Σs,+ls (σ, τ), using the
notation in (3.6). Then if h is a constant, the angle θ := θs,+(σ, τ)− θs,+(0, τ)
performed by the stable manifold W s,+ls (τ) equals, but with reversed sign, the
angle φ := φ(+∞, τ,Q)− φ(τ, τ,Q) performed by the trajectory xls(t, τ,Q). If
h is a function, the difference is
|θ − (−φ)| = | − θs,+(0, τ) + θs,+(0,+∞)|
= | arctan(ms(τ))− arctan(n− 2− κ(β))| ≤ pi . (3.9)
We wish to underline that a similar statement can be obtained for the un-
stable manifold too. Moreover, notice that Lemma 3.6 is independent from the
parametrization of the stable manifold, so we can use the one defined in (3.7).
Lemma 3.7. Assume Gs with K > 0, ls ∈ (2∗, I(β)) and L1, then W s,+ls (τ) and
W s,−ls (τ) are spirals rotating indefinitely counterclockwise around the origin for
any τ ≥ T; therefore limσ→+∞ θs,+(σ, τ) = +∞, and limσ→+∞ θs,−(σ, τ) = +∞
for any τ ≥ T.
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Proof. We prove the Lemma just for W s,+ls (τ); the case of W
s,−
ls
(τ) can be
obtained analogously. The Lemma is known if the system is autonomous, so we
have it trivially for τ = +∞. In fact the manifold W s,+ls (+∞) coincides with the
stable manifold Ms,+ of the autonomous system (S) where gls(x, t) ≡ Kg+∞ls (x).
We recall that from L1 we get continuability of the solutions for any t ≥ T.
From Remark 2.2, we see that for any integer M > 0 there is T > 0 such that
W s,+ls (τ) crosses transversally the coordinate axes, and performs at least M
complete rotations counterclockwise, for any τ ≥ T . In particular, using (3.7),
there exists LM such that Θ
s,+(LM , T ) = 2piM+pi/2. Call QM = Υ
s,+
ls
(LM , T )
which belongs to the positive y-semiaxis. In particular Υs,+ls ([0, LM¯ ] × {T})
performs more than M complete rotations.
Let φ(t, T,QM ) be the angular coordinate of xls(t, T,QM ), see (3.8), then
from Lemma 3.6 we see that φ(T, T,QM ) = Θ
s,+(LM , T ) = 2piM + pi/2.
By (3.2) and Remark 3.1, we have, φ(τ, T,QM¯ ) ≥ 2piM +pi/2 for any τ ≤ T , as
long as φ(τ, T,QM¯ ) exists, therefore at least for τ ∈ [T, T ]. Then using again
Lemma 3.6 and Lemma 3.2, we see that
Θs,+(LM , τ)−Θs,+(0, τ) ≥ 2piM + pi
2
− arctan(ms(τ)) ≥
(
2 +
1
2
)
piM ,
thus obtaining that Υs,+ls ([0, LM ] × {τ}) draws more than M rotations for ev-
ery τ ≥ T. We have thus proved the Lemma, since M is arbitrarily large.
Lemma 3.8. Assume gu and L1; then lim supω→+∞ ρ
u,±(ω, τ ; lu) = +∞, and
− arctan (n−22 ) < θu,+(ω, τ) < pi/2
−pi − arctan (n−22 ) < θu,−(ω, τ) < −pi/2
for every ω > 0 and for any τ ≤ T.
Proof. As usual, we give the proof for Wu,+lu (τ), the other follows similarly. Let
S(ξ) = sup
({
−h(et)− glu(x, t)
x
: 0 < x ≤ ξ , t ≤ T
}
∪ {0}
)
.
Notice that S(ξ) is increasing, and by gu, S(ξ) < +∞ for any fixed ξ. Let
m(ξ) =
√|S(ξ)|, and set A(ξ) = (ξ,m(ξ)ξ), B(ξ) = (ξ,−n−22 ξ).
This proof is analogous to the one of Lemma 3.2 and relies on Lemma A.6.
We construct the triangle Z(ξ) with vertices O, A(ξ), B(ξ), and with edges
o(ξ), a(ξ), b(ξ) opposite to the vertices O, A(ξ), B(ξ) respectively.
Let xlu(to) ∈ b(ξ) at a certain time to ≤ T, then
d
dt
(
ylu −m(ξ)xlu
)∣∣∣∣
t=to
= −
(
m(ξ)(m(ξ) + n− 2) + h(eto) + glu(xlu(to), to)
xlu(to)
)
xlu(to)
< −
(
S(ξ) + h(eto) +
glu(xlu(to), to)
xlu(to)
)
xlu(to) ≤ 0 .
(3.10)
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From L1 we see that if xlu(to) ∈ a(ξ) at a certain time to ≤ T, then
d
dt
(
ylu +
n− 2
2
xlu
)∣∣∣∣
t=to
=
n− 2
2
xlu(to)
(
αlu − γlu −
n− 2
2
)
− h(eto)xlu(to)− glu(xlu(to), to)
= xlu(to)
[
(n− 2)2
4
− h(eto)− glu(xlu(to), to)
xlu(to)
]
> 0 .
(3.11)
So from (3.10), (3.11) the flow of (S) on a(ξ)∪ b(ξ), points towards the interior
of Z(ξ), for any τ ≤ T.
Assume first lu > 2
∗ so that on o(ξ) we have x˙lu > 0. The flow on o(ξ)
points towards the exterior of Z(ξ); hence we can apply Lemma A.6, and we
find a connected subset W(τ) ⊂ (Wulu(τ) ∩ Z(ξ)) containing O and a point in
o(ξ), for any ξ > 0 and any τ ≤ T. Such a procedure can be repeated for ξ
arbitrarily large, thus concluding the proof of the lemma.
Now assume lu ∈ (2∗(η), 2∗]. From Remark 2.3 we see that gu holds for
Lu > 2
∗ too, so we can construct Wu,+Lu (τ) and W
u,−
Lu
(τ). Fix as above to ≤ T
and consider the flow of (S) for t ≤ to. We construct again the triangle Z(ξ)
and we observe that (3.10) and (3.11) continue to hold, and the flow of (S) on
o(ξ) points outwards. So we conclude via Lemma A.6 as above the existence of
a subset W(τ) of Wu,+Lu (τ) such that O ∈ W(τ) and W(τ) ∩ o(ξ) 6= ∅. So we
prove the Lemma for Wu,+Lu (τ) for the arbitrariness of ξ. Then, recalling that
Wu,+Lu (τ) and W
u,+
lu
(τ) are omothetic we conclude.
The following lemma investigates the presence of intersections between the
unstable manifold Wu,+lu and the manifolds W
s,±
lu
which are omothetic to the
stable manifold W s,±ls . A similar reasoning was adopted already in [3, 13, 25, 30].
Lemma 3.9. Assume the hypotheses of Theorem 2.15. Then Wu,+lu (T) inter-
sects W slu(T) in a sequence of points Q
∗,+
j , for any j ∈ N, where T is defined
in L1. Moreover, we can assume that Q∗,+j ∈ W s,+lu (T) if j is even, while
Q∗,+j ∈W s,−lu (T) if j is odd.
Proof. Fix τ = T. From Lemma 3.7 we know that W s,+lu (τ) and W
s,−
lu
(τ) are
two spirals rotating counterclockwise around the origin, and each of them is cut
infinitely many times by Wu,+lu (τ) (see Figure 2): at least once at each rotation
respectively at the point Q2j and Q2j+1, by the property shown in Lemma 3.8.
We develop this argument in polar coordinates too, for clarity and for later
purposes. Using also Lemma 3.2 we see that
Θs,+(0, τ) ∈ (−pi/2, 0) , Θs,−(0, τ) ∈ (−3pi/2,−pi)(
where Θs,±(0, τ) := limL→0 Θs,±(L, τ)
)
,
limL→L±τ Θ
s,±(L, τ) = +∞ ,
Θu,+(d, τ) ∈ (−pi/2, pi/2) , Θu,−(d, τ) ∈ (−3pi/2,−pi/2) ,
limd→dτ R
u,+(d, τ ; lu) = +∞ .
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Consider the following curves in the stripe (Θ, R) ∈ S = R× [0,+∞):
Γu,±(d, τ) := (Θu,±(d, τ), Ru,±(d, τ ; lu)) ,
Γs,±(L, τ) := (Θs,±(L, τ), Rs,±(L, τ ; lu)) ,
Γs2k(L, τ) := (Θ
s,+(L, τ)− 2kpi,Rs,+(L, τ ; lu)) ,
Γs2k+1(L, τ) := (Θ
s,−(L, τ)− 2kpi,Rs,−(L, τ ; lu)) ,
(3.12)
for k ∈ N. Let us introduce, for every k ≥ 0,
Lˆ↑2k := min{L > 0 | (Θs,+(L, τ)− 2kpi = pi/2} ,
Lˆ↓2k := min{L > 0 | (Θs,+(L, τ)− 2kpi = −pi/2} ,
Lˆ↑2k+1 := max{L < 0 | (Θs,−(L, τ)− 2kpi = pi/2} ,
Lˆ↓2k+1 := max{L < 0 | (Θs,−(L, τ)− 2kpi = −pi/2} ,
(3.13)
(except Lˆ↓0 := 0) and notice that |Lˆ↓j | < |Lˆ↑j | < |Lˆ↓j+2| holds by construction,
all having the same sign. In fact, roughly speaking, we have denoted with “ ↑ ”
the intersections of the stable manifold (the first at any lap) with the positive
y-semiaxis and with “ ↓ ” the ones with the negative; moreover even subscripts
correspond to the intersections of W s,+lu (τ), respectively odd subscripts to the
ones of W s,−lu (τ) (cf. Figure 2a).
Let Fˆ ↑j (τ) be the open region delimited by {Ω = Γsj(L, τ) | 0 ≤ |L| ≤ |Lˆ↑j |}
and the lines R = 0 and Θ = pi/2 (see again Figure 2a). Similarly let Fˆ ↓j (τ)
be the open region delimited by {Ω = Γsj(L, τ) | 0 ≤ |L| ≤ |Lˆ↓j |} and the lines
R = 0 and Θ = −pi/2. It is easy to check (see e.g. the proof of Lemma 3.9
in [13] for details) that, for any j ∈ N, the curve d → Γu,+(·, τ) is in Fˆ ↑j (τ)
for d small and outside for d large. So it intersects the graph of Γsj : these
intersections corresponds to distinct points Qj ∈ R2. We are interested in the
first intersections, in the sense of the parameter d, so let us set
d∗0 := min{d > 0 | ∃L ∈ (0, L+τ ) : Γu,+(d, τ) = Γs0(L, τ)} ,
d∗1 := min{d > d∗0 | ∃L ∈ (L−τ , 0) : Γu,+(d, τ) = Γs1(L, τ)} ,
d∗2k := min{d > d∗2k−1 | ∃L ∈ (0, L+τ ) : Γu,+(d, τ) = Γs2k(L, τ)} ,
d∗2k+1 := min{d > d∗2k | ∃L ∈ (L−τ , 0) : Γu,+(d, τ) = Γs2k+1(L, τ)} ,
(3.14)
for any k ≥ 1. We denote by L∗j the unique value in (L−τ , L+τ ) such that
Γu,+(d∗j , τ) = Γ
s
j(L
∗
j , τ), and we set Q
∗,+
j (τ) := Υ
u,+
lu
(d∗j , τ), and Ω
∗
j (τ) :=
Γu,+(d∗j , τ), the corresponding switched polar coordinates (see Figure 2a). More-
over, notice that by construction |Lˆ↓j | < |L∗j | < |Lˆ↑j | holds, all having the same
sign.
Remark 3.10. A similar result can be obtained for the unstable manifold
Wu,−lu (τ) (cf. Figure 2a): the curve Γ
u,−(·, τ) must exit from Fˆ ↓j (τ), so Wu,−lu (τ)
intersects the stable manifold W sls(τ) in the distinct points Q
∗,−
j (τ) with switched
polar coordinates Ω∗,−j (τ) ∈ S. In particular Q∗,−j (τ) ∈ W s,−lu (τ) if j is even,
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Figure 2: We give here a sketch of the introduced notations. For simplicity we
represent the sets not on the stripe S but in the (xl, yl)-plane. The points P ↑i
and P ↓i correspond to the coordinate values Lˆ
↑
i and Lˆ
↓
i introduced in (3.13). In
(a) we have colored the region “Fˆ ↑2 (τ)” corresponding to Fˆ
↑
2 (τ) for illustrative
purpose: being Wu,+lu (τ) unbounded, then it exits from “Fˆ
↑
2 (τ)” for the first
time at Q∗,+2 = Υ
u,+
lu
(d∗2, τ) = Υ
s,+
lu
(L∗2, τ). So, we can verify that |Lˆ↓2| <
|L∗2| < |Lˆ↑2| holds. Similarly Wu,−lu (τ) exits from “Fˆ
↑
2 (τ)” for the first time at
Q∗,−1 = Υ
u,−
lu
(d∗,−1 , τ) = Υ
s,+
lu
(L∗,−1 , τ) and |Lˆ↑0| < |L∗,−1 | < |Lˆ↓2| is verified. In
(b) the more tricky situation described in Lemma 3.12 is drawn: Wu,+lu (τ) exits
from “Fˆ ↑1 (τ)” (not colored) for the first time atQ
∗,+
1 = Υ
u,+
lu
(d∗1, τ), then it exits
from “Fˆ ↑2 (τ)” for the first time at Q
∗,+
2 = Υ
u,+
lu
(d∗2, τ). Between these points
we locate Q+1,∗ = Υ
u,+
lu
(d∗,1, τ) (so that d∗,1 > d∗1). We have highlighted the set
corresponding to aˆu2 (τ) defined in (3.16) and colored the region corresponding
to kˆ2(τ). We emphasize that in the simpler case d
∗
1 = d∗,1, aˆ
u
2 (τ) consists of
the whole branch between Q∗,+1 and Q
∗,+
2 as in (a). Finally, arguing as in the
proof of Remark 3.15 all the points of aˆu2 (τ) and kˆ2(τ) tend to P
+ as t→ +∞.
while Q∗,−j (τ) ∈W s,+lu (τ) if j is odd. Moreover, we can identify the correspond-
ing sequences (d∗,−j )j≥0, (L
∗,−
j )j≥0, with d
∗,−
j < 0 and (−1)jL∗,−j < 0, such
that Ω∗,−j (τ) = Γ
u,−(d∗,−j , τ) = Γ
s
j(L
∗,−
j , τ). Let us set Lˆ
↑
−1 := 0; by construc-
tion we find |Lˆ↑j−1| < |L∗,−j | < |Lˆ↓j+1|, all having the same sign. We stress
that the sequences in the statement of Theorem 2.15 can be now introduced as
A+j = d
∗
j , A
−
j = |d∗,−j |, B+2k = L∗2k and B+2k+1 = L∗,−2k+1, B−2k = |L∗,−2k | and
B−2k+1 = |L∗2k+1|: they are strictly increasing by construction.
By construction, xlu(t;T,Q
∗,+
j (T)) is a homoclinic trajectory of (S), and the
corresponding solution u(r, d∗j ) of (Hr) is a R fd solution. We introduce the fol-
lowing notation: let Ω¯ = (Θ¯, R¯) be a point in S, and Q¯ = R¯(cos(Θ¯), sin(Θ¯)); we
denote by Ωlu(t,T, Ω¯) = (φ(t,T, Ω¯), ρlu(t,T, Ω¯)) the switched polar coordinates
of xlu(t,T, Q¯), such that Ωlu(T,T, Ω¯) = Ω¯ (so that it is uniquely defined). With
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a little abuse of notation we denote by Ωls(t,T, Ω¯) = (φ(t,T, Ω¯), ρls(t,T, Ω¯)) the
switched polar coordinates of xls(t,T, R¯), where R¯ = Q¯e
(αls−αlu )T, and we ob-
serve that the angular coordinate is the same as in Ωlu(t,T, Ω¯), while the radial
coordinate is multiplied by e(αls−αlu )t.
Lemma 3.11. Assume the hypotheses of Theorem 2.15. Then, u(r, d∗j ) is R j fd.
In particular, u(r, d∗0) is a positive solution.
Proof. When we consider (Lr) we can simply repeat the proof of [13, Lemma 3.11]
with no changes. When we deal with (Hr) we need to adapt slightly the argu-
ment: we sketch the proof for reader’s convenience.
If j = 2k is even we have φ(T,T,Ω∗2k) = Θ
u,+(d∗2k,T) = Θ
s,+(L∗2k,T) −
2kpi, while if j = 2k + 1 is odd we have φ(T,T,Ω∗2k+1) = Θ
u,+(d∗2k+1,T) =
Θs,−(L∗2k+1,T) − 2kpi, see also Lemma 3.6. Therefore xlu(t,T,Q∗j ) performs
the angle φ(T,T,Ω∗j ) + arctan(κ(η)) around the origin when t ∈ (−∞,T], and
it performs the angle −jpi− arctan(n− 2−κ(β))−φ(T,T,Ω∗j ) for every j when
t ∈ [T,+∞). Summing up, xlu(t,T,Q∗j ) performs the angle −jpi − arctan(n−
2− κ(β)) + arctan(κ(η)). Since arctan(n− 2− κ(β))− arctan(κ(η)) ∈ (0, pi) we
see that xlu(t,T,Q
∗
j ) crosses the y axis exactly j times and so u(r, d
∗
j ) changes
sign exactly j times.
Remark 3.12. The solution u(d∗j , r) of (Hr) is a R j fd, and it is definitively
positive for j even and definitively negative for j odd. However, a priori, we
may find some d > 0, d 6= d∗k for any k ≥ 0 such that u(d, r) is a R fd (cf.
Figure 2b). In fact it may happen e.g. that d → Γu,+(d,T) intersects Γs0(·,T)
in, say, three points: at d = d∗0 < da < db, thus corresponding to three distinct
points Q∗0,Q
a
0 ,Q
b
0 ∈ R2. In this case we have three positive R 0 fd: u(r, d∗0),
u(r, da0), u(r, d
b
0), see [13, Section 3] for a more detailed discussion of this point.
Remark 3.13. We emphasize that Γu,+(d, τ) and Γs2k(L, τ) are well defined
for any 0 ≤ d < dT, 0 ≤ L < LT, whenever τ ≥ T, cf L1. Next if Γu,+(·,T)
intersects Γsj(·,T) in Ω∗j , then Γu,+(·, τ) intersects Γsj(·, τ) in a point Ω∗j (τ)
corresponding to the same solution u(d∗j , r), for any τ ≥ T.
Following the ideas of [13, Section 3], let us now turn to consider the solution
u(r, d) where d 6= d∗j for any j ∈ N. Fix τ ≥ T, we need to define several subsets
of the stripe S:
Aˆuj (τ) := {Ω = Γu(d, τ) | 0 ≤ d ≤ d∗j} ,
Bˆs2k(τ) := {Ω = Γs2k(L, τ) | 0 ≤ L ≤ L∗2k} ,
Bˆs2k+1(τ) := {Ω = Γs2k+1(L, τ) | L∗2k+1 ≤ L ≤ 0} ,
(3.15)
for any j, k ∈ N. We denote by Eˆj(τ) the open set enclosed by Aˆuj (τ), Bˆsj (τ)
and the line R = 0, which is bounded for any τ ≥ T and any j ∈ N. Further set
d∗,−1 := 0 and, for j ≥ 0,
d∗,j := max{d ∈ [0, d∗j+1) | there is L ∈ R so that Γu,+(d, τ) = Γsj(L, τ)} .
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Observe that if Γu,+(·, τ) has a unique intersection with Γsj(·, τ) then d∗,j = d∗j
(in general we have d∗,j ≥ d∗j ). We set (cf. Figure 2b)
aˆuj (τ) := {Ω = Γu(d, τ) | d∗,j−1 < d < d∗j} . (3.16)
Define kˆ0(τ) = Eˆ0(τ) and, for any j > 0, denote by kˆj(τ) the open bounded
set enclosed by Bˆsj (τ), aˆ
u
j (τ), Bˆ
s
j−1(τ) and the line R = 0 (observe that kˆj(τ) ⊂
Eˆj(τ)). Note that these sets have the following property.
Remark 3.14. If Ω¯ belongs to Aˆuj (τ), Bˆ
s
j (τ), Eˆj(τ), kˆj(τ), for some τ ≥ T
then Ω(t, τ, Ω¯) belongs respectively to Aˆuj (t), Bˆ
s
j (t), Eˆj(t), kˆj(t) for any t ≥ T.
Proof. We just sketch the proof which is strongly inspired by [13, Section 3]
and in particular [13, Lemma 3.14]. The claim concerning Aˆuj (τ), Bˆ
s
j (τ) follows
from construction. Then note that if Ω¯ 6∈ Aˆuj (τ) then Ω(t, τ, Ω¯) 6∈ Aˆuj (t) too, and
the same property holds for Bˆsj (τ). It follows that if Ω¯ ∈ Eˆj(τ) then Ω(t, τ, Ω¯)
cannot cross Aˆuj (t) and Bˆ
s
j (t), hence it is forced to stay in Eˆj(t) for any t ∈ R.
The claim concerning kˆj(τ) is analogous.
Now we turn to consider R sd solutions.
Lemma 3.15. Assume the hypotheses of Theorem 2.15 and fix τ ≥ T. Then
solutions u(r, d) of (Hr) corresponding to Ω(t, τ, Ω¯) with Ω¯ ∈ aˆuj (τ) are R j sd.
In particular, u(r, d) is a positive solution, for any 0 < d < d∗0.
Proof. From Lemma 3.8, we know that Aˆuj (T) ∈ {(Θ, R) | |Θ| < pi2 }. Moreover
Aˆuj (τ) is a path connecting the point Ωa(τ) = (Θ
u(τ), 0) to Ω∗,+j (τ), where
Θu(τ) = arctan(mu(τ)) ∈ (− arctan n−22 , pi2 ). From Lemma 3.7 we see that
Bˆsj (τ) is a path connecting a point Ω
j
b(τ) = (Θ
j(τ), 0) to Ω∗,+j (τ), where Θ
j(τ)+
jpi = arctan(ms(τ))→ − arctan(n−2−κ(β)) as τ → +∞, and |Θj(τ)+jpi| < pi2 .
Let Ωˆ(t) = (φ(t), ρˆ(t)) = Ω(t, τ, Ω¯) be the switched polar coordinates of
xlu(t, τ,Q) and Ω˜(t) = (φ(t), ρ˜(t)) the switched polar coordinates of the trajec-
tory xls(t, τ,Qe
(αls−αlu )t) corresponding to the same solution u(r) of (Hr), so
that ρ˜(t) = ρˆ(t)e(αls−αlu )t.
Let us denote by A˜uj (τ) := {(Θ, Re(αls−αlu )τ ) | (Θ, R) ∈ Aˆuj (τ)}, B˜sj (τ) :=
{(Θ, Re(αls−αlu )τ | (Θ, R) ∈ Bˆsj (τ)}, and similarly for a˜uj (τ), E˜j(τ), k˜j(τ). By
construction Ωˆ(t) ∈ Aˆuj (t), Bˆsj (t), aˆuj (t), Eˆj(t), kˆj(t), iff Ω˜(t) ∈ A˜uj (t), B˜sj (t), a˜uj (t),
E˜j(t), k˜j(t).
Denote by Γ˜s,±ls (σ,+∞) the switched polar coordinates for Σ
s,±
ls
(σ,+∞), and
set
Γ˜s2k,ls(σ,+∞) = {Ω˜− (2kpi, 0) | Ω˜ ∈ Γ˜s,+ls (σ,+∞)} ,
Γ˜s2k+1,ls(σ,+∞) = {Ω˜− (2kpi, 0) | Ω˜ ∈ Γ˜s,−ls (σ,+∞)} .
We define K˜j(+∞) as the unbounded open stripe between Γ˜sj,ls(σ,+∞) and
Γ˜sj−1,ls(σ,+∞). Observe further that K˜j(+∞) corresponds to the unbounded
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open subset between W s,+ls (+∞) and W
s,−
ls
(+∞) for (S), the one containing
P+ if j is even and the one the one containing P− if j is odd.
Note that k˜j(τ) as τ → +∞ approaches a bounded open subset of K˜j(+∞),
say k˜j(+∞) containing the switched polar coordinates either of P+ if j is even
or of P− if j is odd; similarly a˜uj (τ) approaches a subset of K˜j(+∞) as τ → +∞.
Moreover note that P+ (or P−) is the unique attracting subset of k˜j(+∞). Let
(Θ±, R±) be switched polar coordinates for P±.
Then observe that if Ω¯ ∈ kˆ2k(τ) (respectively Ω¯ ∈ kˆ2k+1(τ)) then Ω˜(τ) ∈
k˜2k(τ) (resp. Ω˜(τ) ∈ k˜2k+1(τ)) and Ω˜(t) converges to (Θ+ − 2kpi,R+) (resp.
(Θ−−2kpi,R−)) as t→ +∞. Moreover if Ω¯ ∈ aˆu2k(τ) (respectively Ω¯ ∈ aˆu2k+1(τ))
then Ωˆ(t) → (− arctan(κ(η)), 0) as t → −∞, and again Ω˜(τ) ∈ a˜u2k(τ) (resp.
Ω˜(τ) ∈ a˜u2k+1(τ)), and Ω˜(t) converges to (Θ+−2kpi,R+) (resp. (Θ−−2kpi,R−))
as t→ +∞; hence the corresponding solution u(r) of (Hr) is a R 2k sd (resp. a
R2k+1sd) which is definitively positive (resp. negative).
We stress that by construction we find a+j = d∗,j−1, where (a
+
k )k≥1 is the
sequence in the statement of Theorem 2.15. Lemmas 3.11 and 3.15 can be
reformulated also for R-solutions u(d, r) with d < 0, reasoning similarly on the
curve Γu,−(·, τ). So the proof of Theorem 2.15 is concluded.
4 Some further examples.
In this section we briefly present other types of nonlinearities to which our
theorems apply. Let us begin by noticing that when f is as in (1.2a), arguing
as in Section 2.1, we can choose lu and ls as in Corollary 1.2, and we get
glu(x, t) = [K(0) + ∆u(−t)]|x|q−2x , gls(x, t) = [K(∞) + ∆s(t)]|x|q−2x ,
where K(0) < 0 < K(∞), and ∆u(T ) and ∆s(T ) go to 0 as T → +∞. In fact
we can also consider logarithmic growth, e.g.
K(r) ∼ K(0)| ln(r)|a0rδ0 as r → 0 , (4.1)
where K(0) < 0, a0 ∈ R, δ0 > −2. In this case assumption Gu does not
hold but gu holds for any lu ∈ (l(q, δ0), I(η)), see (1.7). So if K holds with
the first in (1.6) replaced by (4.1) we can apply Corollary 1.2. Similarly if
f is as in (1.2b) and K holds with the second in (1.6) replaced by K(r) ∼
K(∞)| ln(r)|a∞rδ∞ , K(∞) > 0, then gs holds for any ls ∈ (2∗(β), l(q, δ∞)), so
we can apply Corollary 1.3.
Introduce
fi(u, r) =
Ni∑
j=1
Ki,j(r)r
δi,j |u|qi,j−2u (4.2)
for a certain integer Ni, where δi,j > −2, qi,j > 2, Ki,j are continuous functions
which are bounded and uniformly far from zero for r small and r large, negative
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near zero, changes sign at Ri,j > 0 and then they are positive. We assume
`i = `i,j = l(qi,j , δi,j) , for every j ,
thus having
gli(x, t) =
Ni∑
j=1
Ki,j(e
t)|x|qi,j−2x .
Moreover it is possible to assume that some of the Ki,j are identically zero for
either r ≤ Ri,j or r ≥ Ri,j . We do to not enter in details for major clarity.
Assume now
f(u, r) =
m∑
i=1
fi(u, r) , `1 > `2 > · · · > `m−1 > `m . (4.3)
Setting lu = `1 and remembering that, for L 6= l, one has gL(x, t)/x = gl(ξ, t)/ξ,
where ξ = xe(αl−αL)t, a computation gives the validity of gu if lu < I(η). The
first condition of L1 holds simply setting T = min{Ri,j}, while we have to
assume
if Rio,jo = T then qio,jo ≥ qi,j for every (i, j) 6= (io, jo) (4.4)
in order to fulfill the second one. Roughly speaking, the term with the greatest
power is the first to change sign.
Assumption Gs holds setting ls = `m. Hence, Theorem 2.15 applies if f is
as in (4.3) with 2∗ < `m < · · · < `1 < I(η) and such that (4.4) holds.
Arguing as above we can find the corresponding specular conditions in order
to permit the application of Theorem 2.16. Assume f(u, r) = −∑mi=1 fi(u, r)
with fi as in (4.2) assuming now `1 < `2 < · · · < `m−1 < `m. Setting ls =
`1 > 2∗(β) we have gs, then set T = max{Ri,j} and assume (4.4) so that L2 is
given. The validity of Gu is given setting lu = `m, asking 2∗(η) < `m < 2∗.
The functions previously considered consist of sum of possibly different poly-
nomial terms. However, our results permit us to consider also more general
nonlinearities, which however have a leading term in their expansion for u small
and u large which is polynomial, e.g.
f(u, r) =
|u|q1−2u
1 + uq2
· r
δ1
1 + rδ2
.
assuming q1 > 2, q1 − q2 > 2 and δ1 > −2, δ1 − δ2 > −2. In such a case, a
straightforward computation gives that Gu holds requiring lu = l(q1 − q2, δ1)
and Gs holds setting ls = l(q1, δ1 − δ2).
Further notice that our results are robust. I.e., we have the following.
Remark 4.1. Assume H and consider (for simplicity) the functions f˜+(u, r),
f˜−(u, r) satisfying the assumption of Corollary 1.2, and 1.3 respectively.
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Let f¯(u, r) be such that f¯(0, r) = ∂f¯∂u (0, r) = 0; suppose that there is C > 1
such that f¯(u, r) ≡ 0 for r < 1/C and for r > 1/C, and that lim|u|→+∞ f¯(u,r)|u|q−1 =
0 uniformly for r > 0.
Then the function f(u, r) = f˜+(u, r) + f¯(u, r) satisfies the assumptions of
Theorem 2.15, and the solutions of (Hr) have the structure described in Corol-
lary 1.2 (and Theorem 2.15).
Similarly the function f(u, r) = f˜−(u, r)+f¯(u, r) satisfies the assumptions of
Theorem 2.16, and the solutions of (Hr) have the structure described in Corol-
lary 1.3 (and Theorem 2.16).
The assumptions on Hardy potentials h(r) are more clear so we just empha-
size the following interesting example satisfying H:
u′′ +
n− 1
r
u′ +
C
1 + r2
u+ f(u, r) = 0 , with C <
(n− 2)2
4
,
i.e. h(r) =
Cr2
1 + r2
, with η = 0 , and β = C .
A Appendix
A.1 On the lack of continuability
In this appendix we first review briefly some well known facts concerning ex-
ponential dichotomy, see, e.g., [12]. Then we develop the construction of stable
and unstable manifolds for non-autonomous systems, i.e. Wulu(τ) and W
s
ls
(τ),
when continuability of the trajectories of (S) is ensured, i.e. when hypothesis
C holds. Then we extend our discussion to the case where C does not hold.
Denote by Al(t) =
(
αl 1
−h(et) γl
)
the linearization of the right hand side
of (S) in the origin, and by Al(±∞) = limt→±∞Al(t). Assume either Gu or
gu: note that Alu(−∞) has λ2 < 0 < λ1 as eigenvalues where λ1 := αlu − κ(η)
and λ2 := αlu + 2− n+ κ(η). By H, Alu(t) can be seen as an L1 perturbation
of Alu(−∞), therefore it admits exponential dichotomy in negative semi-lines
(−∞, τ ]. More precisely let X(t) be the fundamental matrix of
x˙ = Alu(t)x , (A.1)
i.e. the matrix solution of (A.1) such that X(0) = I, where I denotes the
identity matrix. Then, for any τ ∈ R there is a constant K = K(τ) > 1,
exponents λ¯2 < 0 < λ¯1 and a projection P− such that
‖X(t)(I − P−)X(s)−1‖ ≤ Keλ¯1(t−s) for any t < s < τ ,
‖X(t)P−X(s)−1‖ ≤ Keλ¯2(t−s) for any s < t < τ , (A.2)
see, e.g., [12, Section 4]. Moreover the optimal choice for λ¯i is λ¯i = λi for
i = 1, 2, see [8, Appendix]. Let us denote by P−(τ) := X(τ)P−X(τ)−1, and
by `u(τ) the 1-dimensional kernel of P−(τ); then `u(τ) is the unstable space
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for (A.1). I.e let ~ξ ∈ R2, and denote by ~ξ(t) the solution of (A.1) such that
~ξ(τ) = ~ξ; then ~ξ(t) is bounded for t ≤ 0 iff ~ξ ∈ `u(τ), cf. [12, Section 4]. Since
`u(τ) is 1-dimensional we see that there is c = c(~ξ) such that ‖~ξ(t)‖e−λ1t → c
as t → −∞. Also note that by construction `u(τ) is a line, and ~ξ ∈ `u(τ) iff
~ξ(t) ∈ `u(t).
Now assume gu and consider (S) where l = lu: we consider this problem as a
nonlinear perturbation of (A.1). Thus, setting Q(δ) = {(x, y) | |x| ≤ δ, |y| ≤ δ},
we get the following, see [27, Theorem 2.25].
Lemma A.1. Assume gu; then for any N ∈ R we can find δ = δ(N) such that
the set
Wulu,loc(τ) :=
{
Q ∈ Q(δ) | xlu(t, τ ;Q) ∈ Q(δ) for any t ≤ τ ,
and lim
t→−∞xlu(t, τ ;Q) = (0, 0)
} (A.3)
is a graph on `u(τ) ∩Q(δ) for any τ ≤ N . Moreover `u(τ) is the tangent space
to Wulu,loc(τ) in the origin.
We sketch the proof for completeness. Assume gu and suppose first that,
|glu(x2, t)− glu(x1, t)| ≤ c(τ)|x2 − x1| , for any t ≤ τ
for some c(τ) > 0 and for any x1, x2 ∈ R. Then, using a variation of constants
formula, see e.g. [11, Section 3.3] or [27, Theorem 2.25], we prove that the set,
cf. (2.6),
W˜ulu(τ) :=
{
Q | lim
t→−∞xlu(t, τ ;Q) = (0, 0)
}
(A.4)
is a graph on `u(τ) (globally), for any τ ∈ R. Then the proof follows from a
truncation argument.
Using the flow of (S) we get the following.
Lemma A.2. Assume gu and C. Then the set W˜ulu(τ) characterized as in (A.4)
is a 1-dimensional immersed submanifold having `u(τ) as tangent space in the
origin.
Proof. Let us denote by ΦT,τ the diffeomorphism induced by the flow of (S):
i.e. ΦT,τ (Q) = xlu(T, τ ;Q). Then ΦT,τ (W
u
lu,loc
(τ)) is a 1-dimensional subman-
ifold for any τ, T ∈ R and ΦT,τ1(Wulu,loc(τ1)) ⊃ ΦT,τ2(Wulu,loc(τ2)) if τ1 < τ2.
Hence we may set W˜ulu(T ) :=
⋃
τ∈R ΦT,τ (W
u
lu,loc
(τ)) and we see that W˜ulu(T ) is
a 1-dimensional immersed manifold, and by construction it is characterized as
in (A.4).
Remark A.3. We stress that W˜ulu(τ) (and W˜
s
ls
(τ) constructed below) may be
not a usual submanifold in the origin: i.e it may be 8 shaped as in the critical
autonomous case, see e.g. Figure 1. However it always contains Wulu,loc(τ)
(respectively W sls,loc(τ)) which is tangent to `
u(τ) (resp. `s(τ)).
Now we drop the assumption C and we prove Lemma 2.12.
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Proof of Lemma 2.12. Fix τ ∈ R; for every Q ∈ R2 we can introduce
T(Q, τ) = sup
{
t | xlu(·, τ,Q) is defined in [τ, t)
}
.
Then limt→T(Q,τ) |xlu(t, τ,Q)| = +∞ if T(Q, τ) < +∞. It is easy to verify
that T(·, τ) is lower semicontinuous, i.e. the sets {Q ∈ R2 | T(Q, τ) ≤ t} are
closed. In fact for every Q0 ∈ R2 and every ε > 0 we can find neighbourhoods
U of Q0 and V of xlu(T(Q0, τ) − ε, τ,Q0) such that for every Q ∈ U we have
xlu(T(Q0, τ)−ε, τ,Q) ∈ V, thus giving T(Q, τ) > T(Q0, τ)− for every Q ∈ U .
Therefore if Qn → Q0, then lim infn→∞ T(Qn, τ) ≥ T(Q0, τ).
Then, we consider
Tu(τ) := inf
{
T(Q, τ) | Q ∈Wu,+lu,loc(τ)
}
. (A.5)
Notice that T((0, 0), τ) = +∞ and that Tu(τ) is increasing by construction. The
lower semicontinuity gives us that either one has Tu(τ) = +∞ or the infimum
is in fact a minimum, being Wu,+lu,loc(τ) bounded and T(Q, τ) > τ . Moreover the
subset containing the points Q which explode to infinity before a fixed time t,
X (t, τ) = {Q ∈Wu,+lu,loc(τ) | T(Q, τ) ≤ t} ,
is a closed subset. Conversely W(t, τ) = Wu,+lu,loc(τ) \ X (t, τ) is a relatively open
subset of Wu,+lu,loc(τ).
If t < Tu(τ), then X (t, τ) = ∅, so that W˜u,+lu (t) := Φt,τW
u,+
lu,loc
(τ) is diffeo-
morph to Wu,+lu,loc(τ), and it is a 1-dimensional manifold with border. In fact it is
easy to check that the map Φτ,T = Φ
−1
T,τ is well defined in an open neighborhood
of ΦT,τW
u,+
lu,loc
(τ).
t
We assume first for illustrative purpose that, for any Q = (Qx, Qy) ∈
Wu,+lu,loc(τ) the function T(Q, τ) is strictly decreasing in Qx: this is the case,
e.g., if (S) is autonomous. This assumption will be removed later on.
If we set t = Tu(τ) we have X (t, τ) = {Qτ} where Qτ = (δ,Qy) is the
endpoint of Wu,+lu,loc(τ), while if t > T
u(τ) the sets X (t, τ), which contains Qτ ,
and W(t, τ) are connected. In both the cases, the map Φt,τ is well defined
on W(t, τ), and the set W˜u,+lu (t) := Φt,τW(t, τ) is diffeomorph to W(t, τ). In
fact there is an open neighborhood of W˜u,+lu (t) which is mapped by the inverse
diffeomorphism Φτ,t into an open neighborhood ofW(t, τ). So W˜u,+lu,loc(t)\{(0, 0)}
is a 1-dimensional manifold without border, see Figure 3.
Now let us repeat the discussion replacing τ by τ0 < τ . It is easy to
check that Φt,τ0W(t, τ0) ⊇ Φt,τW(t, τ), and if t ≥ Tu(τ), then Φt,τ0W(t, τ0) =
Φt,τW(t, τ) = W˜u,+lu (t), and it is unbounded. Furthermore by construction
W˜u,+lu (t) =
{
Q | lim
t→−∞xlu(t, t,Q) = (0, 0) , x˙lu(t, t,Q) > 0 for t 0
}
, (A.6)
if t ≥ Tu(τ). Therefore the set
Wu,+lu (T ) =
⋃
τ≤T
ΦT,τW(T, τ)
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Figure 3: Assume that T(Q, τ) is continuous and strictly decreasing in Qx.
At the time τ (on the left), the endpoint Qτ = (δ,Qy) minimizes T(·, τ)
along Wu,+lu,loc(τ), thus having W(Tu(τ), τ) = W
u,+
lu,loc
(τ) \ {Qτ}. If we con-
sider τ0 < τ (at the center), then T
u(τ0) < T
u(τ) and the set W(Tu(τ), τ0)
consists of the points to the left with respect to Qτ0 = xlu(τ0, τ,Qτ ). The
images ΦTu(τ),τW(Tu(τ), τ) and ΦTu(τ),τ0W(Tu(τ), τ0) gives us the unbounded
1-dimensional manifold Wu,+lu (T
u(τ)) (on the right).
is characterized by the property defined in (A.6).
If we remove the simplifying assumption that T(Q, τ) is decreasing with re-
spect to Qx, we can repeat the previous discussion with the following changes.
The open setW(Tu(τ), τ) can be disconnected, so its image ΦTu(τ),τW(Tu(τ), τ)
may be disconnected too, see Figure 4. However W(Tu(τ), τ) has a connected
component containing the origin, say W1(Tu(τ), τ), whose image is the con-
nected component of ΦTu(τ),τW(Tu(τ), τ) containing the origin. Observe that
W1(Tu(τ), τ) is a connected one dimensional manifold, so this property is in-
herited by ΦTu(τ),τW(Tu(τ), τ) too.
When t ≥ Tu(τ), the map Φt,τ is well defined in W(t, τ) and the set X (t, τ)
may disconnectW(Tu(τ), τ), see Figure 5. Repeating the previous arguments we
see that the image Φt,τW(t, τ) is unbounded and may have many components.
However,W(t, τ) has a connected component containing the origin, sayW1(t, τ)
and we can consider the image Wu,+lu (t) := Φt,τW1(t, τ) which is a 1-dimensional
connected manifold and it is unbounded.
Again, cf. Figure 4, if we switch from τ to τ0 < τ we see that Φt,τ0W1(t, τ0) ⊇
Φt,τW1(t, τ), and if T = Tu(τ), then
Wu,+lu (T ) = ΦT,τW1(T, τ) = ΦT,τ0W1(T, τ0) ⊇ ΦT,τ1W1(T, τ1)
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Figure 4: If T(Q, τ) is not decreasing in Qx, at the time τ (on the left), the
minimum Tu(τ) can be attained in a point Qτ = (Q
τ
x, Q
τ
y) with Q
τ
x < δ,
while we denote by Rτ the endpoint of W
u,+
lu,loc
(τ). We consider also τ0 < τ
(in the center), where we can find the point Qτ0 = xlu(τ0, τ,Qτ ) and we
denote by Rτ0 the endpoint of W
u,+
lu,loc
(τ0). In both the situations the sets
W(Tu(τ), τ) and W(Tu(τ), τ0) are disconnected respectively at the point Qτ
and Qτ0 . The images ΦTu(τ),τW(Tu(τ), τ) ⊂ ΦTu(τ),τ0W(Tu(τ), τ0) gives us
two unbounded disconnected sets contained in W˜u,+lu (T
u(τ)) (on the right).
The second components have endpoints respectively Reτ = ΦTu(τ),τ (Rτ ) and
Reτ0 = ΦTu(τ),τ0(Rτ0); while the point Qτ is, roughly speaking, sent to infinity
by the flux ΦTu(τ),τ .
for any τ0 < τ < τ1. Hence, we can define for every T ∈ R the set
Wu,+lu (T ) =
⋃
τ≤T
ΦT,τW1(T, τ)
which is a 1-dimensional connected manifold containing the origin in its border,
and it is unbounded. Reasoning in the same way we see that if τ0 < τ1 then
ΦT,τ0W(T, τ0) ⊇ ΦT,τ1W(T, τ1) ,
therefore we can define
W˜u,+lu (T ) :=
⋃
τ≤T
ΦT,τW(T, τ)
Notice that W˜u,+lu (T ) may not be a manifold (it may break infinitely many
times), since W(T, τ) may be disconnected. However by construction W˜u,+lu (T )
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Figure 5: In generalW(t, τ) ⊂Wu,+lu,loc(τ) may be disconnected when t > Tu(τ).
The picture sketches an example. Consider t2 > t1 > T
u(τ), the set W(t1, τ)
has two connected components, while W(t2, τ) has three components. On the
right we have drawn the corresponding images Φt1,τW(t1, τ) ⊂ Wu,+lu (t1) and
Φt2,τW(t2, τ) ⊂ Wu,+lu (t2). We show how some points Q1, . . . ,Q8, are mapped
by the fluxes Φt1,τ and Φt2,τ , denoting the images again with Q1, . . . ,Q8 for
simplicity. In particular, at the time t2 the solution xlu(·, τ,Qj) is not defined
for j = 2, 5, 6.
may be still characterized as in (A.6); moreover Wu,+lu (T ) is the connected com-
ponent of W˜u,+lu (T ) containing the origin in its border, and it is, as shown above,
a 1-dimensional connected manifold.
The construction of Wu,−lu (τ) and of W
u
lu
(τ) = Wu,−lu (τ) ∪W
u,+
lu
(τ) is com-
pletely analogous and it is omitted. This concludes the part of the proof of
Lemma 2.12 concerning the unstable manifolds. The construction of the stable
leaves is very similar and we just sketch it.
With a specular argument we assume gs, so that Als(+∞) has ν2 < 0 < ν1
as eigenvalues, where ν1 := αlu −κ(β) and ν2 := αls + 2−n+κ(β). So, let Y (t)
be the fundamental matrix of (A.1), where Alu(t) is replaced by Als(t). Then,
for any τ ∈ R there is a constant K = K(τ) > 1, and a projection P+ such that
‖Y (t)(I − P+)Y (s)−1‖ ≤ Keν1(t−s) for any s > t > τ ,
‖Y (t)P+Y (s)−1‖ ≤ Keν2(t−s) for any t > s > τ , (A.7)
see again [12, Section 4], and [8, Appendix]. Denote by P+(τ) := Y (τ)P+Y (τ)−1,
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and by `s(τ) the 1-dimensional range of P+(τ). Then the solution ~ξ(t) of (A.1),
with ls replacing lu, is bounded for t ≥ 0 iff ~ξ(0) ∈ `s(τ). Moreover ‖~ξ(t)‖e−ν2t →
c as t → +∞ for a suitable c > 0. This way we are able to construct a
local manifold W sls,loc(τ) and to reprove a result analogous to Lemma A.1.
Then, assuming temporarily C and reasoning as in Lemma A.2, we see that
ΦT,τ (W
s
ls,loc
(τ)) is a 1-dimensional submanifold for any τ, T ∈ R; moreover
ΦT,τ2(W
s
ls,loc
(τ2)) ⊃ ΦT,τ1(W sls,loc(τ1)) if τ1 < τ2. Hence, assuming C and gs,
we obtain that the set
W˜ sls(τ) :=
⋃
τ0≥τ
Φτ,τ0(W
s
ls,loc(τ0)) =
{
Q | lim
t→+∞xls(t, τ,Q) = (0, 0)
}
(A.8)
is a 1-dimensional immersed manifold having `s(τ) as tangent space in the origin.
Then we remove assumption C and, arguing as above, we see that W˜ sls(τ)
may be disconnected, but its connected component containing the origin, de-
noted by W sls(τ), is again a 1-dimensional manifold. Then repeating the pre-
vious discussion we conclude the proof of Lemma 2.12. The part of the proof
concerning Lemmas 2.5 and 2.13 is given below.
Now we proceed with the proof of Lemma 2.13, which includes Lemma 2.5
as a particular case. The proof is adapted from [13, Lemma 2.10] where it is
developed assuming C and h(r) ≡ 0.
Proof of Lemma 2.13
Assume gu and gs; recalling that xlu(t) = (u(e
t)eαlu t, u′(et)e(1+αlu )t), we find
xls(t) = xlu(t)e
(αls−αlu )t. Therefore in particular R = Qexp[−(αlu − αls)τ ].
Assume first C for simplicity. From roughness of exponential dichotomy,
cf [12, Chapter 4] and [27, Theorem 2.16], we see that, if Q ∈ Wulu(τ), then
there is d = d(Q) such that limt→−∞ xlu(t, τ,Q)e
−[αlu−κ(η)]t = d(1,−κ(η)).
Assume d > 0 for definiteness; then for the corresponding solution u(r) of (Hr)
we get
u(r) = xlu(ln(r), τ,Q)r
−αlu+κ(η) → d , as r → 0 . (A.9)
Assume now Q 6∈ Wulu(τ). Then, if lu 6= 2∗, we find that |xlu(t, τ,Q)| is uni-
formly positive as t → −∞, and if lu = 2∗ there is a sequence tn → −∞ such
that |xlu(tn, τ,Q)| is uniformly positive: in both the cases the corresponding
solution u(r) of (Hr) is not a R-solution since u(r)rαlu−κ(η) 6→ 0 as r → 0.
Further we easily see that Q ∈Wulu(τ) ⇐⇒ R ∈Wuls(τ).
Arguing similarly, if Q ∈ W sls(τ) then there exists L = L(Q) > 0 such that
limt→+∞ xls(t, τ,Q)e
−[γls+κ(β)]t = L(1,−(n−2)+κ(β)): hence the correspond-
ing solution u(r) of (Lr) satisfies
lim
t→+∞u(e
t)e(αls−γls−κ(β))t = lim
r→+∞u(r)r
n−2−κ(β) = L . (A.10)
So we can easily conclude as above.
Hence, if we assume eitherGu or gu, we can construct the unstable manifold
Wulu(τ) for any τ ∈ R; similarly if either Gs or gs hold, we can construct the
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stable manifold W sls(τ) for any τ ∈ R. Moreover Remark 2.2 still holds and we
can construct W slu(τ) and W
u
ls
(τ) via (2.7) too.
Now we drop assumption C. In this case, due to the presence of non-
continuable trajectories, we need to distinguish between Wulu(τ) and W˜
u
lu
(τ), and
similarly for the other manifolds. In fact xlu(t, τ,Q) → (0, 0) iff Q ∈ W˜ulu(τ).
Further for any Q ∈ W˜ulu(τ) we can find N  1 such that xlu(T, τ,Q) ∈Wulu(T )
for any T ≤ −N . So we can repeat the previous argument and we see that the
corresponding solution u(r) of (Hr) is a R-solution. A similar argument holds
for the stable manifold.
So for any τ we find that Q ∈ Wulu(τ) iff R ∈ Wuls(τ) iff u(r) = u(r, d) is aR-solution with 0 < d < d+τ , see (2.9). Similarly Q ∈ W slu(τ) iff R ∈ W sls(τ) if
u(r) = u(r, L) is a fd-solution with 0 < L < L+τ .
A.2 Proof of Lemmas 3.3 and 3.6
We prove now Lemma 3.3: such a result has been obtained in presence of
continuability of the solutions and for h(r) ≡ 0 in [13, Lemma 2.10].
Proof of Lemma 3.3. We will prove only the first part of the statement, the sec-
ond follows similarly. Consider the parametrization Σu,+lu (·, T ). Assume first C.
Observe that, starting from Σu,+lu (·, T ), we can construct a parametrization of
Wulu(τ) for any τ ∈ R, by setting Σu,+lu (ω, τ) := xlu(τ ;T,Σ
u,+
lu
(ω, T )). In fact,
the function Σu,+lu : [0,+∞) × R → R2 is continuous in both the variables,
and the map (ω, τ) 7→ (Σu,+lu (ω, τ), z(τ)) is injective in Wu. According to this
parametrization, xlu(t; τ,Σ
u,+
lu
(ω, τ)) coincides with xlu(t;T,Σ
u,+
lu
(ω, T )) and
corresponds to the given solution u(r, d(ω)) for any τ ∈ R.
Fix N ∈ R and let δ := δ(N) be the constant defined in Lemma A.1; we
can find ω¯ > 0 and N(ω¯) < N such that Σu,+lu (ω, τ) ∈ W
u,+
lu,loc
(τ), whenever
0 ≤ ω ≤ ω¯ and τ ≤ N(ω¯).
We now show that d(ω) is strictly increasing. Once proved this claim for this
particular parametrization we have it for any parametrization $ → Σu,+lu ($, τ)
of Wu,+lu (τ) as in the assumption of Lemma 3.3, due to the monotonicity of
the change of variables $(ω). Using Lemma A.1 we see that we can choose
ω1 < ω2, so that Σ
u,+
lu
(ωi, τ) ∈ Wu,+lu,loc(τ) for any τ ≤ N(ω2) and for i = 1, 2.
Hence Σu,+lu ([0, ω2] × {τ}) ⊂ W
u,+
lu
(τ) is a graph on `u(τ), for any τ ≤ N(ω2),
see Lemma A.1. In particular xlu(t;T,Σ
u,+
lu
(ω1, T ))− xlu(t;T,Σu,+lu (ω2, T )) < 0
for t = N(ω2). We claim that W
u,+
lu,loc
(τ˜) is a graph on a segment of the x axis,
for any τ˜ ≤ N(ω2). In fact when η = 0 the claim is obvious since `u(τ) is
contained in the x axis. If η 6= 0, since `u(τ) is not orthogonal to the x axis,
possibly choosing a smaller δ we can again assume that Wu,+lu,loc(τ˜) is a graph on
the x axis too, so the claim is true.
Assume for contradiction that d(ω1) > d(ω2), then there is τ˜ < N(ω2) such
that xlu(t;T,Σ
u,+
lu
(ω1, T ))− xlu(t;T,Σu,+lu (ω2, T )) is positive for any t < τ˜ and
it is zero for t = τ˜ . In particular Wu,+lu,loc(τ˜) is not a graph on the x axis,
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so we have found a contradiction. Hence d(ω1) < d(ω2), and the Lemma is
concluded if C holds. Notice that we can redefine the parametrization and use
directly d instead of ω as parameter, so, with a little abuse of notation we find
the parametrization Σu,+lu (d, τ) of W
u,+
lu
(τ) which is continuous (and smooth) in
both the variables for any (d, τ) ∈ [0,+∞)× R.
Now we drop C. Fix T ∈ R, and correspondingly d+T as in (2.9), so that,
for any d ∈ (0, d+T ), u(r, d) is continuable for any 0 < r < eT . Using the
previous discussion and a truncation argument, for any D ∈ (0, d+T ), we can
define the map Σu,+lu (d, T ) for d ∈ [0, D]; so we get a parametrization of a
connected branch of Wu,+lu (T ), say W¯
u,+
lu
(T ). Since for any point Q ∈ W¯u,+lu (T )
we have that xlu(τ ;T,Q) exists for any τ ≤ T , arguing as above, we find that
Σu,+lu (d, τ) = xlu(τ, T,Σ
u,+
lu
(d, T )) is a parametrization of a connected branch of
Wu,+lu (τ), denoted again by W¯
u,+
lu
(τ), for any τ ≤ T .
Now let τ > T and notice that the function d+(τ) = d+τ defined in (2.9)
is decreasing in τ . If D < d+τ , reasoning as above, we find that Σ
u,+
lu
(d, τ) =
xlu(τ, T,Σ
u,+
lu
(d, T )) gives again a parametrization of a connected branch of
Wu,+lu (τ), for 0 ≤ d ≤ D. If D ≥ d+τ then Σ
u,+
lu
(d, τ) = xlu(τ, T,Σ
u,+
lu
(d, T ))
for 0 < d < d+τ is unbounded and it is itself a parametrization of the whole
manifold Wu,+lu (τ). Assume D < d
+
T , this way we obtain a map Σ
u,+
lu
(d, τ)
which is continuous in both the variables for
E¯ =
(
[0, D)× (−∞, T ] ∪ {(d, τ) | 0 < d < max{D, d+T } , τ ≥ T}
)
.
Further d → Σu,+lu (d, τ) is injective for (d, τ) ∈ E¯. For the arbitrariness of
D < d+T we can let D → d+T . Then from the arbitrariness of T ∈ R we define
Σu,+lu in the whole E = {(d, τ) | 0 < d < d+τ , τ ∈ R}, it is continuous in both the
variables and it gives a bijective parametrization of Wu,+lu (τ) for any τ ∈ R.
Now we prove Lemma 3.6: the argument is a modification of [13, Proposi-
tions 3.5, 3.8]. In fact, in this setting, we need to take into account the fact that
`u(τ) and `s(τ) change with τ (due to the presence of Hardy potentials), while
in [13] there was not this difficulty. In particular we need to ask for ls > 2
∗ and
to profit of Lemma 3.2.
Proof of Lemma 3.6. We introduce some definitions borrowed from [3, 24].
Following [3, 24, 30], given a curve γ : [a, b]→ R2\{(0, 0)}, we define its rotation
number w(γ) by setting
w(γ) := Int
[
θγ(b)− θγ(a)
2pi
]
, (A.11)
where Int[·] denotes the integer part, and γ(t) = (ργ(t) cos θγ(t), ργ(t) sin θγ(t)).
As pointed out in [24], we can extend this definition to a curve γ defined in a
semi-open interval [a, b) if limt→b− θγ(t) exists (even if it is infinite).
Our argument will be rather sketchy since we just adapt [13, 24]. Let γi(t) :
[a, b]→ R2, for i = 1, 2, be curves in R2 which do not intersect each other, and
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let φ(t) be a smooth monotone function such as ϕ(t) = z(t) = e$t as in (2.4), or
ϕ(t) = ζ(t) = e−$t as in (2.5) or ϕ(t) = t as in [3]. Then Γi(t) = (γi(t), ϕ(t))
are curves in R3. Following [3], we call linking number of γ1,γ2 in [a, b] the
number w(γ1 − γ2), i.e. the number of complete rotations of a curve around
the other. Such a quantity is invariant for homotopies in R3 which preserve the
endpoints Γ1(a) = Γ2(a) and Γ1(b) = Γ2(b).
We want to establish an homotopy between two curves so that linking num-
ber and rotation number are equal. Let us fix τ ∈ R and Q ∈ W s,+ls (τ). Since
xls(t, τ,Q) converges to the origin as t → +∞ and x˙ls(t, τ,Q) < 0 for t  1,
for every δ > 0 we can find a = a(δ)  1 such that |xls(a, τ,Q)| = δ and
|xls(t, τ,Q)| > δ for t ∈ [τ, a).
Then we set γ1(t) = xls(t, τ,Q), where Q ∈ W s,+ls (τ), and we consider the
trajectory Γ1(t) = (xls(t, τ,Q), ζ(t)) of (2.4) for t ∈ [τ, a].
We shrink further δ ≤ δ(τ) so that the sets W sls,loc(T ) defined in Lemma A.1
are graphs on `s(T ) for any T ≥ τ , and we denote by C¯(T ) the unique point in
W s,+ls,loc(T )∩{x = δ}. Let 0 < La(T ) < Lb be such that Υ
s,+
ls
(La(T ), T ) = C¯(T )
and Υs,+ls (Lb, T ) = xls(T, τ,Q). We consider the curves Ψ1(T ) = (C¯(T ), ζ(T ))
for T ∈ [τ, a], the curve Ψ2(d) = (Υs,+ls (d, τ), ζ(τ)) for d ∈ [La(T ), Lb] and the
curve Γ2(t) obtained following the graph of Ψ1 and then the graph of Ψ2. An
homotopy between Γ1 and Γ2 is obtained by projecting Γ1 on W sls(τ) following
the 2-dimensional manifoldW s: we sketch the construction, see [24, Lemma 4.3]
for more details.
For any T ∈ [τ, a] we construct the function H0(·, T ) obtained following
Ψ1(S) = (C¯(S), ζ(S)) for S ∈ [T, a], then (Υs,+ls (d, T ), ζ(T )) for d ∈ [La(T ), Lb]
and finally Γ1(t) = (xls(t, τ,Q), ζ(t)) for t ∈ [τ, T ] i.e.
H0(S, T ) =

Ψ1(a+ S(T − a)/La(T )) if S ∈ [a, La(T )]
(Υs,+ls (S, T ), ζ(T )) if S ∈ [La(T ), Lb]
(xls(S + (T − Lb)), τ,Q), ζ(T ) if S ∈ [Lb, τ − (T − Lb)]
Note that all the curves S 7→ H0(S, T ) have the same endpoints and are homo-
topic; moreover H0(·, a) is Γ1 and H0(·, τ) is Γ2. So the linking number of Γ1
and Γ2 is 0.
Let us denote by θΥ(τ, a), θC¯(τ, a), θx(τ, a) respectively the angles performed
by by Υs,+ls (L, τ) for L ∈ [La(T ), Lb], by C¯(T ) for T ∈ [τ, a], and by xls(t, τ,Q)
for t ∈ [τ, a]. We have shown that
θΥ(τ, a) + θC¯(τ, a) = θx(τ, a) . (A.12)
So Lemma 3.6 follows from (A.12), being (3.9) equivalent.
A.3 On the Wazewski’s principle
We conclude the appendix with a result, inspired by Wazewski’s principle, which
allows to locate the unstable and the stable manifolds. Consider
x˙ = F (x, t) , (A.13)
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where x ∈ R2, t ∈ R, F continuous, and assume that the origin O = (0, 0) is a
critical point for (A.13).
Let T (τ) be a closed set diffeomorphic to a full triangle. We call the vertices
O, A(τ) and B(τ), and o(τ), a(τ), b(τ) the edges (without endpoints) which are
opposite to the respective vertex. Let Tˆ (τ) denote a further set diffeomorphic to
a full triangle having O as vertex and with edges aˆ(τ) ⊃ a(τ) and bˆ(τ) ⊃ b(τ); it
follows that Tˆ (τ) ⊃ T (τ). We begin from a result requiring very weak regularity
properties.
Lemma A.4. Assume that local uniqueness for the solutions of (A.13) is en-
sured for any trajectory starting from T (τ) \ {O}.
Suppose that the flow on a(τ)∪ b(τ) points towards the interior of T (τ), and
on o(τ) points towards the exterior of T (τ) for any t ≤ τ . Assume further that
the flow on {A(τ),B(τ)} points towards the interior of Tˆ (τ) for any t ≤ τ .
Finally suppose that if a solution x(t) of (A.13) satisfies x(t) ∈ T (τ) for any
t ≤ τ , then limt→−∞x(t) = O.
Then there is a compact connected set W¯u(τ) ⊂ T (τ) such that O ∈ W¯u(τ),
W¯u(τ) ∩ o(τ) 6= ∅, with the following property:
W¯u(τ) ⊂ {Q | lim
t→−∞x(t, τ ;Q) = O , x(t, τ ;Q) ∈ T (τ) for any t ≤ τ} .
Proof. This Lemma is proved in [21, § 3], see also [22, Lemma 3.5]: the rea-
soning relies on a connection argument and a topological idea developed in [36,
Lemma 4].
Obviously the same idea can be applied to construct stable sets.
Lemma A.5. Assume that local uniqueness for the solutions of (A.13) is en-
sured for any trajectory starting from T (τ) \ {O}.
Suppose that the flow on a(τ)∪b(τ) points towards the exterior of T (τ), and
on o(τ) points towards the interior of T (τ) for any t ≥ τ . Assume further that
the flow on {A(τ),B(τ)} points towards the exterior of Tˆ (τ) for any t ≥ τ .
Finally suppose that if a solution x(t) of (A.13) satisfies x(t) ∈ T (τ) for any
t ≥ τ , then limt→+∞x(t) = O.
Then there is a compact connected set W¯ s(τ) ⊂ T (τ) such that O ∈ W¯ s(τ),
W¯ s(τ) ∩ o(τ) 6= ∅, with the following property:
W¯ s(τ) ⊂ {Q | lim
t→+∞x(t, τ ;Q) = O , x(t, τ ;Q) ∈ T (τ) for any t ≥ τ} .
If we are in the position to apply invariant manifold theory for non-autono-
mous systems, clearly we find that these sets are manifolds. So we get the
following.
Lemma A.6. Assume that we are in the hypotheses of Lemma A.4, respectively
of Lemma A.5. Assume further that F is C1 and it is continuous in x uniformly
with respect to t ∈ R. Suppose that the linearized system admits exponential
dichotomy, i.e. there are projections P+ and P− of rank 1 such that (A.2)
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and (A.7) hold, so that O admits unstable and stable manifolds Wu(τ) and
W s(τ) for any τ ∈ R. Then the set W¯u(τ) ⊂ (T (τ) ∩Wu(τ)) constructed in
Lemma A.4, resp. the set W¯ s(τ) ⊂ (T (τ)∩W s(τ)) constructed in Lemma A.5,
is a connected 1-dimensional manifold.
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