We consider the problem of generating the three-term recursion coefficients of orthogonal polynomials for a weight function v(t) = r(t)w(t), 
Introduction
They satisfy the three-term recurrence relation (12) .
WAt) = (t -aj)Pj-l(t) -ajpj-z(t), j = I, 2,. . .
P-l@) = 0, pa(t) s po,
where bj 7 cj > 0 for j 2 1 (bl is arbitrary).
Let ?rl and ii, be given real polynomials of degree I and m, respectively, having no root in common. Assume furthermore that the resulting rational function (13) . 
(14) . v(t) = r(t)w(t).
Clearly, there exists a set of polynomials {$j} that are orthogonal with respect to < 0,' >V (cf. (1.1)). In this paper we investigate the problem of numerically generating the recurrence coefficients oj and pj in the relation (15) Tj$j(t) = (2: -"j)$j-1 -pj$j-g, j = 132, l . l 7 ?2 . In this note we follow a different (classical) approach. All our algorithms are based on the so-called modified moments (16) . 
The modified Chebyshev algorithm
In this section we present a basic description of the modified Chebyshev algo- 
pl(t)rm(t)w(t)dt = 2 Tj JI pr(t)pj(t)w(t)dt

. , n relative to v(t) = 7rm(t)w(t).
Initialize. 
Seto
Solution of problem (II)
In this chapter we present two algorithms for the computation of orthogonal polynomials {$Jj}~=~relative to weight functions v obtained by modifying w by a linear divisor (4 1) .
or by a quadratic divisor (4 2) .
-w(t) v(t> = j-y - The second scheme implements a suitable "inversion" of Algorithm 1. A similar technique was used by Gautschi [9] . 0 ur derivation, however, appears to us more transparent than the one given in [9].
w(t> v(t) = (t _ 42 + y2 = w(t> (t -.Z)(t -F)
The trick is to assume that we already know the desired polynomials +k and then proceed as for the solution of problem (I) by "artifically generating" the orthogonal polynomials pk associated with (compare (4.1) and (4. . < Wj-l,tij-1 >v < *j-l,*j-1 >tC tj = < *j-l,*j-1 >v and pj = Tj-1 < *j-27 *j-2 >v '
In particular we have (recall v(t) = w(t)/(t -x))
Likewise, we obtain for /& in view of (2.1) 
Numerical Examples
In this Section we report on some experiments with the derived methods. All computations were carried out in MATLAB (approx. 16 significant decimal places).
Jacobi weights.
The Jacobi weights
(5 1)
. ,(a+W-1) = l -t ,(cu,P)* 1+t
&@)(t) = (1 -t)Q(l + t)B
More precisely, we first computed the orthogonal polynomial relative to v(t) = (lt)w(@) by Algorithm 1 and then used the obtained recursion coefficients for the calculation of the orthogonal polynomials relative to v(t)/( 1 + t) via Algorithm 3. We did these computations for orthogonal polynomials up to degree n = 100 and for various values of cy and /3. The observed absolute errors of the computed three-term recursion coefficients (compared with known coefficients of the Jacobi polynomials) were always below 6 * 10-16, i.e., the algorithms appear (in this context) to be quite numerically stable.
Integration in the presence of nearby singularities, a Schwarz-Christoffel problem.
In this Section we demonstrate how to numerically integrate a function which 
K(k) = ; I1 [(l -t)(3 + t)(y -t)( y + t)]
-"'dt.
-1
Note, that the singularity at t = (2 -k)/k, moves towards 1 as k tends to 1.
In order to take care of the singularity at the endpoint of the interval of integration (1 -t)-li2 we apply a Gaussian quadrature rule based on the orthogonal polynomials relative to the Jacobi weight w(-~/~Y'), i.e., Table 5 .1). In order to overcome this difficulty we incorporated the troublesome singularity into the weight function, i.e., we computed the Gaussian quadrature relative to the weight function (5 5) .
The Gaul3 rule now reads (5 6)
.
K(k) N
We generated the orthogonal polynomials with respect to v both by Algorithm 3 and by Algorithm 2 ( in conjunction with the modified Chebyshev algorithm).
As long as the singularity t = (2 -k)/k is moderately close to 1 (roughly for k > .7) both methods yield the saxne results. For small k Algorithm 3 becomes unstable (in contrast to Algorithm 2). It is worth noticing that, however, the Gaussian quadrature rule (based on Algorithm 3) still produces remarkable good approximations to K(k), even in cases where some of the computed nodes were located outside the interval of integration.
The starting index N for Algorithm 2 was estimated according to a formula due Gautschi [8] , that is, we take the smallest integer N satisfying N =n+ 2log(r+@-=-i)' r = (2 -k>/k, where eps = 2.22.. . * lo-l6 is the machine precision (in MATLAB).
In the following In order to illustrate the effectiveness of the method, we computed the orthonormal polynomials up to degree n = 100. Some of the computed recurrence coefficients are shown in Table 5 
