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Albstoacii 
This thesis presents an evaluation of the performance of some ring local 
area network protocols, specifically the buffer insertion ring and the token 
ring. Both dual and single versions of each are considered, and performance 
statistics are obtained by measurements on real networks, by mathematical 
analysis, and by computer simulation. New packet routing protocols for 
dual contrarotating buffer insertion and token ring networks are described 
and their performance is examined. I t is found that, due to the bandwith 
reuse properties of the routing methods, maximum throughputs of 800% and 
200% are achievable, for the dual buffer insertion ring and the dual token 
ring respectively. 
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Chapter 1 
In recent yeaxs local area network (LAN) technology has advanced sig-
nificantly and the computing/control industry has seen a new breed of net-
work come into existence. Based on high speed data transmission and fault-
tolerant techniques, these new types of L A N are likely to become the next 
generation standard for local area communications. While useful in the tra-
ditional L A N domain of office and campus resource sharing, they are partic-
ularly suited to more demanding areas such as factory automation, real-time 
vehicle and weapons control, and metropolitan area networking. These ap-
plications require not only high information throughput and low latency, but 
also automatic and speedy response to faults in cabling or interface units. 
Some examples of such LANs are the ANSI standard Fiber Distributed 
Data Interface (FDDI), the Society of Automotive Engineers' High Speed 
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Ring Bus (HSRB), and Nine Tiles Computer Systems' CoRoNet. The first 
two of these are token ring protocols and are reasonably well-known, whereas 
the last one employs a buffer insertion protocol and is currently under de-
velopment. When deciding on the suitability of a particular network for a 
certain application, some information about its performance must be avail-
able, such as reliability, maximum throughput, adaptability to faults, etc. 
This thesis presents an evaluation the performance of some of these net-
works, in particular the buffer insertion protocol. As buffer insertion rings 
have been less widely investigated, i t was deemed to be important that vari-
ous protocol parameters should be investigated fully, in order to evaluate the 
performance likely to be obtained from products using this protocol. In par-
ticular, the buffer insertion protocol exhibits a unique 'spacial reuse' property 
which can allow more than one station to use the fu l l link capacity simulta-
neously. Additionally, by coupling this property with novel packet routing 
strategies, the dual buffer insertion rings can offer average throughputs of 
well over 100%. The thesis investigates these possibilities and, to illustrate 
the performance gains which can be achieved, offers a comparison between 
dual buffer insertion and token rings. 
The thesis begins, in Chapter 2, by reviewing the current state of local 
area networking. L A N protocols and design principles are considered, and 
the token ring and buffer insertion ring protocols are described in some detail. 
5 
Chapter 3 presents a consideration of the meaning of 'performance' as i t 
relates to LANs. Three different techniques of performance evaluation are 
discussed, namely measurement, mathematical analysis, and simulation, and 
the relative merits and disadvantages of each are considered. 
The performance of the buffer insertion ring protocol is examined in Chap-
ters 4 and 5, by the three means described in Chapter 3. Both single and 
dual ring versions are included, and some new techniques concerning packet 
routing in the dual ring L A N are put forward and tested. 
Similarly, Chapter 6 deals with the token ring protocol. Again, both 
single and dual ring versions are investigated, and a method of improving 
dual ring performance is tested. 
Finally, Chapter 7 presents a summary of the main body of the work, in 
the form of a comparison between some of the protocols studied. 
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Chapter 
Review 
2 o l Local area networks 
A local area network (LAN) is comprised of an interconnected set of com-
municating elements, which may include computers, printers, programmable 
logic controllers, disk drives, and so on. The elements (also referred to as sta-
tions or nodes) communicate digitally and the entire network spans a limited 
geographical area, typically less than a few km 2 . Transmission speeds are 
usually high, often tens of megabits per second (Mb/s) [10, 13, 29]. LANs 
have a substantial range of application. At one end of the scale they may be 
used in an office building to allow electronic communication between workers 
and the sharing of resources such as printers, large file stores and databases. 
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At the other end of the scale they may form the communications background 
of a large manufacturing plant, in which the entire manufacturing process 
depends upon the network for intercommunication between machine tools, 
control programs and operating consoles [18]. LANs share many common 
properties with wide area networks (WANs), but are different in several im-
portant respects. Franta [6] identified these in the early 1980s as follows. 
LANs 
1. Employ high-bandwidth channels (generally in the megabit range), 
whereas WANs employ low-bandwidth channels (generally in the kilo-
bit range); 
2. Exhibit transmission delays that are shorter than those in WANs (pri-
marily because of the use of high-bandwidth channels); 
3. Employ channels with very low error rates, not only compared with 
those of WANs but in an absolute sense as well; 
4. Can easily employ state-of-the art technology, as their construction is 
not subject to the constraints, especially legal, often associated with 
WANs that use common carriers; and 
5. Are more closely and easily controlled (managed), as they are generally 
owned and operated by a single association. 
8 
Recently, with the development of very high speed fibre optic LANs, the 
distinction between LANs and WANs has begum to blur, as LANs evolve 
into metropolitan area networks (MANs) and span increasingly large areas, 
typically entire cities [26,15). 
( j NIU communications 
subnetwork 
I | host 
Figure 2.1: Conceptual model of a local area network 
Figure 2.1 shows a conceptual model of a L A N . The heart of the system 
is the communications subnetwork, which is responsible for the transport of 
data between the nodes. The devices that wish to communicate are known as 
the hosts. These include computers, printers and so on. They are connected 
to the subnetwork via the network interface units (NIUs). Each NIU is 
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responsible for accepting data from its host and negotiating its transmission 
across the network, and also for receiving data destined for its host and 
buffering i t until the host can accept i t . 
This model leaves the communications subnetwork unspecified. Various 
techniques exist for the actual transport of data between hosts. They can be 
classified in different ways, but the most common means is to identify the 
network's topology and its protocol. Topology refers to the physical layout 
of the network. Common topologies are star, ring and bus. The protocol 
is the set of rules that the network uses to govern access to and use of the 
transmission medium. This is partly determined by the topology in use. 
Typical protocols include token passing (for bus or ring topologies), buffer 
insertion (for rings), and carrier sense multiple access with collision detection 
(CSMA/CD) (for buses). The buffer insertion ring and the token ring are 
the main focus of this thesis; these wil l be discussed later. 
2*2 The ISO OSI model 
Until recently, different LANs from different manufacturers used different 
topologies and protocols. These were typically incompatible with each other; 
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one had to buy all ones networking equipment from on© vendor. In an effort 
to standardise the means by which systems communicate with each other, 
a number of groups within the International Standards Organisation devel-
oped the Reference Model of Open Systems Interconnection [16], referred to 
here as simply the OSI model. This defines a standard set of methods for 
intercommunication, as well as a model for a network architecture based on 
a layered approach. Briefly, a 'system' (which may be anything from a dumb 
terminal to an entire WAN) is represented by a hierarchy ©flayers. Figure 2.2 
shows how two such systems may communicate wi th each other. 
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Figure 2.2: The OSI model 
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The protocol 'stack' acts as an interface between the application on the 
host and the physical transmission media. Each layer of the stack performs 
certain well defined functions. Sonne layers may ran on the host, while some 
may form part of the network interface unit. Should an application on system 
A wish to send a message to an application on system B, i t must do so via 
the different layers of the stack. I t builds its message, including data, control 
and address information, and passes i t to the application layer interface. The 
message then propagates down the stack, each time having extra control 
information added to i t and being processed in some way, until i t reaches the 
physical transmission media. I t then travels up the OS1 stack in system B, 
layer-by-layer, each time having the control information stripped away, until 
i t reaches the application layer. The application in system B can then make 
use of the data. The functions of the various layers are as follows: 
o 7. AppMcaftnonn Hayeir provides network services to applications pro-
grams, typically file transfer, electronic mail, etc. 
o 6. Pireseiiiftaftioim layer manages the way in which data is presented to 
the application layer, performing character representation translation, 
encryption, etc. 
o 5. Sessiosn layeir sets up, maintains, and closes down sessions with 
another system. 
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o 4. UtaiffiSjpoirt lay©? provides a reliable end-to-end data path for the 
session layer, relieving i t of issues which are network dependant. 
o 3. Nefrwoidk Dsgrei? manages the routing of packets through the net-
work. In LANs this layer usually has a reduced functionality compared 
with its use in WANs. 
o 2. Oa.'fta H™fe lagreir manages access to the transmission media and 
performs error control and correction. 
o 1. Physical l&yeir is concerned with the specification of the electrical 
aspects of the communications channel, such as voltage levels and cable 
types. 
LANs conforming to the OSI model make more use of some layers than others. 
Certain functions of the presentation layer, for instance, may be redundant, 
and routing techniques within LANs are generally simple enough to require 
only a minimal network layer. 
The two main types of L A N studied in this thesis are the buffer insertion 
ring and the token ring. These networks are examined in more detail in the 
following sections. 
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The buffer insertion (or register insertion) L A N protocol originated in 1974. 
Haffner et al [9] proposed the protocol and i t was later developed at Ohio 
State University [25, 19]. I t was subsequently incorporated into the I B M 
Series 1 [14] and SILK [12] networks. The implementations of buffer insertion 
studied in this thesis are those produced by Nine Tiles Computer Systems 
Ltd. 
Figure 2.3 shows a schematic diagram of a station on a typical buffer 
insertion ring. 
The operation of the protocol is as follows. When the station has no 
data to transmit, i t simply waits for incoming packets from the ring. I f 
an incoming packet is not destined for the node, i t merely passes straight 
out of the node via the central path. Conversely, i f the incoming packet is 
addressed to the node the packet wil l be diverted into the receive buffer and 
thereby removed from the ring. In this case, the address bits may well have 
passed out of the node and into the next node downstream, but the network 
incorporates a mechanism to detect this and remove the stray bits from the 
ring. When all of the packet is in the receive buffer i t can be transferred to 
the host for processing. 
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Figure 2.3: Buffer insertion ring station 
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In the case when the host has data to transmit on the network, i t must 
wait until the transmit buffer is empty then transfer its packet into this buffer. 
The node then waits for either a gap in the incoming traffic or a packet to be 
copied from the ring into the receive buffer. Also the insertion buffer must be 
empty. When these conditions are satisfied, the transmit buffer is emptied 
bit by bi t onto the ring. Should any data enter the node from the ring during 
this process i t is stored in the insertion buffer. When all the data has been 
copied out of the transmit buffer the insertion buffer may then empty itself 
onto the ring. While this occurs, any data coming in from the ring enters 
the back of the insertion buffer and must pass through i t and back out onto 
the ring; the insertion buffer wil l only shrink in size when there is a gap in 
the incoming data. 
Because data packets are removed from the ring at the destination node 
rather than the source node, there is no facility for implicit acknowledgement 
signals within the packet (unlike certain token ring protocols). The destina-
tion node, having received a packet, must send a separate acknowledgement 
packet to the source node to indicate that the data has been received cor-
rectly. 
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As the work presented in this thesis is based largely on implementations of 
the buffer insertion protocol by Nine Tiles, some vendor-specific features of 
their products are detailed here. The two networks considered are Superlink, 
a single ring L A N , and CoRoNet, a dual contrarotating ring version still 
under development [7]. 
Superlink can operate across various different types of media, including 
twisted pair and coaxial cable. I t offers a choice of two data rates, 1.5 Mb/s 
and 250kb/s, and is available in several different units. The only ones relevant 
to this thesis are the card version (which plugs into the bus of a standard 
I B M PC computer) and the RS232 version (which is a stand alone boxed unit 
featuring and RS232 interface for connection to dumb terminals etc). The 
PC card version is supplied with appropriate driver software and an industry 
standard NETBIOS interface. A later version for the PC, known as Swiftlink, 
was also used, but operationally this is very similar to Superlink. A network 
file system known as SimpleNet may be used with Superlink-ed PCs. The 
operation of Superlink is largely the same as the generic protocol described 
above. Messages are split into packets of variable length (with a maximum 
of 86 bytes) which are sent individually across the network. Each packet 
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contains a 48 bit header consisting of control and address information. Each 
received packet gives rise to an explicit acknowledgement packet to indicate 
successful reception. The network consists of only one ring and stations are 
connected in a simple point-to-point fashion. 
CoRoNet is the dual contrarotating ring successor to Superlink. I t is still 
under development at Nine Tiles R&D laboratories, but this much can be 
said about i t : I t consists of two buffer insertion rings running in parallel. 
Each station is connected onto both rings, and data flows in one direction on 
one ring and in the opposite direction on the other ring. Both rings are used 
simultaneously to carry data and control traffic. A facility exists whereby 
should a break occur at a point in the ring, the network can reconfigure to 
form a single ring around the break and continue operating (though perhaps 
with some performance penalty), thus providing a degree of fault-tolerance. 
Again, the transmission media and channel data rate are variable, but the 
maximum data rate will probably be around 25 Mb/s across coaxial cable. 
The method of routing of packets through the network has not yet been 
decided, and this thesis investigates various techniques and assesses their 
suitability in terms of performance. However, the initial idea for a simple 
routing strategy is as follows. When a station has a message to send, and 
assuming the message is longer than the maximum size of a packet, then the 
first packet of the message is sent out on both rings, in opposite directions. 
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The sending station then awaits the two acknowledgement packets and, based 
on which arrives first, chooses one of the rings as the 'quickest path' through 
the network. A l l subsequent packets of this message are sent out on this ring 
only, leaving the other ring free for other stations to use. When all packets 
of this message have been delivered, the station reverts to its initial state, 
prepared to perform the same routing scheme for the next message i t receives 
from its host. This is a reasonably effective technique, though i t does have 
its problems, as wi l l be discussed in Section 4.3. 
k 1 T 4 to e n n P e n 
The token ring protocol is one of the oldest ring L A N control protocols. I t 
originated in 1969 and was known as the Newhall Ring [5], and was subse-
quently standardised as one of the IEEE 802 L A N standards [23]. Various 
manufacturers, including I B M , have adopted i t for use in their products. 
The basic principle of the token ring protocol involves a short frame, 
known as the token, which circulates around the ring. A token can be in one 
of two possible states: free, indicating that a node may acquire i t for data 
transmission, or busy, indicating that i t is already in use by another node 
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and cannot be used for transmission. When a station wishes to transmit i t 
must wait for an incoming free token. I t then alters the bit pattern of the 
token frame to indicate that the token is now busy, then sends a data frame 
immediately after i t . The frame travels all the way around the ring and is 
removed by the transmitting station. The receiving station makes a copy of 
the frame as i t passes through, and may alter a control bit at the end of the 
frame to indicate whether or not i t was received correctly. After purging the 
frame from the ring the transmitting station then issues a free token which 
another station may subsequently use. 
The IEEE 802.5 specification builds on these basic principles by adding 
more specialised features. I t is a single-token protocol, in which a station 
which has completed a transmission may not issue a free token until the 
busy token returns, and i t employs a priority system which regulates access 
to free tokens based on importance or urgency of certain messages or stations. 
At the time of conducting the research certain standards pertaining to 
high-speed dual token rings were being formulated. As these standards were 
not yet stable, work presented in this thesis relates to a generic dual token 
ring protocol which is similar to 802.5 in its operation. This is described in 
detail in Chapter 6. 
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Ihapteir 
Performance aseeee amd 
ho d t y 
Sol SmtFodnacitSoEB. 
The term "performance'' in relation to local area networks encompasses var-
ious criteria concerned with the quality of service a network presents to its 
users. Typically, i t can include such metrics as throughput, message transit 
time, error rate, lost packet count, and others. Performance issues are of 
great importance to network users; for a given application, a system designer 
must choose a network whose performance will be adequate for that applica-
tion. The designer wil l specify the quality of service required and wil l then 
choose a network which can meet these requirements. 
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The ISO standards do not adequately address these issues. Work is under-
way within the Time Critical Communications Architecture (TCCA) activity 
to address the problem [8]. 
Three main techniques are available for the performance analysis of local 
area networks, these being measurement, mathematical analysis, and simu-
lation. No one technique is ideal for all situations, and each one has its own 
advantages and disadvantages. Their relative merits are discussed below. 
3.2 Measurement 
Initially measurement may seem the most obvious way of evaluating the per-
formance of a LAN. The technique is reasonably simple: set up the desired 
configuration of the network to be investigated, introduce some test traffic, 
and measure the progress of the test traffic through the network. For exam-
ple, to assess the performance of a campus Ethernet LAN one might set up 
two workstations as test nodes. One station could send time-stamped mes-
sages to the other one; the receiving station would thus be able to calculate 
the transit time of a message through the network. By making such measure-
ments at various times of the day an accurate assessment of the network's 
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performance could be obtained. 
This technique can be highly accurate and effective when the network 
to be investigated actually exists and is available for measurements to be 
made on i t , i.e. when a performance index of the network 'as i t stands' is 
required. The shortcomings of this approach become apparent when predic-
tive statistics are required. I f one would like to know the effect of increasing 
the number of nodes in the network, or changing the cable length, or using 
fibre-optic instead of copper connectors, measurement is not a viable tech-
nique. Changing a network's configuration purely for predictive reasons may 
be highly expensive and may give rise to unacceptable quality-of-service to 
network users (e.g. poor throughputs and unexpected network failures.) For 
performance assessment of network configurations which do not actually ex-
ist, or, more significantly, of networks which have been designed but not yet 
implemented, mathematical analysis or simulation are preferred techniques. 
3oS Mathematical analysis 
Performance assessment by mathematical analysis involves constructing a 
mathematical model of a network and then solving i t for a given scenario. At 
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the most basic level a local area network can be seen as a system consisting of 
queues (of messages to be delivered) and servers (the links between the nodes) 
[27]. Well established mathematical techniques, such as queuing theory, can 
be used to analyse these systems and derive expressions which describe their 
behaviour. The advantage of this is that a network need not actually exist in 
order for its performance to be evaluated, and provided a formal description 
of a network's operation is available, a mathematical model of i t may be 
built. Variables, such as data rate, cable length, number of nodes, etc, simply 
appear as parameters in the expressions; to observe the effect of increasing 
the data rate one is only required to substitute a different value for one of 
these parameters. 
Because an entire network can be modelled by a set of mathematical 
expressions, analysis is usually the quickest method of obtaining network 
performance statistics. However, i t is seriously limited by the assumptions 
required for the validity of the techniques employed. Typically, analysis of a 
L A N requires that the traffic pattern is symmetric, i.e. that all nodes gen-
erate traffic at the same rate and send their messages to a node chosen at 
random. Clearly this is rarely the case in a practical situation. Additionally, 
analytic methods are often suited only to the lowest levels of a LAN's proto-
col stack, usually layers 1, 2 and possibly 3. Higher layer protocols are often 
implemented as software in the host and can be extremely complex in opera-
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tion and subject to the performance of the host itself; constructing a suitable 
mathematical model can be difficult or even impossible. In all but the most 
simple cases, then, mathematical analysis provides only an approximate in-
dication of a networks performance; for more complex situations simulation 
is to be preferred. 
Simulation of a L A N involves modelling the operation of the network and its 
hosts by means (usually) of a computer program. The program, when exe-
cuted, mimics the network's functions, e.g. generation of messages, sending 
of packets, with respect to time. This 'working model' may then be used 
for performance assessment by introducing test traffic as one might in a real 
network. 
This approach is highly flexible, because the level of detail which can be 
incorporated into the model can be chosen by the programmer. I t is therefore 
possible (theoretically) to build a perfectly accurate model of a network and 
obtain performance statistics which should be identical to those obtained 
from measurements on the real network. The main drawback of simulation 
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is that i t can often be slow; even i f the model is executed on a fast computer, 
the time to obtain results can be large, especially when a high level of detail 
is incorporated into the model. However, i f the model is well-constructed and 
not too detailed, simulation can often be more useful than analytic methods. 
$o§) A IkybirM appm&dhi 
The three performance assessment techniques described above each have ad-
vantages and disadvantages; some may be more appropriate than others, 
depending on the network under investigation. Different approaches have 
been chosen for the research work as appropriate and to allow comparison 
and verification of results. In Section 4.1, Chapter 5 and Chapter 6, analysis 
and simulation are used because the networks involved were not available for 
measurement. In Section 4.2, however, networks were available for measure-
ment. In this case, a hybrid system was built, using both measurement and 
simulation, in order to obtain an accurate yet efficient network model. 
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Published material on the performance of buffer insertion tends to employ 
mathematical analysis exclusively. Early work on single rings was carried 
out by Liu et al [20] and Thomasian and Kanakia [30]. Bux and Schlatter 
[3] attempt a more accurate analysis and verify this with simulation, and 
Hammond and O'Reilly's analysis builds on this. Literature on dual ring 
buffer insertion is scarce but simulation studies are presented in [28] and 
[17]. 
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Chapter 4 
Analysis amd measurement of 
tike bunffer imseirtSGini rin 
4ol AeffllysSs 
4.1.1 letrodiuKctioBi 
This section presents a performance analysis of the buffer insertion protocol 
using analytical techniques. The performance measure considered here is the 
mean message delivery time. This gives a measure of the performance one 
might expect under 'typical' operating conditions. The latter are specific 
to each application but are approximated here using certain assumptions 
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which facilitate simpler mathematical models. In particular, it is assumed 
that the network is operating under fault-free conditions; should a cable 
break or a node go down, reconfigurations may occur which are difficult 
to model with any degree of accuracy. Also, for simplicity, we assume an 
unacknowledged transport service in which packets are removed from the 
ring at the destination. 
The mean message delivery time analysis comes from Hammond and 
O'Reilly [11], which itself is partly derived from work by Thomasian and 
Kanakia [30]. The derivation is not repeated here; their results are quoted 
and extended to cover the dual ring case. The analysis is based on queu-
ing theory [2], and assumes that message arrival is a Foisson process and 
that message lengths are exponentially distributed. These assumptions are 
used as a basis for performance analysis, providing an approximation to the 
characteristics of real local area network traffic. The accuracy of these ap-
proximations is somewhat open to question, but some data has been provided 
to support them [11]. 
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4.1.2 SiimgE© Umg 
To calculate the normalised average message deEvery time for a single ring, T, 
we begin with an expression from [11], subject to the following assumptions: 
o The arrival processes are Poisson, with the same mean arrival rate for 
all nodes. 
o All nodes have the same distribution of packet lengths (exponential 
distribution.) 
o The latency for each station is r ' / M . 
o The ring is balanced, i.e. the probability of transmitting between two 
nodes depends only on the separation of the two nodes. 
o The capacity of the both the insertion and transmission buffers is infi-
nite. 
o The interarrival times and service times are independent. 
(q + l)q' (1 + afSjM 
M l - 5 ( l + a ) / M 
(4.1) 
where: 
a = average number of insertion buffers passed through by a packet travelling 
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from source to destination 
M — number of nodes 
S — normalised throughput 
R = data rate 
X = average packet length 
T* = total ring latency 
a' = normalised ring latency delay = 
Assuming a symmetric traffic pattern, such that a station transmits to each 
of the others with equal likelihood, we have 
For the dual ring, assuming the simple packet routing strategy described 
in Section 2.3.1, the 'quickest path' to the destination node is chosen when 
sending a message. The message then travels on one of the two rings. For the 
chosen ring, it is unclear as to exactly what effect this has on the parameter 
a. a should be reduced, since the quickest path has been chosen, but the 
at 
M 
(4.2 
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magnitude of the reduction is not easily determined. For the purpose of 
an example, we shall assume that, under the symmetric traffic pattern, the 
average number of nodes traversed by a message is effectively halved. So at 
then becomes 
a = ^round(y) - 1 (4.3) 
(the function round(#) rounds the value of x to the nearest integer) 
This value may then be substituted into Equation 4.1. This gives the delivery 
time / throughput relationship for one of the two rings. However, since we 
have two rings operating simultaneously, to obtain the total network through-
put we must substitute | S for S in the equation. As an illustration of the 
performance improvement to be gained from employing two contrarotating 
rings, Figure 4.1 shows a graphical comparison of single and dual buffer in-
sertion rings. The ordinate represents the average message delivery time, 
and the abscissa the total network throughput (normalised to the individual 
link data rate.) The parameters used were M = 50 and a' = 0.1. 
One may observe that, in the case of the single ring, the maximum 
throughput expected is double that of the data rate. For the dual ring, this 
figure increases to 8 times the base data rate. Performance gains achieved 
by using two contrarotating rings, then, may be considerable. However, the 
results do depend significantly on the parameter a, as discussed above. One 
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would expect that, by using the quickest path routing strategy, a would be 
around half its value in the single ring case, or perhaps even less; this may 
not be the case however, and simulation should provide a clearer illustration 
of its significance. 
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4o2 MefflSTUiirXBHmeHiift 
In this section, actual measurements on real networks were used to evaluate 
the performance of the buffer insertion protocol. In this case only a single 
ring LAN was examined, since a dual ring version was not available in the 
laboratory. The first set of experiments were carried out at the Research and 
Development Laboratories of Nine Tiles Computer Systems Ltd., Cambridge, 
with the assistance of Mr J . Grant (Technical Director). They were largely 
concerned with the low-level details of the network hardware. The second 
set of experiments took place at the Networks Laboratory at Teesside Poly-
technic. These involved measurements at a higher level, typically involving 
networks of up to 20 nodes. 
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This section presents a summary of the results obtained from experiments on 
the Superlink network, which were performed at Nine Tiles Computer Sys-
tems, Cambridge. The work was carried out for two reasons: as an evaluation 
of the performance of Superlink, and to provide data with which to verify the 
Superlink simulation program (see the following section.) Each experiment 
usually involved the measurement of the amount of time to deliver a message 
or establish a connection. The equipment used comprised of the following: 
o A digital counter/timer with a resolution of 10 (is and two inputs, 'start' 
and 'stop'. A T T L high-to-low transition at the 'start' input caused 
the timer to begin counting, and a high-to-low transition at the 'stop' 
input stopped the count, thus displaying the elapsed time between the 
two events. 
o An 8 channel logic analyser with a 16 bit word recogniser probe and 
an RS232 serial input. This allowed the capture and storage of 8 bits 
of time-varying parallel data, or a single stream of data through the 
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RS232 port. A trigger signal was produced at an output when a set 
pattern of 24 parallel bits or 16 serial bits was present at the inputs. 
Thus a particular piece of data within a network node could trigger the 
logic analyser, which would then start or stop the timer. 
o Two personal computers fitted with network cards, two stand-alone 
RS232 network interface boxes, and a rack-mounted set of 16 ES232 
network interface cards. Also available were various cables and a dumb 
VDU terminal. These were connected in various combinations to form 
the networks used in the experiments. 
In the following sections the experiments and their results are described 
individually. However, a few general comments can be made. The usual form 
of an experiment was to set up a particular configuration, write some software 
to perform a particular network function (e.g. send a message from one node 
to another), then use a combination of timer and logic analyser to measure 
the duration of this function. The measurement was usually repeated so 
that a total of 50 samples was taken. This was necessary because the times 
involved differ slightly in each repetition of the same experiment, due to the 
nature of the processing in the nodes. An average value was taken when 
plotting the graphs. In addition, each experiment was performed twice; once 
for the 'fast' ring speed (1.5 M bits/sec data rate), and again for the 'slow' 
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ring speed (250 k bite/sec). 
RS832 neluork oable RS832 node B node A host I hosl 2 
I 
node deloy 
I 
network delay 
Figure 4.2: Node delay and network delay contrasted 
Two terms used throughout the discussion are 'node delay' and 'network 
delay'. 'Node delay' refers to the processing time in one network interface 
unit (referred to here as just 'node'), excluding transmission times over the 
network cables or RS232 links. 'Network delay' is the total network time 
delay, including processing times in the nodes and delays in the cable. For 
example, in Figure 4.2 a message is being transmitted from node A to node 3B. 
In this situation, the node delay for A would be the time between the start 
of the message entering A's host/node interface via the RS232 link, and the 
start of the message being output onto the network cable at point X. The 
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network delay would be the time between the start of the message enter-
ing A's host/node interface via the ES232 link, and the start of the message 
emerging from B's host/node interface via the other RS232 link. 
Each of the eight experiments is described below with a brief explanation 
of the method and the results. A summary is shown in Figure 4.3. Graphs 
are referred to which depict the mean values of the samples recorded for each 
measurement. 
Expt no. Network function Measured parameter 
C I connection establishment node and network delay 
C2 connection closure node and network delay 
C3 data transfer node delay 
C4 data transfer network delay 
C5 data transfer throughput 
C6 data transfer through gateway network delay 
C7 data transfer through gateway throughput 
Figure 4.3: Experiments performed in Cambridge 
Experiment C I : Connection Bequests 
The aim of this experiment was to measure the delay times involved in es-
tablishing a connection between two nodes. In part (a) the node delay was 
measured for a particular node when a remote host requests a connection to 
the local host. The apparatus was arranged as in Figure 4.4. 
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Figure 4.4: Apparatus for connection request experiment (CI) 
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The logic analyser was connected to node B's internal RAM buffer (data 
bus) and configured to trigger when the connection request packet was copied 
from the ring into this buffer. (The analyser detects the last character of 
B's name, which is enclosed in the connection request packet.) This event 
starts the timer, which stops counting when the first character of the 'incom-
ing call connected' message is sent to the VDU. A histogram (Figure 4.5) 
shows the distribution of these times. 
Part (b) is the reverse situation of part (a); the V D U attempts to estab-
lish a connection with the PC. The timer starts when a signal appears on 
B's host/node interface, i.e. when the connect command is typed from the 
V D U (in line-by-line mode). The logic analyser is connected to node B's 
address bus; when the routine which sends the connection request packet 
onto the ring is executed, the analyser detects its start address on the ad-
dress bus and stops the timer. Thus the processing time for the connection 
request is measured. This includes the time for the host to transmit the 
connect command to the node; this was determined by calculation (5 char-
acters, in 10 bit frames, at 9600 baud) and subtracted from the measured 
time, to give the node delay only. These results are displayed in Figure 4.6. It 
should be pointed out here that the events detected by the logic analyser (i.e. 
RAM/ROM signal changes) do not correspond exactly to the required net-
work events (i.e. incoming/outgoing data on the ring). Hence the measured 
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values of node delay are close approximations and not exact values. 
Finally, part (c) measured the total network delay involved in establishing 
a connection. Node B was set to dumb mode, and the timer was started on 
the connection command being sent from the host. After the connection 
to node A was established, an ACK (acknowledge) message was sent to the 
VDU, and this event stopped the timer. This experiment was repeated for 
different numbers of nodes in between the two nodes attempting connection 
establishment, and the graph in Figure 4.7 was plotted. 
Due to limited space on the abscissa of the histograms, the labelling has 
been compressed so that the number below each bar refers to the lower limit 
of the interval. For example, the bar above the number 3.2 (Figure 4.5) 
represents the number of node delay measurements which were greater than 
(or equal to) 3.2 and less than 3.3. 
Figures 4.5 and 4.6 are rather as expected, apart from certain peaks 
(e.g. 3.4-3.5 range in Figure 4.5). The delay is produced by the software 
running on the Z80 processor in the node. This repeatedly executes a loop 
to check the status of such things as the incoming ring and the host/node 
interface, and acts accordingly. Some functions have priority over others in 
order that the ring may operate correctly. Thus the measured times had 
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Figure 4.6: Histogram of node delay for transmission of connection request 
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different values because the software was at a different stage in its processing 
when the connection command was issued. The peaks in the graphs represent 
the most frequently occurring times. The other smaller bars, especially those 
representing relatively large values of delay time, may be explained thus: 
Every so often the node receives housekeeping information from the ring, 
which it must act upon with greater priority than an incoming call from the 
host. If the host sends a connection command at this moment, the command 
will have to wait until the housekeeping information is processed; hence the 
greater than average node delay time. 
Figure 4.7 suggests that the network delay for connection establishment 
is a linear function of the number of nodes between the two nodes negotiating 
the connection (i.e. between sender and receiver in a 'downstream' direction). 
As would be expected, the delay for the slow ring is greater than that for the 
fast ring. 
EJxpeffBBHieHat C2; DiscoBBmecl&ioBn Reipaests 
Experiment C2 was identical to Experiment C l except that the delays for 
disconnection requests were measured (after previously establishing a con-
nection). The results are presented as Figures 4.8, 4.9 and 4.10. 
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Figure 4.7: Network delay (connection request) / number of nodes between 
sender and receiver 
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Figure 4.8: Histogram of node delay for receipt of disconnection request 
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Figure 4.9: Histogram of node delay for transmission of disconnection request 
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The node delay times for the incoming disconnection requests (Figure 4.8) 
have a much smaller spread than those for incoming connection requests, 
yet those for outgoing disconnection requests (Figure 4.9) are not dissim-
ilar to those for outgoing connection requests. The network delay graph 
(Figure 4.10) shows that, compared to connection requests (Figure 4.7), dis-
connection times have a much smaller magnitude and increase less rapidly 
with the number of intervening nodes. Indeed, the latter quantity seems 
to have little effect on the delay time (at least for under 18 nodes between 
sender and receiver). 
Experiment C3; Node Delay for Data Traffic 
An apparatus was used similar to that shown in Figure 4.4. Part (a) involved 
sending a one-character message from the PC to the VDU. The logic analyser 
and timer were set up as before, and the analyser was programmed to detect 
the character in the message (lower case 'A') passing into the node's buffer 
from the ring. The measured time was the node delay for B when a single 
character is received. After 50 samples the experiment was repeated but 
using varying message lengths, each message consisting of up to 79 spaces 
followed by the lower case 'A'. A graph (Figure 4.11) of node delay versus 
message length was plotted. 
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For part (b) the sender and receiver were reversed, so that the VDU sent 
characters to the PC. The timer was started on the character being sent from 
the VDU to node B, and stopped when the 'send' routine was called in the 
node's internal ROM software. The message length was varied by using a 
PC running a terminal emulator program instead of the VDU. 
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Figure 4.11: Node delay / message length (data from ring to host) 
Figure 4.11 shows that, for the fast ring, the node delay increases with 
message length. This is as expected; the more characters in the message, the 
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longer it will take to process and copy them around inside the node. One 
would expect the line for the slow ring to be similarly monotonically increas-
ing; its actual shape is most probably due to variance in the data. Figure 4.12 
is rather more readily understood; the delay increases monotonically with the 
message length. 
This experiment determined the network delay for a fixed length (1 char-
acter) message passing between two hosts. The network activity occurring 
separately from this message (referred to here as the background activity) 
was varied in order to observe the network performance under different levels 
of loading. The apparatus configuration is shown in Figure 4.13. 
A set of rack-mounted RS232 nodes was connected in a ring containing 
2 PCs and 2 RS232 nodes whose hosts were VDUs. The rack-mounted nodes 
were configured such that each pair of adjacent nodes had their host/node 
interfaces connected together. Thus each pair of these nodes formed a gate-
way back onto the ring, with a baud rate set to 250k. The two VDUs were 
used to send and receive a test message (the character 'a'), whose network 
delay was measured by starting the timer when it emerged from the source 
VDU and stopping the timer when it entered the destination VDU. The two 
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Figure 4.13: Network configuration for Experiment C4 
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PCs were used to provide the background traffic. The destination PC (net-
work name: 'tendon') ran a program which offered a service called 'sink'; 
this merely accepts mcomimg messages and discards them. Using a separate 
program, the source PC sent 80-character messages to the destination PC. 
The messages could travel along a user-specified path across the network. 
Both programs used a 2-buffer method to maximise message throughput. 
The amount of background activity was varied by sending the background 
messages across different network paths. The choice of path affects such fac-
tors as how often a message is regenerated through a gateway, how long a 
message takes to travel around the ring, and so on. Five different levels of 
background activity were used, referred to by the letters A to E . Correspond-
ing paths, from the source PC to the destination PC (tandon), are shown 
below in order of increasing background activity. Each background message 
originates at the 'background traffic source' PC, passes through the list of 
nodes delimited by '/', from left to right, and is finally removed from the 
ring by the 'sink' service. 
A none, i.e. no background traffic generated 
B /tandon/sink 
C / la/2a/3a/4a/5a/6a/7a/8a/tandon/sink 
D /8b/7b/6b/5b/tandon/sink 
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E /8b/7b/6b/5b/4b/3b/2b/lb/tandon/sink 
Part (a) of the experiment measured the network delay for sending the 
test message across the network shown in Figure 4.13, with varying levels 
of background activity. A bar chart (Figure 4.14) shows the results. For 
part (b), the same method was used, but the positions of the test message 
source and the test message destination were swapped; thus the destination 
was immediately 'downstream' of the source. 
The network delay rises with increasing background activity when 18 
nodes are between sender and receiver (Figure 4.14). From Figure 4.15 it 
would appear that background activity has little effect on the delay when 
the sender and receiver are adjacent on the ring, at least for the fast ring. 
Bar charts have been used for these graphs as the background activities used 
have discrete levels. It is difficult to say exactly how the network delay varies 
with activity, as the latter involves several components, such as the placement 
of the nodes, the amount and frequency of traffic generated by each node, 
the path taken by the messages and the message length. Further work could 
be done to isolate each of these quantities and perform separate experiments 
where one quantity is varied while the others are held constant. The results 
do however provide useful information about the network performance. 
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EspeiraiMeM C5; TlkwigBnpnft foe Baft© fB?aSSc 
This experiment was very similar to Experiment C4, but the test message 
was not sent; instead, the background traffic alone was used. The time to 
send a fixed number of these 80-character messages was measured, then the 
throughput (in messages per second) was calculated by dividing the number 
of messages by the time. This procedure was performed for each of the 
different paths (B to E) through the network. 
Figure 4.16 shows a bar chart of the throughput versus the path. The 
paths which corresponded to low background activity in Experiment C4 are 
those which allow the greatest throughput. The fact that the maximum 
throughput for a fast ring is much lower than its theoretical value (2344 
mes/sec for 80 bytes at 1.5 M bits/sec) indicates the great effect of the node 
delay and framing information on the network performance. 
Experamemt CSi Network Delay for Draal Interconnected Bimgs 
This experiment investigated a configuration of two independent networks 
which were connected via a gateway, as shown in Figure 4.17. 
The numbered rectangles represent components of the rack of RS232 
59 
500 
7 450 • fast ring • slow ring 400 
CO 
7 350 CO CD en O 300 CO CO 
CD 
250 / / 7 _C 200 
r 150 
7 7 7 100 
50 
E B 0 
Path through network 
Figure 4.16: Throughput / path through network 
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nodes, which in this case are mot used as gateways back onto the ring, but 
are left inactive. The host/node interfaces of nodes 4a and 5a are connected 
together such that, operating in OSI mode ('secure' format), these two nodes 
form a gateway between the two rings. The speed of the gateway was set 
using a built in configuration service. 
The PCs used the program from Experiment C4 to send 80-character 
messages from the left ring to the right ring via the gateway, as quickly as 
possible. These messages were used as background traffic. Once again, the 
test message was one character (letter 'a') sent from the left VDU to the right 
VDU. The network delay was the time between the test message leaving the 
source VDU and entering the destination VDU. This was measured with and 
without the background traffic, and for different gateway speeds. 
Figure 4.18 shows how the network delay decreases with increasing gate-
way speed. The graph shows that the delays are longer if background traffic 
is present, but the shapes of the graphs are similar in both cases. 
Experiment C7s Throughput for Dual Interconnected Hings 
The previous experiment was repeated, but instead of using a test message 
the traffic between the two PCs alone was used. The time for a fixed number 
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Figure 4.18: Network delay / Gateway speed 
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of SO-character messages to be delivered across the gateway was measured, 
and the throughput was calculated from this. The gateway speed was varied 
and the experiment repeated. 
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Figure 4.19: Throughput / gateway speed 
Figure 4.19 shows how the throughput is limited by the gateway speed. 
The two lines coincide up to a gateway speed of about 110 k baud, as this 
speed is much lower than the network data rate. However, as the gateway 
speed exceeds the slow ring data rate (250 k baud) the lower line begins to 
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level off due to the data rate becoming the limiting factor. The lime for the 
fast ring keeps increasing, but one could expect i t too to level off at about 
150© k baud (fast ring data rate). 
o Node delays associated with data transfer and opening and closing 
connections are significant. They can be an order of magnitude greater 
than the time to transmit a typical 80 byte packet. 
o Node delay for data tends to increase with the length of the data packet, 
whereas node delay for connection/disconnection signals has a more 
random nature. 
o Network delay for data on the slow ring varies considerably with the 
overall load on the network. Typical ranges are 4-16 ms. The fast ring 
exhibits a much smaller variation. 
o Where two rings are connected by a gateway, the speed of the gateway 
is the limiting factor (unless the gateway speed is greater than the ring 
data rate). 
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This section presents am account of LAN performance measurement experi-
ments carried out at Teesside Polytechnic Networks Laboratory. The purpose 
of these experiments was, firstly, to obtain statistical results which would de-
scribe a network's performance under certain conditions and, secondly, to 
compare the performance of different types of network. These experiments 
are generally on a larger scale than those performed in the Cambridge labo-
ratory, being less concerned with the low-level details of the nodes. 
Two types of LAN were investigated: a Nine Tiles Swiftlink (buffer in-
sertion protocol) and a BICC Ethernet (CSMA/CD protocol (22]). Each 
network consisted of up to 10 nodes, in the form of cards which were fitted 
into Opus PCS computers. All the PCs were of the same specification, as 
were the network cards. The software interface to both LANs was standard 
NETBIOS, allowing programs written to access one network to be used to 
access the other with only one minor alteration. 
The experiments performed are described in this section, together with a 
discussion of the results obtained. 
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To assess the performance of a network one must first choose a parameter 
to measure. These parameters are different to those used in Section 3.2.1 
because the overall network performance is being assessed in this case. This 
choice is partly influenced by the feasibility of actually making the measure-
ment. For these experiments the chosen parameter was the average maximum 
throughput (AMT), i.e. the average maximum number of message bits that a 
PC on the network can send to another networked PC in one second. In most 
cases the way this was measured is as follows. Each node runs a program 
which attempts to send messages of a certain fixed length to a certain fixed 
destination as quickly as possible, by requesting another 'send' command to 
the NETBIOS as soon as the previous 'send' command has completed; this 
maximises the throughput. When a given number, n> of messages has been 
sent, the performance statistics are calculated. A clock internal to the PC, 
with a resolution of approximately ^ of a second, is used to note the time 
when the sending of messages begins, and also the time when n messages 
have been sent. Hence n messages are delivered in a measured time of t 
seconds. The AMT is then calculated by dividing n by t and multiplying by 
the message length. 
The AMT gives a good representation of performance, because i t is inde-
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pendent of the message length and it is measured across a reasonably long 
period of network activity, which tends to minimise the effects of transients 
or poor clock resolution. It is also a useful parameter for a communications 
system designer, who, given a certain required throughput for an application, 
can look at results graphs for the different networks and choose the one with 
the most appropriate performance. The AMT was also the most practical 
parameter to measure; to measure each individual message's delivery time 
would have required a highly accurate clock. 
In order to give a fair comparison between the two LANs, the results 
must be expressed in terms of a parameter which relates performance to 
link capacity. A suitable parameter is the normalised average maximum 
throughput (AMT„), which is simply the AMT divided by the physical data 
rate. It is necessary to present the results in this way because, as the data 
rate of Ethernet is over 6 times that of Swiftlink, Ethernet unsurprisingly 
always has a higher AMT. To compare the relative merits of CSMA/CD and 
buffer insertion we need to eliminate this difference in data rate. All the 
graphs shown in this section are thus plotted with AMT„ on the ordinate. 
To convert back to AMT, one simply multiplies by the data rate (1.5 Mbps 
for Swiftlink, 10 Mbps for Ethernet). 
From the results (except Figure 4.30) it will be seen that the performance 
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of Swiftlink surpasses that of Ethernet. This is most probably due to the 
different media access methods, but it could also be affected by the processing 
speed of the software interface to the network, i.e. NETBIOS; though the user 
interface appears the same in both systems, the NETBIOS software's internal 
operation is different in each case. Additionally, some cheaper Ethernet 
implementations rely on the host processor doing more work. However, i t 
must be remembered that the results are normalised to the data rate; in 
absolute terms, Ethernet gives the greater throughput. 
Figure 4.20 shows a summary of the experiments; details on each are given 
below. Figure 4.21 shows a brief technical specification of each network. 
Expt no. Network Variable Active Message 
parameter nodes destination 
T l Swiftlink Message length 1 successor 
T l Ethernet Message length 1 successor 
T2 Swiftlink Message length 10 successor 
T2 Ethernet Message length 10 successor 
T3 Swiftlink Message length 10 predecessor 
T3 Ethernet Message length 10 predecessor 
T4 Swiftlink Message length 10 self 
T4 Ethernet Message length 10 self 
T5 Swiftlink Number of nodes 10 successor 
T5 Ethernet Number of nodes 10 successor 
Figure 4.20: Experiments performed on Swiftlink and Ethernet 
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Parameter Swiftlink Ethernet 
Medium access method buffer insertion CSMA/CD 
Data rate 1.5 Mbps 10 Mbps 
Software interface NETBIOS NETBIOS 
Maximum packet length 86 bytes 1464 bytes 
Total cable length (estimate) 500m 160m 
Number of nodes 10 10 
Figure 4.21: Network Parameters 
ExjpeiffimiifBimft T l 
This experiment was performed in order to measure the maximum AMT for 
one node. Hence only one node is active, sending to its physical successor in 
the ring; no other nodes generate traffic. (In the case of Ethernet, terms such 
as 'successor' and 'predecessor' have no physical meaning, as this LAN has a 
bus topology.) Thus the one active node has the whole of the bandwidth to 
itself, and its data will not encounter any collisions (in the case of Ethernet) 
or through-traffic (in the case of Swiftlink). The throughput is a maximum 
in this situation. 
The message length has been used as the variable parameter in several 
experiments. This is because varying the message length is a convenient way 
of varying the load on the network, due to the way in which the application 
program and the NETBIOS software interact. Figure 4.22 shows the main 
elements in the networking system. 
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Figure 4.22: Networking software and hardware in each node 
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With reference to Figure 4.22, if the application program wishes to send 
a message, i t issues a send request to the NETBIOS. I t must then wait while 
the NETBIOS sends the appropriate instructions to the network interface 
unit and the bits are transmitted across the physical channel. When this is 
complete the application may issue another send request. Hence after each 
message is sent control returns to the application program, which must do 
some processing to prepare the next message for transmission. This process-
ing wastes a certain amount of time, which could have been used to transmit 
data on the network; in effect, the less time is spent executing the application 
program, the more efficient is the use of the network and the higher is the 
throughput. So if the message length is short, the processor will spend rela-
tively large amounts of time running the application program and less time 
running the NETBIOS, leading to a low throughput (low loading). If the 
message length is long, little time will be spent on the application program, 
and more time will be spent running NETBIOS, leading to a high throughput 
(high loading). 
In addition to this effect, the influence of the packet header length on the 
throughput must also be considered. This can be demonstrated as follows. 
Using the following definitions 
R = data rate 
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L — data length 
h = header length 
then the time to send a packet, Tpi is 
T,-L~¥ (4.4) 
Thus the rate of sending packets, £ p , can be expressed as 
L + h 
(4.5) 
Multiplying by the data length gives the rate of sending data bits (i.e. the 
throughput), 5^ 
A sketch graph of this expression is shown in Figure 4.23. This is the form of 
graph which one would expect from the experimental results. The through-
put would never actually reach the data rate, of course - i t is limited by the 
processing speed of the NETBIOS. 
From Figures 4.24 and 4.25 it can be seen that, as predicted, the through-
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L 
Figure 4.23: Theoretical graph of throughput versus message length 
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Figure 4.24: Swiftlink, 1 active node 
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Figure 4.25: Ethernet, 1 active node 
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put does vary with the message length, Taking Figure 4.24 as an illustration, 
the AMT initially rises quite quickly, until it drops briefly when the message 
length reaches just over 8® bytes, i.e. the maximum packet length. This drop 
is due to the loss in efficiency when a message has to be split into more than 
one packet, e.g. a 87 byte message is split into one 86 byte packet followed 
by one 1 byte packet. (Messages under 87 bytes long are sent as only one 
packet.) The AMT then begins to rise again until the message length reaches 
about 1000 bytes, at which it begins to level off. The limiting factor here 
is probably the processing efficiency of the NETBIOS, and this represents a 
physical limit to the network's throughput. Hence the maximum through-
put for the Swiftlink node is about 0.55 Mbps (megabits per second), at a 
message length of about 3000 bytes. As its physical data rate is 1.5 Mbps, 
the network is operating at approximately | of its theoretical capacity. 
For the Ethernet (Figure 4.25), we see a similar shaped graph. In this 
case, the curve is somewhat less smooth, and, after analysing the pattern of 
points, it seems reasonable to redraw it as Figure 4.26. Here the sudden 
drop in AMT occurs not only at a message length equal to the maximum 
packet length, but also at all multiples of this value. This seems to be likely 
behaviour; every time a message has to be split into n maximum length 
packets plus a few bytes one would expect a loss in efficiency. It may be 
that Swiftlink exhibits a similar feature, which would occur at multiples of 
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Figure 4.26: Ethernet, one active node 
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86 bytes, but due to the values of message length used in the experiments it 
is rather ambiguous; future work may verify this. In any case, the maximum 
AMT for Ethernet nodes is about 2 Mbps, approximately | of its theoretical 
capacity. 
In these experiments, all 10 nodes are active (transmitting), but in each case 
the destination of the messages is different. The purpose of this was to in-
vestigate the effects of certain traffic patterns on buffer insertion ring LANs. 
Theoretical analysis (Section 4.1) has shown that, under certain conditions, 
LANs using this protocol should be able to achieve a total network through-
put which is up to two times greater than the physical data rate. This matter 
is discussed further in the results section. Traffic destination patterns are less 
significant for Ethernet due to its bus topology. 
For these experiments, the results for Swiftlink will be dealt with first, as 
traffic destination patterns (should) affect buffer insertion LANs more than 
CSMA/CD LANs. The theoretical aspect of this work has been covered in 
Section 4.1, so only a brief description of the key concepts will be given here. 
Figure 4.27 illustrates how the buffer insertion protocol operates. 
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Figure 4.27: Buffer insertion ring protocol operation 
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Let us assume that all the nodes wish to send data. Each node holds 
its outgoing data packet in its transmit buffer, and waits until there is a 
gap in the incoming traffic on the ring. When this gap arrives, the node 
inserts its insertion buffer into the ring, to 'catch' the incoming data, and 
starts emptying its transmit buffer onto the ring. When the transmit buffer 
is empty, the insertion buffer may empty its contents onto the ring, until 
it is eventually empty also. The node which is to receive the data simply 
copies the packet off the ring, giving its own transmit buffer the opportunity 
to send a packet if it so wishes. Because of the fact that the receiving node 
removes packets from the ring, and that a node may transmit whenever 
there is no incoming traffic, more than one transmission may take place at 
the same time. In effect, the total network throughput can be greater than 
the available bandwidth. 
The throughput is, however, limited by the pattern of the message desti-
nations. The maximum throughput should occur when each node sends to its 
immediate successor in the ring. In this case, a node always receives packets 
addressed to itself, and can therefore empty its transmit buffer whenever it 
desires. (This is not strictly true: acknowledgement packets addressed to 
other nodes may arrive, but as these are very short they may be neglected.) 
Thus in a n node network, n transmissions can occur simultaneously, giving 
maximum throughput of n times the data rate. 
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An atypical scenario giving a lower bound on throughput is the case 
when each node sends to its predecessor in the ring. A node waiting to 
send a message must wait for a considerable amount of time before a gap 
in the mcoming traffic occurs, because traffic from n — 2 nodes is passing 
through it (as it is not addressed to this node). The worst case of all is when 
a node sends messages to itself, all the way around the ring. The waiting 
time is even longer, because traffic from n — 1 nodes must pass through it. 
In Figures 4.28, 4.29 and 4.30 we can see how theory compares with 
the real operation of the network. All these graphs have a similar shape to 
Figure 4.24, but the maximum throughput is different in each case. In the 
'sending to successor' case (Figure 4.28) we observe a maximum AMT of 
just under 0.3 Mbps for Swiftlink. This is the result for one node; the total 
network throughput, AMT^, is obtained by multiplying this by the number 
of active nodes, i.e. AMT^ = AMT x 10. Hence AMT^ equals just under 
3 Mbps. The theoretical value of AMT^, for this traffic pattern, is the data 
rate multiplied by the number of nodes, i.e. 10 x 1.5 Mbps = 15 Mbps. The 
measured value is much lower than the theoretical one. The difference in 
their values is no doubt due to the fact that the nodes cannot send data at 
1.5 Mbps; the speed will be limited by the processing time of the NETBIOS. 
Figure 4.29 reveals that, when Swiftlink nodes send to their predecessors, 
the highest AMT per node is about 0.124 Mbps, which is, as expected, much 
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Figure 4.28: Swiftlink and Ethernet, sending to successor 
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Figure 4.29: Swiftlink and Ethernet, sending to predecessor 
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Figure 4.30: Swiftlink and Ethernet, sending to self 
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lower than tine data rate (1.5 Mbps). la the situation, where Swifflimlk modes 
send to themselves (Figure 4.30), the highest AMT is still lower, at around 
0.108 Mbps. The experimental results, then, appear to be consistent with 
theoretical prediction, at least in a relative sense rather than an absolute 
one. 
The results for Ethernet show that the traffic destination pattern has little 
effect on the AMT; the curves for 'successor' and 'predecessor' are almost 
identical. Because Ethernet is a bus network with a 'free' access strategy, 
there is no concept of ordered access to the network, and hence terms such as 
'successor' and 'predecessor' do not refer to the physical order of the nodes. 
Figure 4.30, while having a similar shape to the other two graphs, displays 
a slightly greater maximum value of AMT. This is probably due to some 
function of the NETBIOS rather than the Ethernet protocol itself. 
Mere the effect of the number of active nodes in the network is investigated. 
Each active node sends fixed length messages (1000 bytes for Swiftlink, 3000 
bytes for Ethernet) to its successor, while the number of active nodes is 
varied. 
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Coiasideriag SwiftWs fest (Figwre 4.31), the AMT does mot vary greatly 
with the number of active nodes. However, this is probably because each 
node was sending to its successor; in this case the messages do mot haw to 
pass through any imtervemimg nodes, and so one would expect the throughput 
to b® the same regardless of the number of nodes. It would have been better 
to conduct this experiment with the nodes sending to their predecessors, 
i.e. the messages travel a longer distance; the results should then be more 
interesting. 
The Ethernet results, however, show clearly that the AMT falls with 
increasing number of active nodes. This is as expected; each time a node is 
added there is more chance of a collision, and hence a longer waiting time 
and lower throughput. 
a With NETBIOS driven networks the theoretical maximum throughput 
is impossible to attain; the NETBIOS software itself forms a bottleneck. 
© Traffic destination patterns can greatly affect the performance of buffer 
insertion ring LANs, certain patterns allowing greater use of the net-
work bandwidth than others. CSMA/CD LANs are less affected by 
this factor, but allow a maximum use of bandwidth of only 100%. 
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The number of active nodes in the network tends to affect the perfor-
mance of Ethernet more than that of Swiftlink. 
In absolute terms, Ethernet allows a greater network throughput, due 
to its higher data rate. In relative terms, however, Swiftlink performs 
better, at least for the implementation of Ethernet used in the experi-
ments. 
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Simulation of the buffer insertion ring protocol was performed using a pur-
pose written program on a Sun 3 workstation. Initially a generic protocol 
model was constructed and coded in Pascal. After working extensively with 
Superlink in the laboratory, it was realised that the Pascal simulation pro-
gram did not incorporate certain features of the network, such as message 
acknowledgement, delay time in the nodes, and the ability to model gateways. 
Detailed information was obtained about the features while performing ex-
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periments on the Superlink network. This Morniation provided tike basis for 
a new requirements analysis from which improved models were developed. 
During the modelling process certain decisions had to b© taken about which 
aspects of the real system were to be modelled and how they might be imple-
mented. Message acknowledgement and the recognition of processing times 
in the nodes were considered essential for the simulator to mode! SuperMnk 
rather than a general buffer insertion ring protocol, so it was decided to 
include these. 
It was thought that the addition of gateway simulation between two rings 
would be a very time consuming task; hence the gateway function was lim-
ited to gateways back onto the same ring, as this was required to simulate 
some of the experiments performed in Cambridge. The latter consideration 
also inspired the redesign of the program module which models the hosts 
connected to the network nodes. Previously this had required all hosts to 
generate messages of the same average length at the same average rate. As 
this was rarely the case in 'real-life' experiments, the new version of the 
module allowed each host to have its own configuration as regards message 
length, generation rate and so on. 
The results of the experiments allowed the testing of the original models. 
They also provided valuable data for the production of more refined models. 
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la some of the examples given below, rather than rase theoretical algorithms, 
the results of the experiments were used to derive a model based on practical 
experience. This is a somewhat different approach to that iased in previous 
simulation software. Originally am algorithm was designed based on the data 
liimlk and physical layers (layers 1 and 2 of the OSI model; references to layer 2 
in fact refer specifically to the MAC layer) of the network protocol, and this 
algorithm was implemented to form a simulation tool. As layers 1 and 2 are 
often implemented in hardware and are relatively simple in their operation, 
it is not difficult to produce an accurate model to simulate them. However, 
as a real network does not merely consist of two layers of the OSI model, 
it is insufficient to restrict modelling to these lower two layers; layers 3 to 
7 have a very important function and, indeed, often affect performance to 
a much greater degree, as will be seen later. The question arises, then, 
as to how these higher layers should be simulated. As they are usually 
implemented if software, which is considerably more complex in operation 
than layers 1 and 2, it is impractical to attempt to implement an algorithm 
based on their precise functionality. Hence the method adopted is based 
on actual performance measurements made on a real network, rather than 
pure simulation of a protocol algorithm. Measurements of quantities such as 
node delays and connection times have been used to derive functions which 
will represent the quantities in the simulation. For example, the graph in 
Figure 4.12 shows how node processing delay varies with message length 
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when data is seat onto the netwoirik. A curve derived foosm this ge&ph has 
been used to implement a function, whose argument is message length, which 
returns a "value of node delay to be used during simulation. 
In essence, then, the final •version of the simulator uses a hybrid approach: 
layers 1 and 2 are modelled by implementation of the protocol algorithm, 
and the higher layers are modelled by functions based on measured data. 
Figure 5.1 shows the modified design strategy. This approach affords a great 
reduction in code complexity and simulation time. 
As the structure of Superlink is not clearly defined as regards the 0SH 
model, the layers above the MAC layer have been associated with the process-
ing which occurs between the host connection to the ES232 box and the ring 
connection, excluding the functioning of the various transmit, receive and 
pending buffers. The aspects of the simulation which involve these adaptive 
modifications are enumerated below. 
1. Commeciiiom/DnscoiiEaec^ loHa Tame: Slather than add a large amount 
of code to model connection and disconnection procedures, data which 
relates network delay to number of intervening nodes (from Figures 4.7 
and 4.10) has been used to implement a function which will give an 
approximate value for the time taken to execute these requests, based 
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Figure 5.1: Modified simulator design strategy 
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031 the number of nodes between senile? and receiver of the request. 
Additionally, an option is available whereby these delays may or may 
not be included when making performance measurements. This option 
was included because connection requests may be used in different ways 
in a real situation. One possibility is to negotiate a connection at 
the start of the communication, then leave the connection open so 
that several messages may be sent; in the simulation the connection 
is left open indefinitely and the connection time is neglected. The 
other possibility is to open and close a connection for each message 
sent; in this case the connection/disconnection times are included in 
the simulation. 
2. Monfle Della^ §n>w dla&a jpassnnag lb©ftw®®nD h.<as& am<ril fffiimg: Sim-
ilarly, data which relates node delay to message length (from Fig-
ures 4.11 and 4.12) has been used to derive a function to represent 
the node delay for data. These are always included in performance 
measurements, as they are an inherent part of the Superlink system. 
A polynomial curve fit was used to give a time based on the message 
length. 
3. Gateways Ibaclk oanto rang sm<& Message A<t^mmhsd@smm&: The 
gateway model was developed as a special case of the host model. Each 
gateway can be configured to operate at a certain speed and with an 
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additional fixed delay included. Gateways comtsam 2 input bmfas, s© 
that after two packets haw been received amy farther packets are re-
jected until a buffer becomes free again. This, of course, requires some 
form of message acknowledgement. A system was added so that when 
a message is received, the receiver may send back an acknowledgement 
(ACK) or not-acknowledgement (NAK) packet to the sender. The 
sender will continue to repeat the message until it is acknowledged. 
Thus a gateway will only send back an ACK if it has a free buffer. 
SmnmillsilbSiDim IRtosuaHfts 
After making the above mentioned modifications to the software, several 
simulation runs were performed. The first runs were intended to give a 
general impression of the performance of the Superlink network; the second 
batch of simulations corresponded to some of the experiments performed in 
Cambridge, which were described in Section 4.2.1. 
In the first simulations, one network parameter was varied while the others 
were held constant. These constant values are shown in Figure 5.2. 
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Data rate = 1.5 Mb/s 
Number of nodes = 10 
Message length = 80 bytes (fixed) 
Data packet header length — 48 bits (fixed) 
Message generation rate — 5 messages / second (Poiss on distribute d) 
(a low load) 
All nodes send traffic to random destinations. 
Simulations run until 100 messages have been sent. 
Node delays always included in simulations (except wl nere stated ot herwise). 
Connection/disconnection times included only where s tated. 
Gable propagation delays neglected. 
Figure 5.2: Network parameters 
Figures 5.3 to 5.5 show how the throughput varies with the data rate of the 
network. These simulations are intended to show how the buffer insertion 
protocol would perform at higher data rates. Figure 5.3 shows this rela-
tionship when the node delay for data is included in the simulation and the 
time for connections and disconnections is excluded; i.e. a connection is made 
between each node and all others and left open throughout the simulation. 
This should be compared with Figure 5.5, which shows the same relation-
ship but with the node delay excluded from the measurements. Figure 5.5 
exhibits the expected straight line; the throughput rises in proportion to the 
data rate. The former is always slightly lower than the latter because of the 
packet headers and acknowledgements which use up bandwidth which would 
otherwise be available for user data. Figure 5.3, however, has a considerably 
different shape and magnitude. The throughput is so much lower because 
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100 
of the processing delay in the modes, which is large in comparison with the 
transmission time. This node delay limits the throughput; it can no longer 
increase linearly with the data rate. In Figure 5.4 a connection has been 
established (and later closed) for each message sent; thus in addition to the 
data transmission time, an extra delay was incurred due to negotiation of 
the connection. In this case the throughput oscillates about a fixed value of 
approximately 0.0393 Mb/s. The connection/disconnection time is so large 
in comparison with the transmission time that an increase in data rate causes 
very little change in throughput. 
Esqperraameimft 32 
Figure 5.6 shows that the message delivery time remains reasonably constant 
regardless of the number of nodes in the network (for the range of nodes 
used - limited to 60 by memory and processing time constraints). Again, one 
suspects that the node delay has swamped the actual transmission time. 
ExpemBaeBsfi SS3 
The results shown in Figures 5.7 and 5.8 were produced by simulation of 
the network configuration from Experiment C4 in Section 4.2.1. These re-
sults are to be compared to Figures 4.14 and 4.15 in Section 4.2.1, i.e. the 
simulation is to be compared with the real measurements. The configuration 
for Experiment S4a is shown in Figure 4.13; for Experiment S4b, the test 
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message source and destination were swapped in their positions on the net-
work. The message lengths and generation rates were as used in the original 
experiment. However, the background traffic generation rate was derived 
feom Experiment C5 in Section 4.2.1 - the measured throughput was used as 
the generation rate. 
Examination of the graphs reveals that, though the bars have a slightly 
different magnitude than those derived from the measurements, their rela-
tive heights are similar. A likely explanation for the simulation results being 
smaller than the measured results is that the background message through-
put is lower than it should be. A subsequent simulation run revealed that the 
actual background throughput did not equal the generation rate of the back-
ground source; in fact it was considerably less. Consequently the message 
delivery times are slightly lower due to lower background activity. 
o Processing delays in the nodes greatly limit the performance of the 
network. An increase in data rate after a certain value will not bring 
about an increase in throughput. 
o Incorporating results from measurements into the simulation can pro-
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vide a much greater degree of realism. 
SoM Snjnajplb iPOTLaftnimg sftmikogy 
The single ring buffer insertion simulator described in the previous section 
was developed into a version which modelled a dual buffer insertion ring. In 
this model data flows on both rings simultaneously, in opposite directions. 
The physical and data link protocols used are the same as in the single 
ring simulator but the network layer protocol is necessarily different. With 
two independent rings a choice of routing strategies is available. The main 
purpose of this simulation, then, is to investigate the use of two contrarotating 
rings, and also to compare the performance of different routing strategies. 
The theoretical aspects of the dual buffer insertion ring were considered in 
Section 4.1.2. The simulation work here is intended to support this analytical 
approach. Simulations have been performed of both single and dual ring 
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networks, under the same operating environment for ease of comparison. 
Messages are routed through the dual ring using the following algorithm. The 
first packet of each message is sent on both rings, and the destination node, 
having received a packet on a certain ring, sends out the acknowledgement 
on the same ring. When the source node has received an acknowledgement 
on both rings, it chooses the ring on which the first acknowledgement arrived 
and uses this ring to send all the remaining packets of the message; effectively 
the quickest route is chosen. 
The simulation parameters which remained constant were set up as shown 
in Figure 5.9. The variable simulation parameter was always the average total 
network throughput, and the measured quantity was the average message 
delivery time. 
Data rate = 1.5 Mb/s 
Number of nodes = 10 
Data pack et header length = 48 bits 
Acknowlen Iged connectionless service 
All nodes send traffic to random destinations 
Node dela y = 0 
Bit delay through node = 0 
Gable propagation delays neglected 
Figure 5.9: Constant simulation parameters 
Figure 5.10 shows the experiments performed. 
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Experiment Number ^jug Type Number of Active Nodes Packets per Message 
B l single ring 1 1 
B2 single ring 1 10 
B3 single ring 10 1 
B4 single ring 10 10 
B5 dual ring 1 1 
16 dual ring 1 10 
17 dual ring 10 1 
18 dual ring 10 10 
Figure 5.10: Experiments performed 
Snnnmmlla'feaona HH/ssuflfts 
As tine theoretical aspect of this work has been considered in Section 4.1, only 
a brief resume will be given here. IFrom the theory i t has been found that for 
a single buffer insertion ring, using destination removal of packets, the maxi-
mum normalised throughput (MNT) achievable is 2 (normalised throughput 
= actual throughput / data rate of ring). This assumes a symmetric traffic 
pattern, i.e. the destination node for a message is chosen at random from all 
nodes on the network. Effectively, the network can handle total loads of up 
to double the data rate (total load = sum of loads generated by each node), 
given this traffic pattern. This is a significant improvement over other types 
of LAN (e.g. token ring), which generally have a MNT of 1. 
Under the same operating conditions, the dual buffer insertion ring's 
MNT was not so easy to predict. In Section 4.1 it was estimated at 8 for the 
'quickest path' method of message routing. If this prediction is accurate, the 
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dual ring should handle total loads of up to 8 times the data rate without sat-
uration occurring. These characteristics are illustrated in Figure 5.11. In the 
examination of these results one may observe how those from the simulation 
dual 
ring 
delivery 
normalised throughput 
Figure 5.11: Theoretical results for single and dual rings 
The first 2 graphs show results for the single buffer insertion ring. From 
Figure 5.12 it can be seen that the MNT with only one node active is only 1, 
not 2 as predicted (recall that the data rate is 1.5 Mb/s). The MNT value off 
2 derives from the fact that, with destination removal of packets, at any one 
time different segments of the ring can be transmitting different messages. 
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Figure 5.12: Single ring, 1 packet per message 
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Figure 5.13: Single ring, 10 pockets per message 
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Since only one node is transmitting here, this bene&t cannot b© achieved, 
hence the low MINT. When 10 modes are transmitting one sees the expected 
result: a MNT of 2. Figure 5.13 exhibits a siaoilaff phenomenon; though 
the message length is mow 10 packets, with only 1 node active the network 
saturates with a MNT of (almost) 1. Once again, when 10 nodes are active, 
we see the expected MNT of 2. These results, therefore, confirm the validity 
of the theoretical analysis. 
V 2.5 
> 2.0 
0.0 
0.0 
O 1 node active 
A 10 nodes active 
0.5 1.0 1.5 2.0 2.5 
Average total network throughput (Mb/s) 
3.0 
Figure 5.14: Dual ring, 1 packet per message 
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Figure 5.15: Dual ring, 10 packets per message 
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la the mexfc 2 graphs the dual nag is considered. The lime im Figure 5,14 
where only ©me mode is active shows the same characteristic as the *1 mode 
active' lime im Figure 5.12. The MNT is 1, because of the reasom stated above, 
amd also because when a message is ©mly 1 packet long the 'quickest path' 
technique will mot brimg about am improvement im performance (the message 
has to go aroumd both rings). Comsiderimg the other line im Figure 5.14, 
though all 10 nodes are active, the messages are all only 1 packet lomg, so 
the MNT is 2. This is the same as for the simgle riag; the benefit due to the 
routing strategy is lost because the messages are short and are transmitted 
on both rings, wasting bandwidth. 
Im Figure 5.15, where each message is 10 packets lomg, we observe a 
similar result when only one node is active: use of the bandwidth cannot 
exceed 100%. The other lime im this figure, however, better illustrates the 
advantages of the dual ring. In this case, because all the nodes are active 
amd the messages are longer than 1 packet, the benefit of the 'quickest path' 
technique is apparent. The MNT is 4 here, better than for the simgle rimg but 
rather lower than the expected value (estimated at 8 in Section 4.1). This 
is due to the fact that the simulation uses an acknowledged connectionless 
service, whereas the mathematical analysis required neglecting the effects 
of acknowledgement packets altogether. In the simulation, when a node 
transmits a message it must wait for that message to be acknowledged by 
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the recipient before trsmssnittimg again, due to the window size of 1. Under 
high offered loads, this will limit the ™»,irim«m throughput through ©me mode, 
and thus fee responsible for the lower than expected MNT. 
o The single buffer insertion ring can provide am MNT of 2, provided that 
all nodes transmit with a symmetric traffic pattern. Variations in the 
traffic pattern cam give rise to throughputs between the extremes of 1 
amd n, where n is the number of nodes. 
o Under the routing strategy tested, the dual buffer insertion ring can 
provide an MNT of 2 for single packet messages and 4 for multi-packet 
messages, again assuming the traffic conditions described above and 
that an acknowledged connectionless service is employed. A higher 
value than 4 is likely to be possible with an unacknowledged service. 
The above simulations of the dual buffer insertion ring employed a rather 
basic strategy to route packets around the network. In this section differ-
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eat methods are considered in am attempt to improve overall performance. 
In a dual contrarotating ring LAM the designer of the network layer proto-
col, which involves the routing of packets through the system, must make 
careful decisions in order that use of the available bandwidth is maadmised 
and the average message transit time is minimised. Two components of the 
network layer protocol are discussed here, and their effects on the system's 
performance are investigated by simulation. 
IRoiiiJiiimg of adksnowSedlgeiMeanli jpadkete 
In any communications network i t is important to have some means by which 
a node, having sent a message to another node, can be informed as to whether 
or not the message arrived at its destination. This usually involves the des-
tination node sending a special message back to the source node to indicate 
whether the incoming message was received correctly. The special message 
is known as an acknowledgement signal (or ACK) if i t indicates correct re-
ception, or a non-acknowledgement (or NAK) if i t signifies that some error 
occurred in the reception of the message. In LANs which employ source re-
moval of packets, such as 802.5 token ring, the acknowledgement signal often 
forms part of the data message itself; acknowledgement is indicated by set-
ting a status bit in the message before it returns to its source. LANs which 
use destination removal of packets, (e.g. Nine Tiles Superlink) however, can-
not do this; the acknowledgement signal must be sent in an 'ACK packet9, 
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as a message in its own right, after the data message has been received. For 
a single ring this is a reasonably trivial task, but for a dual ring the question 
arises as to the routing of the ACK packet through the network. 
In the case of a dual contrarotating buffer insertion ring, such as Nine 
Tiles CoRoNet, the ACK may travel on the same ring as the data message, 
in the same direction, or i t may travel on the other ring, in the opposite 
direction. In the experiments in the previous section, the ACK packet trav-
elled on the same ring as the data message. It has been suggested that, if the 
ACK packets were to travel on the opposite ring, they would tend to arrive 
more quickly. This would allow the sending node to transmit its next data 
packet sooner, and thus improve the overall throughput of the network. 
In order to test this hypothesis, simulations of a dual contrarotating buffer 
insertion ring, using the same software as in the previous section, were per-
formed as follows. A 10 node network was used, with a data rate of 1.5 Mb/s. 
The average total network throughput was varied and the average message 
delivery time (neglecting connection times and software delays for clarity) 
was measured. Four scenarios were investigated, as shown in Figure 5.16. 
The graphs (Figures 5.17 and 5.18) exhibit the characteristic curve shapes, 
whose interpretation was described previously. For the single packet message 
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Experiment Message leng tih (pack ets of 640 bite) ACK packet path 
E l 
R2 
1 
10 
same ring 
same ring 
E3 
R4 
1 
10 
opposite ring 
opposite ring 
Figure 5.16: ACK packet routing experiments 
case (Figure 5.17) the maximum throughput is 3 Mb/s, i.e. double the data 
rate, as expected. It can be seen that, for single packet messages, sending 
the acknowledgement packet on the opposite ring does not induce a great 
change in performance. The maximum throughput is slightly, though not 
significantly, higher than for the case where the ACK packet travels on the 
same ring. 
When the messages consist of 10 packets (allowing the selective data 
packet routing system to optimise the transit path) the results (Figure 5.18) 
are markedly different. When the ACK packet travels on the same ring, 
the maximum throughput is 6 Mb/s, i.e., as expected from the previous 
section, 4 times the data rate. However, when the ACK packet travels on 
the opposite ring, the maximum throughput increases to around 12 Mb/s, 
which is 8 times the data rate. It is clear that the transit time for ACK 
packets has been significantly reduced, reducing the time a node must wait 
before sending another packet and hence increasing the overall throughput. 
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Figure 5.17: Dual M ring, 1 packet messages 
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O ACK on same ring 
A ACK on other ring 
2 4 6 8 10 
Average total network throughput (Mb/s) 
5.18: Dual RI ring, 10 packet messages 
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To summarise them, i t cam be said that the transmission of the acknowl-
edgement packet on the opposite ring to that on which the data message 
arrived offers considerable performance improvements on the case where the 
ACK packet travels on the same ring. These improvements are particularly 
significant when messages consist of more than one packet. 
M©na&kig ©ff dlate nnmsssagos 
Ignoring the effects of ACK packets now, the routing scheme for data packets 
is reassessed. The scheme that has been employed previously is summarised 
as follows. The first packet of each message is sent on both rings and the 
sender awaits the two acknowledgement packets. Based on which ACK packet 
arrives first, the sender chooses one of the rings for transmission of all the 
remaining packets of the message. This protocol aims to maximise use of 
available network bandwidth by minimising the length (in terms of bit delay) 
of the path between message source and destination. An assumption crucial 
to the efficacy of this method is that the traffic on the network should be 
in a reasonably steady state during the transmission of an entire message; 
if the traffic pattern changes halfway through a message transmission, the 
path which was selected at the commencement of the transmission may no 
longer be the 'shortest' one. This assumption holds for reasonably short 
messages, because the transmission time is relatively small, but it may not 
be reasonable for longer messages. In the latter case network bandwidth 
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could be wasted if the overall traffic pattern has a high rate of change. 
One possible way to overcome this problem is to re-evaluate the chosen 
path during the transmission of a message. The path is recalculated every 
n packets using exactly the same technique as for the first packet. With 
this protocol the path is dynamic for each message and should be able to 
adapt to changes in the overall traffic pattern. Some simulation work was 
performed in order to investigate this technique. An example is shown in 
Figure 5.19. This message delivery time / throughput graph results from a 
10 node, 1.5 Mb/s dual ring, with all message lengths being fixed at 10 pack-
ets. Three lines are shown, for values of n of 2, 5 and 8. The length of the 
simulation appears to have prevented the network from saturating at high 
loads. It is apparent that the more frequently the path is recalculated, the 
worse the network performance. The reason for this is that all nodes generate 
messages of the same length at the same rate, giving rise to a highly stable 
and symmetric, but unrealistic, traffic pattern. In this situation the overhead 
required to re-evaluate the path is more significant than the advantages to 
be gained by changing the path mid-message. 
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Figure 5.19: ^calculating path, during message transmission 
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This section presents an analysis of the single and dual token ring protocols 
using analytical techniques. I t is included for the purpose of comparison with 
the results obtained for buffer insertion. Analysis and simulation were used 
to investigate both protocols. The performance measmre considered here is 
the mean message delivery time, again derived from work by Hammond and 
O'Reilly [11]. The assumptions made for the analysis of the buffer insertion 
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ring in Section 4.1 also apply in the case of the token ring. Once again, 
the analysis has its foundations in queuing theory and results from [11J axe 
quoted here as a starting point for further work. 
<8„1L2 Sfimgl© ffmrng 
We begin with an expression for the average normalised packet delivery time 
Tav for the single token ring, operating in single token mode [11]. 
a' C ' | l - 5 ( e - a , + a ' ) /M] 5 [ ( a y + 2 ( l + C > - ° , l 
- + 2 + 2 | j _ 5 ^ + a , j j + _ S(e-* + ^ V>'V 
where 
M — number of nodes 
a' = normalised ring latency delay 
5 = 
This equation wil l form the basis of the dual token ring analysis. 
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Early work on dual token rings suggested the employment of one ring for data 
transfer and a secondary 'backup' ring to be used only in the case of a fatslt 
developing on the primary ring [31 J. This is the basic dual token ring protocol 
considered here. The performance of this protocol is, of course, the same as 
that of the single token ring, under normal operating conditions. I t is easily 
observed that under such conditions the entire bandwidth of the secondary 
ring is wasted. In an attempt to improve upon this inefficient method, an 
enhanced version of the protocol has been developed [21], which operates as 
follows. When a station has a message to send across the network, i t first 
waits for a token to arrive on either of the rings. I t seizes the first token to 
arrive and sends as many packets of the message as possible (determined by 
the token holding time) using that token, all on the same ring. The other 
ring remains free for use by another node. When the token holding time 
has expired i t releases the token and repeats the same procedure over again, 
until all packets of the message have been transmitted. Note that different 
packets of one message may travel on either ring. Should a ring break occur, 
the network can still reconfigure to form a single ring and continue operating, 
albeit wi th some performance degradation. Hence this enhanced protocol 
manages to boost performance while still retaining the fault-tolerant features 
of the basic dual ring protocol. 
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So, for the suggested improved protocol where both rings .are rased simul-
taneously, we have the equivalent of a second server im the queuing theory 
model. This effectively doubles the service rate, leading to an expression 
identical to Equation 6.1, but with S replaced by 5/2. 
(8.1.4 ComdtaasiosiL (T©k©En ™ug analysis) 
Figure 6.1 shows a comparison of single, FBBI-style dual, and improved dual 
token ring protocols. The following values for the network parameters have 
been used 
o Exponentially distributed packet lengths 
o Poisson generation 
M = 50 
a' = 0.1 
Data Rate = 100 Mb/s 
One may observe that the results for the single ring and the basic dual 
ring network are identical; no performance gain is obtained by using dual 
data paths, only better fault-tolerance. The enhanced version of the protocol, 
however, shows a potential doubling of the throughput, as would be expected 
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Figure 6.1: Comparison of three different token ring protocols 
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when dual data paths are used. 
(So % ^EIMIUlIkl^EdDmL 
<8o2.1L ImtiredifldtEoiffi 
In order to investigate the performance of the token ring protocols a com-
puter program was designed and implemented in SIMULA [24]. The DEMOS 
discrete event simulation package was used to simplify the implementation 
[1]. The simulation system was implemented on an Amdahl mainframe. Both 
single and dual rings were modelled; the dual ring version used the enhanced 
protocol, as the basic protocol is essentially the same as the single ring for 
performance evaluation purposes. 
Two types of 10 node ring were simulated: single ring and dual ring. The 
single ring is a typical 802.5 style L A N , whereas the dual ring mcorporates 
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two single rings pitas a higher level control system to manage messsige rout-
ing. The strategy used for the latter is as described in the previous section. 
As the token ring employs source removal of data packets, the acknowledge-
ment signal can be added to the data message itself as i t passes through its 
destination; a separate ACK packet is not required. The data packet header 
length and data rate were chosen to be 48 bits and 1.5 Mb/s respectively, 
for ease of comparison with the buffer insertion ring simulation. The data 
messages were all a fixed length of 10 packets of 640 bits. Delays in the 
nodes have been neglected for simplicity, and the message generation follows 
a Poisson distribution. 
Figure 6.2 shows the curve for the single ring. The shape is as expected, 
but the throughput does not exceed the data rate as i t does for the single 
buffer insertion ring. This is because the token ring protocol only allows 
the transmission of one message at a time, which is removed by the source 
node. Hence the network cannot take advantage of certain destination traffic 
patterns. 
Considering the dual token ring now (Figure 6.3), i t can be seen that the 
maximum throughput is double the data rate. Because the first available 
ring is chosen for each message, the other ring is free for use by another 
node; thus two independent transmissions may occur simultaneously, giving 
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Figure 6.2: Single token ring 
131 
50 
45 
(0 
F 40 
35 
30 
0) 
25 
20 
<D 15 
10 
5 I 1 l i l i l i l i I i I 
0.0 0.5 1.0 1.5 2.0 2.5 3.0 
Average total network throughput (Mb/s) 
Figure 6.3: Dual token ring 
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Figure 6.4: Single and dual token rings 
3.0 
Comparing single and dual rings (Figure 6.4) i t can be seen that the 
performance of the dual ring is considerably better than that of the single 
ring. However, in this respect, the performance of the token ring proto-
col is poorer than that of the dual buffer insertion ring, which can provide 
maximum throughputs of 4 and even 8 times the channel data rate. 
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This chapter presents a summary of the conclusions that can be drawn 
from the results presented previously. 
The quality of service offered by a L A N , usually measured in terms of 
delay time or throughput, is typically assessed by mathematical analysis, 
simulation or measurements on networks in situ. Analysis has the advantage 
of providing immediate results, but i t relies on a strict set of simplifying 
assumptions for its correctness, e.g. uniform loading on the network and 
identical behaviour of all nodes. I t is thus at its most useful when great 
accuracy is not required and results must be obtained quickly. Where the 
parameters are different for each node and when the network load is uneven 
analytical solutions are not easy to derive. To obtain a more detailed and 
flexible model of a L A N , simulation is preferred. I t is a much slower process 
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than analysis, particularly when the network consists of a large number of 
nodes, but i t has the advantage of being able to represent the network to any 
required degree of detail. Traffic patterns are user-definable, as are all the 
parameters of the individual nodes. Simulation may also be used to verify the 
model derived by analytic methods, and to test its accuracy. Measurements 
on real networks can produce meaningful results when they are carefully 
designed and analysed. 
Experimentation with a real network allowed detailed evaluation and 
study of the operation of two different LANs. The unexpected results that 
were obtained in some cases required careful consideration. I t is clear that 
the measured values differ markedly from those predicted by analysis and 
simulation. Due to the complexity of today's networking hardware/software, 
mathematical or simulation models can only reasonably represent the lower-
level functions of L A N protocols, typically the data link and physical layers. 
I t is generally not specified how the packets arrive at the data link layer for 
transmission; similarly, the destiny of packets arriving from the physical me-
dia is rarely considered beyond layer 2. The processing of packets between 
this layer and the application program may be carried out in hardware or 
software, and data may flow across other (e.g. RS232) communication chan-
nels as well as on the bus of the network interface unit's microprocessor. 
This processing is subject to a variety of factors, many of which are not eas-
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sly quantifiable, and can give rise to time delays and throughput bottlenecks 
which may be orders of magnitude larger than the time involved to transmit 
packets on the physical media. Hence mathematical analysis and simulation 
may be of use in the comparison of different medium access protocols, but 
are severely limited in their ability to model networks as they are used in 
'real' applications unless these higher level delays are taken into account. In 
this respect, the technique of integrating simulation with parameters that 
have been obtained from measured data has proved to be more useful. This 
'hybrid' approach has resulted in the production of a simulation model which 
provides a more refined representation of the actual network under consider-
ation. 
Despite the fact that, in real terms, a network's performance may be 
limited by factors other than its medium access method, the lower-level pro-
tocols in the OSI stack do have significance, particularly when fault-tolerant 
behaviour is desirable, or when the network is likely to be subjected to high 
offered loads. In the latter situation, the buffer insertion protocol performs 
particularly well. I t has been shown how the unique simultaneous use of data 
links between nodes can give rise to total network throughputs greater than 
100%. In the experiments performed in the laboratory, LANs of different 
data rates were used. The raw performance data was normalised to allow 
comparison. However, i t is necessary to be cautious as not all features of 
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L A N performance cam be scaled in this way. Using the raw data, an Eth-
ernet L A N performed better than a buffer insertion based network, but this 
was due to its higher data rate; when statistics were presented relative to 
the data rate, the buffer insertion L A N gave a better all-round performance. 
However, this study was based on two particular implementations of these 
protocols and, for reasons given in the paragraph above, may not be valid 
for cdl implementations of Ethernet and buffer insertion. Where the opera-
tion of the higher layers can be considered a constant i t provides a basis for 
performance comparisons between different LANs. 
When structured as a pair of contrarotating rings, a buffer insertion L A N 
achieves even greater throughputs due to a doubling of the available band-
width and also to strategies which aim to optimise packet routing on the 
rings. Such LANs offer strong competition to the currently popular dual to-
ken ring networks, even those which employ simultaneous use of both physical 
channels. As an illustration, consider the following example. 
Figure 7.1 compares the performance of the buffer insertion and token 
ring protocols studied in this thesis. A l l graphs are derived from results 
from previous sections. For ease of comparison, all the results assume a data 
rate of 1.5 Mb/s. In terms of maximum throughput, the worst performance 
is clearly exhibited by the single token ring, which achieves a maximum 
137 
50 i 
45 
(/> 40 
0> 35 
0) 30 
25 
in in 20 
<u 15 
/ 
> 10 
dual Bl, ACK on same ring 
dual Bl, ACK on other ring 
single / basic dual token ring 
- enhanced dual token ring 
11 i i i 1 i i i i i i 1 
0 2 4 6 8 10 12 
Average total network throughput (Mb/s) 
Figure 7.1: Some L A N protocols compared 
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throughput of 1.5 Mb/s (1.0 normalised), the same as the channel data rate. 
This limitation is inherent in the single token protocol, which only allows 
one transmission to take place at any one time. The basic dual token ring 
has a performance identical to the single token ring, because i t is an effect 
a single ring with a backup ring that is unused under normal operation; its 
advantage over the single ring is that i t provides a measure of fault-tolerance 
in its ability to react to cable breaks and node failures. 
The enhanced dual token ring protocol manages to achieve a maximum 
throughput of 3 Mb/s (2.0 normalised). This is due to its use of both rings for 
non fault condition data traffic, effectively doubling the network bandwidth. 
I t also retains the fault-tolerant features of the basic dual token ring. 
Considering the dual buffer insertion rings, one observes that in the case 
where the acknowledgement packet travels on the same ring as the data 
message, the maximum throughput is 6 Mb/s (4.0 normalised). This figure 
derives from the fact that a single buffer insertion ring may achieve a max-
imum throughput of twice the data rate, due to its destination removal of 
packets policy, and from the dual ring routing strategy which attempts to 
use the 'quickest path' for data transmission. That is, for a single ring a 
message on average only travels half way around the ring, leaving the other 
half free for simultaneous traffic. This spacial reuse produces a maximum 
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throughput of two times the data rate. W i t h two rings this results in four 
times the data rate of one ring. (Note the bandwidth for dual/multiple rings 
could be considered as being the sum of the bandwidths of the individual 
rings, but for consistency all results are related to a single ring bandwidth.) 
A fault-tolerance scheme is achieved by ring reconfiguration techniques. 
Finally, the dual buffer insertion ring with acknowledgement packets be-
ing sent on the opposite ring achieves a maximum throughput of 12 Mfo/s 
(8.0 normalised). This substantial improvement in throughput derives partly 
from the reasons mentioned in the previous paragraph, and partly from the 
further decreased transmission waiting delays obtained by optimal routing of 
acknowledgement packets. 
The significance of these results becomes apparent when one considers 
the cost / performance ratio of the technologies involved. A typical com-
mercial dual token ring L A N is based on optical fibres and transceivers i n 
order to provide a fast (100 Mb/s) data rate, while employing a backup ring 
to recover from certain types of fault. A dual buffer insertion ring, by us-
ing the techniques described, may achieve a 100 Mb/s maximum throughput 
while using a data rate as low as 12.25 Mb/s, and still provide some degree 
of fault-tolerance. (The transit time for individual messages wil l of course 
be greater, however.) Data rates of this magnitude can easily be accommo-
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dated on twisted pair cable; at 12.25 Mb/s the electronics of the physical 
layer are 'lower tech' and hence lower cost. Line drivers for twisted pair are 
readily available and can be used for distances of the order of ICO to 5©0zn. 
Additionally, a very large instaEed base of such cabling exists, whereas the 
switch to fibre can involve a huge investment in terms of installation and 
maintenance costs. When one considers such aspects, the advantages of the 
buffer insertion scheme are apparent. 
Buffer insertion would therefore seem to be an excellent choice of proto-
col for use in high-performance local or metropolitan area networks of the 
future, as evidenced by IBM's employment of i t in a recent product |4]. The 
routing strategy presented in this thesis facilitates high throughputs with a 
reasonably low overhead, particularly for long messages. I t may be worth 
investigating alternatives, such as the adaptive strategy described in Sec-
tion 5.2.2 or a more straightforward 'shortest physical path' technique. The 
latter has a lower overhead than the 'quickest path' method, but i t may not 
always find the fastest route to the destination. Additionally, the packet 
acknowledgement protocol may be subject to further experimentation. The 
throughput is maximised when the acknowledgement packet travels on the 
opposite ring to the associated data packet. However, this performance in-
crease could be made even greater by increasing the data link window size, 
allowing further packets to be transmitted without waiting for an immediate 
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acknowledgement. Even more significant benefits should result i f all data 
packets went unacknowledged at the data Vmh layer. The technology and 
transmission media used in modern LANs afford a very low error rate, lead-
ing to a low incidence of packet loss or corruption. Hence the data link layer 
could offer an unacknowledged datagram service, and higher layers could 
perform their own error detection and correction i f required. 
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