This paper defines the grammar class of sequentially indexed grammars. Sequentially indexed grammars are the result of a change in the index stack handling mechanism of indexed grammars [Aho68, Aho69]. Sequentially indexed grammars are different from linear indexed grammars [Gaz88] . Like indexed languages, sequentially indexed languages are a fully abstract language class. Unlike indexed languages, sequentially indexed languages allow polynomial parsing algorithms. We give a polynomial algorithm for parsing with sequentially indexed gramamrs that is an extension of the Earley algorithm for parsing with context free grammars.
Introduction
Indexed grammars [Aho68] result from adding a stack index mechanism to context free grammars.
Definition 1 Indexed grammars are quadruples G = (N, T, P, S), where N is a finite nonterminal alphabet, T is a finite terminal alphabet, N ∩ T = ∅, P is a finite set of productions of the form (X, α) with X ∈ N ∪ N • , α ∈ (N ∪ N • ∪ T ) * , where N • is the set of all X Y with X, Y ∈ N , and S ∈ N is the start symbol.
A production (X, α) of an indexed grammar is written as X → α.
In what follows, we use [] for the empty stack, and X : ζ for the stack with top element X. A stack X 1 : X 2 : · · · : X n : [] will be written in the usual list notation, as [X 1 , . . . , X n ], or as X 1 , . . . , X n .
Let G = (N, T, P, S) be an indexed grammar. A pair (X, [X 1 , . . . , X n ]), with X, X 1 , . . . , X n ∈ N is called an indexed nonterminal. Indexed nonterminals are written as X X 1 ···X n . Let N • be the set of all X X 1 ···X n , with X, X 1 , . . . , X n ∈ N . Then a sentential form for G is a string α in (N • ∪ T ) * .
To define the one step derivation relation, we need a preliminary definition:
Definition 2 If δ ∈ (N ∪ N • ∪ T ) * and γ ∈ N * , then δ γ is given by the following recursion: Using the definition of δ γ , we can define one step derivations:
Definition 3 Let α, β be sentential forms for indexed grammar G. Then α G ⇒ β iff 1. α = γ 1 X ζ γ 2 , X → δ is a production of the grammar, and β = γ 1 δ ζ γ 2 , or, 2. α = γ 1 X (Y :ζ) γ 2 , X Y → δ is a production of the grammar, and β = γ 1 δ ζ γ 2
In terms of this, α G ⇒ * β is defined in the usual way. This definition is equivalent to the definition in [Aho68] .
Example Grammars, Example Derivations
An example of an indexed grammar:
This grammar generates the non-CF language {a n b n c n | n ∈ N}.
Here is another example.
This grammar generates the non-CF language {ww | w ∈ {a, b} * }.
Note that in this and the previous example, the index X serves the purpose of triggering the erasing rule for B. Suppose in the last grammar we had the production B → instead of B X → . Then we could have derived:
This is because B Y Y X ⇒ is a one-step derivation with rule B → , for the index stack gets copied on all the nonterminals in the righthand side of a rule and disappears on all terminals.
A grammar for a toy fragment of natural language:
This grammar allows us to illustrate why indexed grammars are not quite what we want for natural language analysis. The grammar uses the index mechanism to define a relative sentence as a sentence with an NP gap in it. When parsing with this grammar using the stack mechanism of indexed grammars, this gap is propagated everywhere in the relative sentence, due to the stack copying mechanism in the definition of indexed grammar derivations: 
Mary

Sequentially Indexed Grammars
Sequentially indexed grammars use indices that get pushed to an arbitrary nonterminal in the righthand side of a production. Sequentially indexed grammars look just like indexed grammars, but the definition of derivation is different. The following definition uses list concatenation If ζ is the result of concatenating ζ 1 and ζ 2 , we denote this as ζ = ζ 1 ++ζ 2 .
Definition 4 If δ ∈ (N ∪ N • ∪ T ) * and γ ∈ N * , then (δ) ζ is the subset of (N • ∪ T ) * defined recursively as:
The relation of one-step derivation is defined in terms of (δ) ζ , as follows:
Definition 5 Let α, β be sentential forms for indexed grammar G. Then α G ⇒ β iff 1. α = γ 1 B ζ γ 2 , B → δ is a production of the grammar, and β = γ 1 δ γ 2 , where δ in (δ) γ , or 2. α = γ 1 B (Y :ζ) γ 2 , B Y → δ is a production of the grammar, and β = γ 1 δ γ 2 , where δ ∈ (δ) ζ .
In derivations with simple indexed grammars, stacks are never allowed to disappear, and stacks are never allowed to get duplicated. In particular, a production B → will not allow a one-step derivation like B Y Y X ⇒ , and a production B → CD will not allow a one-step derivation like
A production like B X → can lead to a one-step derivation B X ⇒ . This effectively treats X as a 'trace'.
Sequentially indexed grammars are different from an earlier proposal for a restricted form of indexed grammars, in [Gaz88] . Gazdar proposed to use index lists that get copied to a single nonterminal in the righthand sides of productions, but in such a way that this heir-nonterminal has to be indicated in the rule.
Simplification of Earlier Example Grammars
Because of the fact that stacks are not allowed to disappear, we can now carry through some simplifications of the earlier example grammars for {a n b n c n | n ∈ N} and {ww | w ∈ {a, b} * }, as follows.
Here is the earlier example grammar for {a n b n c n | n ∈ N}.
This grammar simplifies to:
The example grammar for {ww | w ∈ {a, b} * }:
The example natural language grammar will behave as intended when treated as a sequentially indexed grammar. We get the following derivation tree: 
This gives the following parses for the Dutch subordinate clauses in (1) and (2).
1 (dat) Jan Heleen zag zwemmen. A → αβ is a grammar production.
• indicates the part of its righthand side that was recognized so far, i points to the position in the input where the rule A → αβ was invoked (the position of the parent node), and j points to the position in the input that recognition has reached.
If an input string of terminals has length n, we denote that string as w 0 , . . . , w n−1 . After recognition of j terminals (i.e., after recognition of w 0 , . . . , w j−1 ), the recognition pointer has value j.
There is one axiom. It has the form 0,
where S is the start symbol and S is a new start symbol.
There is one goal. It has the form 0, S → S•, n where S, S are as in the axiom, and n is the length of the input. This goal item says that the rule S → S was invoked at the start of the input, n input symbols were recognized (i.e., all of the input was recognized), and the righthand side of rule S → S was completed.
Scanning The scanning rule for Earley parsing with CF grammars is the rule that shifts the bullet across a terminal:
Prediction The prediction rule for Earley parsing is the rule that initializes a new rule B → γ on the basis of a premisse indicating that B is expected at the current point in the input:
Completion The completion rule for Earley parsing is the rule that shifts the bullet across a non-terminal. It has two premisses:
Setting up the Deduction Engine Follow the set-up of [SSP95] .
A chart plus agenda is a pair of item lists.
Use the agenda for those items that have been proved, but whose direct consequences have not yet been derived, Use the chart for the proved items the direct consequences of which have also been computed.
The Parsing Process
• Initialisation: empty chart, and list of all axioms on the agenda.
• Next, successively tackle each item I on the agenda:
-add the direct consequences of I to the agenda.
-move I from the agenda to the chart (as the direct consequences of I have been computed).
• Finally, check whether a goal item has been found, and return the list of goal items.
Adaptation for Parsing with Indexed Grammars
Adapting this for parsing with indexed grammars, we extend the nonterminals with stacks. The item format becomes i, A η → α • β, j,
indicates that at the point of invocation of rule A → αβ, the index stack has shape η, or, in case η = (X : η ), that at the point of invocation of rule A X → αβ, the index stack has shape η .
Again, there is one axiom. It takes the shape
indicating that the stack component is empty at the beginning of the parse.
There is a single goal, The goal shape becomes:
Again, there a three kinds of consequence rules, for scanning, prediction and completion.
Scanning Scanning does not change the index stacks, so we get:
Prediction In the case of Earley-style parsing with indexed grammars prediction splits into two rules. The first variant on the prediction rule has as side condition a grammar production with lhs in N (the lhs is a nonterminal without index). This rule leaves the index stack unaffected.
The second variant of the prediction rule pops the index stack. This variant has as side condition a grammar production with lhs in N • (the lhs is a nonterminal with as its index the nonterminal at the top of the index stack).
Completion For the case of Earley-style parsing with indexed grammars, this takes the following shape:
Simple-minded parsing with sequentially indexed grammars A simple-minded way of adapting the above algorithm to the case of parsing with sequentially indexed grammars is as follows.
Nothing changes, except for the definition of the prediction rules:
This approach works, but it has the disadvantage that it yields an algorithm that is, like the algorithm for Earley parsing with indexed grammars, exponential in the size of the list of input tokens.
Even if we limit the size of the index stacks to the length of the remaining input, a grammar with k index symbols has k j index stacks of length j. The number of relevant items to consider if the input has length n is c · k n .
Polynomial Parsing with Sequentially Indexed Grammars
Earley items For polynomial parsing of sequentially indexed languages, Earley items will be adapted by using three extra components: We will use Greek letters η, ζ, θ for index stacks,
The item format now becomes:
where θ, η, ζ are stacks of indices (nonterminals). The item indicates the following:
• grammar rule A → αβ was invoked at point i,
• at the point of invocation, the top node A has associated stack θ,
• at point j, part α of the righthand side of the rule has been successfully recognized,
• η is the stack for the first nonterminal among β (if β has no nonterminals, then η is empty),
• ζ is the stack for the remainder of the nonterminals in β (if β has less than two nonterminals, then ζ is empty).
Axiom In the case of Earley parsing with CF grammars, there is one axiom. It has the form 0, S → •S, 0, where S is the start symbol of the grammar and S is a new start symbol. Adapting this to the case of parsing with sequentially indexed grammars, the axiom takes the shape
indicating that at the beginning of the parse, there is one pending nonterminal, and all stack components are empty.
Goal In the case of Earley parsing with CF grammars, there is one goal. It has the form 0, S → S•, n, where S is the start symbol of the grammar, S is the new start symbol used in the axiom, and n is the length of the input. For the case of Earley style parsing with indexed grammars, we also require that the index stack components are empty at the end of the parse, so the goal shape becomes:
Consequences As in the case of Earley parsing with CF grammars, there are three kinds of consequences, for scanning, prediction and completion.
Scanning The scanning rule for Earley parsing with CF grammars is the rule that shifts the bullet across a terminal. For parsing sequentially indexed languages, three index stack components are added to this. Scanning does not change the index stacks θ, η, ζ.
Prediction The prediction rule for Earley parsing is the rule that initializes a new rule B → γ on the basis of a premisse indicating that B is expected at the current point in the input. In the case of Earley-style parsing with sequentially indexed grammars this splits into four rules. The rules split the first index stack. For this we need some terminology.
If γ is a list of grammar symbols and η, η , η are index stacks, then c(γ) is the number of nonterminals in γ, and C(η, η , η , γ) is the following constraint:
The first prediction rule covers the case of an expected nonterminal B matched against a rule with head B. The rule distributes the appropriate stack over the new item, in accordance with the constraint imposed by the number of nonterminals in the righthand side of the grammar rule used in the prediction.
The second rule covers the case of an expected nonterminal B matched against a rule with head B X . This rule pops the index stack associated with B.
The third rule covers the case of an expected nonterminal B Y matched against a rule B → γ:
Note the side condition on the rule. The side condition prevents unlimited growth of the stack. This is needed to prevent a rule like A → A Y from causing an unbounded number of pushes.
The fourth rule covers the case of an expected nonterminal B Y matched against a rule B Y → γ:
Completion The completion rule for Earley parsing is the rule that shifts the bullet across a non-terminal. For the case of Earley-style parsing with sequentially indexed grammars, this splits into four rules, as follows.
The first rule checks that the lefthand tail index stack of the first premisse matches the head index stack of the second premisse, for the case of a match of expected symbol B against completed rule B → γ.
The second rule covers the case of a match of expected symbol B against completed rule B Y → γ.
The third rule covers the case of a match of expected symbol B Y against completed rule B → γ.
The fourth rule covers the case of a match of expected symbol B Y against completed rule
This completes the description of the inference rules. In terms of these, we define item derivability.
Definition 6 (Derivability) Let G be a sequentially indexed grammar, and w 0 , . . . , w n−1 a list of terminal symbols. Then For this, we will use Correctness Lemma 8, but first we introduce notation for the right adjoint of + +, as follows:
Definition 7 If η, ζ ∈ N * and ζ is a suffix of η, then η/ζ is the stack θ with η = θ ++ζ.
This definition is used in the formulation of Lemma 8.
Lemma 8 (Correctness) Let an indexed grammar G and an input sequence w 0 , . . . , w n−1 be given. Then Proof. Induction on the number of items which were added to the item database before item i, θ, A → α • β, η, ζ, j got added. Induction step. Suppose that the induction hypothesis holds for all items presently in the store.
Consider a new item that got added as the result of a scan. Then this new item has the form i, θ, A → αw • β, η, ζ, j + 1, and it derives from i, θ, A → α • wβ, η, ζ, j. The result follows from the fact that the latter item satisfies the induction hypothesis. Consider a new item that got added as the result of a completion step. Then again there are four cases to check. As an example, we check the first case. The new item has the form i, θ, A → αB • β, ζ , ζ , j, and it derives from premisses:
Invoking the induction hypothesis on the first premiss we get γ, δ with It follows that the required property holds. 2
Theorem 9 (Soundness) The parsing calculus is sound.
Proof. Apply Lemma 8 to the special case of item 0
Completeness We have to show: if S G ⇒ * w 0 , . . . , w n−1 then the parsing calculus for G on input w 0 , . . . , w n−1 allows us to prove this fact, i.e., the calculus yields:
The completeness result follows from Adequacy Lemma 10.
Lemma 10 (Adequacy) Let an indexed grammar G and an input sequence w 0 , . . . , w n−1 be given. Suppose that the following conditions are fulfilled: Then it follows that:
Proof. The proof is a variation on the proof of the Adequacy Lemma for Earley parsing with context free grammars (see, e.g., [AU72] ).
An instance of the implication that we have to show can be characterized by a list and assume that the implication holds for all instances with rank < r(I). Assume that the antecedent of the implication holds for the instance. There are three cases to consider, depending on the form of α.
Case 1. Suppose I has α = χw for some terminal symbol w. Since it is given that α ∈ (α) θ/(η+ +ζ) and α
we can conclude that w = w j−1 and that α = χ w with χ ∈ (χ) θ/(η+ +ζ) , and therefore:
Consider instance [i, θ, A, χ, wβ, η, ζ, j −1, α , γ, δ]. This instance has rank < r(I), and it satisfies the antecedent of the induction hypothesis implication. So by induction hypothesis we get that item i, θ, A → χ • wβ, η, ζ, j − 1 is in the store. Then by an application of the scan rule, item i, θ, A → α • β, η, ζ, j is also in the store.
Case 2. Suppose I has α = χB for some nonterminal symbol B. From α ∈ (α) θ/(η+ +ζ) and α = χB we can conclude that α has the form χ B ρ , with χ ∈ (χ) θ/(ρ+ +η+ +ζ) .
Then it follows from α Let I be such an instance. We show that r(I ) < r(I).
Let n 1 be the minimum number of steps in a derivation χ So there has to be some rule B → µAν used in the penultimate step of a shortest derivation
with γ µ = γ, ν δ = δ, and
and γ B ρ δ is the penultimate step in some shortest derivation S τ 2 (I ) = n 1 , τ 3 (I ) = n 2 , and τ 2 (I) = n 1 + n 2 .
By the choice of B, µ , ν , τ 1 (I ) = τ 1 (I) − 1. From these facts, combined with the fact that τ 3 (I) = 0, we get that r(I ) = τ 1 (I) − 1 + 2(j + τ 2 (I)) = r(I) − 1.
Since item I satisfies the antecent of the induction implication, item k, ρ, B → µ • Aν, θ, ρ , j is in the store. Since θ = η ++ζ and A → β is a rule of the grammar, we get by an application of the prediction rule that item j, θ, A → •β, η, ζ, j is in the store. 
Complexity Analysis
Consider the general form of an item:
(i, θ, A → α • β, η, ζ, j).
Constraints are:
• i ≤ j: given j, there are j + 1 possible choices for i,
• |θ| ≤ n − j,
• η ++ζ is a suffix of θ: there are at most |θ| + 1 = n − j + 1 such η, ζ.
The possible choices for A, α, β depend on the grammar. Assume for given G there are k such choices. Then it follows that there are n−1 j=0 k(j + 1)(n − j)(n − j + 1) = 1 12 k(n + 1)(n + 2)(n + 3) different items to consider. Thus, if we can prove that the parsing algorithm can be organized in such a way that it considers each item only once, and that the time it spends on the derivation step does not depend of the length on the input, then we have proved that the parsing time is O(n 3 ).
Lemma 12 Let G be an unambiguous grammar and let w 0 , . . . , w n−1 be a string of terminal symbols. Then the parsing deduction process for G and w 0 , . . . , w j−1 can be organized in such a way that item (i, θ, A → α • β, η, ζ, j)
is derived at most once if α = .
Proof.
Let an unambiguous grammar G and a string of terminal symbols w 0 , . . . , w n−1 be given. Consider an item of the form (i, θ, A → α • β, η, ζ, j), with α = . There are three cases: (1) the last symbol of α is a terminal, (2) the last symbol of α is a nonterminal B, or (3) the last symbol of α is an indexed nonterminal B X .
In case (1), the item can only be derived by the scan rule. Since the scan rule shifts the bullet across the terminal, it is clear that this rule can only be applied once.
In case (2), the item may have been derived in two ways, by means of the completion rule. Case Suppose there is another derivation, either
