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Abstract
The Finite Transmission Feedback Information (FTFI) capacity is characterized for any class of channel conditional dis-
tributions
{
PBi|Bi−1,Ai : i = 0,1, . . . ,n
}
and
{
PBi|Bi−1i−M ,Ai : i = 0,1, . . . ,n
}
, where M is the memory of the channel, Bn
4
= {B j :
j = . . . ,0,1, . . . ,n} are the channel outputs and An 4= {A j : j = . . . ,0,1, . . . ,n} are the channel inputs. The characterizations of
FTFI capacity, are obtained by first identifying the information structures of the optimal channel input conditional distributions
P[0,n]
4
=
{
PAi|Ai−1,Bi−1 : i = 0, . . . ,n
}
, which maximize directed information
CFBAn→Bn
4
= sup
P[0,n]
I(An→ Bn), I(An→ Bn) 4=
n
∑
i=0
I(Ai;Bi|Bi−1).
The main theorem states, for any channel with memory M, the optimal channel input conditional distributions occur in the subset
satisfying conditional independence
◦
P [0,n]
4
=
{
PAi|Ai−1,Bi−1 = PAi|Bi−1i−M : i = 1, . . . ,n
}
, and the characterization of FTFI capacity is
given by
CFB,MAn→Bn
4
= sup
◦
P [0,n]
n
∑
i=0
I(Ai;Bi|Bi−1i−M).
Similar conclusions are derived for problems with transmission cost constraints of the form 1n+1 E
{
∑ni=0 γi(Ai,T
iBn−1)
}
≤ κ,
κ > 0, where
{
γi(Ai,T iBn−1) : i = 0,1, . . . ,n
}
is any class of multi-letter functions such that T iBn−1 = {Bi−1,Bi−2, . . . ,Bi−K} or
T iBn−1 = {Bi−1}, for i = 0, . . . ,n and K a nonnegative integer.
The methodology utilizes stochastic optimal control theory, to identify the control process, the controlled process, and a
variational equality of directed information, to derive upper bounds on I(An → Bn), which are achievable over specific subsets
of channel input conditional distributions P[0,n], which are characterized by conditional independence. For channels with limited
memory, this implies the transition probabilities of the channel output process are also of limited memory.
For any of the above classes of channel distributions and transmission cost functions, a direct analogy, in terms of conditional
independence, of the characterizations of FTFI capacity and Shannon’s capacity formulae of Memoryless Channels is identified.
I. INTRODUCTION
Feedback capacity of channel conditional distributions,
{
PBi|Bi−1,Ai : i = 0,1, . . . ,n
}
, where an
4
= {. . . ,a−1,a0,a1, . . . ,an} ∈ An,
bn
4
= {. . . ,bi−1,b0,b1, . . . ,bn} ∈ Bn, are the channel input and output sequences, respectively, is often defined by maximizing
directed information [1], [2], I(An→ Bn), from channel input sequences an ∈An to channel output sequences bn ∈ Bn, over an
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2admissible set of channel input conditional distributions, P[0,n]
4
=
{
PAi|Ai−1,Bi−1 : i = 0,1, . . . ,n
}
(with feedback), as follows.
CFBA∞→B∞
4
= liminf
n−→∞
1
n+1
CFBAn→Bn , C
FB
An→Bn
4
= sup
P[0,n]
I(An→ Bn), (I.1)
I(An→ Bn) 4=
n
∑
i=0
I(Ai;Bi|Bi−1) =
n
∑
i=0
Eµ
{
log
(dPBi|Bi−1,Ai(·|Bi−1,Ai)
dPBi|Bi−1(·|Bi−1)
(Bi)
)}
(I.2)
where for each i, PBi|Bi−1 , is the conditional probability distribution of the channel output process, and Eµ{·} denotes expectation
with respect to the joint distribution PAi,Bi , for i = 0, . . . ,n, for a fixed initial distribution1 PA−1,B−1 ≡ µ(da−1,db−1) of the
initial data {(A−1,B−1) = (a−1,b−1)}. In (I.1), liminf can be replaced by lim if it exists and it is finite. For finite alphabet
spaces sufficient conditions are identified in [3]. Moreover, for finite alphabet spaces sup can be replaced by maximum, since
probability mass functions can be viewed as closed and bounded subsets of finite-dimensional spaces. However, for countable or
abstract alphabet spaces it is more difficult, and often requires an analysis using the topology of weak convergence of probability
distributions, because information theoretic measures are not necessarily continuous with respect to pointwise convergence of
probability distributions, and showing compactness of the set of distributions is quite involved.
It is shown in [3]–[5], using tools from [6]–[13], under appropriate conditions which include abstract alphabets, that the quantity
CFBA∞→B∞ is the supremum of all achievable rates of a sequence of feedback codes {(n,Mn,εn) : n= 0,1, . . .}, defined as follows.
(a) A set of uniformly distributed source messagesMn
4
= {1, . . . ,Mn} and a set of encoding strategies, mapping source messages
into channel inputs of block length (n+1), defined by
E FB[0,n] ,
{
gi :Mn×Ai−1×Bi−1 7−→ Ai : i = 0, . . . ,n : a0 = g0(w),a1 = g1(w,a0,b0), . . . ,an = gn(w,an−1,bn−1), w ∈Mn
}
, n = 0,1, . . . .
(I.3)
The codeword for any w ∈Mn is uw ∈ An, uw = (g0(w),g1(w,a0,b0), . . . ,gn(w,an−1,bn−1)), and Cn = (u1,u2, . . . ,uMn) is the
code for the message set Mn, and {A−1,B−1} = { /0}. In general, the code may depend on the initial data, depending on the
convention, i.e., (A−1,B−1) = (a−1,b−1), which are often known to the encoder and decoder.
(b) Decoder measurable mappings d0,n : Bn 7−→Mn, such that the average probability of decoding error satisfies2
P(n)e ,
1
Mn
∑
w∈Mn
Pg
{
d0,n(Bn) 6= w|W = w
}
≡ Pg
{
d0,n(Bn) 6=W
}
≤ εn, w ∈Mn
and the decoder may also assume knowledge of the initial data.
The coding rate or transmission rate is defined by rn , 1n+1 logMn. A rate R is said to be an achievable rate, if there exists a
code sequence satisfying limn−→∞ εn = 0 and liminfn−→∞ 1n+1 logMn ≥ R. The feedback capacity is supremum of all achievable
rates, i.e., defined by C , sup{R : R is achievable}.
The underlying assumption for CFBA∞→B∞ to correspond to feedback capacity is that the source process
{
Xi : i = 0, . . . ,
}
to be
encoded and transmitted over the channel has finite entropy rate, and satisfies the following conditional independence [2].
PBi|Bi−1,Ai,Xk = PBi|Bi−1,Ai ∀k ∈ {0,1, . . . ,n}, i = 0, . . . ,n (I.4)
Coding theorems for channels with memory with and without feedback are developed extensively over the years, in an anthology
of papers, such as, [3]–[15], in three direction. For jointly stationary ergodic processes, for information stable processes, and
for arbitrary nonstationary and nonergodic processes. Since many of the coding theorems presented in the above references
are either directly applicable or applicable subject to the assumptions imposed in these references, the main emphasis of the
current investigation is on the characterizations of FTFI capacity, for different channels with transmission cost.
1The subscript notation on probability distributions and expectation, i.e., Pµ and Eµ{·} is often omitted because it is clear from the context.
2The superscript on expectation, i.e., Pg indicates the dependence of the distribution on the encoding strategies.
3Similarly, feedback capacity with transmission cost is defined by
CFBA∞→B∞(κ)
4
= liminf
n−→∞
1
n+1
CFBAn→Bn(κ), C
FB
An→Bn(κ)
4
= sup
P[0,n](κ)
I(An→ Bn) (I.5)
P[0,n](κ)
4
=
{
PAi|Ai−1,Bi−1 , i = 1, . . . ,n :
1
n+1
E
( n
∑
i=0
γi(T iAn,T iBn−1)
)
≤ κ
}
(I.6)
where for each i, T ian ⊆ {. . . ,a−1,a0,a1, . . . ,ai},T ibn−1 ⊆ {. . . ,b−1,b0,b1, . . . ,bi−1}, for i= 0, . . . ,n, and these are either fixed
or nondecreasing with i, for i = 0,1, . . . ,n.
The hardness of such extremum problems of capacity, and in general, of other similar problems of information theory, is
attributed to the form of the directed information density or sample pay-off functional, defined by
ιAn→Bn(an,bn)
4
=
n
∑
i=0
log
(dPBi|Bi−1,Ai(·|bi−1,ai)
dPBi|Bi−1(·|bi−1)
(bi)
)
(I.7)
which in not fixed. Rather, the pay-off ιAn→Bn(an,bn) depends on the channel output conditional probabilities
{
PBi|Bi−1(dbi|bi−1) :
i = 0, . . . ,n
}
, which in turn depends on the the channel input conditional distributions
{
PAi|Ai−1,Bi−1(dai|ai−1,bi−1) : i =
0, . . . ,n
}∈P[0,n](κ), chosen to maximize the expectation E{ιAn→Bn(An,Bn)}. This means, given a specific channel conditional
distribution and a transmission cost function, the information structure of the channel input conditional distribution denoted
by I Pi ⊆ {ai−1,bi−1}, i = 0, . . . ,n, which maximizes directed information (i.e., the dependence of the optimal channel input
conditional distribution on past information), needs to be identified, and then used to obtain the characterizations of the Finite
Transmission Feedback Information (FTFI) capacity, CFBAn→Bn(κ), and feedback capacity C
FB
A∞→B∞(κ).
For memoryless stationary channels (such as, Discrete Memoryless Channels (DMCs)), described by PBi|Bi−1,Ai = PBi|Ai ≡
PB|A, i = 0,1, . . . ,n, without feedback (with transmission cost constraints if necessary), Shannon [16] characterized channel
capacity by the well-known two-letter formulae
C
4
= max
PA
I(A;B) = max
PA
E
{
log
( dPA,B(·, ·)
d(PA(·)×PB(·)) (A,B)
)}
(I.8)
where PA,B(da,db) = PB|A(db|a)⊗PA(da) is the joint distribution, PB|A(db|a) is the channel conditional distribution, PA(da) is
the channel input distribution, PB(db) =
∫
PB|A(db|a)⊗PA(da) is the channel output distribution, and E
{ ·} denotes expectation
with respect to PA,B.
This characterization is often obtained by identifying the information structures of optimal channel input distributions, via the
upper bound
CAn;Bn
4
= max
PAn
I(An;Bn)≤ max
PAi ,i=0,...,n
n
∑
i=0
I(Ai;Bi)≤ (n+1)C (I.9)
since this bound is achievable, when the channel input distribution satisfies conditional independence PAi|Ai−1(dai|ai−1) =
PAi(dai), i = 0,1, . . . ,n, and moreover C is obtained, when {Ai : i = 0,1, . . . ,} is identically distributed, which then implies the
joint process {(Ai,Bi) : i = 0,1, . . . ,} is independent and identically distributed, and I(An;Bn) = (n+1)I(A;B).
For memoryless stationary channels with feedback, the characterization of feedback capacity, denoted by CFB, is shown by
Shannon and subsequently Dobrushin [17] to correspond to the capacity without feedback, i.e., CFB =C. This fundamental
formulae is often shown by first applying the converse to the coding theorem, to show that feedback does not increase capacity
(see [18] for discussion on this subtle issue), which then implies
PAi|Ai−1,Bi−1(dai|ai−1,bi−1) = PAi(dai), i = 0,1, . . . ,n (I.10)
and CFB =C is obtained if {Ai : i= 0,1, . . . ,} is identically distributed. That is, since feedback does not increase capacity, then
mutual information and directed information are identical, in view of (I.10). However, as pointed out elegantly by Massey [2],
for channels with feedback it will be a mistake to use the arguments in (I.9) to derive CFB. The conditional independence
condition (I.10) implies that the Information Structure of the maximizing channel input distributions is the Null Set.
4Fig. I.1. Communication block diagram and its analogy to stochastic optimal control.
The methodology developed in this paper, establishes a direct analogy between the conditional independence properties (I.10) of
capacity achieving channel input distributions of memoryless channels and corresponding properties for channels with memory
and feedback. To this date, no such systematic methodology is developed in the literature, to determine the information structure
of optimal channel input distributions, which maximize directed information I(An → Bn), via achievable upper bounds over
subsets of channel input conditional distributionsP [0,n]⊆P[0,n](κ), which satisfy conditional independence, and to characterize
the corresponding FTFI capacity and feedback capacity.
In this first part, of a two-part investigation, the main objective is to
develop a methodology to identify information structures of optimal channel input conditional distributions, for
channels with memory, with and without transmission cost, of extremum problems defined by (I.1) and (I.5), and to
characterize the corresponding FTFI capacity and feedback capacity.
This is addressed by utilizing connections between stochastic optimal control and information theoretic concepts, as follows.
The theory of stochastic optimal control is linked to the identification of information structures of optimal channel input
conditional distributions and to the characterization of FTFI capacity, by first establishing the the following analogy.
The information measure I(An→ Bn) is the pay-off;
the channel output process {Bi : i = 0,1, . . . ,n} is the controlled process;
the channel input process {Ai : i = 0,1, . . . ,n} is the control process.
Indeed, as depicted in Fig.I, the channel output process {Bi : i= 0,1, . . . ,n} is controlled, by controlling its conditional probability
distribution
{
PBi|Bi−1(dbi|bi−1) : i= 0, . . . ,n
}
via the choice of the transition probability distribution
{
PAi|Ai−1,Bi−1(dai|ai−1,bi−1) :
i = 0, . . . ,n
} ∈P[0,n] called the control object.
As in any stochastic optimal control problem, given a channel distribution, the distribution of the initial data, and a transmission
cost function, the main objective is to determine the controlled object conditional distribution, the control object conditional
distribution, and the functional dependence of the pay-off on these objects.
However, unlike classical stochastic optimal control theory, the directed information density pay-off (i.e., (I.7)), depends
nonlinearly on the channel output conditional distributions
{
PBi|Bi−1(dbi|bi−1) : i = 0, . . . ,n
}
, induced by the control objects,
a variational equality is linked to tight upper bounds on directed information I(An→ Bn), which together with the stochastic
optimal control analogy, are shown to be achievable over specific subsets of the control objects. These achievable bounds
depend on the structural properties of the channel conditional distributions and the transmission cost functions.
The methodology is based on a two-step procedure, as follows. Given a class of channel conditional distributions, the distribution
of the initial data, and a class of transmission cost functions, any candidate of the optimal channel input conditional distribution
5or control object, which maximizes I(An→ Bn) is shown to satisfy the following conditional independence.
PAi|Ai−1,Bi−1(dai|ai−1,bi−1) = P(dai|I P
∗
i )≡ P
{
Ai ∈ dai|I P∗i
}
, I P
∗
i ⊆
{
ai−1,bi−1
}
, i = 0,1, . . . ,n, (I.11)
I P
∗
i
4
= Information Structure of optimal channel input distributions which maximizes I(An→ Bn) for i = 0,1, . . . ,n. (I.12)
Moreover, the information structure G P
∗
i , i= 0,1, . . . ,n, is specified by the memory of the channel conditional distribution, and
the dependence of the transmission cost function on the channel input and output symbols. Consequently, the dependence of
the joint distribution of {(Ai,Bi) : i = 0, . . . ,n}, the conditional distribution of the channel output process {Bi : i = 0, . . . ,n},
i.e,
{
PBi|Bi−1(dbi|bi−1) : i = 0, . . . ,n
}
and the directed information density ιAn→Bn(An,Bn), on the control object, is determined,
and the characterization of FTFI capacity is obtained.
The characterization of feedback capacity is obtained from the per unit time limiting version of the characterization of the
FTFI capacity.
These structural properties of channel input distribution, which maximize directed information settle various open problems in
Shannon’s information theory, which include the role of feedback signals to control, via the control process (channel input), the
controlled process (channel output process), and the design of encoders which achieve the characterizations of FTFI capacity
and capacity.
Indeed, in the second part of this two-part investigation [19], and based on these structural properties, a methodology is
developed to realize optimal channel input conditional distributions, by information lossless randomized strategies (driven
by uniform Random Variables on [0,1], which can generate any distribution), and to construct encoders, which achieve the
characterizations of FTFI capacity and feedback capacity. Applications of the results of this first part, to various channel models,
which include Multiple-Input Multiple Output (MIMO) Gaussian Channel Models with memory, are found in the second part
of this investigation. In this part, we give an illustrative simple example to clarify the importance of information structures of
optimal channel input distributions, in reduction of computation complexity, and to indicate the analogy to Shannon’s two-letter
capacity formulae of DMCs.
A. Literature Review of Feedback Capacity of Channels with Memory
Although, in this paper we do not treat channels with memory dependence on past channel input symbols, for completeness
we review such literature, and we discuss possibly extensions of our methodology to such channels at the end of the paper.
Cover and Pombra [18] (see also Ihara [11]) characterized the feedback capacity of non-stationary Additive Gaussian Noise
(AGN) channels with memory, defined by
Bi = Ai+Zi, i = 0,1, . . . ,n,
1
n+1
n
∑
i=0
E
{|Ai|2}≤ κ, κ ∈ [0,∞) (I.13)
where {Zi : i = 0,1, . . . ,n} is a real-valued (scalar) jointly non-stationary Gaussian process, denoted by N(µZn ,KZn), and
“An is causally related to Zn” defined by3 PAn,Zn(dan,dzn) = ⊗ni=0PAi|Ai−1,Zi−1(dai|ai−1,zi−1)⊗PZn(dzn). The authors in [18]
characterized the capacity of this non-stationary AGN channel, by first characterizing the FTFI capacity formulae 4 via the
expression
CFB,CP0,n (κ)
4
= max{
(Γ,KV n ): 1n+1 E
{
tr
(
An(An)T
)}
≤κ, An=ΓZn+V n
}H(Bn)−H(Zn) (I.14)
where V n
4
= {Vi : i= 0,1, . . . ,n} is a Gaussian process N(0,KV n), orthogonal to Zn 4= {Zi : i= 0, . . . ,n}, and Γ is lower diagonal
time-varying matrix with deterministic entries. The feedback capacity is given by [18] CFB,CP(κ) 4= limn−→∞ 1n+1C
FB,CP
0,n (κ).
3 [18], page 39, above Lemma 5.
4The methodology in [18] utilizes the converse coding theorem to obtain an upper bound on the entropy H(Bn), by restricting {Ai : i = 0, . . . ,n} to a
Gaussian process.
6Kim [20] revisited the stationary version of feedback capacity characterization of the Cover and Pombra AGN channel,
and utilized frequency domain methods, and their relations to scalar Riccati equations, and showed that if the noise power
spectral density corresponds to a stationary Gaussian autoregressive moving-average model of order K, then a K−dimensional
generalization of the Schalkwijk-Kailath [21] coding scheme achieves feedback capacity. Yang, Kavcic, and Tatikonda [22]
analyzed the feedback capacity of stationary AGN channels, re-visited the Cover and Pombra AGN channel, and proposed
solution methods based on dynamic programming, to perform the optimization in (I.14). Butman [23], [24] evaluated the
performance of linear feedback schemes for AGN channels, when the noise is described by an autoregressive moving average
model. A historical account regarding Gaussian channels with memory and feedback, related to the the Cover and Pombra
[18] AGN channel, is found in [20].
Recently, for finite alphabet channels with memory and feedback, expressions of feedback capacity are derived for the trapdoor
channel by Permuter, Cuff, Van Roy and Tsachy [25], for the Ising Channel by Elishco and Permuter [26], for the Post(a,b)
channel by Permuter, Asnani and Tsachy [27], all without transmission cost constraints, and in [28] for the BSSC(α,β ) with and
without feedback and transmission cost. Tatikonda, Yang and Kavcic [29] showed that if the input to the channel and the channel
state are related by a one-to-one mapping, and the channel assumes a specific structure, specifically,
{
PBi|Ai,Ai−1 : i = 0, . . . ,n
}
,
then dynamic programming can be used to compute the feedback capacity expression given in [29]. Chen and Berger [30]
analyzed the Unit Memory Channel Output (UMCO) channel
{
PBi|Bi−1,Ai : i = 0, . . . ,n}, under the assumption that the optimal
channel input distribution is
{
PAi|Bi−1 : i = 0, . . . ,n}. The authors in [30] showed that the UMCO channel can be transformed
to one with state information, and that under certain conditions on the channel and channel input distributions, dynamic
programming can be used to compute feedback capacity.
B. Discussion of Main Results and Methodology
In this paper, the emphasis is on any combination of the following classes of channel distributions and transmission cost
functions5.
Channel Distributions
Class A. PBi|Bi−1,Ai(dbi|bi−1,ai) = PBi|Bi−1,Ai(dbi|bi−1,ai), i = 0, . . . ,n. (I.15)
Class B. PBi|Bi−1,Ai(dbi|bi−1,ai) = PBi|Bi−1i−M ,Ai(dbi|b
i−1
i−M,ai), i = 0, . . . ,n. (I.16)
Transmission Costs
Class A. γi(T ian,T ibn−1) = γAi (ai,b
i−1), i = 0, . . . ,n, (I.17)
Class B. γi(T ian,T ibn−1) = γBi (ai,b
i−1
i−K), i = 0, . . . ,n. (I.18)
Here, {K,M} are nonnegative finite integers and the following convention is used.
If M = 0 then PBi|Bi−1i−M ,Ai(dbi|b
i−1
i−M,ai)
∣∣∣
M=0
≡ PBi|Ai(dbi|ai), for i = 0,1, . . . ,n.
If K = 0 then γBi (ai,b
i−1
i−K)
∣∣∣
K=0
≡ γBi (ai), i = 0, . . . ,n.
Thus, for M = 0 the above convention implies the channel degenerates to the memoryless channel PBi|Ai(dbi|ai), i= 0,1, . . . ,n.
The above classes of channel conditional distributions may be induced by various nonlinear channel models (NCM), such as,
nonlinear and linear time-varying Autoregressive models, and nonlinear and linear channel models expressed in state space
form [31]. Such classes are investigated in [19].
An over view of the methodology and results obtained, is discussed below, to illustrate analogies to Shannon’s two-letter
capacity formulae (I.8) and conditional independence conditions (I.10) in relation to (I.11).
5The methodology developed in the paper can be extended to channels and transmission cost functions with past dependence on channel input symbols;
however, such generalizations are beyond the scope of this paper.
71) Channels of Class A and Transmission Cost of Class A or B: In Theorem III.1, Step 1 of a two-step procedure,
based on stochastic optimal control, is applied to channel distributions of Class A,
{
PBi|Bi−1,Ai(dbi|bi−1,ai) : i = 0,1, . . . ,n
}
,
to show the optimal channel input conditional distribution, which maximizes I(An → Bn) satisfies conditional independence
PAi|Ai−1,Bi−1 = PAi|Bi−1 , i = 0, . . . ,n, and hence it occurs in the subset
P
A
[0,n]
4
=
{
PAi|Bi−1(dai|bi−1) : i = 0, . . . ,n
}⊂P[0,n]. (I.19)
This means that for each i, the information structures of the maximizing channel input distribution isI Pi
4
= {bi−1}⊂{ai−1,bi−1},
for i = 0,1, . . . ,n.
The characterization of the FTFI capacity is
CFB,AAn→Bn = sup
P
A
[0,n]
n
∑
i=0
I(Ai;Bi|Bi−1). (I.20)
If a transmission cost P[0,n](κ) is imposed corresponding to any of the functions γAi (ai,bi−1), γBi (ai,b
i−1
i−K), i = 0,1, . . . ,n, the
characterization of the FTFI capacity is
CFB,AAn→Bn(κ)
4
= sup
P
A
[0,n]
⋂
P[0,n](κ)
n
∑
i=0
I(Ai;Bi|Bi−1). (I.21)
2) Channels of Class B Transmission Cost of Class A or B: In Theorem III.3, Step 2 of the two-step procedure, a variational
equality of directed information, is applied to channel distributions of Class B,
{
PBi|Bi−1i−M ,Ai(dbi|b
i−1
i−M,ai) : i = 0,1, . . . ,n
}
, to
show the optimal channel input conditional distribution, which maximizes I(An → Bn) satisfies conditional independence
PAi|Ai−1,Bi−1 = PAi|Bi−1i−M , i = 0, . . . ,n, and hence it occurs in the subset
◦
P
B.M
[0,n]
4
=
{
PAi|Bi−1i−M (dai|b
i−1
i−M) : i = 0,1, . . . ,n
}
. (I.22)
The characterization of the FTFI capacity is then given by the following expression.
CFB,B.MAn→Bn = sup
◦
P
B.M
[0,n]
n
∑
i=0
I(Ai;Bi|Bi−1i−M). (I.23)
If a transmission cost P[0,n](κ) is imposed corresponding to cost functions of Class B,
{
γBi (ai,b
i−1
i−K) : i= 0, . . . ,n
}
, the optimal
channel input conditional distribution occurs in the subset
◦
P
B.J
[0,n]
⋂
P[0,n](κ), where J
4
= max{M,K}.
The characterization of the FTFI capacity is given by the following expression.
CFB,B.JAn→Bn(κ) = sup
◦
P
B.J
[0,n]
⋂
P[0,n](κ)
n
∑
i=0
∫
log
(dPBi|Bi−1i−M ,Ai(·|bi−1i−M,ai)
dPBi|Bi−1i−J (·|b
i−1
i−J)
(bi)
)
PBii−J ,Ai(db
i
i−J ,dai), J
4
= max{M,K}. (I.24)
where
PBii−J ,Ai(db
i
i−J ,dai) =PBi|Bi−1i−M ,Ai(dbi|b
i−1
i−M,ai)⊗PAi|Bi−1i−J (dai|b
i−1
i−J)⊗PBi−1i−J (db
i−1
i−J), i = 0,1, . . . ,n, (I.25)
PBi|Bi−1i−J (dbi|b
i−1
i−J) =
∫
PBi|Bi−1i−M ,Ai(dbi|b
i−1
i−M,ai)⊗PAi|Bi−1i−J (dai|b
i−1
i−J), i = 0,1, . . . ,n. (I.26)
The above expressions imply the channel output process or controlled process {Bi : i= 0, . . . ,n} is a J−order Markov process.
On the other hand, if a transmission cost P[0,n](κ) is imposed corresponding to γAi (ai,bi−1), i= 0,1, . . . ,n, the optimal channel
input distribution occurs in the set P
A
[0,n]
⋂
P[0,n](κ).
The above characterizations of FTFI capacity (and by extension of feedback capacity characterizations) state that the information
structure of the optimal channel input conditional distribution is determined by max{M,K}, where M specifies the order of
the memory of the channel conditional distribution, and K specifies the dependence of the transmission cost function, on past
8channel output symbols.
These structural properties of optimal channel input conditional distributions are analogous to those of memoryless channels,
and they hold for finite, countable and abstract alphabet spaces (i.e., continuous), and channels defined by nonlinear models,
state space models, autoregressive models, etc.
The following special cases illustrate the explicit analogy to Shannon’s two-letter capacity formulae of memoryless channels.
Special Case-M = 2,K = 1. For any channel
{
PBi|Bi−1,Bi−2,Ai(dbi|bi−1,bi−2,ai) : i = 0,1, . . . ,n
}
, and transmission cost function{
γB.1i (ai,bi−1), i = 1, . . . ,n
}
, from (I.24)-(I.26), the optimal channel input conditional distribution occurs in the subset
◦
P
B.2
[0,n] (κ)
4
=
{
PAi|Bi−1,Bi−2(dai|bi−1,bi−2), i = 0,1, . . . ,n :
1
n+1
E
{ n
∑
i=0
γB.1i (Ai,Bi−1)
}≤ κ}. (I.27)
The information structure of the optimal channel input conditional distribution implies the joint distribution of (Ai,Bi),
conditioned on (Ai−1,Bi−1), is given by
PAi.Bi|Ai−1,Bi−1 = PAi,Bi|Ai−1,Bi−1,Bi−2 ≡ PBi|Ai,Bi−1,Bi−2 ⊗PAi|Bi−1,Bi−2 , i = 0,1, . . . ,n. (I.28)
the channel output process {Bi : i = 0, . . . ,n} is a second-order Markov process, i.e.,
PBi|Bi−1 = PBi|Bi−1,Bi−2 =
∫
Ai
PBi|Bi−1,Bi−2,Ai(dbi|bi−1,bi−2,ai)⊗PAi|Bi−1,Bi−2(dai|bi−1,bi−2), i = 0,1, . . . ,n. (I.29)
and that the characterization of the FTFI capacity is given by the following 4-letter expression at each time i = 0, . . . ,n.
CFB,B.2An→Bn(κ)
4
= sup
◦
P
B.2
[0,n](κ)
n
∑
i=0
I(Ai;Bi|Bi−1,Bi−2). (I.30)
= sup
◦
P
B.2
[0,n](κ)
n
∑
i=0
E
{
`i
(
Ai,Si
)}
, S j
4
= (B j−1,B j−2) j = 0, . . . ,n, (I.31)
where the pay-off ` j(·, ·) is given by
` j
(
a j,s j
) 4
=
∫
B j
log
(dPB j |S j ,A j(·|s j,a j)
dPB j |S j(·|s j)
(b j)
)
PB j |S j ,A j(db j|s j,a j), j = 0, . . . ,n (I.32)
Moreover, if the channel input distribution is restricted to a time-invariant distribution, i.e., PAi|Si(da|s)≡ P∞(da|s), i = 0, . . . ,
and the channel distribution is time-invariant, then the transition probability distribution of {Si : i = 0, . . . ,} is time-invariant,
and PBi|Si−1 ≡ P∞(db|s), i = 0, . . . , is also time-invariant. Consequently, the per unit limiting version of (I.30), specifically,
CFB,B.2A∞→B∞(κ), under conditions which ensure ergodicity, is characterized by time-invariant and the ergodic distribution of {Si :
i = 0, . . . ,n} [32].
Special Case-M = 2,K = 0. This means no transmission cost is imposed, and hence the supremum in (I.30) is over
◦
P
B.2
[0,n]
4
={
PAi|Bi−1,Bi−2(dai|bi−1,bi−2), i = 0,1, . . . ,n
}
. Let CB.2t : Bt−1×Bt−2 7−→ R denote the cost-to-go corresponding to (I.31), with
K = 0, from time “t” to the terminal time “n” given the values of the output St = (Bt−1,Bt−2) = (bt−1,bt−2).
Then the cost-to-go satisfies the following dynamic programming recursions.
CB.2n (sn) = sup
PAn |Sn
{∫
An×Bn
log
(dPBn|Sn,An(·|sn,an)
dPBn|Sn(·|sn)
(bn)
)
PBn|Sn,An(dbn|sn,an)⊗PAn|Sn(dan|sn)
}
, (I.33)
CB.2t (st) = sup
PAt |St
{∫
At×Bt
log
(dPBt |St ,At (·|st ,at)
dPBt |St (·|st)
(bt)
)
PBt |St ,At (dbt |st ,at)⊗PAt |St (dat |st)
+
∫
At×Bt
CB.2t+1(st)PBt |St ,At (dbt |st ,at)⊗PAt |St (dat |st)
}
, t = n−1,n−2, . . . ,0. (I.34)
The characterization of the FTFI capacity and feedback capacity are expressed via the CB.20 (s0) and the fixed distribution
9µB−1,B−2(db−1,db−2) by
CFB,B.2An→Bn =
∫
B−1×B−2
CB.20 (s0)µB−1,B−2(ds0), C
FB.B.2
A∞→B∞
4
= liminf
n−→∞
1
n+1
CFB,B.2An→Bn . (I.35)
Obviously, even for finite “n”, from the above recursions, we deduce that the information structure, {St = Bt−1,Bt−2 : t =
0, . . . ,n}, of the control object, namely, {PAt |St : t = 0, . . . ,n}, induces conditional probabilities {PBt |St = PBt |St : t = 0, . . . ,n}
which are 2nd order Markov, i.e.,
{
PSt+1|St = PSt+1|St : t = 0, . . . ,n− 1
}
, resulting in a significant reduction in computational
complexity of the above dynamic programming recursions. Clearly, for any fixed S0 = s0, then CA∞→B∞ depends on the initial
state S0 = s0. However, if the channel is time-invariant and the the distributions
{
PAt |St : t = 0, . . . ,
}
are either restricted or
converge to time-invariant distributions, and the corresponding transition probabilities
{
PSt+1|St = PSt+1|St : t = 0, . . . ,n−1
}
are
irreducible and aperiod, then there is unique invariant distribution for {Si : i= 0, . . . ,} and CB.2A∞→B∞ is independent of the initial
distribution µB−1,B−2(ds0). Such questions are addressed in [30] for the channel
{
PBi|Bi−1,Ai(dbi|bi−1,ai) : i = 0,1, . . . ,n
}
. They
can be addressed from the general theory of per unit time-infinite horizon Markov decision theory [33], and more generally
by solving explicitly the above dynamic programming recursions and investigating their per unit-time limits (see [34]).
Special Case-M=K = 1. If the channel is the so-called Unit Memory Channel Output (UMCO) defined by
{
PBi|Bi−1,Ai(dbi|bi−1,ai) :
i = 0,1, . . . ,n
}
, and the transmission cost function is
{
γB.1i (ai,bi−1), i = 1, . . . ,n
}
, the optimal channel input conditional
distribution occurs in the subset
◦
P
B.1
[0,n] (κ)
4
=
{
PAi|Bi−1(dai|bi−1), i = 0,1, . . . ,n :
1
n+1
E
{ n
∑
i=0
γB.1i (Ai,Bi−1)
}≤ κ}. (I.36)
and the characterization of the FTFI capacity degenerates to the following sums of a 3-letter expressions.
CFB,B.1An→Bn(κ)
4
= sup
◦
P
B.1
[0,n](κ)
n
∑
i=0
I(Ai;Bi|Bi−1). (I.37)
The importance of variational equalities to identify information structures of capacity achieving channel input conditional
distributions is first applied in [35]. For the BSSC(α,β ) (which is a special case of the UMCO) with transmission cost, it is
shown in [28], that the characterizations of feedback capacity and capacity without feedback, admit closed form expressions.
Moreover, this channel is matched to the Binary Symmetric Markov Source through the use of nonanticipative Rate Distortion
Function (RDF) in [36] That is, there is a perfect duality between the BSSC(α,β ) with transmission cost and the Binary
Symmetric Markov Source with a single letter distortion function.
Recently, the results of this paper are applied in [34] (see also [37]) to derive sequential necessary and sufficient conditions to
optimize the characterizations of FTFI capacity. Moreover, using the necessary and sufficient conditions closed form expressions
for the optimal channel input distributions and feedback capacity, are obtained for various applications examples defined on
finite alphabet spaces. This paper includes in Section IV, an illustrative example, which reveals many silent properties of
capacity achieving distributions, with and without feedback, for a simple first-order Gaussian Linear Channel Model.
A detailed investigation of the characterization of FTFI capacity, and feedback capacity, of Multiple-Input Multiple Output
(MIMO) Gaussian Linear Channel Models with memory is included in the second part of this two-part investigation [19].
II. DIRECTED INFORMATION AND DEFINITIONS OF EXTREMUM PROBLEMS OF CAPACITY
In this section, the notation adopted in the rest of the paper is introduced, and a variational equality of directed information is
recalled from [38].
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The following notation is used throughout the paper.
Z : set of integer;
N0 : set of nonnegative integers {0,1,2, . . .};
(Ω,F ,P) : probability space, where F is the σ−algebra generated by subsets of Ω;
B(W) : Borel σ−algebra of a given topological space W;
M (W) : set of all probability measures on B(W) of a Borel space W;
K (V|W) : set of all stochastic kernels on (V,B(V)) given (W,B(W)) of Borel spaces W,V.
All spaces (unless stated otherwise) are complete separable metric spaces, also called Polish spaces, i.e., Borel spaces. This
generalization is judged necessary to treat simultaneously discrete, finite alphabet, real-valued Rk or complex-valued Ck random
processes for any positive integer k, etc.
A. Basic Notions of Probability
The product measurable space of the two measurable spaces (X,B(X)) and (Y,B(Y)) is denoted by (X×Y,B(X)B(Y)),
where B(X)B(Y) is the product σ−algebra generated by {A×B : A ∈B(X),B ∈B(Y)}.
A Random Variable (RV) defined on a probability space (Ω,F ,P) by the mapping X : (Ω,F ) 7−→ (X,B(X)) induces a
probability measure P(·)≡ PX (·) on (X,B(X)) as follows6.
P(A)≡ PX (A) 4= P
{
ω ∈Ω : X(ω) ∈ A}, ∀A ∈B(X). (II.38)
A RV is called discrete if there exists a countable set SX
4
= {xi : i ∈ N} such that ∑xi∈SX P{ω ∈ Ω : X(ω) = xi} = 1. The
probability measure PX (·) is then concentrated on points in SX , and it is defined by
PX (A)
4
= ∑
xi∈SX
⋂
A
P{ω ∈Ω : X(ω) = xi}, ∀A ∈B(X). (II.39)
If the cardinality of SX is finite then the RV is finite-valued and it is called a finite alphabet RV.
Given another RV Y : (Ω,F ) 7−→ (Y,B(Y)), for each Borel subset B of Y and any sub-sigma-field G ∈F (collection of events)
the conditional probability of event {Y ∈ B} given G is defined by P{Y ∈ B|G }(ω), and this is an G−measurable function
∀ω ∈Ω. This conditional probability induces a conditional probability measure on (Y,B(Y)) defined by P(B|G )(ω), which is
a version of P{Y ∈ B|G }(ω). For example, if G is the σ−algebra generated by RV X , and B= dy, then PY |X (dy|X)(ω) is called
the conditional distribution of RV Y given RV X . The conditional distribution of RV Y given X = x is denoted by PY |X (dy|X =
x) ≡ PY |X (dy|x). Such conditional distributions are equivalently described by stochastic kernels or transition functions K(·|·)
on B(Y)×X, mapping X into M (Y) (the space of probability measures on (Y,(B(Y))), i.e., x ∈X 7−→K(·|x) ∈M (Y), and
hence the distributions are parametrized by x ∈ X.
The family of probability measures on (Y,B(Y) parametrized by x ∈ X, is defined by
K (Y|X) 4= {K(·|x) ∈M (Y) : x ∈ X and ∀F ∈B(Y), the function K(F |·) is B(X)-measurable.}.
B. FTFI Capacity and Variational Equality
The channel input and channel output alphabets are sequences of measurable spaces {(Ai,B(Ai)) : i ∈ Z} and {(Bi,B(Bi)) :
i ∈ Z}, respectively, and their history spaces are the product spaces AZ 4= ×i∈ZAi, BZ 4= ×i∈ZBi. These spaces are endowed
with their respective product topologies, and B(ΣZ) 4= i∈ZB(Σi) denotes the σ−algebra on ΣZ, where Σi ∈
{
Ai,Bi
}
,
ΣZ ∈
{
AN,BZ
}
, generated by cylinder sets. Thus, for any n ∈ Z, B(Σn) denote the σ−algebras of cylinder sets in ΣZ, with
6The subscript on X is often omitted.
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bases over Ci ∈B(Σi), i = . . . ,−1,0,1, . . . ,n, respectively. Points in An, Bn are denoted by an 4= {. . . ,a−1,a0,a1, . . . ,an} ∈An,
bn
4
= {. . . ,b−1,b0,b1, . . . ,bn} ∈Bn. Similarly, points in Zmk
4
=×mj=kZ j are denoted by zmk
4
= {zk,zk+1, . . . ,zm} ∈Zmk , (k,m)∈Z×Z.
We often restrict Z to N0.
Channel Distribution with Memory. A sequence of stochastic kernels or distributions defined by
C[0,n]
4
=
{
Qi(dbi|bi−1,ai) = PBi|Bi−1,Ai ∈K (Bi|Bi−1×Ai) : i = 0,1, . . . ,n
}
. (II.40)
At each time instant i the conditional distribution of channel output Bi is affected causally by previous channel output symbols
bi−1 ∈ Bi−1 and current and previous channel input symbols ai ∈ Ai, i = 0,1, . . . ,n.
Channel Input Distribution with Feedback. A sequence of stochastic kernels defined by
P[0,n]
4
=
{
Pi(dai|ai−1,bi−1) = PAi|Ai−1,Bi−1 ∈K (Ai|Ai−1×Bi−1) : i = 0,1, . . . ,n
}
. (II.41)
At each time instant i the conditional distribution of channel input Ai is affected causally by past channel inputs and output
symbols {ai−1,bi−1} ∈ Ai−1×Bi−1, i = 0,1, . . . ,n. Hence, the information structure of the channel input distribution at time
instant i is I Pi
4
= {ai−1,bi−1} ∈ Ai−1×Bi−1, i = 0,1, . . . ,n.
Admissible Histories. For each i=−1,0, . . . ,n, we introduce the space Gi of admissible histories of channel input and output
symbols, as follows. Define
Gi , B−1×A0×B0× . . .×Ai−1×Bi−1×Ai×Bi, i = 0, . . . ,n, G−1 = B−1. (II.42)
A typical element of Gi is a sequence of the form (b−1,a0,b0, . . . ,ai,bi). We equip the space Gi with the natural σ -algebra
B(Gi), for i =−1,0, . . . ,n. Hence, for each i, the information structure of the channel input distribution is
I Pi
4
=
{
B−1,A0,B0, . . . ,Ai−1,Bi−1
}
, i = 0,1, . . . ,n, I P0
4
=
{
B−1
}
(II.43)
This implies at time i = 0, the initial distribution is P0(da0|a−1,b−1) = P0(da0|I P0 ) = P0(da0|b−1). However, we can modify
I P0 to consider an alternative convention such as I
P
0 = { /0} or I P0 = {a−1,b−1}.
Joint and Marginal Distributions. Given any channel input conditional distribution
{
Pi(dai|ai−1,bi−1) : i = 0,1, . . . ,n
} ∈
P[0,n], any channel distribution
{
Q(dbi|bi−1,ai) : i = 0,1, . . . ,n
} ∈ C[0,n], and the initial probability distribution P(db−1) ≡
µ(db−1) ∈M (G−1), the induced joint distribution PP(dan,dbn) on the canonical space
(
Gn,B(Gn))
)
is defined uniquely,
and a probability space
(
Ω,F ,P
)
carrying the sequence of RVs {(Ai,Bi) : i= 0, . . . ,n} and B−1 can be constructed, as follows7.
P
{
An ∈ dan,Bn ∈ dbn} 4=PP(db−1,da0,db0, . . . ,dan,dbn), n ∈ N0
=µ(db−1)⊗P0(da0|b−1)⊗Q0(db0|b−1,a0)⊗P1(da1|b−1,b0,a0)
⊗ . . .⊗Qn−1(dbn−1|bn−2,an−1)⊗Pn(dan|bn−1,an−1)⊗Qn(dbn|bn−1,an) (II.44)
≡µ(db−1)⊗nj=0
(
Q j(db j|b j−1,a j)⊗Pj(da j|a j−1,b j−1)
)
. (II.45)
The joint distribution of
{
Bi : i = 0, . . . ,n
}
and its conditional distribution are defined by
P
{
Bn ∈ dbn} 4= PP(dbn) = ∫
An
PP(dan,dbn), n ∈ N0, (II.46)
≡ΠP0,n(dbn) = µ(db−1)⊗ni=0ΠPi (dbi|bi−1) (II.47)
ΠPi (dbi|bi−1) =
∫
Ai
Qi(dbi|bi−1,ai)⊗Pi(dai|ai−1,bi−1)⊗PP(dai−1|bi−1), i = 0, . . . ,n. (II.48)
The above distributions are parametrized by either a fixed B−1 = b−1 ∈ B−1 or a fixed distribution P(db−1) = µ(db−1).
7The superscript notation, i.e., PP, EP is used to track the dependence of the distribution and expectation on the channel input distribution
Pi(dai|ai−1,bi−1), i = 0, . . . ,n.
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FTFI Capacity. Directed information (pay-off) I(An→ Bn) is defined by
I(An→ Bn) 4=
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Ai)
dΠPi (·|Bi−1)
(Bi)
)}
(II.49)
=
n
∑
i=0
∫
Ai×Bi
log
(dQi(·|bi−1,ai)
dΠPi (·|bi−1)
(bi)
)
PP(dai,dbi) (II.50)
≡IAn→Bn(Pi,Qi, : i = 0,1, . . . ,n) (II.51)
where the notation (II.51) illustrates that I(An → Bn) is a functional of the two sequences of conditional distributions,{
Pi(dai|ai−1,bi−1),Qi(dbi|bi−1,ai) : i = 0,1, . . . ,n
}
, and the initial distribution, which uniquely define the joint distribution,
the marginal and conditional distributions
{
P(dai,dbi),ΠP0,i(db
i),ΠPi (dbi|bi−1) : i = 0,1, . . . ,n
}
.
Clearly, (II.50) includes formulations with respect to probability density functions and probability mass functions.
Transmission Cost. The cost of transmitting and receiving symbols an ∈An,bn ∈Bn over the channel is a measurable function
c0,n : An×Bn−1 7−→ [0,∞). The set of channel input distributions with transmission cost is defined by
P[0,n](κ)
4
=
{
Pi(dai|ai−1,bi−1) ∈K (Ai|Ai−1×Bi−1), i = 0, . . . ,n :
1
n+1
EP
(
c0,n(An,Bn−1)
)
≤ κ
}
⊂P[0,n], c0,n(an,bn−1) 4=
n
∑
i=0
γi(T ian,T ibn−1), κ ∈ [0,∞) (II.52)
where EP{·} denotes expectation with respect to the the joint distribution, and superscript “P” indicates its dependence on the
choice of conditional distribution {Pi(dai|ai−1,bi−1) : i = 0, . . . ,n} ∈P[0,n].
The characterization of feedback capacity CFBA∞→B∞(κ), is investigated as a consequence of the following definition of FTFI
capacity characterization.
Definition II.1. (Extremum problem with feedback)
Given any channel distribution from the class C[0,n], find the Information Structure of the optimal channel input distribution{
Pi(dai|ai−1,bi−1) : i = 0, . . . ,n
} ∈P[0,n](κ) (assuming it exists) of the extremum problem defined by
CFBAn→Bn(κ)
4
= sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n](κ)
I(An→ Bn), I(An→ Bn) = (II.50). (II.53)
If no transmission cost is imposed the optimization in (II.53) is carried out over P[0,n], and CFBAn→Bn(κ) is replaced by C
FB
An→Bn .
Clearly, for each time i the largest information structure of the channel input conditional distribution of extremum problem
CFBAn→Bn(κ) is I
P
i
4
= {ai−1,bi−1}, i = 1, . . . ,n,I P0
4
= {b−1}.
Variational Equality of Directed Information. Often, in extremum problems of information theory, upper or lower bounds
are introduced and then shown to be achievable over specific sets of distributions, such as, in entropy maximization with and
without constraints, etc. In any extremum problem of capacity with feedback (resp. without feedback), identifying achievable
upper bounds on directed information I(An → Bn) (resp. mutual information I(An;Bn)) is not an easy task. However, by
invoking a variational equality of directed information [38] (resp. mutual information [39]), such achievable upper bounds can
be identified.
Indeed, Step 2 of the proposed Two Step procedure (discussed in Section I) is based on utilizing the variation equality of
directed information, given in the next theorem.
Theorem II.1. (Variational Equality-Theorem IV.1 in [38].)
Given a channel input conditional distribution
{
Pi(dai|ai−1,bi−1) : i= 0,1, . . . ,n
}∈P[0,n], a channel distribution {Qi(dbi|bi−1,ai) :
i= 0,1, . . . ,n
}∈C[0,n], and the initial distribution µ(dbi−1), define the corresponding joint and marginal distributions by (II.44)-
(II.48).
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Let
{
Vi(dbi|bi−1) ∈M (Bi) : i = 0, . . . ,n
}
be any arbitrary distribution.
Then the following variational equality holds.
I(An→ Bn) = inf{
Vi(dbi|bi−1)∈M (Bi):i=0,1,...,n
} n∑
i=0
∫
Ai×Bi
log
(dQi(·|bi−1,ai)
dVi(·|bi−1) (bi)
)
PP(dai,dbi) (II.54)
and the infimum in (II.54) is achieved at Vi(dbi|bi−1) =ΠPi (dbi|bi−1), i = 0, . . . ,n given by (II.46)-(II.48).
The implications of variational equality (II.54) are illustrated via the following identity.
For any arbitrary distribution
{
Vi(dbi|bi−1) ∈M (Bi) : i = 0, . . . ,n
}
, the following identities hold.
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Ai)
dVi(·|Bi−1) (Bi)
)}
=
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Ai)
dΠPi (·|Bi−1)
(Bi)
)}
+
n
∑
i=0
∫
Bi
log
(
dΠPi (·|bi−1)
Vi(·|bi−1) (bi)
)
ΠP0,i(db
i) (II.55)
=I(An→ Bn) +
n
∑
i=0
∫
Bi
log
(
dΠPi (·|bi−1)
Vi(·|bi−1) (bi)
)
ΠP0,i(db
i). (II.56)
Note that the second right hand side term in (II.56) is the sum of relative entropy terms between the marginal distribution
ΠPi (dbi|bi−1) defined by the joint distribution PP(dai,dbi) (i.e., the correct conditional channel output distribution) and any
arbitrary distribution Vi(dbi|bi−1) (i.e., incorrect channel output conditional distribution) for i = 0,1, . . . ,n.
Identity (II.56) implies the minimization of its left hand side over any arbitrary channel output distribution
{
Vi(dbi|bi−1) ∈
M (Bi) : i = 0, . . . ,n
}
occurs at Vi(dbi|bi−1) =ΠPi (dbi|bi−1), i = 0, . . . ,n, i.e., when the relative entropy terms are zero, giving
(II.54).
The point to be made regarding the above variational equality is that the characterization of the FTFI capacity can be transformed,
for any arbitrary distribution
{
Vi(dbi|bi−1) ∈M (Bi) : i = 0, . . . ,n
}
, to the sequential equivalent supinf{·} problem
CFBAn→Bn(κ) = sup
P[0,n](κ)
inf{
Vi(dbi|bi−1)∈M (Bi):i=0,1,...,n
} n∑
i=0
EP
{
log
(dQi(·|Bi−1,Ai)
dVi(·|Bi−1) (Bi)
)}
(II.57)
Then by removing the infimum in (II.57) an upper bound is identified, which together with stochastic optimal control techniques,
is shown to be achievable over specific subsets of the set of all channel input conditional distributions satisfying conditional
independence
{
P(dai|I Pi ),I Pi ⊆ {ai−1,bi−1} : i = 0, . . . ,n
} ⊆ {Pi(dai|ai−1,bi−1) : i = 0, . . . ,n} and the average transmission
cost constraint. In fact, the characterizations of the FTFI capacity formulas for various channels and transmission cost functions
discussed in this paper utilize this observation.
III. CHARACTERIZATION OF FTFI CAPACITY
The Two-Step Procedure. The identification of the information structures of the optimal channel input conditional distributions
and the corresponding characterizations of the FTFI capacity CFBAn→Bn and feedback capacity C
FB
An→Bn(κ), are determined by
applying the following steps.
Step 1.Apply stochastic optimal control techniques with relaxed or randomized strategies (conditional distributions) [32],
[40], [41], to show a certain joint process which generates the information structure of the channel input conditional
distribution is an extended Markov process. This step implies the optimal channel input distribution occurs in specific
subsets P [0,n] ⊂P[0,n] or P [0,n](κ)⊂P[0,n](κ), which satisfy conditional independence.
Step 2.Apply variational equality of directed information given in Theorem II.1 ( [38], Theorem I.V.1), to pay-off I(An→Bn),
together with stochastic optimal control techniques, to identify upper bounds which are achievable over specific subsets
◦
P [0,n]⊂P [0,n] or
◦
P [0,n] (κ)⊂P [0,n](κ), which satisfy a further conditional independence.
For certain channel distributions and instantaneous transmission cost functions, Step 1 is sufficient to identify the information
structures of channel input distributions (i.e., Class A channels and transmission cost functions), and to characterize the FTFI
capacity, while for others, Step 1 may serve as an intermediate step prior to applying Step 2. For example, if the channel
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distribution is of limited memory with respect to channel outputs, i.e., of the Class B, by applying Step 2 an upper bound on
the FTFI capacity is obtained, which together with stochastic optimal control techniques, it is shown to be achievable over
channel input distributions with limited memory on channel outputs.
It is also possible to apply Steps 1 and 2 jointly; this will be illustrated in specific applications.
Step 1 is a generalization of equivalent methods often applied in stochastic optimal Markov decision or control problems
to show that optimizing a pay-off [33], [42] over all possible non-Markov policies or strategies, occurs in the smaller set of
Markov policies. However, certain issues should be treated with caution, when stochastic optimal control techniques are applied
in extremum problems of information theory. These are summarized in the next remark.
Comments on stochastic optimal control in relation to extremum problems of information theory. In fully observable
stochastic optimal control theory [32], one is given a controlled process {Xi : i = 0, . . . ,n}, often called the state process
taking values in
{
Xi : i = 0, . . . ,n
}
, affected by a control process {Ui : i = 0, . . . ,n} taking values in
{
Ui : i = 0, . . . ,n
}
, and
the corresponding control objectPCO[0,n]
4
=
{
PUi|U i−1,X i : i= 0, . . . ,n
}
and the controlled object CCO[0,n]
4
=
{
PXi|X i−1,U i−1 : i= 0, . . . ,n
}
.
Often, the controlled object is Markov conditional on the past control values, that is, PXi|X i−1,U i−1 =PXi|Xi−1,Ui−1−a.a.(xi−1,ui−1), i=
0, . . . ,n. Such Markov controlled objects are often induced by discrete recursions
Xi+1 = fi(Xi,Ui,Vi), X0 = x0, i = 0, . . . ,n, (III.58)
where {Vi : i= 0, . . . ,n} is an independent noise process taking values in
{
Vi : i= 0, . . . ,n
}
, independent of the initial state X0.
Denote the set of such Markov distributions or controlled objects by CCO−M
[0,n]
4
=
{
PXi|Xi−1,Ui−1 : i = 0, . . . ,n
}
.
In stochastic optimal control theory, one is given a sample pay-off function, often of additive form, defined by
l : Xn×Un 7−→ (−∞,∞], l(xn,un) 4=
n
∑
i=0
`(ui,xi) (III.59)
where the functions
{
`i(·, ·) : i = 0, . . . ,n} are fixed and independent of the control object
{
PUi|U i−1,X i : i = 0, . . . ,n
}
.
Given the Markov distribution PXi|Xi−1,Ui−1 : i = 0, . . . ,n, the objective is to optimize the average of the sample path pay-off
over all non-Markov strategies in PCO[0,n], i.e.,
JF0,n(P
∗
Ui|U i−1,X i , i = 0, . . . ,n)
4
= inf
PCO0,n]
E
{ n
∑
i=0
`(Ui,Xi)
}
. (III.60)
Two features of stochastic optimal control which are distinct from any extremum problem of directed information are discussed
below.
Feature 1. Stochastic optimal control formulations pre-suppose, that additional state variables are introduced, prior to arriving at
the Markov controlled object
{
PXi|Xi−1,Ui−1 : i= 0, . . . ,n
}
or the discrete recursion (III.58), and the pay-off (III.59). Specifically,
the final formulation (III.60), pre-supposes the Markov controlled object
{
PXi|Xi−1,Ui−1 : i = 0, . . . ,n
}
is obtained as follows.
The state variables which constitute the complete state process {Xi : i = 0, . . . ,n} may be due to a noise process which was
not independent and converted into an independent noise process via state augmentation, and/or any dependence on past
information, and converted to a Markov controlled object via state augmentation, and due to a non-single letter dependence,
for each i, of the the sample pay-off functions `i(·, ·), which was converted into single letter dependence, i.e, (xi,ui), by
additional state augmentation, so that the controlled object is Markov. Such examples are given in [43] for deterministic or
non-randomized strategies, defined by
E CO[0,n]
4
=
{
ei : Ui−1×Xi 7−→ Ui, i = 0, . . . ,n : ui = ei(ui−1,xi), i = 0, . . . ,n
}
. (III.61)
In view of the Markovian property of the controlled object, i.e., given by PXi|Xi−1,Ui−1 , i = 0, . . . ,n, then the optimization in
15
(III.60) reduces to the following optimization problem over Markov strategies.
JF0,n(P
∗
Ui|U i−1,X i , i = 0, . . . ,n) = J
M
0,n(P
∗
Ui|Xi , i = 0, . . . ,n)
4
= inf
PUi |Xi ,i=0,...,n
E
{ n
∑
i=0
`(Ui,Xi)
}
. (III.62)
This further implies that the control process {Xi : i = 0, . . . ,n} is Markov, i.e., it satisfies PXi|X i−1 = PXi|Xi−1 , i = 0, . . . ,n. On the
other hand, if PXi|X i−1 = PXi|Xi−1 , i = 0, . . . ,n then (III.62) holds.
Feature 2. Given a general controlled object
{
PXi|X i−1,U i−1 : i= 0, . . . ,n
}
non necessarily Markov, one of the fundamental results
of classical stochastic optimal control is that optimizing the pay-off E
{
∑ni=0 `(Ui,Xi)
}
over randomized strategies PCO[0,n] does
not incur a better performance than optimizing it over non-randomized strategies E CO[0,n], i.e.,
JF0,n(P
∗
Ui|U i−1,X i , i = 0, . . . ,n) = infECO
[0,n]
E
{ n
∑
i=0
`(Ui,Xi)
}
(III.63)
= inf
gi(Xi): i=0,...,n
Eg
{ n
∑
i=0
`(Ui,Xi)
}
if PXi|X i−1,U i−1 = PXi|Xi−1,Ui−1 −a.a., i = 0, . . . ,n. (III.64)
Step 2, i.e., the application of variational equality, discussed in Section I, is specific to information theoretic pay-off functionals
and does not have a counterpart to any of the common pay-off functionals of stochastic optimal control problems [33], [42].
This is due to the fact that, unlike stochastic optimal control problems (discussed above, feature (1)), any extremum problem
of feedback capacity involves directed information density ιAn→Bn(an,bn) ≡ ιPAn→Bn(an,bn) defined by (I.7), which is not a
fixed functional, but depends on the channel output transition probability distribution {PBi|Bi−1 ≡ ΠPi (dbi|bi−1) : i = 0, . . . ,n}
defined by (II.48), which depends on the channel distribution, and the channel input distribution chosen to maximize directed
information I(An→ Bn). The nonlinear dependence of the directed information density makes extremum problems of directed
information, distinct from extremum problems of classical stochastic optimal control.
This implies step 2 or more specifically, the variational equalities of directed information and mutual information, are key
features of information theoretic pay-off functionals. Often, these variational equalities need to be incorporated into any
extremum problems of deriving achievable bounds, such as, in extremum problems of feedback capacity and capacity without
feedback, much as, it is often done when deriving achievable bounds, based on the entropy maximizing properties of distributions
(i.e., Gaussian distributions).
Feature (2), i.e, (III.63) and (III.64), do not have counters part in any extremum problem of directed information or mutual
information, that is, optimizing directed information over channel input distributions is not equivalent to optimizing directed
information over deterministic non-randomized strategies. In fact, by definition the sequence of codes defined by (I.3) are
randomized strategies, and if these are specialized to non-randomized strategies, i.e., by removing their dependence on the
randomly generated messages, W ∈Mn, then directed information is zero, i.e, I(An→ Bn) = 0 if ai = ei(ai−1,bi−1), i= 0, . . . ,n.
A. Channels Class A and Transmission Costs Class A or B
First, the preliminary steps of the derivation of the characterization of FTFI capacity for any channel distributions of Class
A, (I.15), without transmission cost are introduced, to gain insight into the derivations of information structures, without the
need to introduce excessive notation. The analogies and differences between stochastic optimal control theory and extremum
problems of directed information, as discussed above, are made explicit, throughout the derivations, when tools from stochastic
optimal control are applied to the directed information density pay-off.
Introduce the following definition of channel input distributions satisfying conditional independence.
Definition III.1. (Channel input distributions for Class A channels and transmission cost functions)
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Define the restricted class of channel input distributions P
A
[0,n] ⊂P[0,n] satisfying conditional independence by
P
A
[0,n]
4
=
{{
Pi(dai|ai−1,bi−1) : i = 0,1, . . . ,n
} ∈P[0,n] :
Pi(dai|ai−1,bi−1) = PAi|Bi−1(dai|bi−1)≡ pii(dai|bi−1)−a.a.(ai−1,bi−1), i = 0,1, . . . ,n
}
. (III.65)
Similarly, for transmission cost functions γi(T ian,T ibn−1) = γAi (ai,bi−1) or γi(T ian,T ibn−1) = γB.Ki (ai,b
i−1
i−K), i= 0, . . . ,n, define
P
A
[0,n](κ)
4
=P
A
[0,n]
⋂
P[0,n](κ). (III.66)
From the definition of directed information I(An→ Bn) given by (II.50), and utilizing the channel distribution (I.15), the FTFI
capacity is defined by
CFB,AAn→Bn
4
= sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n]
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Ai)
dΠPi (·|Bi−1)
(Bi)
)}
(III.67)
where the channel output transition probability defined by (II.48), is given by the following expressions.
ΠPi (dbi|bi−1) =
∫
Ai
Qi(dbi|bi−1,ai)⊗PP(dai|bi−1), i = 0, . . . ,n (III.68)
=
∫
Ai
Qi(dbi|bi−1,ai)⊗Pi(dai|ai−1,bi−1)⊗PP(dai−1|bi−1) (III.69)
(α)
=Πpiii (dbi|bi−1)
4
=
∫
Ai
Qi(dbi|bi−1,ai)⊗pii(dai|bi−1) (III.70)
if Pi(dai|ai−1,bi−1) = P(dai|bi−1)≡ pii(dai|bi−1)−a.a.(ai−1,bi−1) i = 0, . . . ,n (III.71)
Note that identity (α) holds if it can be shown that conditional independence (III.71) holds for any candidate
{
Pi(dai|ai−1,bi−1) :
i= 0,1, . . . ,n
}∈P[0,n] maximizing I(An→Bn); the superscript notation, Πpiii (dbi|bi−1), indicates the dependence of ΠPi (dbi|bi−1)
on conditional distribution P(dai|bi−1)≡ pii(dai|bi−1) (instead on {Pj(da j|a j−1,b j−1) : j = 0,1, . . . , i}), for i = 1, . . . ,n.
It is important to note that one cannot assume ΠPi (dbi|bi−1) =
∫
Ai Qi(dbi|bi−1,ai)⊗pii(dai|bi−1)≡Π
pii
i (dbi|bi−1), that is, (III.69)
is given by (III.70) without proving that such restriction of conditional distributions is a property of the channel input distribution
which maximizes directed information I(An→ Bn), because the marginal distribution ΠP(dbn) is uniquely defined from the joint
distribution PP(dan,dbn) =⊗ni=0
(
Qi(dbi|bi−1,ai)⊗Pi(dai|ai−1,bi−1)
)
. The derivation of Theorem 1 in [29] and Theorem 1 in
[22] for the problems considered by the authors, should be read with caution, to account for the above feature, in order to show
the supremum over all channel input conditional distributions occurs in the smaller set, satisfying a conditional independence
condition, which is analogous to (III.71).
Suppose (III.71) holds (its validity is shown in Theorem III.1). Then the expectation EP{·} in (III.67) with respect to the
joint distribution simplifies as follows.
PP(dai,dbi) =PP(dai,dbi) = Qi(dbi|bi−1,ai)⊗P(dai|bi−1)⊗PP(dbi−1), i = 0, . . . ,n (III.72)
=Ppi(dai,dbi) if (III.71) holds, i = 0,1, . . . ,n, (III.73)
=Qi(dbi|bi−1,ai)⊗pii(dai|bi−1)⊗Πpi0,...,pii−10,i−1 (dbi−1), i = 0, . . . ,n, (III.74)
Πpi0,...,pii−10,i−1 (db
i−1) =Πpii−1i−1 (dbi−1|bi−2)⊗Πpi0,...,pii−20,i−2 (dbi−2), i = 0, . . . ,n (III.75)
where the superscript notation, Ppi(dai,bi), indicates the dependence of joint distribution PP(dai,bi) on {pi j(da j|b j−1) : j =
0,1, . . . , i}, for i = 0, . . . ,n. Clearly, if (III.70) holds, for each i, the controlled conditional distribution-controlled object,
ΠPi (dbi|bi−1) = Πpiii (dbi|bi−1), depends on the channel distribution Qi(dbi|bi−1,ai) and the control conditional distribution-
control object, pii(dai|bi−1), for i = 0,1, . . . ,n.
Thus, the following holds.
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• Channel Class A.1, (I.15): If the maximizing channel input conditional distribution satisfies conditional independence
Pi(dai|ai−1,bi−1) = pii(dai|bi−1)−a.a.(ai−1,bi−1), i = 0, . . . ,n, then directed information (II.50) is a functional of
{Qi(dbi|bi−1,ai),pii(dai|bi−1) : i = 0, . . . ,n} and it is given by
I(An→ Bn) =
n
∑
i=0
I(Ai;Bi|Bi−1) =
n
∑
i=0
Epi
{
log
(dQi(·|Bi−1,Ai)
dΠpiii (·|Bi−1)
(Bi)
)}
(III.76)
=
n
∑
i=0
∫
log
(dQi(·|bi−1,ai)
dΠpiii (·|bi−1)
(bi)
)
Qi(dbi|bi−1,ai)⊗pii(dai|bi−1)⊗Πpi0,...,pii−10,i−1 (dbi−1) (III.77)
≡ IAn→Bn(pii,Qi : i = 0, . . . ,n) (III.78)
where Epi{·} indicates that the joint distribution over which expectation is taken depends on the sequence of conditional
distributions {pi j(da j|b j−1) : j = 0,1, . . . , i}, for i = 0, . . . ,n.
By (III.76), since the expectation is taken with respect to joint distribution (III.74), the distribution {pii(dai|bi−1) : i = 0, . . . ,n}
is indeed the control object (conditional distribution), chosen to control the conditional distribution of the channel output
process, {Πpiii (dbi|bi−1) : i = 0,1, . . . ,n}. By analogy with stochastic optimal control with randomized strategies, for each i,
the conditional distribution Πpiii (dbi|bi−1) is affected by the control object pii(dai|bi−1), for i = 0, . . . ,n, and this is chosen to
influence the pay-off (III.78), which is a functional of {pii(dai|bi−1) : i = 0, . . . ,n} (since the channel is fixed).
Next, it is shown that (III.70) is indeed valid, i.e., the maximization of I(An→ Bn) over {Pi(dai|ai−1,bi−1) : i= 0, . . . ,n} occurs
in the smaller set P
A
[0,n] ⊂P[0,n].
Theorem III.1. (Characterization of FTFI capacity for channels of class A)
Suppose the channel distribution is of Class A defined by (I.15). Then the following hold.
Part A. The maximization of I(An→ Bn) over P[0,n] occurs in PA[0,n] ⊂P[0,n] and the characterization of FTFI capacity is
given by the following expression.
CFB,AAn→Bn = sup{
pii(dai|bi−1)∈M (Ai):i=0,...,n
} n∑
i=0
Epi
{
log
(dQi(·|Bi−1,Ai)
dΠpiii (·|Bi−1)
(Bi)
)}
(III.79)
where Πpiii (dbi|bi−1) =
∫
Ai Qi(dbi|bi−1,ai)⊗pii(dai|bi−1) and the joint distribution over which Epi{·} is taken is
{
Ppi(dai,dbi) :
i = 0, . . . ,n
}
defined by (III.74).
Part B. Suppose the following two conditions hold.
(a) γi(T ian,T ibn−1) = γAi (ai,b
i−1) or γi(T ian,T ibn−1) = γB.Ki (ai,b
i−1
i−K), i = 0, . . . ,n, (III.80)
(b) CFB,AAn→Bn(κ)
4
= sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n](κ)
I(An→ Bn) (III.81)
= inf
s≥0
sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n]
{
I(An→ Bn)− s
{
EP
(
c0,n(An,Bn−1)
)
−κ(n+1)
}}
. (III.82)
The maximization of I(An → Bn) over channel input distributions with transmission cost {Pi(dai|ai−1,bi−1) : i = 1, . . . ,n} ∈
P[0,n](κ) occurs in P
A
[0,n](κ), and the FTFI capacity is given by the following expression.
CFB,AAn→Bn(κ) = sup
pii(dai|bi−1)∈M (Ai),i=0,...,n: 1n+1 Epi
{
c0,n(An,Bn−1)
}
≤κ
n
∑
i=0
Epi
{
log
(dQi(·|Bi−1,Ai)
dΠpiii (·|Bi−1)
(Bi)
)}
. (III.83)
Proof: The derivation is based on expressing directed information as a functional of the channel input conditional
distribution, identifying the explicit dependence of the sample path pay-off on appropriate state variable, and then showing the
controlled object, which is defined using the state variable is Markov, i.e., as discussed earlier.
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Part A. By the channel distribution assumption (I.15), the following equalities are obtained.
I(An→ Bn) =
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Ai)
dΠPi (·|Bi−1)
(Bi)
)}
(III.84)
(α)
=
n
∑
i=0
∫
Ai×Bi
log
(dQi(·|Bi−1,Ai)
dΠPi (·|Bi−1)
(Bi)
)
PP(dAi,dBi) (III.85)
(β )
=
n
∑
i=0
EP
{
log
(
dQi(·|Bi−1,Ai)
dΠPi (·|Bi−1)
(Bi)
)}
(III.86)
(γ)
=
n
∑
i=1
EP
{
EP
{
log
(dQi(·|Bi−1,Ai)
dΠPi (·|Bi−1)
(Bi)
)∣∣∣∣Ai,Bi−1}} (III.87)
(δ )
=
n
∑
i=0
EP
{
EP
{
log
(dQi(·|Bi−1,Ai)
ΠPi (·|Bi−1)
(Bi)
)∣∣∣∣Ai,Bi−1}} (III.88)
(ε)
=
n
∑
i=0
EP
{
`Pi
(
Ai,Si
)}
, S j
4
= B j−1, j = 0, . . . ,n, (III.89)
`Pj
(
a j,s j
) 4
=
∫
B j
log
(dQ j(·|s j,a j)
dΠPj (·|s j)
(b j)
)
Q j(db j|s j,a j), j = 0, . . . ,n (III.90)
where
(α) is due to the channel distribution assumption (I.15);
(β ) is by definition;
(γ) is due to a property of expectation;
(δ ) is due to the channel distribution (I.15);
(ε) is by definition of conditional expectation for the measurable function `Pi (·, ·) defined by (III.90).
The validity of the claim that the optimal channel input conditional distribution belongs to the class P
A
[0,n], establishing
validity of the claimed identity (III.70), and consequently validity of (III.76)-(III.78), is shown as follows. Since for each i, the
channel Qi(dbi|bi−1,ai) and the pay-off function `Pi (ai,si)≡ `Pi (ai,bi−1) in (III.89) depend on si
4
= bi−1 for i = 0,1, . . . ,n, then
{Si 4= Bi−1 : i= 0, . . . ,n} is the controlled process, control by the control process {Ai : i= 0, . . . ,n} (see discussion on stochastic
optimal control). That is,
{
P(dsi+1|si,ai) : i = 0, . . . ,n− 1
}
is the controlled object. Next, we show the controlled process
{Si : i = 0, . . . ,n} is Markov, i.e., the transition probabilities
{
P(dsi+1|si) : i = 0, . . . ,n−1
}
are Markov, and the maximization
of directed information occurs in the set P
A
[0,n], defined by (III.65). By applying Bayes’ theorem and using the definition of
the channel distribution, the following conditional independence are easily shown.
P(dsi+1|si,ai) = P(dsi+1|si,ai), i = 0, . . . ,n−1, (III.91)
P(dsi+1|si) = P(dsi+1|si) =
∫
Ai
P(dsi+1|si,ai)⊗P(dai|si). (III.92)
In fact, since the controlled object is Markov, i.e., (III.91) holds, the statement of the theorem follows directly from stochastic
optimal control [32], [42], (see discussion on stochastic optimal control). Nevertheless, we give the complete derivation.
In view of the above identities the Markov process {Si : i = 0, . . . ,n} satisfies the following identity.
PP(dsi+1) =
∫
Bi−1×Ai
P(dsi+1|si,ai)⊗P(dai|si)⊗PP(dsi) =⇒ Ppi(dsi+1) =
∫
Bi−1×Ai
P(dsi+1|si,ai)⊗pii(dai|si)⊗Ppi(dsi)
(III.93)
where PP(dsi+1) = Ppi0,...,pii(dsi+1) ≡ Ppi(dsi+1) follows by iterating the first equation in (III.93). Since, the process {Si : i =
0,1, . . . ,n} is Markov with transition probability given by the right hand side of (III.92), then for i= 0, . . . ,n−1, the distribution
P(dsi+1|si) is controlled by the control object P(dai|si)≡P(dai|bi−1). Clearly, (III.92) implies that any measurable function say,
ξ (si) of si = bi−1 is affected by the control object P(dai|si), and hence by (III.69), then {ξi(si) 4=ΠPi (dbi|bi−1)≡Πpiii (dbi|bi−1) :
i = 0, . . . ,n}, and this transition distribution is controlled by the control object {pii(dai|bi−1) : i = 0, . . . ,n}. Utilizing this in
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(III.90) and (III.89), the following is obtained.
I(An→ Bn) =
n
∑
i=0
∫
Ai×Bi
log
(dQi(·|bi−1,ai)
dΠpii (·|bi−1)
(bi)
)
Qi(dbi|bi−1,ai)⊗pi(dai|bi−1)⊗Ppi(dbi−1). (III.94)
Thus, the maximization in (III.94) over all channel input distributions is done by choosing the control object {pii(dai|bi−1) : i=
0, . . . ,n} to control the conditional distribution {Πpiii (dbi|bi−1) : i= 1, . . . ,n}, which for each i, depends on
{
bi−1,pii(dai|bi−1)
}
,
for i = 0, . . . ,n. Hence, the maximizing object in (III.67) (if it exists), is of the the form P∗i (dai|ai−1,bi−1) = pi∗i (dai|bi−1)−
a.a.(ai−1,bi−1), i = 1, . . . ,n}, and (III.79) is obtained.
Part B. Since for each i, the channel conditional distribution Qi(dbi|·, ·) is measurable with respect to I Qi = {bi−1,ai} and the
transmission cost γi(·, ·) ≡ γAi (·, ·) or γi(·, ·) ≡ γB.Ki (·, ·) is measurable with respect to I γi = {ai,bi−1} or I γi = {ai,bi−1i−K} for
i = 0,1, . . . ,n, the results follow directly from Part A, as follows. Consider the cost function {γAi (ai,bi−1), i = 0, . . . ,n}, and
note that the average cost constraint can be expressed as follows.
n
∑
i=0
EP
{
γAi (Ai,B
i−1)
}
=
n
∑
i=0
EP
{
EP
{
γAi (Ai,B
i−1)
∣∣∣∣Ai,Bi−1}} (III.95)
=
n
∑
i=0
Epi
{
γA,pii (Si)
}
, γA,pij (s j)
4
=
∫
A j
γAj (a j,s j)pi j(da j|s j), j = 0, . . . ,n. (III.96)
where the expectation Epi{··} is taken with respect to Ppi(dsi) and this follows from Part A. Since the transmission cost
constraint is expressed via (III.96) and depends on the distribution {pii(dai|si) : i = 0, . . . ,n} then the claim holds.
Alternatively, if condition (b) holds then the Lagrangian of the unconstraint problem (omitting the term κ(n+1)) is
I(An→ Bn)− sEP
(
c0,n(An,Bn−1)
)
=
n
∑
i=0
EP
{
`Pi
(
Ai,Si
)
− sγAi (Ai,Bn−1)
}
(III.97)
and the rest of the derivation follows from Part A. This completes the prove. For the cost function {γB.Ki (ai,bi−1i−K), i= 0, . . . ,n},
since bi−1i−K is the restriction of si = b
i−1 to a subsequence, the above conclusion holds as well.
Next, we give some comments regarding the previous theorem and discuss possible generalizations.
Remark III.1. (Some generalizations)
(1) Suppose the channel is
{
Qi(dbi|bi−1,ai) : i= 0, . . . ,n} and the transmission cost function is γi(T ian,T ibn−1)= γAi (ai,bi−1), i=
0, . . . ,n. Then the statements of Theorem III.1, Part B, remain valid with Qi(dbi|bi−1,ai) replaced by Qi(dbi|bi−1,ai) for
i = 0, . . . ,n, because the state is si = bi−1, and this is determined from the dependence of the cost function γAi (ai,bi−1) on si,
for i = 0, . . . ,n.
(2) Suppose in Theorem III.1, Part B, γi(T ian,T ibn) = γAi (ai,bi), i = 0, . . . ,n, then from (III.95), (III.96) we have
n
∑
i=0
EP
{
γAi (Ai,B
i)
}
=
n
∑
i=0
Epi
{
γA,pii (Si)
}
, γA,pij (s j)
4
=
∫
A j×B j
γAj (a j,s j)Q j(db j|s j,a j)⊗pi j(da j|s j), j = 0, . . . ,n. (III.98)
Hence, the statements of Theorem III.1, Part B remain valid.
Remark III.2. (Equivalence of constraint and unconstraint problems)
The equivalence of constraint and unconstraint problems in Theorem III.1, follows from Lagrange’s duality theory of optimizing
convex functionals over convex sets [44]. Specifically, from [38], it follows that the set of distributions PC1(dan|bn−1) 4=
⊗ni=0Pi(dai|ai−1,bi−1)∈M (An) is convex, and this uniquely defines P[0,n] and vice-versa, directed information as a functional
of PC1(dan|bn−1) ∈M (An) is convex, and by the linearity the constraint set P[0,n](κ) expressed in PC1(dan|bn−1), is convex.
Hence, if their exists a maximizing distribution and the so-called Slater condition holds (i.e., a sufficient condition is the
existence of an interior point to the constraint set), then the constraint and unconstraint problems are equivalent. For finite
alphabet spaces all conditions are easily checked.
Next, the variational equality of Theorem II.1 is applied, together with stochastic optimal control techniques, to provide an
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alternative derivation of Theorem III.1, through upper bounds which are achievable, over the smaller set of channel input
conditional distributions P
A
[0,n]. The next theorem is simply introduced to illustrate the importance of the variational equality
of directed information in extremum problems of feedback capacity, and to illustrate its importance, when considering channels
with limited memory on past channel output symbols.
Theorem III.2. (Derivation of Theorem III.1 via variational equality)
Consider the extremum problem of Class A channels defined by (III.67) (which is investigated in Theorem III.1, Part A).
Let
{
Vi(·|bi−1) ∈M (Bi) : i = 0, . . . ,n
}
be a sequence of conditions distributions on
{
Bi : i = 0, . . . ,n
}
, not necessarily the one
generated by the channel and channel input conditional distributions.
Then
CFB,AAn→Bn = sup{
pii(dai|bi−1):i=0,...,n
} inf{
Vi(dbi|bi−1)∈M (Bi):i=0,...,n
} n∑
i=0
Epi
{
log
(dQi(·|Bi−1,Ai)
dVi(·|Bi−1) (Bi)
)}
(III.99)
= sup{
pii(dai|bi−1)∈M (Ai):i=0,...,n
} n∑
i=0
Epi
{
log
(dQi(·|Bi−1,Ai)
dV ∗i (·|Bi−1)
(Bi)
)}
, i = 0, . . . ,n (III.100)
where
{
V ∗i (·|bi−1) ∈M (Bi) : i = 0, . . . ,n
}
is given by
V ∗i (dbi|bi−1)
4
=Πpii (dbi|bi−1) =
∫
Ai
Qi(dbi|bi−1,ai)⊗pii(dai|bi−1), i = 0,1, . . . ,n. (III.101)
Proof: By the variational equality of Theorem II.1, for any arbitrary conditional distribution, Vi(·|bi−1) ∈M (Bi), i =
0,1, . . . ,n, it can be shown that the following identity holds.
sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n]
n
∑
i=0
∫
log
(
dQi(·|bi−1,ai)
dΠPi (·|bi−1)
(bi)
)
PP(dbi,dbi−1,dai) (III.102)
= sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n]
inf{
Vi(dbi|bi−1)∈M (Bi)
}n
i=0
n
∑
i=0
∫
log
(
dQi(·|bi−1,ai)
dVi(·|bi−1) (bi)
)
PP(bi,bi−1,ai) (III.103)
≤ sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n]
n
∑
i=0
∫
log
(
dQi(·|bi−1,ai)
dVi(·|bi−1) (bi)
)
PP(bi,bi−1,ai), ∀Vi(dbi|bi−1), i = 0, . . . ,n (III.104)
where the last inequality holds for any arbitrary distribution Vi(·|bi−1)∈M (Bi), i= 0,1, . . . ,n, not necessarily the one generated
by
{
Pi(dai|ai−1,bi−1) : i = 0,1, . . . ,n
} ∈P[0,n] and the channel distribution.
Next, define the pay-off function
`(ai,bi−1)
4
=
∫
Bi
log
(
dQi(·|bi−1,ai)
dVi(·|bi−1) (bi)
)
Qi(dbi|bi−1,ai)≡ `(ai,si), si = bi−1, i = 0, . . . ,n (III.105)
Since PP(dbi,dbi−1,dai) = Qi(dbi|dbi−1,ai)⊗P(dai|bi−1)⊗PP(dbi−1), for any arbitrary Vi(·|bi−1) ∈M (Bi), i = 0,1, . . . ,n, by
maximizing the right hand side of (III.104) the following upper bound is obtained.
(III.102)≤ sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n]
n
∑
i=0
∫
log
(
dQi(·|bi−1,ai)
dVi(·|bi−1) (bi)
)
Qi(dbi|dbi−1,ai)⊗P(dai|bi−1)⊗PP(dbi−1) (III.106)
= sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n]
n
∑
i=0
EP
{
`(Ai,Bi−1)
}
(III.107)
(α)
= sup{
pii(dai|bi−1)∈M (Ai|):i=0,...,n
} n∑
i=0
∫
log
(
dQi(·|bi−1,ai)
dVi(·|bi−1) (bi)
)
Ppi(dbi,dbi−1,dai), ∀Vi(dbi|bi−1), i = 0, . . . ,n (III.108)
where Ppi(dbi,dbi−1,dai) =Qi(dbi|dbi−1,ai)⊗pii(dai|bi−1)⊗Ppi(dbi−1), i= 0, . . . ,n, and the equality in (α) is obtained as fol-
lows. Since for each i, the pay-off over which the expectation is taken in (III.107) is `(ai,bi−1)≡ `(ai,si) and {Si : i= 0, . . . ,n} is
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Markov, as shown in the proof of Theorem III.1, then the maximization occurs in the subset satisfying conditional independence
Pi(dai|ai−1,si) = P(dai|si) ≡ pii(dai|si)− a.a.(ai−1,si), i = 0, . . . ,n, hence PP(dbi,dbi−1,dai) = Ppi(dbi,dbi−1,dai), i = 0, . . . ,n,
and (III.108) is obtained.
Since the distribution {Vi(dbi|bi−1) : i = 0, . . . ,n} is arbitrary, by letting this to be the one defined by the channel and{
pii(dai|bi−1) ∈M (Ai) : i = 0, . . . ,n
}
, given by (III.101), i.e., Vi(dbi|bi−1) 4= Πpii (dbi|bi−1), i = 0, . . . ,n, then the following
upper bound holds.
(III.102)≤ sup{
pii(dai|bi−1)∈M (Ai):i=0,1,...,n
} n∑
i=0
∫
log
(
dQi(·|bi−1,ai)
dΠpii (·|bi−1)
(bi)
)
Ppi(dbi,dbi−1,dai) (III.109)
Next, it is shown, that the reverse inequality in (III.109) holds, thus establishing the claim. Recall definition (III.65) of P
A
[0,n].
Since P
A
[0,n] ⊂P[0,n], it can be shown that the following inequality holds.
sup{
pii(dai|bi−1)∈M (Ai):i=0,...,n
} n∑
i=0
∫
log
(
dQi(·|bi−1,ai)
dΠpiii (·|bi−1)
(bi)
)
Ppi(dbi,dbi−1,dai) (III.110)
≤ sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n]
n
∑
i=0
∫
log
(
dQi(·|bi−1,ai)
dΠPi (·|bi−1)
(bi)
)
PP(dbi,dbi−1,dai) = (III.103) (III.111)
where {ΠPi (dbi|bi−1),Πpiii (dbi|bi−1) : i = 0, . . . ,n} are defined by (III.69), (III.70), and {PP(dbi,dbi−1,dai) : i = 0, . . . ,n},
{Ppi(dbi,dbi−1,dai) : i= 0, . . . ,n} are induced by the channel and {Pi(dai|ai−1,bi−1) : i= 0, . . . ,n}, {pii(dbi|bi−1) : i= 0, . . . ,n},
respectively.
Combining inequalities (III.111) and (III.109) establishes the equality in (III.100), under (III.101).
Note that Theorem III.2 can be used to derive Theorem III.1, Part B, by repeating the above derivation, with the supremum
over the set P[0,n] replaced by the set P[0,n](κ) in all equations.
B. Channels Class B and Transmission Costs Class A or B
In this section, the information structure of channel input distributions, which maximize I(An → Bn) is derived for channel
distributions of Class B and transmission cost functions Class A or B. The derivation is based on applying the results of
Section III-A, and the variational equality of directed information, to show the supremum over all channel input conditional
distributions occurs in a smaller set
◦
P [0,n]⊆PA[0,n] ⊂P[0,n] (for Class B transmission costs the subset is strictly smaller, i.e.,◦
P [0,n]⊂PA[0,n]).
The derivation is first presented for any channel distribution of Class B and transmission cost of Class B, with M = 2,K = 1,
to illustrate the procedure, as the derivation of the general cases are similar.
1) Channel Class B and Transmission Cost Class B, M = 2,K = 1: First, consider any channel distribution of Class B,
with M = 2, i.e., Qi(dbi|bi−1,bi−2,ai), i = 0,1, . . . ,n, without transmission cost.
Then the FTFI capacity is defined by
CFB,B.2An→Bn
4
= sup{
Pi(dai|ai−1,bi−1) :i=0,...,n
}
∈P[0,n]
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Bi−2,Ai)
dΠPi (·|Bi−1)
(Bi)
)}
(III.112)
(α)
= sup{
pii(dai|bi−1)∈M (Ai):i=0,...,n
} n∑
i=0
Epi
{
log
(dQi(·|Bi−1,Bi−2,Ai)
dΠpiii (·|Bi−1)
(Bi)
)}
(III.113)
Πpiii (dbi|bi−1) =
∫
Ai
Qi(dbi|bi−1,bi−2,ai)⊗pii(dai|bi−1), i = 0,1, . . . ,n (III.114)
where (α) is due to Theorem III.1, because the set of channel distributions of Class B is a subset of the set of channel
distributions of Class A, and the joint distribution over which Epi{·} is taken is Ppi(dai,dbi)≡Ppi0,pi1,...,pii(dai,dbi), i= 0,1, . . . ,n.
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The main challenge is to show the optimal channel input distribution induces the following conditional independence on the
transition probability of the channel output process: P(dbi|bi−1) = P(dbi|bi−1,bi−2)−a.a.bi−1, i = 0, . . . ,n.
This is shown by invoking, Step 2, of the two-step procedure (i.e., the variational equality of directed information), to deduce
that the maximization in (III.113) occurs in
◦
P
B.2
[0,n]
4
= {pi2i (dai|bi−1,bi−2) : i = 0, . . . ,n} ⊂P
A
[0,n]
4
= {pii(dai|bi−1) : i = 0, . . . ,n},
and that Πpiii (dbi|bi−1) = νpi
2
i (dbi|bi−1,bi−2)− a.a.bi−1, i = 0, . . . ,n, that is, the optimal channel input distribution satisfies
conditional independence property, pii(dai|bi−1) = pi2i (dai|bi−1,bi−2)−a.a.bi−1, i = 0, . . . ,n.
Lemma III.1. (Characterization of FTFI capacity for channels of class B and transmission costs of class B, M = 2,K = 1)
Suppose the channel distribution is of Class B with M = 2.
Define the restricted class of policies
◦
P
B.2
[0,n]⊂PA[0,n] by
◦
P
B.2
[0,n]
4
=
{{
pii(dai|bi−1) : i = 0,1, . . . ,n
} ∈PA[0,n] : pii(dai|bi−1) = pi2i (dai|bi−1,bi−2)−a.a.bi−1, i = 0,1, . . . ,n}.
Then the following hold.
Part A. The maximization in (III.112) over {Pi(dai|ai−1,bi−1) : i = 0, . . . ,n} ∈P[0,n] occurs in the smaller class
◦
P
B.2
[0,n], that
is, it satisfies the following conditional independence.
Pi(dai|ai−1,bi−1) = pi2i (dai|bi−1,bi−2)−a.a. (ai−1,bi−1), i = 0,1, . . . ,n. (III.115)
Moreover, any distribution from the class
◦
P
B.2
[0,n] induces a channel output process {Bi : i = 0,1, . . . ,n}, with conditional
probabilities which are second-order Markov, that is,
ΠPi (dbi|bi−1) = vpi
2
i (dbi|bi−1,bi−2)−a.a. bi−1, i = 0,1, . . . ,n, (III.116)
and the characterization of FTFI capacity is given by the following expression.
CFB,B.2An→Bn = sup
{piMi (dai|bi−1,bi−2)∈M (Ai),i=0,...,n}
n
∑
i=0
Epi
2
{
log
(
dQi(·|Bi−1,Bi−2,Ai)
dvpi2i (·|Bi−1,Bi−2)
(Bi)
)}
(III.117)
≡ sup
{pi2i (dai|bi−1,bi−2)∈M (Ai),i=0,...,n}
n
∑
i=0
I(Ai;Bi|Bi−1,Bi−2) (III.118)
where
vpi
2
i (dbi|bi−1,bi−2) =
∫
Ai
Qi(dbi|bi−1,bi−2,ai)⊗pi2i (dai|bi−1,bi−2), i = 0,1, . . . ,n. (III.119)
Part B. Suppose the following two conditions hold.
(a) γi(T ian,T ibn−1) = γB.1i (ai,bi−1), i = 0, . . . ,n, (III.120)
(b) CFB,B.1An→Bn(κ)
4
= sup{
Pi(dai|ai−1,bi−1) :i=0,...,n
}
∈P[0,n](κ)
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Bi−2,Ai)
dΠPi (·|Bi−1)
(Bi)
)}
(III.121)
= inf
s≥0
sup
{Pj(·|a j−1,b j−1): j=0,...,n}∈P[0,n]
{
I(An→ Bn)− s
{
EP
(
c0,n(An,Bn−1)
)
−κ(n+1)
}}
. (III.122)
The characterization of FTFI capacity is given by the following expression.
CFB,B.2An→Bn(κ) = sup
pi2i (dai|bi−1,bi−2)∈M (Ai),i=0,...,n: 1n+1 Epi
2
{
∑ni=0 γ
B.1
i (Ai,Bi−1)
}
≤κ
n
∑
i=0
I(Ai;Bi|Bi−1,Bi−2) (III.123)
That is, in Part A, B the conditional distribution of the joint process {(Ai,Bi) : i = 0,1, . . . ,n} satisfies (I.28) and the channel
output process {Bi : i = 0,1, . . . ,n} is a second-order Markov process, i.e., its conditional distribution satisfies (I.29).
Proof: Part A. Since the channel distribution of Class B, with M = 2, is a special case the channel distribution (I.15), the
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statements of Theorem III.1 hold, hence (III.112)-(III.114) hold, and the maximization over P[0,n] occurs in the preliminary
set P
A
[0,n] defined by (III.65). By (III.113), and since
◦
P
B.2
[0,n]⊂PA[0,n], then
CFB,B.2An→Bn = sup{
pii(dai|bi−1):i=0,...,n
} n∑
i=0
∫
log
(
dQi(·|bi−1,bi−2,ai)
dΠpii (·|bi−1)
(bi)
)
Ppi(dbi,dbi−1,dai) (III.124)
≥ sup{
pii(dai|bi−1):i=0,...,n
}
∈ ◦P
B.2
[0,n]
n
∑
i=0
∫
log
(
dQi(·|bi−1,bi−2,ai)
dΠpii (·|bi−1)
(bi)
)
Ppi(dbi,dbi−1,dai) (III.125)
≥
n
∑
i=0
∫
log
(
dQi(·|bi−1,bi−2,ai)
dνpi2i (·|bi−1,bi−2)
(bi)
)
Ppi
2
(dbi,dbi−1,bi−2,dai), ∀pi2i (dai|bi−1,bi−2) ∈M (Ai), i = 0, . . . ,n (III.126)
where {(Πpii (dbi|bi−1),vpi
2
i (dbi|bi−1,bi−2)) : i = 0, . . . ,n} are given by (III.114), (III.119), and
{Ppi(dbi,dbi−1,dai), Ppi2(dbi,dbi−1,bi−2,dai) : i = 0, . . . ,n} are induced by the channel and {pii(dai|bi−1),pi2i (dbi|bi−1,bi−2) :
i = 0, . . . ,n}, respectively. Taking the supremum over {pi2i (dai|bi−1,bi−2) : i = 0, . . . ,n}, inequality (III.126) is retained and
hence, the following lower bound is obtained.
CFB,B.2An→Bn = (III.124)≥ sup
{pi2i (dai|bi−1,bi−2):i=0,...,n}
n
∑
i=0
∫
log
(
dQi(·|bi−1,bi−2,ai)
dvpi2i (·|bi−1,bi−2)
(bi)
)
Ppi
2
(dbi,dbi−1,bi−2,dai) (III.127)
≡ sup
{pi2i (dai|bi−1,bi−2):i=0,...,n}
n
∑
i=0
I(Ai;Bi|Bi−1,Bi−2). (III.128)
Next, the variational equality of Theorem II.1 is applied to show the reverse inequality in (III.127) holds. Given a policy from
the set P
A
[0,n], and any arbitrary distribution {Vi(dbi|bi−1) : i = 0, . . . ,n} ∈M (Bi) : i = 0, . . . ,n}, then
CFB,B.2An→Bn = sup
{pii(dai|bi−1):i=0,...,n}
n
∑
i=0
∫
log
(
dQi(·|bi−1,bi−2,ai)
dΠpii (·|bi−1)
(bi)
)
Ppi(dbi,dbi−1,dai) (III.129)
= sup
{pii(dai|bi−1):i=0,...,n}
inf
{Vi(dbi|bi−1)∈M (Bi):i=0,...,n}
n
∑
i=0
∫
log
(
dQi(·|bi−1,bi−2,ai)
dVi(·|bi−1) (bi)
)
Ppi(dbi,dbi−1,dai) (III.130)
where {Ppii (bi,bi−1,dai) : i = 0, . . . ,n} is defined by the channel distribution and {pii(dai|bi−1) : i = 0,1, . . . ,n} ∈P
A
[0,n]. Since
{Vi(dbi|bi−1)∈M (Bi) : i= 0, . . . ,n} is arbitrary, then an upper bound for (III.130) is obtained as follows. Assume the arbitrary
channel output conditional probability is the one satisfying the conditional independence
Vi(dbi|bi−1) =V i(dbi|bi−1,bi−2)−a.a.bi−1, i = 0,1, . . . ,n. (III.131)
Define the pay-off
`i(ai,si)
4
=
∫
Bi
log
(
dQi(·|si,ai)
dV i(·|si)
(bi)
)
Qi(dbi|si,ai), si 4= (bi−1,bi−2), i = 0, . . . ,n. (III.132)
Then, by removing the infimum in (III.130) over {Vi(dbi|bi−1)∈M (Bi) : i= 0, . . . ,n}, and substituting (III.131), the following
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upper bound is obtained.
CFB,B.2An→Bn ≤ sup
{pii(dai|bi−1):i=0,...,n}
n
∑
i=0
∫
log
(
dQi(·|bi−1,bi−2,ai)
dV i(·|bi−1,bi−2)
(bi)
)
Ppi(dbi,dbi−1,dbi−2,dai), ∀V i(dbi|bi−1,bi−2), i = 0, . . . ,n
(III.133)
(α)
= sup
{pii(dai|bi−1):i=0,...,n}
n
∑
i=0
Epi
{∫
Bi
log
(
dQi(·|bi−1,bi−2,ai)
dV i(·|bi−1,bi−2)
(bi)
)
Qi(dbi|bi−1,bi−2,ai)
}
, ∀V i(dbi|bi−1,bi−2), i = 0, . . . ,n
(III.134)
≡ sup
{pii(dai|bi−1):i=0,...,n}
n
∑
i=0
Epi
{
`i(Ai,Si)
}
, ∀V i(dbi|si), i = 0, . . . ,n (III.135)
(β )
= sup
{pi2i (dai|bi−1,bi−2):i=0,...,n}
n
∑
i=0
∫
log
(
dQi(·|bi−1,bi−2,ai)
dV i(·|bi−1,bi−2)
(bi)
)
Ppi
2
(dbi,dbi−1,dbi−2,dai), ∀V i(dbi|bi−1,bi−2), i = 0, . . . ,n
(III.136)
where (α) is by definition, and (β ) is obtained as follows. Since the pay-off in (III.135), i.e, `i(·, ·) is a function of (ai,si), for
i= 0, . . . ,n, then {Si : i= 0, . . . ,n} is the state process controlled by {Ai : i= 0, . . . ,n}. Moreover, by virtue of Bayes’ theorem,
and the channel definition, the following identity holds.
P(dsi+1|si,ai) = P(dsi+1|si,ai), i = 0, . . . ,n−1. (III.137)
In view of the Markov structure of the controlled process {Si : i = 0, . . . ,n}, i.e., (III.137), then the expectation of the pay-off
in (III.135) is given by
n
∑
i=0
Epi
{
`(Ai,Si)
}
=
∫
Bi−1×Bi−2×Ai
`(ai,si)P(dai|si)Ppi(dsi), ∀V i(dbi|si), i = 0, . . . ,n. (III.138)
Thus,
{
P(dsi+1|si,ai), i= 0, . . . ,n−1
}
is the controlled object and by the discussion on classical stochastic optimal control, i.e.,
Feature 1, the supremum over {pii(dai|bi−1) : i = 0, . . . ,n} in (III.133), satisfies pii(dai|bi−1) = pi2i (dai|bi−1,bi−2)−a.a.bi−1, i =
0, . . . ,n.
Alternatively, this is shown directly as follows. Note that
Ppi(dsi) =
∫
P(dsi|si−1,ai−1)P(dai−1|si−1)Ppi(dsi−1) =⇒ Ppi2(dsi) =
∫
P(dsi|si−1,ai−1)P(dai−1|si−1)Ppi2(dsi−1)(III.139)
that is, Ppi(dsi)≡ Ppi2(dsi), depends on
{
P(da j|s j)≡ pi2j (da j|s j) : j = 0, . . . , i−1}, and hence the right hand side in (III.138)
depends on
{
P(da j|s j)≡ pi2j (da j|s j) : j = 0, . . . , i}. This implies, the supremum over {pii(dai|bi−1) : i = 0, . . . ,n} in (III.133),
satisfies pii(dai|bi−1)= pi2i (dai|bi−1,bi−2)−a.a.bi−1, i= 0, . . . ,n, that is, the controlled object is second-order Markov, and conse-
quently, Ppi(dbi,dbi−1,dbi−2,dai)=Qi(dbi|bi−1,bi−2,ai)⊗pi2i (dai|bi−1,bi−2)⊗Ppi
2
(dbi−1,dbi−2)≡Ppi2(dbi,dbi−1,dbi−2,dai), i=
0, . . . ,n. Hence, (III.136) is obtained.
Since {Vi(dbi|bi−1) ∈M (Bi) : i = 0, . . . ,n} satisfying (III.131), is an arbitrary distribution, let
Vi(dbi|bi−1) 4=
∫
Ai
Qi(dbi|bi−1,bi−2,ai)⊗Ppi(dai|bi−1)≡V pii (dbi|bi−1)
=V i(dbi|bi−1,bi−2) 4=
∫
Ai
Qi(dbi|bi−1,bi−2,ai)⊗pi2i (dai|bi−1,bi−2) =V pi
2
i (dbi|bi−1,bi−2) (III.140)
≡νpi2i (dbi|bi−1,bi−2)−a.a.bi−1, i = 0,1, . . . ,n. (III.141)
Then by substituting (III.141) into (III.136), the following inequality is obtained.
CFB,B.2An→Bn ≤ sup
{pi2i (dai|bi−1,bi−2):i=0,...,n}
n
∑
i=0
∫
log
(
dQi(·|bi−1,bi−2,ai)
dvpi2i (·|bi−1,bi−2)
(bi)
)
Ppi
2
(dbi,dbi−1,dbi−2,dai) (III.142)
≡ sup
{pi2i (dai|bi−1,bi−2):i=0,...,n}
n
∑
i=0
I(Ai;Bi|Bi−1,Bi−2) (III.143)
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Combining (III.128) and (III.143), the supremum over {pii(dai|bi−1) : i = 0, . . . ,n} in CFB,B.2An→Bn occurs in the subset
◦
P
B.2
[0,n], and
hence (III.115)-(III.119) are a consequence of this fact. Part B. Using the definition of the transmission cost function (III.120)
and (III.137), then
n
∑
i=0
EP
{
γB.1i (Ai,Bi−1)
}
=
n
∑
i=0
Epi
{
γB.1i (Ai,Bi−1)
}
=
n
∑
i=0
Epi
2
{∫
Ai
γB.1i (ai,Bi−1)pi
2(ai|Bi−1)
}
(III.144)
where the last equality is due to Si = (Bi−1,Bi−2), i = 0, . . . ,n and the sample path pay-off depends only on Bi−1. The above
expectation is a function of {pi2i (dai|bi−1,bi−2) : i = 0, . . . ,n}, hence by Part A, the results are obtained. This completes the
prove.
The following remark clarifies certain aspects of the application of variational equality.
Remark III.3. (On the application of variational equality in Lemma III.1)
(a) The important point to be made regarding Lemma III.1 is that, for any channel of Class B with M = 2 and transmission cost
of class B with K = 1, the information structure of channel input conditional distribution, which maximizes directed information
I(An→ Bn) is I Pi = {bi−1,bi−2}, i = 0,1, . . . ,n, and it is determined by max{K,M}.
(b) From Lemma III.1, it follows that if the channel is replaced by {Qi(dbi|bi−1,ai) : i = 0, . . . ,n}, the information structure of
channel input conditional distribution, which maximizes directed information I(An→ Bn) is I Pi = {bi−1}, i = 0,1, . . . ,n, and
the corresponding characterization of FTFI capacity is
CFB,B.1An→Bn = sup{
piMi (dai|bi−1)∈M (Ai),i=0,...,n
} n∑
i=0
I(Ai;Bi|Bi−1). (III.145)
(c) By Lemma III.1, if the channel is memoryless (i.e., M= 0), and the transmission cost constraint is 1n+1 E
{
∑ni=0 γB.1i (Ai,Bi−1)
}≤
κ , then the information structure corresponding to the channel input conditional distribution, which maximizes directed
information I(An→ Bn), is I Pi = {bi−1}, i = 0,1, . . . ,n, and the corresponding characterization of FTFI capacity is
CFB,B.1An→Bn(κ) = sup
pi1i (dai|bi−1)∈M (Ai),i=0,...,n: 1n+1 Epi
1
{
∑ni=0 γ
B.1
i (Ai,Bi−1)
}
≤κ
n
∑
i=0
∫
log
( dQi(·|ai)
dvpi1i (·|bi−1)
(bi)
)
Ppi
1
(dbi,dbi−1,dai) (III.146)
where
vpi
1
i (dbi|bi−1) =
∫
Ai
Qi(dbi|ai)⊗pi1i (dai|bi−1), i = 0,1, . . . ,n. (III.147)
(d) Memoryless Channels. If the transmission cost constraint in (c) is replaced by 1n+1 E
{
∑ni=0 γB.0i (Ai)
}≤ κ , since the channel is
memoryless, then the derivation of Lemma III.1 can be repeated with (III.131) replaced by Vi(dbi|bi−1) =V i(dbi)−a.a.bi−1, i=
0,1, . . . ,n, to deduce that in all equations in (c), the optimal channel input distribution pi1i (dai|bi−1) is replaced by pii(dai), i=
0, . . . ,n, and CFB,B.1An→Bn(κ) =C
FB,B.0
An→Bn(κ) = suppi(dai):i=0,...,n∑
n
i=0 I(Ai;Bi), as expected. That is, it is possible to derive the capacity
achieving conditional independence property of memoryless channels with feedback, directly, without first showing via the
converse to the coding theorem that feedback does not increase capacity (see [10]).
(e) The derivation of Theorem III.1 is easily extended to any channel of Class B and transmission cost function of Class B
(i.e., with M,K arbitrary); this is done next.
2) Channels Class B and Transmission Costs Class A or B: Consider any channel distribution of Class B defined by (I.16),
i.e., given by {Qi(dbi|bi−1i−M,ai) : i = 0,1, . . . ,n}.
Since the induced joint distribution is PP(dai,dbi) =⊗ij=0Pj(da j|a j−1,b j−1)⊗Q j(db j|b j−1j−M,a j), i= 0, . . . ,n, the FTFI capacity
is defined by
CFB,B.MAn→Bn
4
= sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n]
n
∑
i=0
∫
log
(dQi(·|bi−1i−M,ai)
dΠPi (·|bi−1)
(bi)
)
PP(dbii−M,dai) (III.148)
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where
ΠPi (dbi|bi−1) =
∫
Ai
Qi(dbi|bi−1i−M,ai)⊗Pi(dai|ai−1,bi−1)⊗PP(dai−1|bi−1), i = 0, . . . ,n. (III.149)
The next theorems presents various generalizations of Theorem III.1.
Theorem III.3. (Characterization of FTFI capacity of channel class B and transmission costs of class A or B)
Part A. Suppose the channel distribution is of Class B, that is, PBi|Bi−1,Ai(dbi|bi−1,ai) = Qi(dbi|I
Q
i ), where I
Q
i is given by
I Qi = {bi−1i−M,ai}, i = 0, . . . ,n (III.150)
Then the maximization in (III.148) over P[0,n] occurs in the subset
◦
P
B.M
[0,n]
4
= {Pi(dai|ai−1,bi−1) = piMi (dai|bi−1i−M)−a.a.(ai−1,bi−1) : i = 0,1, . . . ,n} ⊂P[0,n]. (III.151)
and the characterization of the FTFI feedback capacity is given by the following expression.
CFB,B.MAn→Bn = sup{
piMi (dai|bi−1i−M)∈M (Ai):i=0,...,n
} n∑
i=0
Epi
M
{
log
(dQi(·|Bi−1i−M,Ai)
vpiMi (·|Bi−1i−M)
(Bi)
)}
(III.152)
≡ sup{
piMi (dai|bi−1i−M)∈M (Ai):i=0,...,n
} n∑
i=0
I(Ai;Bi|Bi−1i−M) (III.153)
where
vpi
M
i (dbi|bi−1i−M) =
∫
Ai
Qi(dbi|bi−1i−M,ai)⊗piMi (dai|bi−1i−M), i = 0, . . . ,n, (III.154)
Ppi
M
(dai,dbii−M) =Qi(dbi|bi−1i−M,ai)⊗piMi (dai|bi−1i−M)⊗Ppi
M
(bi−1i−M), i = 0, . . . ,n. (III.155)
Part B. Suppose the channel distribution is of Class B as in Part A, and the maximization in (III.148) is over P0,n(κ), defined
with respect to transmission cost γi(·, ·), which is measurable with respect to I γi given by
I γi = {ai,bi−1i−K}, i = 0, . . . ,n (III.156)
and the analogue of Lemma III.1, Part B, (b) holds.
The maximization in (III.148) over
{
Pi(dai|ai−1,bi−1), i = 0, . . . ,n
} ∈P0,n(κ) occurs in the subset
◦
P
B.J
[0,n] (κ)
4
=
{
Pi(dai|ai−1,bi−1) = piJi (dai|bi−1i−J)−a.a.(ai−1,bi−1), i = 0,1, . . . ,n :
1
n+1
Epi
J
(
c0,n(An,Bn−1)
)
≤ κ
}
⊂P[0,n](κ), J 4= max{M,K} (III.157)
and the characterization of FTFI capacity is given by the following expression.
CFB,B.JAn→Bn(κ) = sup{
piJi (dai|bi−1i−J)∈M (Ai):i=0,...,n
}
∈ ◦P
B.J
[0,n](κ)
n
∑
i=0
Epi
J
{
log
(dQi(·|Bi−1i−M,Ai)
dνpiJi (·|Bi−1i−J)
(Bi)
)}
(III.158)
where
Ppi
J
(dbii−J ,dai) =Qi(dbi|bi−1i−M,ai)⊗piJi (dai|bi−1i−J)⊗Ppi
J
(dbi−1i−J), i = 0,1, . . . ,n, (III.159)
νpi
J
i (dbi|bi−1i−J) =
∫
Ai
Qi(dbi|bi−1i−M,ai)⊗piJi (dai|bi−1i−J), i = 0,1, . . . ,n. (III.160)
Part C. Suppose the channel distribution is of Class B as in Part A, and the maximization in (III.148) is over P0,n(κ), defined
with respect to a transmission cost of Class A, {γAi (ai,bi−1) : i= 0, . . . ,n}, and the analogue of Lemma III.1, Part B, (b) holds.
The maximization in (III.148) over
{
Pi(dai|ai−1,bi−1), i = 0, . . . ,n
} ∈P[0,n](κ) occurs in PA[0,n]⋂P[0,n].
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Proof: Part A. The derivation is based on the results obtained thus far, using Step 1 and Step 2 of the Two-Step procedure.
By Step 2 of the Two-Step Procedure, repeating the derivation of Lemma III.1, if necessary, it can be shown that the optimal
channel input distribution occurs in
◦
P
B.M
[0,n].
Part B. The case with transmission cost is shown by applying Lagrange duality to define the unconstraint problem, and then
noticing that the upper bound resulting from the variational equality of directed information is achievable, provided the arbitrary
distribution (analogue of (III.141)) is chosen so that Vi(dbi|bi−1) = vpiJ (dbi|bi−1i−J)− a.a.bi−1, i = 0,1, . . . ,n,J
4
= max{M,K},
establishing (III.157).
Part C. Since the transmission cost is of Class A, {γAi (ai,bi−1) : i = 0, . . . ,n}, and the Channel distribution is of Class B, the
statement of Theorem III.1, Part C holds, hence the set of all channel input distributions, which maximize directed information
I(An→ Bn) =∑ni=0
∫
log
(
dQi(·|bi−1i−M ,ai)
dΠPi (·|bi−1)
(bi)
)
PP(dbii−M,dai), occur in the setP
A
[0,n]. Consequently, the channel output conditional
probabilities are given by
ΠPi (dbi|bi−1) =
∫
Ai
Qi(dbi|bi−1i−M,ai)⊗pi(dai|bi−1)≡Πpii (dbi|bi−1), i = 0, . . . ,n (III.161)
However, any attempt to apply the variational equality of directed information, as done in Lemma III.1, to derive upper bounds on
the corresponding directed information, which are achievable over arbitrary distributions, {Vi(dbi|bi−1)∈M (Bi) : i= 0, . . . ,n},
which satisfy conditional independence condition
Vi(dbi|bi−1) =V i(dbi|bi−1i−L)−a.a.bi−1, for any finite nonnegative L, i = 0,1, . . . ,n (III.162)
will fail. This is because the transmission cost of Class A, depends, for each i, on the entire past output symbols {bi−1}, and
hence the maximization step, using stochastic optimal control, over channel input distributions from the set P
A
[0,n], satisfying
the average transmission cost constraint cannot occur is a smaller subset, i.e., recall Feature 1 of the discussion on classical
stochastic optimal control. This completes the prove.
C. Implications on Dynamic Programming Recursion
In this section, the implications of the information structures of the optimal channel input distributions, are discussed in the
context of dynamic programming.
Channels Class B and Transmission Costs Class B. Consider a channel distribution and transmission cost function, both of
Class B, given by PBi|Bi−1,Ai(dbi|bi−1,ai) = Qi(dbi|bi−1i−M,ai)−a.a.(bi−1,ai),γB.Ki (ai,bi−1i−K), i = 0, . . . ,n.
Since the output process {Bi : i = 0, . . . ,n} is J = max{M,K}−order Markov, i.e., (III.160), holds, and the characterization of
FTFI capacity is given by (III.158), the optimization over
◦
P
B.J
[0,n] (κ) can be solved via dynamic programming, as follows.
Let CB.Jt : Bt−1t−J 7−→R denote the cost-to-go corresponding to (III.158) from time “t” to the terminal time “n” given the values
of the output and input Bt−1t−J = b
t−1
t−J , defined as follows.
CB.Jt (b
t−1
t−J) = sup
piJi (dai|bi−1i−J): i=t,t+1,...,n
Epi
J
{ n
∑
i=t
[∫
Bi
log
(dQi(·|bi−1i−M,Ai)
dνpiJi (·|bi−1i−J)
(bi)
)
Qi(dbi|bi−1i−M,Ai)− sγB.Ki (Ai,bi−1i−K)
]∣∣∣Bt−1t−J = bt−1t−J}
(III.163)
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where s ∈ [0,∞) is the Lagrange and the term (n+1)κ is not included.
Then the cost-to-go satisfies the following dynamic programming recursions.
CB.Jn (b
n−1
n−J) = sup
piJn (dan|bn−1n−J)
{∫
An×Bn
log
(dQn(·|bn−1n−M,an)
dνpiJn (·|bn−1n−J)
(bn)
)
Qn(dbn|bn−1n−M,an)⊗piJn (dan|bn−1n−J)
− s
∫
An
γB.Kn (an,b
n−1
n−K)pi
J
n (dan|bn−1n−J)
}
, (III.164)
CB.Jt (b
t−1
t−J) = sup
piJt (dat |bt−1t−J)
{∫
At×Bt
log
(dQt(·|bt−1t−M,at)
dνpiJt (·|bt−1t−J)
(bt)
)
Qt(dbt |bt−1t−M,at)⊗piJt (dat |bt−1t−J)
− s
∫
At
γB.Kt (at ,b
t−1
t−K)pi
J
t (dat |bt−1t−J)+
∫
At×Bt
CB.Jt+1(b
t
t+1−J)Qt(dbt |bt−1t−M,at)⊗piJt (dat |bt−1t−J)
}
, t = n−1, . . . ,0.
(III.165)
The characterization of the FTFI capacity is expressed via the CB.J0 (b
−1
−J) and the fixed distribution µB−1−J (db
−1
−J) by
CFB,B.JAn→Bn(κ) = infs≥0
{∫
B−1−J
CB.J0 (b
−1
−J)µB−1−J (db
−1
−J)− (n+1)sκ
}
. (III.166)
It is obvious from the above recursions that, that the information structure, {Bt−1t−J : t = 0, . . . ,n}, of the control object, namely,{
piJt (dat |bt−1t−J) : i = 0, . . . ,n
}
, induces transition probabilities of the controlled object,
{
νpiJi (dbt |bt−1t−J) : t = 0, . . . ,n
}
which
are J−order Markov, resulting in a significant reduction in computational complexity of the above dynamic programming
recursions. This is one of the fundamental differences, compared to other dynamic programming algorithms proposed in the
literature, which do not investigate the impact of information structures, on the characterization of FTFI capacity, and by
extension of feedback capacity.
Special Case-Unit Memory Channel Output (UMCO) M = K = 1. Since in this case, J = 1, the corresponding dynamic
programming recursions are degenerate versions of (III.164), (III.165), obtained by setting K = M = 1,J = 1, i.e.,
Qt(dbt |bi−1t−M,ai) 7−→Qt(dbt |bi−1,ai), γB.Kt (at ,bt−1t−K 7−→ γB.1t (at ,bt−1),
piJt (dat |bt−1t−J) 7−→ pi1t (dat |bt−1), CB.Jt (bt−1t−J) 7−→CB.1t (bt−1), t = n, . . . ,0. (III.167)
This degenerate dynamic programming recursion is the simplest, because the joint process
{
(Ai,Bi) : i = 0, . . . ,n
}
is jointly
Markov (first-order), and the channel input conditional distribution is
{
pi1i (da|bi−1) : i= 0, . . . ,n
}
. At each time t, the dynamic
programming recursion involves 3-letters, {bt ,at ,bt−1}, where bt−1 is fixed, for t = n,n−1, . . . ,0.
It is noted that, for the case of finite alphabet spaces {(Ai,Bi) : i = 0, . . . ,n}, the UMCO without transmission cost constraints
is analyzed extensively by Chen and Berger in [30] (and it is discussed by Berger in [45]), under the assumption the optimal
channel input conditional distribution satisfies conditional independence P(dai|ai−1,bi−1) = pi1i (da|bi−1), i = 0, . . . ,n, which
then implies
{
(Ai,Bi) : i = 0, . . . ,n
}
is jointly Markov, and hence the corresponding characrerization of FTFI capacity is given
by CFB,B.1An→Bn = suppii(dai|bi−1):i=0,...,n∑
n
i=0 I(Ai;Bi|Bi−1). To the best of the authors knowledge, the current paper, provides, for the
first time, a derivation of the fundamental assumptions, upon which the results derived in [30], are based on.
The main point to be made regarding this section, is that the information structure of the optimal channel input distribution
maximizing directed information, can be obtained for many different classes of channels with memory, and many different
classes of transmission cost functions, and that the corresponding conditional independence properties of optimal channel input
distributions and characterizations of the FTFI capacity are generalizations of (I.10) and the two-letter capacity formulae of
Shannon, corresponding to memoryless channels.
These structural properties of optimal channel input conditional distributions simplify the computation of the corresponding
FTFI capacity characterization, and its per unit time limiting versions, the characterization of feedback capacity.
Remark III.4. (Generalizations to channels with memory on past channel inputs)
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The reader may verify that the methodology developed this paper, to identify the information structures of optimal channel
input distributions satisfying conditional independence, is also applicable to general channel distributions and transmission
cost functions of the form,{
PBi|Bi−1i−M ,Aii−L(dbi|b
i−1
i−M,A
i
i−L) : i = 0, . . . ,n
}
,
{
γi(Aii−N ,b
i−1
i−K) : i = 0, . . . ,n
}
(III.168)
({N,L} are nonnegative integers) which depend on past source symbols. However, such generalizations of the structural
properties of optimal channel input conditional distributions, are beyond the scope of this paper.
IV. APPLICATION EXAMPLE: GAUSSIAN LINEAR CHANNEL MODEL
The objective of the application example discussed below is to illustrate the role of the information structures of optimal
channel distributions in deriving closed form expressions for feedback capacity, capacity without feedback, and to illustrate
hidden aspects of feedback.
Consider the time-invariant version of a Gaussian-Linear Channel Model (G-LCM) of class B with transmission cost of Class
B, defined by
Bi =C Bi−1+D Ai+Vi, B−1 = b−1, i = 0, . . . ,n, (IV.169)
1
n+1
n
∑
i=0
E
{
〈Ai,RAi〉+ 〈Bi−1,QBi−1〉
}
≤ κ, R ∈ Sq×q++ , Q ∈ Sp×p+ (IV.170)
PVi|V i−1,Ai(dvi|vi−1,ai) = PVi(dvi)−a.a.(vi−1,ai), Vi ∼ N(0,KVi), KVi = KV ∈ S
p×p
++ , i = 0, . . . ,n (IV.171)
where 〈·, ·〉 denotes inner product of vectors, Sq×q++ denotes the set of symmetric positive definite q by q matrices and Sq×q+ the
set of positive semi-definite matrices. The initial state b−1 is known to the encoder and decoder.
From Theorem III.3, the optimal channel input distribution maximizing directed information satisfies conditional independence
Pi(dai|ai−1,bi−1)= pii(dai|bi−1)−a.a.(ai−1,bi−1), i= 0, . . . ,n. Moreover, it can be easily shown, i.e., using the maximum entropy
properties of Gaussian distributions, or by solving the corresponding dynamic programming recursion of the FTFI capacity,
that the optimal distribution satisfying the average cost constraint is Gaussian, i.e., pii(dai|bi−1) ≡ pigi (dai|bi−1), i = 0, . . . ,n,
which then implies the joint process is also Gaussian, i.e, (Ai,Bi,Vi)≡ (Agi ,Bgi ,Vi), i = 0, . . . ,n, provided of course that the RV
B−1 is also Gaussian.
Any such optimal channel input conditional distribution can be realized via an orthogonal decomposition as follows.
Agi
4
=Ugi +Z
g
i , U
g
i = g
B.1
i (B
g
i−1)≡ Γi,i−1Bgi−1, i = 0, . . . ,n, (IV.172)
Zgi is independent of
(
Ag,i−1,Bg,i−1
)
, Zg,i is independent of V i, i = 0, . . . ,n, (IV.173){
Zgi ∼ N(0,KZi) : i = 0,1, . . . ,n
}
is an independent Gaussian process (IV.174)
Moreover, substituting (IV.172) into (IV.169) the channel output process is given by
Bgi =CB
g
i−1+DU
g
i +DZ
g
i +Vi, i = 0, . . . ,n. (IV.175)
The corresponding characterization of the FTFI capacity is the following.
CFB,B.1An→Bn(κ) = sup{
(gB.1i (·),KZi ),i=0,...,n
}
∈E B.1
[0,n](κ)
n
∑
i=0
H(Bgi |Bgi−1)−H(V n) (IV.176)
E B.1[0,n](κ)
4
=
{
(gB.1i (bi−1),KZi), i = 0, . . . ,n :
1
n+1
Eg
B.1
( n
∑
i=0
[
〈Agi ,RAgi 〉+ 〈Bgi−1,QBgi−1〉
])
≤ κ
}
. (IV.177)
Suppose the pair (gB.1i (·),KZi) ≡ (gB.1(·),KZ), i = 0, . . . ,n, i.e., is restricted to time-invariant, and consider the per unit time
limiting version of the characterization of FTFI capacity, defined by CFBA∞→B∞(κ)
4
= limn−→∞ 1n+1
4
=CFB,B.1An→Bn(κ). Then one method
to obtain CFB,B.1A∞→B∞(κ) is via dynamic programming as follows [32], [33].
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Under appropriate conditions expressed in terms of the matrices {C,D,R,Q} [33], there exists a pair
(
JB.1,∗,CB.1(b)
)
,JB.1,∗ ∈R,
CB.1 : Rp 7−→ R, which satisfies the following dynamic programming equation corresponding to CFB,B.1A∞→B∞(κ).
JB.1,∗+CB.1(b) = sup
(u,KZ)∈Rq×Sq×q+
{
1
2
log
|DKZDT +KV |
|KV | − tr
(
sRKZ
)
+ sκ− s
[
〈u,Ru〉+ 〈b,Qb〉
]
+Eg
B.1
{
CB.1(Bg0)
∣∣∣Bg−1 = b}
}
(IV.178)
where s≡ s(κ)≥ 0 is the Lagrange multiplier associated with the average transmission cost constraint.
It can be verified that the solution to the dynamic programming is given by
CB.1(b) =−〈b,Pb〉, (IV.179)
JB.1,∗ = sup
KZ∈Sq×q+
{1
2
log
|DKZDT +KV |
|KV | + sκ− tr
(
s RKZ
)
− tr
(
P
[
DKZDT +KV
])}
(IV.180)
and that the optimal stationary policy gB.1,∗(·) is given by
gB.1,∗(b) = Γ∗b, (IV.181)
Γ∗ =−
(
DT PD+ sR
)−1
DT PC, (IV.182)
P =CT PC+ sQ−CT PD
(
DT PD+ sR
)−1(
CT PD
)T
. (IV.183)
spec
(
C+DΓ∗
)
⊂ Do. (IV.184)
where spec(A)⊂ C denotes the spectrum of a matrix A ∈ Rq×q, i.e., the set of all its eigenvalues, and Do 4=
{
c ∈ C : |c|< 1}
denotes the open unit disc of the space of complex number C. Note that (IV.183) is the well-known Riccati equation of Gaussian
Linear Quadratic stochastic optimal control problems, and Γ∗ ≡ Γ∗(P) corresponds to the positive semi-definite solution P 0
of the Riccati equation [33], satisfying (IV.184), to ensure the eigenvalues of the closed loop channel output recursion (IV.175),
i.e., corresponding to Ug,∗i = Γ
∗Bgi−1, i = 0, . . . ,, are within the open unit disc Do.
The optimal covariance K∗Z is determined from the optimization problem (IV.180) and the Lagrange multiplier, for a given κ ,
i.e., s≡ s(κ) is found from the average constraint. The feedback capacity is given by
CFB,B.1A∞→B∞(κ) = J
B.1,∗ ≡ JB.1,∗(κ), κ ∈ [κmin,∞)⊂ [0,∞). (IV.185)
The analysis of the Multiple Input Multiple Output G-LCM is done in [46], and requires extensive investigation of properties of
solutions to Riccati equations. The complete solution for the scalar G-LCM is presented below, to illustrate additional features,
which are not given in [46].
Scalar Case, p = q = 1,D = 1. By solving (IV.183), the positive semi-definite solution of the Riccati equations is given by
P =
s
(
Q−R+C2 R+F)
2
, F =
√
(R[C−1]2+Q) (R[C+1]2+Q) (IV.186)
The value of Γ∗ ≡ Γ∗(P) is obtained by substituting the positive semi-definite solution of the Riccati equation in (IV.182), to
obtain
Γ∗ =−C
(
Q−R+C2 R+F)
Q+R+C2 R+F
, |C+Γ∗|< 1. (IV.187)
This is valid irrespectively of whether C is stable, i.e., |C|< 1 or unstable, i.e., |C| ≥ 1, and includes, as we show shortly, the
special case Q =C = 0, i.e., corresponding to the memoryless channel.
The optimal covariance K∗Z , is obtained by solving the optimization problem (IV.180), which gives
K∗Z =
1
s (Q+R+C2 R+F)
−KV ≥ 0 (IV.188)
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Fig. IV.2. Feedback capacity for the scalar Linear-Gaussian Channel Model (Q = 1,R = 1,D = 1).
while the Lagrange multiplier, s, is found from the average constraint or by performing the infimum over s ≥ 0 of JB.1,∗
evaluated at (P,K∗Z) given by (IV.180), to obtain
s≡ s(κ) = 1
2(κ+KV R)
. (IV.189)
The minimum power κ required so that the optimal covariance is non-negative, i.e., K∗Z ≥ 0 is found by substituting (IV.189)
in (IV.188) and it is given by
κmin =
KV
(
Q−R+C2 R+F)
2
≥ 0. (IV.190)
Finally by substituting (IV.188) and (IV.189) in (IV.180), the following expression of the feedback capacity is obtained.
CFB,B.1A∞→B∞(κ) =
 0 if κ ∈ [0,κmin)12 log( 2(κ+KV R)KV (Q+R+C2 R+F)
)
if κ ∈ [κmin,∞).
(IV.191)
It can be verified that the value of κmin depends on the values of Q = 0, Q > 0 and |C| < 1, |C| ≥ 1. For Q = C = 0 the
feedback capacity CFB,B.1A∞→B∞(κ) degenerates to that of memoryless channels, as expected.
Next, specific special cases are analyzed to gain additional insight on the dependence of capacity on |C|< 1 and |C| ≥ 1.
(a) Suppose Q = R = 1. Then
F =
√
C4+4, s =
1
2(κ+KV )
, K∗Z =
2κ−KV
√
C4+4−C2 KV√
C4+4+C2+2
. (IV.192)
The feedback capacity is given by
CFB,B.1A∞→B∞(κ) =

0 if κ ∈ [0,κmin)
1
2 log
(
2(κ+KV )
KV
(√
C4+4+C2+2
)
)
if κ ∈ [κmin,∞)
(IV.193)
where κmin =
KV
(√
C4+4+C2
)
2 . Clearly, if C = 0 then κmin = KV and this is attributed to the fact that, the power transfer of the
channel output process is reflected in the average power constraint, i.e., Q = 1.
The feedback capacity for D = Q = R = 1 is illustrated in Fig.IV.2, for stable and unstable values of the parameter C. It
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Fig. IV.3. Feedback capacity for the scalar Linear-Gaussian Channel Model (Q = 0,R = 1,D = 1), where Cun denotes the value of C of the unstable channel
(C=2).
illustrates that there is a minimum value κmin > 0, because the transmission cost function includes the power of the channel
output process, and because of this, part of the power κ is transfer to the channel output.
(b) Suppose D= R= 1,Q= 0. Then the cost constraint is independent of past channel output symbols, and F =C2−1 which
yields
P =
{
0 if C|< 1
C2−1 if |C| ≥ 1. (IV.194)
The optimal strategy which achieves feedback capacity CFB,B.1A∞→B∞(κ) is given by
(
Γ∗,K∗Z
)
=

(0,κ), κ ∈ [0,∞) if |C|< 1
(
− C2−1C , κ+KV (1−C
2)
C2
)
, κ ∈ [κmin,∞), κmin 4= (C2−1)KV if |C| ≥ 1
(
− C2−1C ,0
)
, κ ∈ [0,κmin], if |C| ≥ 1.
(IV.195)
Let CFB,StableA∞→B∞ (κ) denote the feedback capacity if the channel is stable, i.e., |C| < 1 and CFB,UnstableA∞→B∞ (κ) denote the feedback
capacity if the channel is unstable, i.e., |C| ≥ 1. Then, the corresponding feedback capacity is given by the following expressions.
For |C|< 1:
CFB,B.1A∞→B∞(κ)
4
=CFB,StableA∞→B∞ (κ) =
1
2
log
(
1+
κ
KV
)
, κ ∈ [0,∞). (IV.196)
For |C| ≥ 1:
CFB,B.1A∞→B∞(κ)
4
=CFB,UnstableA∞→B∞ (κ) =

1
2 log
(
1+ κKV
)
− log |C| if κ ∈ [κmin,∞)
0 if κ ∈ [0,κmin].
(IV.197)
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Then it is clear from (IV.196) and (IV.197), that
CFB,UnstableA∞→B∞ (κ) =C
FB,Stable
A∞→B∞ (κ)− log |C|, κ ∈ [κmin,∞). (IV.198)
Therefore, the rate loss due to the instability of the channel is given by
Rate Loss of Unstable Channels
4
=CFB,StableA∞→B∞ (κ)−CFB,UnstableA∞→B∞ (κ) =

1
2 log
(
1+ κKV
)
, κ ∈ [0,κmin]
log |C|, κ ∈ [κmin,∞).
(IV.199)
The feedback capacity of a stable channel (C = 0.5) and an unstable channel (C = 2), is depicted in Fig. IV.3. The dotted
arrow denotes the rate loss due to the instability of the channel with parameter C = 2, which is equal to log2 = 1 bit. It is
worth noting that for unstable channels, the feedback capacity is zero, unless the power κ exceeds the critical level κmin. This
the minimum power required to stabilize the channel. Beyond this threshold all the remaining power (κ−κmin) is allocated to
information transfer.
On the other hand, if the channel is stable, i.e., |C| < 1, since Q = 0, there is no emphasis on power transfer of the channel
output process, and feedback capacity degenerates to the capacity of memoryless additive Gaussian noise channel, i.e., feedback
does not increase capacity compared to that of memoryless channels, as verified from (IV.196). This is, however, fundamentally
different from the case |C|< 1 and Q> 0 discussed in (a).
V. CONCLUSION
Stochastic optimal control theory and a variational equality of directed information are applied, to develop a methodology to
identify the information structures of optimal channel input conditional distributions, which maximize directed information, for
certain classes of channel conditional distributions and transmission cost constraints. The subsets of the maximizing distributions
are characterized by conditional independence.
One of the main theorems of this paper states that, for any channel conditional distribution with finite memory on past
channel outputs, subject to any average transmission cost constraint corresponding to a specific transmission cost function, the
information structure of the optimal channel input conditional distribution, which maximizes directed information, is determined
by the maximum of the memory of the channel distribution and the functional dependence of the transmission cost function
on past channel outputs. This theorem provides, for the first time, a direct analogy, in terms of the conditional independence
properties of maximizing distributions, between the characterization of feedback capacity of channels with memory, and
Shannon’s two-letter characterization of capacity of memoryless channels.
Whether a similar method, based on stochastic optimal control theory and variational equalities of mutual and directed
information, can be developed for extremum problems of capacity of channels with memory and without feedback, and
for general extremum problems of network information theory, remains, however to be seen.
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