u(x, y) ¿ -I u(x + p cos 6, y + p 2-K J o sin 6)dd holds for every point (x, y) in R and for every value of p>0, such that the circular disc with center (x, y) and radius p is entirely comprised in R.1¡.
We have the following theorem:
A function u(x, y), continuous in a region R, is subharmonic there if and only if the inequality i rr i r21 -I I u(x + £, y + i))d£dr) ¿ -I u(x + p cos 6, y + p sin 8)d6
p2x J J (,+v,<p, 2x J o holds for every point (x, y) in R and for every p>0, such that the circular disc with center (x, y) and radius p is entirely comprised in i?. § 0.4. In the second of the joint papers by Dr. Beckenbach and myself, referred to in 0.1, the following theorem was proved in connection with an investigation of the isoperimetric inequality.
The logarithm of a function u(x, y), continuous and positive in a region R, is subharmonic there if and only if the inequality r 1 C C T/2 i riT holds for every point (x, y) in R and for every p>0, such that the circular disc with center at ix, y) and with radius p is entirely comprised in R.
0.5. The theorems in 0.3 and 0.4 are clearly two links in a chain of similar theorems. In the paper referred to in 0.4, some rather incomplete remarks were made concerning the character of these theorems. On account of the close analogy between subharmonic functions of two variables on the one hand and convex functions of one variable on the other, f there arose in this manner certain problems concerned with convex functions. We shaU indicate briefly the character of the problems thus suggested. X See, for instance, Pólya and Szegö, Aufgaben und Lehrsätze aus der Analysis, vol. 1 (Berlin, [March 0.9. The theorems in 0.3 and 0.4 suggest, by implication, the problem of determining couples of exponents (7, 8) such that Cy = C*. In conversations between Dr. Beckenbach and myself, it was foundf that Ct c C, for 27 + 8 -3 -04
Dr. Beckenbach proved then that Cy c Cj* for 27 + S -3 = 0 and 0 ¿ y ¿ 1.
Thus it was established that
Cy m Cj* for 27 + Ô -3 = 0 and 0 ¿ y ¿ 1. t
In a seminar on convex functions, held at Ohio State University in 1933-34, the topics just described came up again for discussion. I found, against my own expectation, that the implication (1) Cy c Cj* for 2T + 5 -3 = 0 did not hold generally. On the other hand, members of that seminar verified (1) for a number of values of 7 outside of the interval 0^7 is 1, considered by Dr. Beckenbach. The purpose of this paper is to present the results of an investigation suggested by the situation just described. 0.11. For the sake of brevity, we restrict ourselves to state in this introduction the main results only. A number of applications, in particular a complete discussion of the relation Cy = C*, will be considered in §4. 0.12. Besides the mean I(J, x, h, a), defined in 0.6, we shall use also another mean value A(J, x, h, 0), defined as follows: r/(x -hy + f(x + hyy-i» Aif, x, h, ß) = lu-'-^--J , if ß * 0,
Again, ß is a real exponent, /(x) a function continuous and positive in Xi<x<x2, and x and h are supposed to satisfy Xi<x -â<x+â<x2. As is t These conversations, as well as the investigations published in the papers quoted in foot note t, p. 266, were carried on in 1932-33 while Dr. Beckenbach worked as a National Research Fellow at Ohio State University.
X For the sake of accuracy, it should be mentioned that we only considered at that time the case of functions with continuous first and second derivatives. Concerning the case of general continuous functions, see the remarks made in 0.15. well known, A(f, x, h, ß) is a continuous and increasing function of ß for -oo <(3< + oo.t 0.13. Denote by E the set of all pairs (a, ß) for which the following assertion is true: every function f(x), which is continuous, positive and convex in Xx <x <x2 satisfies the inequality I(f, x, h, a)^A (f, x, h, ß) for all values of x and h such that xx<x -h<x+h<x2.
Denote by E the set of all pairs (a, ß) for which the following assertion is true: if a function f(x), which is positive and continuous in Xx<x<x2, satisfies the inequality I(f, x, h, a) g A (f, x, h, ß) for all values of x and h such that Xx<x-h<x+h<x2, then f(x) is convex in Xx<x<x2. Our main result is the explicit determination of these sets E, E. As we shall prove in §2, a pair (a, ß) belongs to E if and only if one of the following four conditions is satisfied. J I. a á -2ondß à 0. IV. 1 g a and ß ^ó
As we shaU prove in §3, a pair (a, ß) belongs to Ê if and only if 3ß-a -2 g 0. The corresponding results for concave functions will be given in §4. 0.14. The following remarks should be made concerning the method used in this paper. Whenever we shall be concerned with deriving an inequality of the form I(f, x, h, a)^A(f, x, h, ß) for a functionf(x) with certain convexity t See second footnote on p. 267. t The following remarks may be helpful to the reader in making a picture of the set E. Define three functions ipi(a), fa(a), tfi(a) as follows:
V-i(a) = 0, -« <a < + <*>; , s « + 2 4w>) = -z~, -°° < a < + °° ; Í0, if -» < a È -1, a log 2 --S--> if -1< a < + » anda^O, log (a + 1) log 2, if a = 0.
Then E consists of all points (a, ß) such that
where the symbol max means the largest of the numbers which it precedes. The function fofa) is positive, increasing and concave for -Ka< + », as is easily seen by differentiation. The curves 0"=^s(a) and /3=^5(a) intersect each other at the points (-2, 0), ( -i, i) and (1, 1).
properties, it will be possible to reduce the discussion to the case when /(x) is linear. The means / and A can be computed then explicitly, and our arguments will consist, generally speaking, of a more or less accurate discussion of the graphs of certain elementary functions. The result (2) Cy c Cj* for 27 + S -3 = 0 and 0 ¿ y ¿ 1, proved by Dr. Beckenbach, is a particular case which comes under this description (see 4.8-4.9 below). The proof of Dr. Beckenbach for (2) consisted of quite elementary, but rather elaborate, computations, and the same remark applies, unfortunately to an even greater extent, to the arguments used in the present paper. While the general appearance of our inequalities strongly suggests the use of the simple and fundamental inequalities named after Holder and Minkowski,f I was unable to establish a connection in this direction.
0.15. Whenever we shall be concerned with deriving, from an inequality of the form I(J, x, h, a) ¿Aif, x, h, 0), certain properties of convexity for fix), the results will be quite trivial in case fix) has continuous first and second derivatives. On the other hand, I had to follow rather devious ways to deal with the case of general continuous functions.^ While it seems quite natural to establish those results first under the assumption of continuous first and second derivatives and to handle the general case by approximation, I was unable to carry out this program in a generality sufficient for the purposes of this paper.
The purpose of the remarks made in 0.14 and 0.15 is to call the attention of the reader to situations which might quite possibly suggest some interesting investigations.
0.16. In Part 1 of this paper, certain elementary functions, used in the sequel, are discussed. In Parts 2 and 3 respectively, we shall give the explicit determination of the sets E and Ë, defined in 0.13. Finally, Part 4 will be concerned with extensions and miscellaneous applications. ber of positive roots of the equation Q(u) =0 is gra -1, every root being counted with the proper multiplicity, f 1.2. Let a, ß denote real numbers such that (3) a 9* 0, a + 1 9* 0, ß 9* 0, 3/3 -a -2 9* 0, and consider the function 1 a+1 a+1 1
of the real variable u>0. We shall need a few simple properties of P(u). 1.3. Given a and /3, such that (3) is satisfied, there exists an e >0 such that sgn P(u) = sgn [(a + 1)(3|8 -a -2)] for 1 -e < u < 1.
This follows immediately from
by using Taylor's formula. 1.4. The function P(u), defined in 1.2, has at most one root in the interval 0<w<l.
If such a root exists, then it is a simple root.
Indeed, on account of P(l) =P'(1) =P"(1) =0, P'"(Y)9* 0, we have a root of multiplicity 3 at u = 1. A direct computation shows that
Hence, if there are a roots in the interval 0 <u< 1, then there are also a roots in the interval Ku< + x. By 1.1, there are at most five positive roots. Hence, 3 + 2<rg5, and consequently <rgl.
1.5. Supposing again that a, ß satisfy conditions (3), we shall consider the function l~|1/a r 1 »"+' -n>
We shall need a few simple properties of this function <p(ra). 1.6. Given a and ß, such that (3) is satisfied, there exists an e >0 such that (5) sgn <t>(u) = -sgn (3ß -a -2) for 1 -« < u < 1.
Indeed, we see from (4) that f The change of variable u = e' reduces Q(u) to an exponential polynomial for which the result is well known. Cf. J. Tamarkin, Some general problems, etc., Mathematische Zeitschrift, vol. 27 (1928), p. 28.
(6) 4>iu) -> 0 for u -> 1.
We also find, by a direct computation, that
where P(«) is the function defined in 1.2. Since 0<«<1, it follows that
By 1.3 there exists an e >0 such that (9) sgn 4,'iu) = sgn (3)3 -a -2) for 1 -e < u < 1.
Relation (5) is derived from (6) and (9) by using the mean-value theorem. 1.7. By inspection of formula (4) Indeed, we have (see formula (9) in 1.6), sgn 4>'iu) = sgn (3j8 -a -2) for 1 -e < u < 1, where e is some positive constant. Since, by assumption, 3/3 -a -2>0, we have therefore (11) </.'(«) > Ofor 1 -e < « < 1.
increasing in 0 <u < 1. Also, cp(m)->0 for «->1. Thus rp(w) <0 in 0 <u < 1, and (10) is proved.
Case II. <p'(w) has some zero in 0<«<1. From (7) it follows that </»'(w) and P(m) have the same number of roots in 0<«<1.
But (see 1.4) P(«) has at most one root in 0 <u < 1. Thus cp'(w) has exactly one root in 0 <u < 1, and this root, which we denote by ua, is a simple root. Hence cp'(w) changes its sign at «o. Since <p'(u) >0 for u close to 1 (see (11) That is to say, <j>(u) increases in u0<u< 1 and decreases in 0 <u <u0. Consequently, 0(w) < <K+ 0) in 0 < u g «o, and d>(u) < lim <t>(u) = 0 in «o g « < 1 ■ Thus (10) is proved.
1.9. In a similar way, we obtain the following lemma:
If 3ß-a-2<0, then 4>(u) > min [<*>(+ 0), 0] for 0 < u < 1.
2. Determination of the set E 2.1. In 0.13, we defined the set E as the set of all pairs (a, ß) such that the inequality
is satisfied by every function f(x) which is positive, continuous and convex in Xx<x<x2. The inequality (12) is supposed to be satisfied for all values of x and h such that xl<x -h<x+h<x2. We shall determine this set E explicitly.
2.2. Suppose that (a, ß) satisfies one of the conditions I-IVof 0.13. Then, as we shall show presently, (a, ß) is in E.
2.3. We first prove this under the assumption that/(a;) is linear :f f(x) = l(x) = ax + b > 0 in Xx < x < x2, and a log 2 (13) a9*0,a+l9*0, ß9*0,3ß-a-29*0, ß9*-log (a + 1)
Without loss of generality, we can assume that lix -K)9* lix+h). Otherwise, lix) reduces to a constant and (12) is trivial. We write the inequality (12) in the form
Iif, x, h, a) (14) log J < 0.
&Aif,x,h,ß)
Since fix) has the special form ax + b, the mean 7(/, x, h, a) can be computed explicitly. Thus we find that (14) is equivalent to the inequality Thus our assertion is proved under the assumption that/(x) is linear and that a, ß are further restricted by (13). 2.4. Let now/(x) be a general continuous and positive convex function in Xi <x <x2. Let (a, ß) satisfy one of the four conditions of 0.13, and suppose for a moment that ( 13) is also satisfied. Let x and h be such that xi < x -h < x+A<x2, and denote by / the linear function which coincides with/ at x -h and x+h. Then we have (15) A(f,x,h,ß)=A(l,x,h,ß).
Since/is convex, we have f ¿I in the interval (x -h, x+h). Hence:
(16) I(f,x,h,a)¿I(l,x,h,a).
By 2.3 we have (17) I(l,x,h,a)¿A(l,x,h,fi).
(15), (16) and (17) yield (18) Iif,x,k,a) á A if, x,h,ß).
Thus the assertion in 2.2 is proved under the restriction (13). An easy continuity consideration will allow us, however, to remove this restriction and thus to complete the proof of our assertion in 2.2. 2.5. So far we have proved that every pair (a, ß) which satisfies one of the four conditions of 0.13 belongs to E. We shall prove now that every pair (a, ß) in E satisfies one of the four conditions 0.13 and then the theorem of 0.13 concerning E will be completely proved.
2.6. We shall need the following trivial remark: if (a, 0)cE, and i?^0, then ia -rj, ß + y) c E.
To see this, let fix) be any positive and continuous convex function in xx<x<x2, and let x and h be such that x1<x-h<x+h<x2.
Since (a, ß) c E,
we have then (19) I(f,x,h,a)^A(f,x,h,ß).
We also have, since 7 and A are increasing functions of their last arguments, the inequalities (20) Iif, X, h, a -,) g Iif, x, h, a),
(19), (20) and (21) yield
Thus (a-n, ß+ri)cE.
2.7. Suppose now that (a, ß)cE, and suppose that, in contradiction to the assertion made in 2.5, the pair (a, ß) satisfies none of the four conditions of 0.13. We shaU show that these assumptions lead to a contradiction.
Let J7 be a small positive number, and put ä = a -i], ß = ß + rj.
Then, if r¡ >0 is sufficiently small, (a, /S) will not satisfy any of the four conditions of 0.13 either. Furthermore, if 77 >0 is suitably chosen, (a, ß) will satisfy the relations 5^0,5+1^0,^0, 3/3 -a -2 9* 0.
Finally, on account of 2.6, (a, ß) will also belong to E. 2.8. Writing again (a, ß) for (a, ß) to simplify the notation, we would have a pair (a, ß) satisfying the following conditions : (a, ß) c E; (22) K a 9* 0, a + 1 9* 0, ß 9* 0, 3/3 -a -2 5¿ 0.
Besides, (a, /8) satisfies none of the four conditions of 2.2. Clearly, (a, ß) satisfies then one of the following three conditions: (23) a+ 1 < 0and/S < 0, a log 2 (24) a + 1 > 0 and ß < log(a+l) (25) 3/3 -a -2 < 0.
2.9. From (a, ß) c E we infer that the inequality is ¿ 0 in 0 <u < 1. On account of (22), we can use the lemmas developed in §1.
If either (23) or (24) holds, we have (see 1.7) <*>(+ 0) > 0. If (25) holds, then (see 1.6) sgn 4>iu) = -sgn i3ß -a -2) = +1 for 1 -e < u < 1 where e is some positive constant. Hence <p(w) ¿ 0 is not satisfied. This contradicts (26), and the proof is complete.
3. Determination of the set Ê 3.1. The set ~E has been defined in 0.13 as consisting of all pairs (a, ß) such that the inequality (27) Of, x, h, a) g Aif, x, h, ]8)
implies the convexity of the function/(x). It is assumed that (27) holds for all values of x and h such that Xi<x-h<x+h<x2, and that fix) is positive and continuous in xi<x<X2.
We shall now prove that (a, ß) c E if and only if 3/3-a -2 ¿ 0.
3.2. We shall need the following trivial remark: if (a, ß) c E, and r/>.0, then (a+r?, ß -r])cE.
Indeed, suppose that /(x) is a positive and continuous function in Xi<x<x2 which satisfies the inequality (28) Iif,x,h,a + v)¿Aif,x,h,fi-r,)
for all values of x and h such that Xi<x -ä<x+A<x2. Since / and A are increasing functions of their last arguments, we have (;,9) I if, x, h, a) ¿ I if, x,h,a + v),
Aif,x,h,ß-r,)£A(f,x,h,ß).
(28), (29) and (30) yield (31) Iif, *,*,«) £Aif,x,k,ß).
Since (a, ß) c Ê, it follows from (31) that/(#) is convex. Thus, starting from (28), we proved that/(a;) is convex. Hence (28) implies the convexity of /(*), and consequently (a+ij, ß -r,) c Ê.
3.3. We shall show first: if 3/3-a -2 >0, then (a, ß) is not in Ê. Suppose that (32) 3/3 -a -2 > 0.
Let a and r¡ be two constants such that <r > 1, v > 0, and put
If a is close enough to 1 and r\ close enough to zero and suitably chosen, then (a, ß) will satisfy the relations a 9* 0, a + 1 9* 0, /3 5¿ 0, 3ß -a -2 j¿ 0.
We set up the function
La + 1 « -1 J *(«) = log----=----j 0 < u < 1.
+ uß\llß
On account of 1.6, we have an e>0, such that sgn 4>iu) = -sgn (3/3 -S -2) for 1 -e < « < 1.
Hence, by (32), (34) 4>iu) < 0 for 1 -e < u < 1.
We define now a positive linear function I by the conditions (35) lixi) = 1 -e, lix2) = I, xx < x < x2.
We assert that / satisfies the inequality (36) IQ, x, Ä, a) g Ail, x, h,ß)
for all values of x and h such that Xi<x -h<x+h<xt. If we put /(* -h)
then (see 2.3) this assertion is equivalent to the assertion (38) <>(«") ¿ 0.
But, from (35) and (37) and the linearity of /(x) we have (39) 1 -e < «o < 1 • Hence (38) and consequently (36) follow from (39) and (34). Consider now the function
This function/(x) is continuous and positive in xx<x<x2. If we raise (36) to the power 1/cr, then by (33) and (40), (40*) Iif,x,h,a + V)¿Aif,x,h,fi-r,).
On the other hand, we find from (40) f'(x) = -(-l\lixYi-2^i"il'ix))2.
Since cr>l, we see that/"(x)<0 in Xi<x<x2. Hence/(x) is not convex in Xi<X<X2.
To summarize, we have exhibited a function/(x), which is continuous and positive in Xi<x<x2 and which satisfies (40*) for all values of x and h such that Xi<x-â<x+â<x2, and which is not convex in Xi<x<x2. This shows that ia+T), ß -rj) is not in E. From 3.2, it follows finally that (a, ß) is not in E either.
3.4. We show next that if 3ß-a -2 ¿ 0, then (a, ß) c £.f We first assume that the pair (a, ß) also satisfies the conditions (41) 3ß -a -2 < 0, a 5¿ 0, a + 1 ^ 0, ß ¿¿ 0.
Let/(x) be any positive continuous function in xx<x<x2 which satisfies the inequality (42) Hf,x,h,a)¿Aif,x,h,fi)
for all values of x and h such that xx<x -h<x+h<x2. We have to show that fix) is convex.
Suppose fix) is not convex. Then we have an x0 and an ho such that Xi<x0 -Ao<x0+Ao<x2 and fixo) >-Clearly, we have then two numbers ai, bx such that Xo -ho<ax<bx<x0+ho and such that the following is true: if Ixix) is the linear function defined by lx(ai)=f(ai), h(bx) =f(bi), then ¿i</in ai<:r<ôi.
3.5. By a simple reasoning whose details may be left to the reader,f we infer from this situation the existence of a number x and of two sequences a" and b", such that the following hold: I. ai<a"<a"+i< x<èn+i<ôn<ôi.
IL a"->», b"->x. III. If/" is the linear function defined by Z"(a") =f(an),ln(bn) =f(bn), then h g /in a" g x g bn.
IV. For ra = 1 we have, on account of 3.4, the stronger relation li < fia. a{< x < hi.
V. All the lines y = ln(x) are parallel to each other.
3.6. From III in 3.5 we infer that From (43), (44), (42) we see that (45) I(ln, Xn, hn, a) g A(ln, X", h", ß) .
From IV in 3.5 it follows that for ra = 1 we have the stronger inequality As observed in 2.3, the inequality (45) is equivalent to the fact that the function 4>(u) of 1.5 satisfies (47) *(«") ¿ 0.
On account of 1.6, we have an e >0 such that sgn 4>iu) = -sgn (3/3 -a -2) for 1 -e < u < 1.
Hence, with regard to (41), (48) 4>(u) > 0 for 1 -t < u < 1.
Since ur-»1, (48) and (47) obviously contradict each other for large values of n. Thus the assumption that/(x) is not convex is shown to lead to a contradiction.
3.9. We drop now the last three restrictions in (41) and we assume only that 3/8 -a -2<0. If r;>0 is sufficiently small, then 5=0 -77, ß=ß + f] will satisfy all four conditions stated in (41). Hence, as proved above, (a, ß) c~E. From 3.2 it follows then that (a, ß) = (ä+rj, ß -rj) also belongs to Ë.
3.10. It remains to show that if From (49) we get 3/3 -a -27 2(1 -y) (52) 3/3 -a -2 = --=-< 0.
7 7
But then, on account of 3.9, (51) implies that gix) is convex. That is to say: fix)"1 is convex, whenever 7>1. Allowing y-»1 we conclude finally that fix) itself is also convex. Thus we see that (50) implies the convexity of fix), which proves that (a, ß) c Ê.
Miscellaneous applications
4.1. In what precedes, we were concerned with convex functions. The lemmas developed in §1 cover however the case of concave functions also. Since the proofs result by obvious modifications of those we used for convex functions, we restrict ourselves to statements of results.
4.2. Let us define the set E* as consisting of all pairs (a, ß) such that the following assertion is true: every function fix), which is positive, continuous and concave in Xx<x<xt, satisfies the inequality I(J, x, h, a) ^Aif, x, h, ß) for all values of x and h such that Xx<x -h<x+h<x2. 4.3. Let us define the set E* as consisting of all pairs (a, ß) for which the following assertion is true: if a function fix), which is positive and continuous in Xx<x<Xt, satisfies the inequality I if, x, h, a)^A (J, x, h, ß) for all values of x and h such that Xx<x-h<x+h<x2, then fix) is concave in xi<x<x2.
Theorem. The pair (a, ß) belongs to Ë* if and only if 3ß-a -2^0.
4.4.
We proceed now to present a few applications of the preceding results.
We shall say that the inequality For /3 = -1, we obtain the following from 4.4 :
There does not exist any inequality of the form /(/, x, h, a) ¿ harmonic mean of fix -h) and fix + h), which would be characteristic for positive and continuous convex functions.
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We leave it to the reader to formulate the corresponding theorems for concave functions, on the basis of 4.5.
4.7. The results developed in this paper imply an infinity of sharp inequalities for convex and for concave functions. We wish to illustrate this point on the following special example. Let us ask for the best inequality of the form (54) Of, x, h, 2) ZAif, x, h,ß), which is satisfied by all positive and continuous convex functions. Since the right-hand side of (54) is an increasing function of ß, our problem requires the determination of the smallest value of ß such that (54) holds for every continuous and positive convex function. In other words, we have to determine the smallest ß such that the pair (2, ß) is in the set E defined in 0.13. It follows from 0.13 that this smallest value is 4/3. Hence:
The inequality Clearly, our results permit us to determine, for every fixed a and for every fixed ß, the sharp inequality of the form I(f, x, h, a)^A(f, x, h, ß) for convex functions, and to answer the corresponding questions for concave functions.
4.8. As a last application, we shall present and discuss a theorem which gives a complete answer to the question raised in 0.9 concerning the classes Cy and C*. This theorem is an immediate consequence of our results concerning the sets E, E, E*, Ë*. We shall reproduce the reasoning in the case 7>0. The verification of the theorem for the cases 7<0 and 7 = 0 will be left to the reader. 4.9. Suppose then that 7>0 and let us ask for all those values of 5, if any, for which Cy = C*.
