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ABSTRACT
In this paper, we consider minimizing a sum of local convex
objective functions in a distributed setting, where the cost of
communication and/or computation can be expensive. We ex-
tend and generalize the analysis for a class of nested gradient-
based distributed algorithms (NEAR-DGD, [1]) to account
for multiple gradient steps at every iteration. We show the
effect of performing multiple gradient steps on the rate of con-
vergence and on the size of the neighborhood of convergence,
and prove R-Linear convergence to the exact solution with
a fixed number of gradient steps and increasing number of
consensus steps. We test the performance of the generalized
method on quadratic functions and show the effect of multiple
consensus and gradient steps in terms of iterations, number of
gradient evaluations, number of communications and cost.
Index Terms— Distributed Optimization, Communica-
tion, Optimization Algorithms, Network Optimization
1. INTRODUCTION
The focus of this paper is on designing and analyzing dis-
tributed optimization algorithms that employ multiple agents
in a connected network with the collective goal of minimizing
min
x∈Rp
h(x) =
n∑
i=1
fi(x), (1.1)
where convex function h : Rp → R is the global objec-
tive function, convex function fi : Rp → R for each i ∈
{1, 2, ..., n} is the local objective function available only to
agent i, and vector x ∈ Rp is the decision variable that the
agents are optimizing cooperatively. Such problems arise in a
plethora of applications such as wireless sensor networks [2–
5] , smart grids [6, 7], multi-vehicle and multi-robot networks
[8–10] and machine learning [11–14], to mention a few.
In order to optimize (1.1) it is natural to employ a dis-
tributed optimization algorithm, where the agents iteratively
perform local computations based on a local objective func-
tion and local communications, i.e., information exchange
with their one-step neighbors in the underlying network. To
decouple the computation of individual agents, problem (1.1)
is often reformulated as the following consensus optimization
problem [15, 16],
min
xi∈Rp
n∑
i=1
fi(xi) (1.2)
s.t. xi = xj , ∀i, j ∈ Ni,
where xi ∈ Rp for each agent i ∈ {1, 2, ..., n} is a local
copy of the decision variable, and Ni denotes the set of (one-
step) neighbors of the ith agent. The consensus constraint
imposed in problem (1.2) enforces that local copies of neigh-
boring nodes are equal; assuming that the underlying network
is connected, the constraint ensures that all local copies are
equal and as a result problems (1.1) and (1.2) are equivalent.
For compactness, we express problem (1.2) as
min
xi∈Rp
f(x) =
n∑
i=1
fi(xi) (1.3)
s.t. (W⊗ Ip)x = x,
where x ∈ Rnp is a concatenation of all local xi’s, W ∈
Rn×n is a matrix that captures information about the under-
lying graph, Ip is the identity matrix of dimension p, and
the operator⊗ denotes the Kronecker product operation, with
W ⊗ Ip ∈ Rnp×np. Matrix W, known as the consensus ma-
trix, is a symmetric, doubly-stochastic matrix with wii > 0
and wij > 0 (i 6= j) if and only if i and j are neighbors in
the underlying communication network. This matrix has the
property that (W ⊗ Ip)x = x if and only if xi = xj for all
i and j in the connected network , i.e., problems (1.2) and
(1.3) are equivalent. Moreover, the matrix W has exactly one
eigenvalue equal to 1 and the rest of eigenvalues have abso-
lute values strictly less than 1. We use β, with 0 < β < 1, to
denote the second largest, in magnitude, eigenvalue of W.
In this paper, we investigate a class of first-order primal
methods that perform nested communication and computa-
tion steps and that are adaptive. Our work is closely related to
a few lines of research that we delineate below:
1. distributed first-order primal algorithms [15–24]:
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methods that use only gradient information and operate
in primal space (i.e., directly on problem (1.3));
2. nested [1, 25–28]: methods that decompose the com-
munication and computation steps and perform them
sequentially;
3. communication efficient [14, 29–35]: methods that in-
corporate communication considerations in the design;
4. exact [1, 36–40]: methods that converge to the opti-
mal solution using a fixed steplength on strongly con-
vex functions;
5. adaptive [1, 25, 27]: methods that do not perform a
fixed number of communication and/or gradient steps
per iteration.
The main innovation of this paper is to extend and gener-
alize the existing analysis for a class of nested gradient-based
distributed algorithms to account for multiple gradient steps at
every iteration. More specifically, we focus on variants of the
NEAR-DGD method proposed in [1] and analyze a general
algorithm that (potentially) takes both multiple consensus and
gradient steps at every iteration. We show the effect (theoret-
ically and empirically) of performing multiple gradient steps
on the rate of convergence and the size of the neighborhood.
Moreover, we prove R-Linear convergence to the exact solu-
tion for the NEAR-DGD method that employs a decreasing
number of gradient steps and an increasing number of con-
sensus steps using a constant steplength on strongly convex
functions.
Recently, there has been significant interest in commu-
nication efficient distributed algorithms (specifically, algo-
rithms that perform multiple local gradient steps before
performing a single communication step) by the machine
learning community [34, 41–44]. This is due to the fact that
there are numerous problems that arise in machine learning
where local computations are cheap relative to the cost of
communication. The algorithms proposed are a special case
of the class of the nested algorithms considered in this paper.
Moreover, much of the current analysis considers algorithms
that employ diminishing sequences of step sizes, whereas
we consider a fixed step size algorithm allowing us to prove
faster convergence rates.
The paper is organized as follows. In Seciton 2 we intro-
duce the NEAR-DGD method with multiple consensus and
gradient steps per iteration. We then provide a convergence
analysis for the method in Section 3. In Section 4 we illus-
trate the empirical performance of the method, and in Section
5 we provide some concluding remarks.
2. THE NEAR-DGD METHOD WITH MULTIPLE
CONSENSUS AND GRADIENT STEPS
We consider an algorithm that performs multiple consensus
and gradient steps at each iteration. More specifically, we an-
alyze the generalized form of the NEAR-DGD method pro-
posed in [1]. The most general form of the algorithm – which
we call NEAR-DGDtc,tg – can be expressed in terms of two
operators:
• Consensus Operator: W[x] = Zx,
• Gradient Operator: T [x] = x− α∇f(x),
where Z = W ⊗ Ip ∈ Rnp×np and ∇f(xk) ∈ Rnp is a
concatenation of the local gradients. The kth iterate of the
NEAR-DGDtc,tg can be expressed as
xk =Wtc(k)[T tg(k)[xk−1]]
where Wtc(k)[x] denotes tc(k) nested consensus operations
(steps)
Wtc(k)[x] =W[· · · [W[W︸ ︷︷ ︸
tc(k) operations
[x]]] · · · ],
and T tg(k)[x] denotes tg(k) nested gradient operations (steps).
One can describe the iterations of the NEAR-DGDtc,tg
method in terms of an intermediate variable yk ∈ Rnp as
yk = T tg(k)[xk] = xk − α
tg(k)∑
j=1
∇f(xj−1k ), (2.1)
xk+1 =Wtc(k)[yk] = (W⊗ Ip)tc(k)yk = Ztc(k)yk, (2.2)
where xjk = x
j−1
k − α∇f(xj−1k ) for j = 1, . . . , tg with x0k =
xk ∈ Rnp, and ∇f(xjk) ∈ Rnp is a concatenation of the lo-
cal gradients ∇fi(xji,k) for i = 1, . . . , n. The three indices
(i, k, j) of xji,k indicate the agent index i, the iteration count
k and the gradient step index j. In the case where the su-
perscript j is dropped (e.g., xk) this denotes the iterate after
tc(k) consensus steps have been performed. Moreover, note
that yk = x
tg
k .
By setting the parameters tc and tg appropriately, one can
recover several methods from the literature; Table 1 summa-
rizes these methods. We should note that some of the meth-
ods summarized in the table (e.g., [25, 27]) do not exactly fit
in the NEAR-DGDtc,tg algorithmic framework, nevertheless,
these methods decouple the consensus and gradient steps and
perform multiple consensus and/or gradient steps.
3. CONVERGENCE ANALYSIS
In this section, we analyze the NEAR-DGDtc,tg method with
both multiple communication and computation steps. We be-
gin by assuming that the method takes a fixed number of con-
sensus (tc) and gradient (tg) steps per iteration. We then gen-
eralize the results to the case where the number of steps vary
at every iteration. We make the following assumptions that
are standard in the distributed optimization literature [1, 16].
Table 1. Summary of Methods with Multiple Consensus and Gradient Steps.
Method tc(k) tg(k)
Gradient/
Functions Communication Convergence
Convergence
Rate Reference
D-NC O(log k) 1 deterministic/convex full exact Sub-linear [27]
APG-MSC k 1
deterministic/
convex full exact Sub-linear [25]
NEAR-DGD 1 1
deterministic/
strongly convex full neighborhood R-Linear [1]
NEAR-DGDtc tc 1
deterministic/
strongly convex full neighborhood R-Linear [1]
NEAR-DGD+ k 1
deterministic/
strongly convex full exact R-Linear [1]
NEAR-DGDtc+Q tc 1
deterministic/
strongly convex quantized neighborhood R-Linear [33]
NEAR-DGD++Q k 1
deterministic/
strongly convex
adaptive
quantized exact R-Linear [33]
NEAR-DGDtc,tg tc tg
deterministic/
strongly convex full neighborhood R-Linear this paper
NEAR-DGDtc(k),tg(k) k max{tg − 1, 1} deterministic/strongly convex full exact R-Linear this paper
Choco-SGD 1 1 strongly convex quantized
exact
(in expectation) Sub-linear [34]
Local SGD 1 tg
stochastic/
strongly convex full
exact
(in expectation) Sub-linear [41]
S-NEAR-DGDtc tc 1
stochastic/
strongly convex full
neighborhood
(in expectation) R-Linear [28]
S-NEAR-DGD+ k 1
stochastic/
strongly convex full
neighborhood
(in expectation) R-Linear [28]
Assumption 3.1. Each local objective function fi has Li-
Lipschitz continuous gradients. We define L = maxiLi.
Assumption 3.2. Each local objective function fi is µi-
strongly convex.
Moreover, for both the theoretical and numerical results
presented in this paper, we initialize the iterate xi,0 = s0 for
each i ∈ {1, 2, ..., n}; however, we should note that our theo-
retical results would hold with different initialization.
For notational convenience, we introduce the following
quantities that are used in the analysis
x¯k =
1
n
n∑
i=1
xi,k, y¯k =
1
n
n∑
i=1
yi,k,
gk =
tg∑
j=1
1
n
n∑
i=1
∇fi(xj−1i,k ), g¯k =
tg∑
j=1
1
n
n∑
i=1
∇fi(x̂j−1k ),
where
x̂jk = x̂
j−1
k − α
1
n
n∑
i=1
∇fi(x̂j−1k ) for j = 1, . . . , tg (3.1)
and x̂0k = x¯k. The vectors x¯k ∈ Rp and y¯k ∈ Rp correspond
to the average of local estimates, gk ∈ Rp represents the av-
erage of local gradients at the current local estimates, and
g¯k ∈ Rp is the average gradient at x¯k. The vectors x̂jk ∈ Rp
represent the iterates produced by taking gradient steps on
the average objective function f¯(x) = 1n
∑n
i=1 fi(x) starting
from x¯k. We should note that these iterates are never explic-
itly computed and are solely defined for analysis purposes.
We note that the gradient steps 2.1 in the NEAR-DGDtc,tg
method can be viewed as tg(k) gradient iterations on the fol-
lowing unconstrained problem
min
xi∈Rp
n∑
i=1
fi(xi). (3.2)
We use this observation to bound the iterates xk and yk.
Lemma 3.3. (Bounded iterates) Suppose Assumptions 3.1
and 3.2 hold, and let the steplength satisfy α < 1L . Then, the
iterates generated by the NEAR-DGDtc,tg method (2.1)-(2.2)
are bounded, namely,
‖xk‖ ≤ D, ‖yk‖ ≤ D,
where D = ‖y0 − u?‖ + ν+4ν ‖u?‖, u? = [u?1;u?2; ...;u?n] ∈
Rnp, u?i = arg minui fi(ui), u? is the optimal solution of
(3.2), ν = 2αγ, γ = mini γi and γi = µiLiµi+Li . Moreover, the
average iterates defined in (3.1) are also bounded, namely,
‖x̂jk − x?‖ ≤ D̂ ∀j = 0, · · · , tg,
where D̂ = ‖x?‖+ D√
n
and x? is the optimal solution of (1.3).
Proof. Using standard results for the gradient descent method
[45, Theorem 2.1.5, Chapter 2], and noting that α < 1L ≤
2
µi+Li
, which is the necessary condition on the steplength,
we have that for any i ∈ {1, 2, ..., n}∥∥∥∥∥xi,k − α
tg∑
j=1
∇fi(xj−1i,k )− ui?
∥∥∥∥∥ ≤√(1− 2αγi)tg‖xi,k − ui?‖.
From this, we have,∥∥∥∥∥xk−α
tg∑
j=1
∇f(xj−1k )− u?
∥∥∥∥∥
=
√√√√ n∑
i=1
∥∥∥∥∥xi,k − α
tg∑
j=1
∇fi(xj−1i,k )− ui?
∥∥∥∥∥
2
≤
√√√√ n∑
i=1
(1− 2αγi)tg‖xi,k − ui?‖2
≤
√
(1− ν)tg‖xk − u?‖. (3.3)
where the last inequality follows from the definition of ν.
Using the definitions of ν, yk+1 and (3.3), we have
‖yk+1 − u?‖
=
∥∥∥∥∥xk − α
tg∑
j=1
∇f(xj−1k )− u?
∥∥∥∥∥
≤
√
(1− ν)tg‖xk − u?‖
=
√
(1− ν)tg‖Ztcyk − u?‖
≤
√
(1− ν)tg [‖Ztc‖‖yk − u?‖+ ‖I − Ztc‖‖u?‖].
The eigenvalues of Ztc are the same as those of the matrix
Wtc . The spectrum property of W guarantees that the mag-
nitude of each eigenvalue is upper bounded by 1. Hence,
‖Ztc‖ ≤ 1 and ‖I − Ztc‖ ≤ 2 for all tc. The above rela-
tion implies that
‖yk+1 − u?‖ ≤
√
(1− ν)tg‖yk − u?‖+ 2
√
(1− ν)tg‖u?‖.
Recursive application of the above relation gives,
‖yk+1 − u?‖
≤ (1− ν)tg(k+1)/2‖y0 − u?‖+ 2
k∑
l=0
(1− ν)tg(l+1)/2‖u?‖
≤ ‖y0 − u?‖+
2
√
(1− ν)tg
1−√(1− ν)tg ‖u?‖
≤ ‖y0 − u?‖+
2
√
(1− ν)
1−√(1− ν)‖u?‖
≤ ‖y0 − u?‖+
4
ν
‖u?‖,
where the second inequality is due to converting a finite sum
to an infinite sum, the third inequality is due to the fact that
0 < 1−ν < 1, and the last inequality is due to using an upper
bound on the fraction in the second term. Thus, we bound the
iterate as
‖yk+1‖ ≤ ‖yk+1 − u?‖+ ‖u?‖
≤ ‖y0 − u?‖+
ν + 4
ν
‖u?‖.
We now show that the same result is true for the iterates. Us-
ing the definition of xk (2.2)
‖xk+1‖ = ‖Ztcyk+1‖
≤ ‖Ztc‖‖yk+1‖
≤ ‖yk+1‖ ≤ D.
Notice that the average iterates defined in (3.1) are a
sequence of gradient descent steps on the function f¯(x) =
1
n
∑n
i=1 fi(x). Under Assumptions 3.1 and 3.2, it can be
shown that the function f¯(x) is µf¯ -strongly convex and has
Lf¯ -Lipschitz continuous gradients
1. Therefore, following the
same procedure as above, we have
‖x̂jk − x?‖ ≤
√
(1− ν¯)j‖x̂0k − x?‖
≤ ‖x?‖+ ‖x̂0k‖
≤ ‖x?‖+ ‖xk‖√
n
≤ ‖x?‖+ D√
n
,
where ν¯ = 2α µf¯Lf¯µf¯+Lf¯ .
Lemma 3.3 shows that the iterates generated by the
NEAR-DGDtc,tg method, where the number of consensus
and gradient steps are fixed (and possibly greater than 1),
are bounded. These results can be extended to show that the
iterates generated by the NEAR-DGDtc,tg method with vary-
ing number of consensus and gradient steps at every iteration
(i.e., tc(k), tg(k)) are also bounded.
For notational convenience, we define the quantity
η = 1 + αL,
which is bounded from above and below by 2 and 1, respec-
tively, as 0 < α ≤ 1/L. Before we proceed, we provide a
technical lemma that bounds the deviation between the indi-
vidual gradients and the average gradient at any iterate within
a compact set.
Lemma 3.4. Suppose Assumptions 3.1 and 3.2 hold. Then,
for any given x ∈ D(x?), there exists a constant M ≥ 0 such
that ∥∥∥∥∥∥∇fi(x)− 1n
n∑
j=1
∇fj(x)
∥∥∥∥∥∥ ≤M (3.4)
1Note, µf¯ =
1
n
∑n
i=1 µi, and Lf¯ =
1
n
∑n
i=1 Li.
where x? is the optimal solution of (1.3), D(x?) = {z : ‖z −
x?‖ ≤ D̂}, D̂ is defined in Lemma 3.3, and M = 2LD̂ +∑n
i=1 ‖∇fi(x∗)‖.
Proof. We have,∥∥∥∥∥∇fi(x)− 1n
n∑
j=1
∇fj(x)
∥∥∥∥∥
≤ ‖∇fi(x)−∇fi(x?)‖+ ‖∇fi(x∗)‖
+
∥∥∥∥∥ 1n
n∑
j=1
∇fj(x)− 1
n
n∑
j=1
∇fj(x?)
∥∥∥∥∥
≤ LiD̂ + ‖∇fi(x?)‖+ Lf¯ D̂
≤ 2LD̂ +
n∑
i=1
‖∇fi(x?)‖ = M,
where the second inequality is due to Assumption 3.1 and
Lemma 3.3.
Note, the result of Lemma 3.4 is independent of our algo-
rithm and is valid for any finite set of functions.
Lemma 3.5. (Bounded deviation from mean) Suppose As-
sumptions 3.1, 3.2 and 3.4 hold. Then, the total deviation
of each agent’s estimates (xi,k and yi,k) from the mean are
bounded, namely,
‖xi,k − x¯k‖ ≤ βtcD, (3.5)
‖yi,k − y¯k‖ ≤ βtcD + 2D. (3.6)
for all k = 1, 2, . . . and 1 ≤ i ≤ n. Moreover,
‖xji,k − x̂jk‖ ≤ ηjβtcD + αM
ηj − 1
η − 1 , (3.7)
‖gk − g¯k‖ ≤ βtcDLη
tg − 1
η − 1 +M
(
ηtg − 1
η − 1 − tg
)
, (3.8)
for all k = 1, 2, . . ., j = 0, · · · , tg and 1 ≤ i ≤ n.
Proof. Consider,
‖xi,k − x¯k‖ = ‖xi,k − y¯k‖
≤
∥∥∥∥xk − 1n ((1n1Tn )⊗ I) yk
∥∥∥∥
=
∥∥∥∥(Wtc ⊗ I)yk − 1n ((1n1Tn )⊗ I) yk
∥∥∥∥
≤
∥∥∥∥(Wtc − 1n ((1n1Tn ))⊗ I
)∥∥∥∥ ‖yk‖
≤ βtc‖yk‖ ≤ βtcD,
where the first equality is due to the fact that x¯k = Ztc y¯k =
y¯k and the last inequality is due to Lemma 3.3.
For the local yi,k iterates in (3.6), consider
‖yi,k − y¯k‖ ≤ ‖xi,k − y¯k‖+ ‖yi,k − xi,k‖
≤ βtcD + ‖yk − xk‖
= βtcD +
∥∥yk − (Wtc ⊗ I) yk∥∥
≤ βtcD + ∥∥(I −Wtc ⊗ I)∥∥ ‖yk‖
≤ βtcD + 2D,
where the second inequality is due to (3.5) and the last in-
equality is due to Lemma 3.3.
We prove result (3.7) by induction. The statement is true
for j = 0. Now, assume that it is true for some j = l, and
consider,
‖xl+1i,k − x̂l+1k ‖
=
∥∥∥∥∥∥xli,k − x̂lk − α
∇fi(xli,k)− 1n
n∑
j=1
∇fj(x̂lk)
∥∥∥∥∥∥
≤ ‖xli,k − x̂lk‖+ α‖∇fi(xli,k)−∇fi(x̂lk)‖
+ α
∥∥∥∥∥∥∇fi(x̂lk)− 1n
n∑
j=1
∇fj(x̂lk)
∥∥∥∥∥∥
≤ ‖xli,k − x̂lk‖+ αLi‖xli,k − x̂lk‖+ αM
≤ (1 + αL)‖xli,k − x̂lk‖+ αM
≤ ηl+1βtcD + αMηη
l − 1
η − 1 + αM
= ηl+1βtcD + αM
ηl+1 − 1
η − 1
where the first equality is due to the definitions given in (2.1)
and (3.1), the second inequality is due to Assumptions 3.1 and
3.4, the third inequality is due to the definition of L and the
last inequality is due to the definition of η and (3.5).
To establish (3.8), we have
‖gk − g¯k‖ =
∥∥∥∥∥∥
tg∑
j=1
1
n
n∑
i=1
(
∇fi(xj−1i,k )−∇fi(x̂j−1k )
)∥∥∥∥∥∥
≤
tg∑
j=1
1
n
n∑
i=1
Li
(
ηj−1βtcD + αM
ηj−1 − 1
η − 1
)
≤ LDβtc
tg∑
j=1
ηj−1 +M
tg∑
j=1
(ηj−1 − 1)
= βtcDL
ηtg − 1
η − 1 +M
(
ηtg − 1
η − 1 − tg
)
,
where the first inequality is due to Assumption 3.1, the defi-
nition of η, and (3.7) and the second inequality is due to the
definition of L and η.
Lemma 3.5 shows that the distance between the local it-
erates xi,k and yi,k are bounded from their means. Similar
to the results in Lemma 3.3, these results can be extended to
account for a varying number of consensus and gradient steps
at every iteration since these results are for each iteration k.
We now investigate the optimization error of the NEAR-
DGDtc,tg method. To this end, we make use of an observation
made in [1, Section V]. Namely,
y¯k+1 = y¯k − αgk, (3.9)
can be viewed as a sequence of tg(k) inexact gradient descent
steps on the following unconstrained problem
min
x∈Rp
f¯(x) =
1
n
n∑
i=1
fi(x), (3.10)
where g¯k is the sequence of tg exact gradient descent steps.
We should mention that contrary to the analysis in [1], in
this work we consider the error instead of the square of the
error, and as such we are able to obtain tighter bounds.
Theorem 3.6. (Bounded distance to minimum) Suppose As-
sumptions 3.1, 3.2 and 3.4 hold, and let the steplength satisfy
α ≤ min{ 1L , c4}, where c4 = 2µf¯+Lf¯ . Then, the iterates
generated by the NEAR-DGDtc,tg method (2.1)-(2.2) satisfy
‖x¯k − x?‖ ≤ cktg1 ‖x¯0 − x?‖+
c3β
tc(ηtg − 1)
(1− ctg1 )
+ c5
ηtg − 1− tg(η − 1)
1− ctg1
,
where
c1 =
√
1− αc2, c2 =
2µf¯Lf¯
µf¯ + Lf¯
,
c3 =
αDL
η − 1 , c5 =
αM
η − 1 ,
x? is the optimal solution of (1.3), D is defined in Lemma 3.3
and η = 1 + αL.
Proof. Using the definitions of the x¯k, gk, (3.9) and the fact
that W is doubly-stochastic, we have
‖x¯k+1 − x?‖ ≤ ‖x¯k − x? − αg¯k‖+ α‖g¯k − gk‖. (3.11)
The result of Lemma 3.5 bounds the quantity ‖g¯k − gk‖.
Consider the first term on the right hand side of (3.11), and
observe that this is precisely the distance to optimality after
performing tg gradient steps on the function f¯ . Therefore, by
[45, Theorem 2.1.15, Chapter 2], we have
‖x¯k − x? − αg¯k‖ ≤
√
(1− αc2)tg‖x¯k − x?‖. (3.12)
Combining (3.11), (3.12) and using (3.8),
‖x¯k+1 − x?‖ ≤
√
(1− αc2)tg‖x¯k − x?‖+ αLDβtc η
tg − 1
η − 1
+ αM
(
ηtg − 1
η − 1 − tg
)
(3.13)
Recursive application of (3.13), and using the definitions
of c1 and c3 yields
‖x¯k − x?‖ ≤ cktg1 ‖x¯0 − x?‖+
c3β
tc(ηtg − 1)
(1− ctg1 )
+ c5
ηtg − 1− tg(η − 1)
1− ctg1
,
which concludes the proof.
Theorem 3.6 shows that the average of the iterates gener-
ated by the NEAR-DGDtc,tg converge to a neighborhood of
the optimal solution whose size is defined by the steplength,
the second largest eigenvalue of W, the number of consensus
steps and the number of gradient steps. We observe that as
the number of gradient steps tg increase, the rate constant c
tg
1
in the first term of the right hand side decreases, thereby in-
creasing the speed of convergence to the neighborhood. The
second and third terms on the right hand side represent the
size of this neighborhood. As the number of gradient steps
increases, the numerators of these terms increases at geomet-
ric rate without any bound and the denominator also increases
(but is bounded above by 1), and so the size of the neighbor-
hood increases. Thus, there is a clear trade-off between the
speed of convergence and the size of the neighborhood, with
respect to the number of gradient steps taken.
We now provide a convergence result for the local agent
estimates of the NEAR-DGDtc,tg method.
Corollary 3.7. (Local agent convergence) Suppose As-
sumptions 3.1-3.2 hold, and let the steplength satisfy α ≤
min
{
1
L , c4
}
. Then, for k = 0, 1, . . .
‖xi,k − x?‖ ≤ cktg1 ‖x0 − x?‖+ βtcδ
+ c5
ηtg − 1− tg(η − 1)
1− ctg1
,
‖yi,k − x?‖ ≤ cktg1 ‖x0 − x?‖+ βtcδ
+ c5
ηtg − 1− tg(η − 1)
1− ctg1
+ 2D,
where c1, c3, c4 and c5 are given in Theorem 3.6, η = 1+αL,
D is defined in Lemma 3.3 and δ =
(
c3(ηtg−1)
1−ctg1
+D
)
> 0.
Proof. Using the results from Lemma 3.5 and Theorem 3.6,
‖xi,k − x?‖ ≤ ‖x¯k − x?‖+ ‖xi,k − x¯k‖
≤ cktg1 ‖x¯0 − x?‖+
c3β
tc(ηtg − 1)
(1− ctg1 )
+ c5
ηtg − 1− tg(η − 1)
1− ctg1
+ βtcD,
and
‖yi,k − x?‖ ≤ ‖y¯k − x?‖+ ‖yi,k − y¯k‖
= ‖x¯k − x?‖+ ‖yi,k − x¯k‖
≤ cktg1 ‖x¯0 − x?‖+
c3β
tc(ηtg − 1)
(1− ctg1 )
+ c5
ηtg − 1− tg(η − 1)
1− ctg1
+ βtcD + 2D.
Using the definition of δ completes the proof.
Similar to the analysis of the NEAR-DGD+ method [1],
and under the same conditions as in Theorem 3.6, one can
show that for any strictly increasing sequence of consensus
steps {tc(k)}k and strictly decreasing sequence of gradient
steps {tg(k)}k the iterates produced by the NEAR-DGDtc,tg
method converge to x? (the optimal solution of (1.3)). More
specifically, if
lim
k→∞
tc(k)→∞ and lim
k→∞
tg(k) = 1,
then the iterates produced by the NEAR-DGDtc,tg method
converge to x?.
We now show that the iterates produced by the NEAR-
DGDtc(k),tg(k) method converge to the optimal solution at an
R-Linear rate, with appropriately chosen sequences {tc(k)}k
and {tg(k)}k.
Theorem 3.8. (R-Linear convergence NEAR-DGDtc(k),tg(k)
method) Suppose Assumptions 3.1, 3.2 and 3.4 hold, let the
steplength satisfy α ≤ min{ 1L , c4}, and let tc(k) = k and
tg(k) = max{tg(0)− k, 1}, where tg(k) ∈ Z+. Then, the
iterates generated by the NEAR-DGDtc(k),tg(k) method (2.2)-
(2.1) converge at an R-Linear rate to the solution. Namely,
‖x¯k − x?‖ ≤ Cρk (3.14)
for all k = 0, 1, 2, ..., where
C = max
{
‖x¯0 − x?‖, 8(cˆ3 + cˆ5)
(αc2)2
}
,
ρ = max
{
β, γ, 1− αc2
2
}
,
τ = max
i=0,...,tg(0)−1
{
Ti+1
Ti
}
,
Tk = η
tg(k) − 1− tg(k)(η − 1),
cˆ3 = c3(η
tg(0) − 1), cˆ5 = c5T0,
c2, c3, c4, c5 and η are given in Theorem 3.6.
Proof. We first consider the term
Tk = η
tg(k) − 1− tg(k)(η − 1),
and note that {Tk} is a decreasing sequence for all k ≤
tg(0) − 1 and for any k ≥ tg(0), Tk = 0 because of the
definiton of tg(k). Hence, by the definition of τ , we have,
Tk ≤ T0τk. (3.15)
We prove the result by induction. By the definition of C the
base case k = 0 holds. Assume that the result is true for the
kth iteration, and consider the (k + 1)th iteration. Starting
from (3.13) and using the definitions of c3 and c5, we have
‖x¯k+1 − x?‖ ≤ ctg(k)1 ‖x¯k − x?‖+ c3βtc(k)(ηtg(k) − 1)
+ c5Tk
≤ ctg(k)1 ‖x¯k − x?‖+ c3βtc(k)(ηtg(k) − 1)
+ c5T0τ
k
≤ c1Cρk + c3βk(ηtg(0) − 1) + c5T0τk
= Cρk
[
c1 +
cˆ3β
k + cˆ5τ
k
Cρk
]
≤ Cρk
[
c1 +
cˆ3 + cˆ5
C
]
≤ Cρk
[√
1− αc2 + (αc2)
2
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]
≤ Cρk
[
1− αc2
2
]
≤ Cρk+1,
where the second inequality is due to (3.15), the third inequal-
ity is due to the inductive hypothesis and ηtg(k) ≤ ηtg(0)
(since η > 1 and tg(0) ≥ tg(k), the first equality is by the
definitions of cˆ3 and cˆ5, fourth inequality is due to the fact
that ρ ≥ β and ρ ≥ τ , the fifth inequality is due to the def-
initions of C and c1, the sixth inequality is due the Taylor
expansion around
√
1− αc2, and the last inequality is due to
the definition of ρ.
Theorem 3.8 illustrates that when the number of consen-
sus steps is increased at the appropriate rate (tc(k) = k) and
the number of gradient steps is decreased at the appropriate
rate (tg(k) = max{tg(0)− k, 1}, where tg(k) ∈ Z+), then
the NEAR-DGDtc(k),tg(k) method converges to the solution
at an R-Linear rate.
We now provide a convergence result for the local agent
estimates of the NEAR-DGDtc(k),tg(k) method.
Corollary 3.9. (Local agent convergence) Suppose the con-
ditions of Theorem 3.8 are satisfied. Then, for k = 0, 1, . . .
‖xi,k − x?‖ ≤ Cρk + βkD
‖yi,k − x?‖ ≤ Cρk + βkD + 2D,
where C and ρ are defined in Theorem 3.8, and D is defined
in Lemma 3.3.
Proof. Using the results from Lemma 3.5 and Theorem 3.8,
‖xi,k − x?‖ ≤ ‖x¯k − x?‖+ ‖xi,k − x¯k‖
≤ Cρk + βkD,
and
‖yi,k − x?‖ ≤ ‖y¯k − x?‖+ ‖yi,k − y¯k‖
= ‖x¯k − x?‖+ ‖yi,k − x¯k‖
≤ Cρk + βtcD + 2D.
This result implies that the local iterates xi,k generated by
NEAR-DGDtc(k),tg(k) method converge to the optimal solu-
tion, whereas the local iterates yi,k do not.
4. NUMERICAL RESULTS
In this section, we present numerical results demonstrating
the performance of the NEAR-DGDtc,tg method, and the
effect of performing both multiple consensus and gradient
steps. The performance of the methods was evaluated via rel-
ative error (‖x¯k−x?‖2/‖x?‖2) in terms of: (i) iterations, (ii)
cost2, (iii) number of gradient evaluations, and (iv) number
of communications. The aim of this section is to show the
practical performance of the class of methods and to highlight
that the theoretical results are realized in practice.
We investigated the performance of different variants of
the NEAR-DGDtc,tg on quadratic functions of the form
f(x) =
1
2
n∑
i=1
xTAix+ b
T
i x, (4.1)
where each node i = {1, ..., n} has local information Ai ∈
Rp×p and bi ∈ Rp. The problem was constructed as described
in [46]; we considered a 4-cyclic graph topology (i.e., each
node is connected to its 4 immediate neighbors), we chose
the dimension size p = 10, the condition number (κ = Lfµf )
was set to 104 and the number of agents in the network (n)
was 10.
We define variants of the NEAR-DGDtc,tg method as
NEAR-DGD+ ((g1, g2), (c1, c2)), where g1 denotes the ini-
tial number of gradient steps and g2 is the interval used
for decreasing the number of gradient steps (the minimum
number of gradient steps was 1), and c1 denotes the initial
number of consensus steps and c2 describes if/how the num-
ber of communication steps was increased. Note, g2 = “− ”
and/or c2 = “ − ” indicates that the number of gradient and
2We measure cost as proposed in [1]; namely,
Cost = #Communications× cc +#Computations× cg ,
where cc and cg are exogenous application-dependent parameters reflecting
the costs of communication and computation, respectively.
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Fig. 1. Performance of DGD and NEAR-DGD variants in
terms of relative error (‖x¯k−x?‖2/‖x?‖2) with respect to: (i)
number of iterations, (ii) number of gradient evaluations, (iii)
cost, and (iv) number of communications, on (4.1) (n = 10,
p = 10, κ = 104).
consensus steps, respectively, was kept constant. Moreover,
NEAR-DGD+ ((g1, g2), (c1, k)) indicates that the number
of consensus steps was chosen as tc(k) = k, NEAR-DGD+
((g1, g2), (c1, 500)) indicates that the initial number of con-
sensus steps was c1 and that the number of consensus steps
was increased by 1 every 500 iterations, and NEAR-DGD+
((g1, 10), (c1, c2)) indicates that the initial number of gra-
dient steps was equal to g1 and that the number of gradient
steps is reduced by 1 every 10 iterations. The markers in the
Figures 1, 2, 3 and 4 are placed every 500 iterations. In this
regard, one can clearly see the effect of the cost per iteration
for the different methods.
Figure 1 illustrates the performance of DGD as well as
several variant of the NEAR-DGDtc,tg method. For this plot,
we used cc = cg = 1. The results show the rates of conver-
gence and the neighborhoods of convergence of the methods.
As predicted by the theory, the methods that do not increase
the number of consensus steps converge only to a neighbor-
hood of the solution, whereas methods that increase the num-
ber of consensus steps converge to the solution. Moreover, as
predicted by the theory, methods that perform multiple gra-
dient steps have a faster initial convergence rate. In terms
of iterations, the NEAR-DGD+((1,−), (1, k)) method is the
fastest. However, this is not the case when comparing the
methods in terms of number of communications or cost. This
motivated us to investigate practical variant of the methods
(see Figures 3 and 4).
In Figure 2, we illustrate the performance of the methods
on three different quadratic problems for different cost struc-
tures: (i) cc = 1, cg = 100; (ii) cc = 1, cg = 1; (iii) (i)
cc = 100, cg = 1. Each row represents a different problem
and each column a different cost structure. As is clear, the per-
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Fig. 2. Performance of DGD and NEAR-DGD variants in
terms of relative error (‖x¯k − x?‖2/‖x?‖2) with respect to
different cost structures, on (4.1) (n = 10, p = 10, κ = 104).
Left: cc = 1, cg = 100; Center: cc = 1, cg = 1; Right:
cc = 100, cg = 1.
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Fig. 3. Performance of DGD and practical variants of
NEAR-DGD in terms of relative error (‖x¯k − x?‖2/‖x?‖2)
with respect to: (i) number of iterations, (ii) number of gra-
dient evaluations, (iii) cost, and (iv) number of communica-
tions, on (4.1) (n = 10, p = 10, κ = 104).
formance of the methods is highly dependent on the specific
cost structure of the application. When the cost of gradient
computations is large as compared to the cost of communica-
tions, the NEAR-DGD+((1,−), (1, k)) method performs the
best. This is not the case when the converse is true (cc > cg),
where the best performing methods appear to be the standard
DGD and NEAR-DGD((1,−), (1,−)) methods.
In Figures 3 and 4 we investigate the performance of prac-
tical variants of the NEAR-DGDtc,tg method. Specifically, in
these experiments we illustrate the behavior of methods that
do not increase the number of communication steps as aggres-
sively, and concurrently do not decrease the number of gradi-
ent steps as aggressively. Figure 3 we show the performance
of the methods in terms of iterations, gradient evaluations,
communication and cost (with cg = cc = 1), and Figure 4
we show the performance in terms of cost for three different
settings (left: cg = 100, cc = 1; center: cg = 1, cc = 1; right:
cg = 1, cc = 100). One can clearly observe from both figures
that there are benefits to employing the practical variants of
the methods. This is especially apparent in terms of cost for
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Fig. 4. Performance of DGD and practical variants of NEAR-
DGD in terms of relative error (‖x¯k − x?‖2/‖x?‖2) with re-
spect to different cost structures, on (4.1) (n = 10, p = 10,
κ = 104). Left: cc = 1, cg = 100; Center: cc = 1, cg = 1;
Right: cc = 100, cg = 1.
all three different cost structures.
5. FINAL REMARKS
Distributed optimization methods that decouple the com-
munication and computation steps have sound theoretical
properties and are efficient over a wide variety of distributed
optimization problems. The NEAR-DGD method is one
such method that performs nested communication and gra-
dient steps at every iteration. In this paper, we generalized
the analysis of the NEAR-DGD method to account for both
multiple gradient and multiple consensus steps at every iter-
ation. More specifically, we showed both theoretically and
empirically the effect of performing multiple gradient steps
on the rate of convergence and the size of the neighborhood
of convergence, and proved R-Linear convergence to the ex-
act solution for a method that performs a decreasing number
of gradient steps per iteration and an increasing number of
consensus steps. We believe that this analysis completes the
picture for the class of NEAR-DGD algorithms, and provides
a theoretical justification for the common practice of using
multiple local gradients by the federated learning commu-
nity. The studies here could also guide the algorithm design
choice of the number of communication and gradient steps
performed per iteration. Future work includes extensions to
directed networks and the setting with stochastic gradient.
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