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-1. Introduction and summary. 
The problem of testing E = E0 in NP(~, E) is considered 
in Section 2. A class of tests based on lslr/2etr(-S/2) is 
N N 
studied, where S = ~ (X - i)(x - i)', X = ~ X IN and X 's 
1 a a . 1 a a a= a= 
constitute a random sample from N (~, E). The first theorem deals p 
with the questions of unbiasedness and monotonicity of the power 
functions. The second theorem deals with the question of admissibility 
and the third theorem presents a locally best invariant test for 
some special alternatives. 
In the next section the problem of testing the equality of 
covariance matrices of two p-variate normal distributions is dealt 
with. A class of critical regions based on js1 1afs lb-a/js1+ s2 jb 
is considered where 
Nl 
s l = ~ ( X - x)(x - X) ' , 
a=l a a 
N2 N2 
s2 = ~ (Y - i) (Y - Y) ' , i = ,J Y /N2 a a a a=l a=l 
and Xa's and Ya's constitute random samples from Np(~1 , E1 ) 
and Np(~2 , E2), respectively. These tests have been studied from 
the viewpoint of unbiasedness. 
The problem of testing the equality or proportionality of 
two or more covariance matrices is discussed in the last section. 
Some of the results in this paper are generalizations of those in 
[3] and [9]. 
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2. Tests of E = E0 in N {µ,, E). p 
For testing E = Ip {the hypothesis E = E0 , a specified matrix, 
can be reduced to E =I) in N (µ, E) several heuristic tests have p p 
been proposed in the literature and some properties of these test 
have been studied. In this section we consider a class of tests 
from the point of view of unbiasedness and monotonicity of the 
power function and later study the question of admissibility and 
local optimal property. 
N N 
Let s = 'E (x - x) (x - x) ' = [ sij], x = ~ x /N, 
a a a a=l a=l 
where x1, ••• , ~ constitute a random sample from Np(~, E)(N > p). 
The sufficiency and the invariance {with respect to the direct 
product of the translation group and the group of p X p orthogonal 
matrices)lead to the class of tests based on the characteristic roots 
of s. The first general result, quoted below, was 
obtained by Anderson and Das Gupta [l]. 
Theorem. 
Let w be.!- region in the space of c1 , ••• , cp 
(c1 , ••• , c) e w ~ (c1-, ••• , c-) e w where ci- < c .• p p -- - 1 
is a function of the characteristic roots 
---- -- -- ------- ---
decreases as each y. increases. 
------- 1 
such that 
Then P(wlE) 
of E and 
The above result can only be applied to one-sided problems 
and, even in that case nothing generally is known about P(wlE) when 
some yi's increase and some others decrease. For the two-sided 
alternatives {i.e., E +I) the likelihood-ratio test {LRT) was p 
shown to be biased [3] and the modified likelihood-ratio test (MLRT) 
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was not only shown to be unbiased [9] bu~ also to enjoy the monotonicity 
property (3]. 
These results lead to the -consideration of a general class of 
critical regions given by 
(2.1) 
C for r > O; when r < O w , the complement of w, satisfies the 
- - r r 
condition in Anderson-Das Gupta's theorem. 
Using the methods in (3, 9] we get the following theorem. Let 
r = diag (y1 , ••• , yp). Without loss of generality, we shall assume 
E = r. n = N - 1. 
Theorem 2 .1. 
(a) P(wrlr) increases monotonically!!_ each yi deviates 
from 1 either in the positive direction~ in the negative direction. 
(b) The~ of H01 : ·1: = Ip with the critical region wr, 
given by (2.1), is biased~ 1 < y1 < r/n (i = 1, ••• , n) if 
n < r and for r/n < y1 < 1 {i = 1, ••• , n) if r < n. 
(c) The ~ of H01 with ~ critical region wr is unbiased 
for the alternatives if n < r and for IEI > 1 if r < n. 
(d) P{wrlr) ... 1 if any y1 tends to O or 00, when r > o. 
Proof: 
{a) It is easy to show that if Y is distributed as YXn 2 (y > o) 
( r/2 ) then PY exp(-Y/2) ~ X monotonically decreases for ye (o, r/n) 
and increases for ye (r/n, m). Note that 
(2.2) 
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Since the distribution of the first factor in the right hand side 
of (2.2) ia free of yi's, it is independent of the second factor • 
Moreover, Sii's are mutually independent. From the above facts 
(a) follows easiJy. 
(b) Follows from (a). 
(c) Using the method of Suguira and Nagao [9) it can be 
shown that 
(2.3) P(w cir= I) - P(w cir) r p r 
~ K(n, p)exp(-A/2)(1 - lrl(r-n)/2 } J lsl(n-l-p-r)/2ds 
C 
w 
r 
where K(n, p) is a constant depending on n and p. The result 
(b) follows after noting that the integral in (2.3) is finite. 
(d) Using Chebyshev's inequality, 
P(wrclr) = P[lslr/2etr(-s/2) ~Air]=:: (1/~)E[lslr/2etr(-s/2)lr] 
= K(n, r, p, A) ; (yir/2/(1-+'Vi)(n+r)/2} 
i=l 
which tends to O if y1 tends to O or m. 
Nest, we use the technique of Kiefer and Schwartz [7] to 
examine the admissibility of a class of critical regions for testing 
t i I • p 
Theo:cem 2.2. 
For testing E = I against E + I the following critical p p 
regions!!! unique (a.e.) Bayes aild hence admissible when n > p. 
(i) lslr/2etr(-S/2) ~ A, 1 < r < m 
(ii) lslr/2etr(-S/2) 2: A, - m·< r < o • 
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Proof: 
Consider the following prior distribution on the parameter 
space under the alternative (µ and X can be eliminated as in [7]): 
-1 I E = cl + ~~, c:,. 0 p 
where the density (with respect to the Lebesgue measure) of ~: 
p x 1 is proportional to 
lcI + ~~·1-n/2. p 
The above function is integrable if n > p [7]. The Bayes critical 
region is given by 
1s1 112etr{- (l-c)S/2} ~ A. 
' 
(i) is obtained for r = 1/(1-c), 0 < c < 1 and {iii) for r = 1/(1-c), 1 < c. 
Remark. 
The critical region given by tr{s) ~ A {or,?: A) can be seen 
to be Bayes against E = cl when 1 < c {or, c < 1). For two-p 
sided tests based on tr{s), see [7]. The other cases (i.e., for 
other values of r) cannot be studied by this method due to the 
special structure of -1 t and these cases are yet to be explored. 
Next, we consider the problem of finding a locally best 
invariant test of E = ~. It will be indicated in the following p 
discussion that the nature of the alternative hypothesis plays a 
vital role in getting a locally best invariant test. Suppose we 
want to test 0 = 9° against 8 e ®i where 8 is a real r X 1 
vector. Following Lehmann [8] a locally best level a test may 
be defined as a test ~O such that given any other level a test 
~ there exists ~ > 0 for which 
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(2.5) 
where d is a measure of the distance of 8 from e0 • Suppose 
now a(e, q,) = E8(q,) ha~ a differential at 8 = e0 for every test 
cp. Then given any two t:e sts cp and q:,0 , and given E: > O, there 
exists 6 > 0 such that 
(2.6) I {13(8, cp0 ) - 13(8, cp)J - (13(8°, cp0 ) - 13(9°, t)} 
if O < lie - 0°11 < 6, where 11•11 denotes the Euclidean distance 
and 81 = (e1 , ••• , er). In the one-parameter case, a solution is 
obtained by finding a size a test cp0 which maximizes the derivative 
0 
of the power function at 9 = 8 among all level ~ tests when 
0 the altematives are 8 > 8. This idea cannot be used in the 
multiparameter case unless the problem has some special structure. 
In the present context, let f3(r, cp) = Etp for a test cp 
depending on ci's. The joint distribution of c1 < ••• < cp is [6] 
K(n,p)jrj-n/2 ff (c1- c.); c1(n~-l)/2 fetr(-r-1gcg 1 /2)dv(g) i>j J i=l G 
where G is the class of all p x p orthogonal matrices and ·v 
is the left-invariant probability measure on G. It can be seen 
that 
(2.7) 0 . p 2 "el'( f3{r, cp)]r=I = E[{*n + z;cj/p)cplr = I ] 
i p j=l p 
for any test cp. Using (2.5), (2.6), (2.7) and the Neyman-Pearson 
lenu:na, we get the following theorem: 
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Theorem 2 • 3 • 
The locally best invariant~ of E = IP against tr(E) > tr(I) p 
is the size a test having the critical region tr(S) > k; for 
the alternatives tr(L) < tr(I ), it is the size a test having the 
p -----
critical region tr(s) < k. 
Remark. 
The alternatives tr{L) > p (or,< p) may look artificial 
but only with this kind of alternatives the problem of finding a 
locally best invariant test yields a solution. 
We have been unable to prove whether the tests in Theorem 2.3 
are unbiased against the respective alternatives. All we can say 
is that the critical region tr(s) > k is unbiased for IEI?:: 1 
which is included in the region tr{L)?:: p. 
The problem of finding locally best test is related to that of 
local minimax test [5]. 
3. Tests of the equality of two covariance matrices. 
the introduction; let 
and (2) s2 = [S .. ] l.J be matrices as defined in 
n. = N.- 1. 
1. 1. 
The first general result, quoted 
below, regarding the monotonicity of the power functions of tests 
of E1 = E2 was obtained by Anderson and Das Gupta [1]. 
Theorem. 
Let w be!_ region in the space of the characteristic roots 
c1 , ••• , cp of s 1s;1 such that {c1 , ••• , cp) e w ~ (ci,•••, c;) e w, 
c~ :5 ci. Then P(wlL1 , E2 ) depends only~ the characteristic 
-1 
roots y1 , ••• , yp of E1E2 and decreases~ each yi increases. 
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Again this theorem gives a partial answer to the nature of 
P(wl!:l' I:2) when y. 1 s l. vary and it is applicable only to one-
sided problems. 
Suguira and Nagao [9 ] proved tha t the MLRT is unbiased against 
I:1 + E2 a nd Das Gupta [3 ] showed that the LRT is biased when n1 + n2 . 
Here we consider a general class of critical regions given by 
(3.1) w(a, b): ls1lals2lb-a/ ls1+ s2lb < "-· 
For the LRT, a= n1+ 1, b = n1+ n2+ 2 and for the MLRT, a= n 1 , 
b = n 1+ n2
• If a(a-b) > 0, Anderson-Das Gupta's theorem can be 
used to s tudy P(w(a, b) IE1 , E2 ) regarding unbiasedness or monotonicity. 
In the following,we assume O <a< b; in this case, the tests given 
by (3.1) are known to be admissib l e [7]. 
Theorem 3 .1. 
(a) The critical region w(a, n 1+ n2 ) is unbiased for 
H02 : r 1 = 42 against the alternatives IE11 ~ IE2 1 when a 2 n1 
and against the a lternatives IE1 1 2 IE2 1 when n1 < a. 
(b) The critical region w(a, b) is biased for H02 against 
the alternatives 1 < y. < d (i = 1, ••• , p) when 1 < d and 
- l. -
against the alternatives 
where d = a(n1+ n2 )/bn1 • 
Proof : 
d < y. < 1 (i ~ 1, •.• , p) when d < 1, 
- l. -
(a) 
!: = I • 
Without loss of generality, assume El= f = diag(y1 , ••. , yp), 
2 p Define 
by [9 ) 
u = s-1 / 2 -1 / 2 
1 s2s1 • 
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The density of u is given 
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(3.2) 
The region w(a, b) can be expressed as 
(3.3) 
Following the proof of Suguira and Nagao [9], we get 
P(wc(a, n1+ n2 )1H20) - P(wc{a, n1+ n2)jr) 
(3.4) 
l/2 (a-n )/2 (a-n -p-1)/2 
_::: K(p, n1, n2)A (1 - lrj l }J luj l dU. 
wc(a,n1+n2) 
The desired result now follows from (3.4) after noting that the 
integral in (3.4) is finite. 
(b) Consider a family of regions given by 
R{a, b): ya(l+y)-b,::: k; y > O. 
The region R(a, b) is either an interval or the complement of an 
interval. When O <a< b, R(a, b) is a finite interval not 
including zero (excluding the trivial extreme case). The following 
lemma can be proved easily by differentiation. 
Lemma. 
Let Y ,!?! !. random variable~ that Y/6(6 > 0) is distributed 
!! the ratio of two independent ~ 
1 
~(6) = P[Y e R(a, b)] 
and ~ variates. Let 
2 
where O <a< b. Then ~(6) ~ ~(1) if 6 lies between 1 and d 
~ the strict inequality holds if 6 lies in the~ interval 
with endpoints 1 and d, where d = a(n1+ n2 )/bn1• 
- 9 -
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Suppose r = diag(y1 , 1, 1, ••• , 1). Then the distribution of z 
is free from y1 and independent of the first factor in the right-
hand side of (3.5). It follows from the above lenuna that the power 
of the critical region w(a, b) at y1 is less than its size 
if y1 lies between 1 and d strictly. The result {b) now 
follows. 
The problem of finding a locally best invariant test of E1 = E2 
is discussed in[4]. 
4. Proportional covariance matrices. 
Consider the problem of testing E1 = E2 against AE1 = E2 
(A f 1) for two normal distributions Np(µ 1 , E1) and Np(µ 2 , t 2 ). 
Using sufficiency and invariance we consider only the class of 
-1 tests based on the roots c1 , ••• , cp of s1s2 where s1 , s2 are 
defined in the introduction. The density of the roots c1 < ; ••• < cp 
under AE1 = E2 is [6] 
p (n1-b-l)/2 n1p/2 -~n1+n )/2 K( n1 , n2 , p) TT ( c i - c j ) TT c i A I I + ~ f 2 i>j i=l p 
p (n1-p-l)/2 n1p/2 -(n1+n2 )/2 
= K(n1 , n2 , p) TT (ci- cj) TT ci A II +CI i>j i=l p 
-(n +n )/2 
• II + (A-l)c(I + C )-11 l 2 p p 
where C = diag(c1, ••• , cp}. Following Giri [4) or by using the 
method indicated in Section 2, it can be seen that the locally best 
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invariant test of E1 = E2 against AE1 = E2 (A> 1) has the 
critical region 
tr[C(I + c)-1] < k 
p -
i.e., 
( -1 tr[s1 s1+ s2 ) ] ~ k. 
It can be seen easily that the power of this test increases with A. 
The LRT for this problem is quite complicated. Even when 
p = 2, n1 = n2 , the LRT has the critical region 
(1 + c1+ c2+ c1c2)J(Fi + J'c;.)2 ~ k • 
It may be noted that when p = 2, n1 = n2 , the LRT of AE1 = E2 
against AE1 + ~ is based on {c1+ c2 )/Jc:;_c2 • 
A related problem is to test the hypothesis E1 = ••• = ~ 
against E1 = t 2E2 = • • • = tk~ where E. 's 1. are covariance matrices 
of k p-variate normal distributions. This problem occurs in the 
analysis of variance components. When t 's i are 
Chakravarty [2) has suggested the critical region 
It can be easily seen that the power of this test 
each t 1 • 
- 11 -
greater than 1, 
k 1 
tr( ~ sjs: ) < 'L 
·2 1 -J= 
increases with 
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