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Quantum Fisher information places the fundamental limit to the accuracy of estimating an unknown param-
eter. Here we shall provide the quantum Fisher information an operational meaning: a mixed state can be so
prepared that a given observable has the minimal averaged variance, which equals exactly to the quantum Fisher
information for estimating an unknown parameter generated by the unitary dynamics with the given observable
as Hamiltonian. In particular we shall prove that the quantum Fisher information is the convex roof of the vari-
ance, as conjectured by To´th and Petz based on numerical and analytical evidences, by constructing explicitly a
pure-state ensemble of the given mixed state in which the averaged variance of a given observable equals to the
quantum Fisher information.
Quantum Fisher information [1] places the fundamen-
tal limit to the accuracy of estimating an unknown pa-
rameter, playing a paramount role in quantum metrology
[2]. In the most fundamental parameter estimation task in
which the parameter is generated by some unitary dynamics
U = exp(−iHθ), it holds the quantum Cramer-Rao bound
∆θF̺(H) ≥ 1, in which ∆θ characterizes the estimating ac-
curacy by any possible measurement made on the quantum
state U̺U † and the quantum Fisher information is given by
F̺(H) = 2
∑
a,b
(λa − λb)2
λa + λb
|Hab|2 := 4I̺(H). (1)
Here we have denote Hab = 〈ψa|H |ψb〉 with {λa, |ψa〉} be-
ing the eigenvalues and corresponding eigenstates of the given
mixed state ̺. One fourth of the quantum Fisher information
I̺(H) is in fact a metric adjusted skew information [3], gen-
eralizing the skew information introduced initially by Wigner
and Yanase [5]. Here we shall refer both quantities Fσ(H)
and I̺(H) to as the quantum Fisher information.
The quantum Fisher information F̺(H) is a convex func-
tion of the state ̺ and it holdsF̺(H) ≤ 4σ̺(H) with equality
holding for pure states, where the variance is given by
σ̺(H) = Tr̺H
2 − (Tr̺H)2. (2)
Recently To´th and Petz [6] found that the variance is its own
concave roof, meaning that among all possible pure-state en-
sembles {pk, |φk〉} of a given mixed state ̺ there exists a spe-
cial ensemble in which the averaged variance
σφ̺ (H) =
∑
k
pkσφk(H) = Tr̺H
2 −
∑
k
pk〈φk|H |φk〉2
(3)
reaches its maximal value σ̺(H). Furthermore they conjec-
tured that, based on some analytic results and strong numer-
ical evidences, the quantum Fisher information I̺(H) is the
convex roof of variance, i.e., the minimal averaged variance.
In this note we shall establish this fundamental connection rig-
orously by constructing explicitly an ensemble in which the
averaged variance attains the quantum Fisher information, i.e.,
min
φ={pk,|φk〉}
σφ̺ (H) =
1
4
F̺(H). (4)
To begin with, for an arbitrary observable H and a given
mixed state ̺ whose non zero eigenvalues are denoted by λa
and corresponding eigenstates by |ψa〉 with a ∈ R, we intro-
duce two related observables
ZH =
∑
a,b∈R
√
2λaλb
λa + λb
Hab|ψa〉〈ψb|, (5)
YH =
∑
a,b∈R
2
√
λaλb
λa + λb
Hab|ψa〉〈ψb|. (6)
With the help of the first observable ZH the quantum Fisher
information can be rewritten as I̺(H) = Tr̺H2−TrZ2H . Let
αk and |yk〉 with k ∈ R be the eigenvalues and corresponding
eigenstates for the second observable YH , which is an r × r
Hermitian matrix, with r = |R| being the rank of ̺, in the
subspace spanned by {|ψa〉}a∈R. The r × r unitary matrix U
with matrix elements Uka = 〈ψa|yk〉 diagonalizes YH as∑
k∈R
U∗kaUkbαk = 〈ψb|YH |ψa〉 (∀a, b ∈ R), (7)
since YH =
∑
k αk|yk〉〈yk|. With the help of the unitary
matrix U defined above we introduce the following ensemble
U = {uk, |Uk〉}k∈R of pure states
|Uk〉 = 1√
uk
∑
a∈R
Uka
√
λa|ψa〉, uk =
∑
a∈R
|Uka|2λa. (8)
Obviously we have ̺ =
∑
k∈R uk|Uk〉〈Uk| and for each pure
state |Uk〉 we can calculate the expectation value of H as
〈Uk|H |Uk〉 =
∑
a,b∈R
U∗kaUkb
uk
√
λaλbHab =
TrZHΓk
uk
(9)
where
Γk =
∑
a,b∈R
U∗kaUkb
√
λa + λb
2
|ψb〉〈ψa| (10)
are orthogonal to each other in the sense that
TrΓkΓj =
∑
a,b∈R
U∗kaUkbU
∗
jbUja
λa + λb
2
=
1
2
∑
a∈R
U∗kaUjaλa
∑
b∈R
UkbU
∗
jb
+
1
2
∑
a∈R
U∗kaUja
∑
b∈R
UkbU
∗
jbλb
=
∑
a∈R
U∗kaUkaλaδkj = ukδkj (11)
for all k, l ∈ R. Moreover from Eq.(7) it follows the expan-
sion ZH =
∑
k∈R αkΓk and thus TrZHΓk = ukαk so that
∑
k∈R
uk〈Uk|H |Uk〉2 =
∑
k∈R
ukα
2
k = TrZ
2
H (12)
from which it follows that the averaged variance as defined
in Eq.(3) in the pure-state ensemble U equals exactly to the
quantum Fisher information, i.e., σU̺ (H) = I̺(H).
Any convex function of ̺ that reduces to the standard vari-
ance in the case of pure states, e.g., various metric adjusted
skew informations [3] as well as generalized Fisher infor-
mation [4] proper scaled, is a lower bound of the averaged
variance. From above discussions we know that the quantum
Fisher information I̺(H) equals to the averaged variance in
the minimal ensemble U . And thus all the other convex func-
tions of ̺ should be no larger than the quantum Fisher infor-
mation, i.e., the quantum Fisher information is the maximal
convex function of ̺ that is the lower bound of all the possible
averaged variances. Simply put, the convex roof of variance
equals to the quantum Fisher information I̺(H).
In certain sense the minimal ensemble U for a given ob-
servable H and mixed state ̺ is unique as long as the unitary
matrix that diagonalizes YH is unique, or the observable YH
is non degenerated. This is because for any unitary U pure
states Eq.(8) define an ensemble for ̺ and the observables Γk
defined in Eq.(10) are still orthogonal to each other. However
for Eq.(12) to hold it is necessary forZH to have an expansion
using only orthogonal observables Γk, regarded as a part of a
complete set of orthogonal operator basis. This determines U
to be the unitary matrix that diagonalizes YH . As such we
obtain an operational interpretation of the quantum Fisher in-
formation and observable H in a given state ̺: it is the min-
imal averaged variance for the given observable H among all
possible preparations of the given mixed state ̺.
For completeness we also construct an alternative pure-
state ensemble V in which the averaged variance is maxi-
mized, i.e., equals to the standard variance. We note that for
every traceless observable X there is a basis under which all
diagonal elements vanish. By an argument of continuity there
exists a state |φ〉 such that 〈φ|X |φ〉 = 0. If it is not true the ob-
servable X is either positive or negative semidefinite and thus
has a zero trace if and only if it equals to zero. By taking |φ〉
as a basis and the observableX in the orthogonal complement
subspace is also Hermitian with zero trace and so on.
Obviously the observable XH =
√
̺H
√
̺ − ̺Tr̺H is
traceless and there should be a basis {V |ψa〉}a∈R in which all
the diagonal elements of XH equal to zero, where V is some
unitary transformation, acting trivially on the zero subspace
of ̺. Thus for each k ∈ R we have 〈ψk|V †XHV |ψk〉 = 0,
meaning that, by denoting Vkb = 〈ψb|V |ψk〉, we have∑
a,b∈R
V ∗kaVkb
√
λaλb
(
Hab − δabTr̺H
)
= 0. (13)
Consider now the pure-state ensemble V = {|Vk〉} for the
given state ̺ where |Vk〉 =
∑
a∈R Vka
√
λa|ψa〉 with normal-
ization 〈Vk|Vk〉 = vk for k ∈ R. In each pure state |Vk〉 the
expectation value of H can be readily calculated with the help
of Eq.(13) to be 〈Vk|H |Vk〉 = vkTr̺H , leading to
∑
k∈R
1
vk
〈Vk|H |Vk〉2 =
∑
k∈R
vk(Tr̺H)
2 = (Tr̺H)2 (14)
from which it follows σV̺ (H) = σ̺(H).
As a final remark, in a general parameter estimation task
where the state is given by ̺ =
∑
k λk|ψk〉〈ψk| with eigen-
values λk and eigenstates |ψk〉 depending on the unknown
parameter θ, the quantum Fisher information is given by
F̺(θ) = Tr̺L
2
θ with Lθ being the symmetric logarithmic
derivative satisfying 2 ˙̺ = Lθ̺ + ̺Lθ. The quantum Fisher
information has a suggestive decompositionF̺(θ) = F c̺ (θ)+
F̺(Hθ) [7] into a classical Fisher information F c̺ (θ) =∑
k λ˙
2
k/λk and a quantum part F̺(Hθ) as defined in Eq.(1)
for the following Hamiltonian, which may be θ-dependent,
Hθ = i
∑
k
|ψ˙k〉〈ψk|. (15)
Our results shows that the quantum Fisher information in gen-
eral, apart from a classical Fisher information arising from the
θ-dependence of the eigenvalues, equals to 4 times the con-
vex roof of the variance of the Hamiltonian Hθ defined above,
arising from the θ-dependence of the eigenstates.
In sum, we have constructed a special ensemble for a given
mixed state in which the averaged variance of a given ob-
servable attains its minimal value, which equals exactly to the
quantum Fisher information, proving that the the convex roof
of variance equals to the quantum Fisher information. Also we
provide an alternative ensemble in which the averaged vari-
ance attains its maximal value, showing that the variance is its
own concave roof as proved already in [6].
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