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Resumen
Tangram es un lenguaje de programacio´n VLSI
traducible automa´ticamente a redes de mo´dulos
ası´ncronos llamados componentes de sincronizacio´n.
En este artı´culo se usan los Grafos de Transiciones de
Sen˜ales (STGs) para describir el comportamiento de
estos componentes, y se presentan me´todos de recom-
binacio´n de las descripciones, para generar un u´nico
STG equivalente para todo el sistema. Se muestra
tambie´n co´mo la eliminacio´n de eventos internos re-
sultantes de la composicio´n, da lugar a STGs ma´s
sencillos con comportamiento equivalente. Las sim-
plificaciones en los STGs generados permitira´n la
sı´ntesis automa´tica de circuitos eficientes en a´rea.
1 Introduccio´n
Este artı´culo describe un sistema de sı´ntesis au-
toma´tica de circuitos ası´ncronos VLSI, que combina
un entorno de disen˜o de alto nivel, junto con te´cnicas
de sı´ntesis basadas en redes de Petri (PNs) [1]. El
uso de descripciones de alto nivel facilita el disen˜o,
mantiene la independencia de la tecnologı´a y reduce
el nu´mero de errores. Otros autores han desarrollado
conceptos similares basa´ndose en lenguajes concur-
rentes [2], a´lgebras insensibles a retardos [3], o los
“handshake circuits” [4], entre otros.
Este trabajo utiliza Tangram en conjuncio´n con los
Grafos de Transiciones de Sen˜ales [5, 6], para de-
scribir el comportamiento de los componentes de sin-
cronizacio´n usados en la traduccio´n. Junto a ello
se han desarrollado me´todos automa´ticos de com-
posicio´n de STGs, que recombinan las especifica-
ciones de los componentes y logran eliminar la lo´gica
redundante implı´cita. El resultado es un u´nico STG
que describe todo el circuito, que se sintetizara´ con
herramientas de CAD existentes.
El propo´sito es que los circuitos procedentes de la
traduccio´n automa´tica de Tangram requieran menor
coste en a´rea de manera directa, sin recurrir al estudio
de optimizaciones particulares (no siempre aplicables)
para ciertos patrones de traduccio´n.
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Figura 1: Esquema del proceso de traduccio´n
2 Visio´n general
La Fig. 1 muestra el esquema global de nuestro pro-
ceso de traduccio´n de Tangram hasta el circuito VLSI
final. Sombreadas se muestran las herramientas y li-
brerı´as desarrolladas en este trabajo. Destaca el com-
pilador de Tangram a circuitos de sincronizacio´n, las
herramientas de composicio´n de STGs y la librerı´a de
componentes de sincronizacio´n descritos con STGs
[7]. Cabe resaltar el uso de SIS para la sı´ntesis au-
toma´tica a partir de STGs [8], y OCEAN para la
generacio´n y simulacio´n del layout [9].
3 Tangram y circuitos de sincronizacio´n
En Tangram un circuito se describe como un con-
junto de procesos secuenciales que operan concurren-
temente y se comunican a trave´s de canales. Un pro-
grama Tangram se traduce de forma transparente en
te´rminos de circuitos de sincronizacio´n: una red de
componentes ası´ncronos conectados por canales punto
a punto. La interaccio´n entre los componentes de sin-
cronizacio´n se hace segu´n un sencillo protocolo de
intercambio de sen˜ales [7].
3.1 Tangram
Como lenguaje de programacio´n VLSI, Tangram
posee una serie de propiedades que lo hacen apto para
el disen˜o de circuitos. Es de propo´sito general, ofrece
un adecuado nivel de abstraccio´n de la tecnologı´a, y
permite desarrollar con facilidad mu´ltiples soluciones
para una especificacio´n dada.
Tangram, es similar a los lenguajes de progra-
macio´n habituales (Pascal, C,    ), pero ofrece adema´s
( a,b:? int act & c:! int act )
begin
block
x,y: var int
action
#[ (a?x || b?y); c!x+y ]
fblock
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Figura 2: Programa Tangram para un circuito sumador
de enteros (a), y circuito de sincronizacio´n obtenido
por traduccio´n dirigida por la sintaxis (b)
particularidades propias de los lenguajes de comu-
nicacio´n de procesos como CSP [10]: declaracio´n
de puertos para la interaccio´n con el entorno, com-
posicio´n secuencial y concurrente de procesos, comu-
nicacio´n y sincronizacio´n entre ellos, etc.
El programa de la Fig. 2 (a) describe un circuito que
recibe dos valores a trave´s de los puertos de entrada a
y b, y emite su suma por c. El programa consta de un
comando de bloque que introduce las variablesx e y, y
define su a´mbito de validez. El comando en el bloque
indica la infinita repeticio´n de dos acciones de entrada
a?x y b?y en paralelo, seguidas secuencialmente
por la accio´n de salida c!x+y.
Tangram ofrece diversos comandos elementales
como la asignacio´n (‘x : E’, donde E es una ex-
presio´n), entrada (‘a?x’) y salida (‘a!E’) de datos,
y la sincronizacio´n entre comandos conectados a un
canal (‘a ’). Adema´s ofrece mecanismos para cons-
truir nuevos comandos a partir de otros existentes:
como la composicio´n secuencial (‘C1;C2’) y paralela
(‘C1 k C2’), la repeticio´n infinita (‘#C’), el comando
de eleccio´n case, ası´ como los comandos if, do y sel
basados en acciones protegidas [11], entre otros.
3.2 Circuitos de sincronizacio´n
La sincronizacio´n entre procesos a trave´s de un
canal se realiza segu´n un protocolo ası´ncrono de inter-
cambio de sen˜ales (peticio´n/respuesta), de 4 fases1
(Fig. 3). Los procesos de Tangram se implemen-
tan como redes de un reducido conjunto de compo-
nentes que interaccionan en estos te´rminos (aproxi-
madamente existe un componente de sincronizacio´n
para cada concepto primitivo del lenguaje). La in-
terfaz de estos componentes consiste en una serie de
puertos activos o pasivos dependiendo de su papel
en el intercambio de sen˜ales. Tales puertos pueden
ser “no dirigidos” cuya funcio´n es la sincronizacio´n
1El uso de 2 fases es igualmente posible.
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Figura 3: Canal de sincronizacio´n entre procesos y
protocolo de 4 fases
(como en los canales g y h de la Fig. 2), o “dirigidos”
si se usan para la entrada/salida de datos (como en los
canales wx y wy, por ejemplo).
3.3 De Tangram a componentes de sin-
cronizacio´n
El primer paso en la traduccio´n de Tangram a cir-
cuitos VLSI, es la transformacio´n del programa en un
circuito de sincronizacio´n equivalente. Nuestro com-
pilador [7] utiliza traduccio´n dirigida por la sintaxis,
donde cada construccio´n sinta´ctica se transforma de
manera directa en un subcircuito. Esta relacio´n entre
programa y circuito permite el disen˜o abstracto, ası´
como mantener control sobre la eficiencia del circuito
desde el nivel de programa.
La Fig. 2 (b) muestra la traduccio´n para el programa
sumador, donde se aprecia co´mo el circuito refleja la
estructura de la descripcio´n original. El circuito consta
de 9 componentes de sincronizacio´n, 10 canales (d,
e, f ,    ) y 4 puertos (a, b, c y  de activacio´n
del circuito). Los canales conectan un puerto pasivo
(cı´rculo blanco) con un puerto activo (cı´rculo negro).
La comunicacio´n a trave´s de ellos (Fig. 3) la inicia la
parte activa con la sen˜al de peticio´n (req ). La parte
pasiva responde con la sen˜al de aceptacio´n al concluir
el ca´lculo (ack ). Finalmente ambas lı´neas vuelven
al estado de reposo (req , ack ).
El componente etiquetado ‘;’ es un sequencer. Ac-
tivado por d realiza sincronizaciones secuencialmente
a trave´s de e y f , antes de responder con la aceptacio´n
a trave´s de d. El comportamiento del parallelizer (‘k’)
es ovbio.
El repeater (‘#’) implementa la infinita sucesio´n de
sincronizaciones a trave´s del puerto d, una vez acti-
vado por . Nunca retornara´ la sen˜al de aceptacio´n.
El componente ‘x’ es una variable. La escritura se
realiza enviando un valor por el canal wx. La sen˜al
de aceptacio´n en este canal finaliza la accio´n. Una
peticio´n por rx inicia la accio´n de lectura, que con-
cluye con el envı´o por el canal del valor almacenado.
La funcio´n del transferrer etiquetado ‘T’ es trans-
ferir un dato desde el entorno al interior del circuito
(‘a wx’, ‘b wy’) o al reve´s (‘sum c’).
La Fig. 4 muestra mediante un Diagrama de Tiem-
pos, el protocolo de 4 fases en el comportamiento de
un parallelizer. Se observa la concurrencia en los
eventos, los puntos de sincronizacio´n, etc. Las sen˜ales
subrayadas corresponden a sen˜ales de entrada.
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Figura 4: Parallelizer: (a) interfaz, (b) compor-
tamiento expresado con un Diagrama de Tiempos
4 Descripcio´n de componentes de sin-
cronizacio´n con STGs
La manera ma´s directa de obtener el circuito final,
serı´a implementando cada uno de los componentes de
sincronizacio´n, y uniendo los diversos mo´dulos resul-
tantes [4]. En este trabajo especificamos el compor-
tamiento de dichos componentes con STGs y desar-
rollamos mecanismos de composicio´n para ellos, de
forma que las descripciones se compartan y recombi-
nen entre sı´. El objetivoes generar un u´nico STG sim-
plificado con comportamiento equivalente para todo
el sistema, que sintetizaremos con herramientas de
CAD. El circuito obtenido sera´ menos costoso en a´rea
gracias a las optimizaciones globales a nivel de STGs.
Una red de Petri es una tupla N  hP T FM
o
i,
dondeP es el conjunto de lugares, T es el conjunto de
transiciones, F  P  T   T  P  es la relacio´n
de flujo (arcos) y M
o
es el marcado (estado) inicial.
Dado un nodo x  P  T , los conjuntos de prede-
cesores y sucesores de e´ste se representan por x y
x
 respectivamente. Una transicio´n t  T esta´ sensi-
bilizada en un marcado M (M ti), cuando todos los
lugares en t esta´n marcados. Al dispararse una tran-
sicio´n sensibilizada en M , se elimina una marca de
los lugares en t y se an˜ade una marca a los lugares en
t

, para alcanzar un nuevo marcado M (M tiM ).
Un Grafo de Transiciones de Sen˜ales es la tripleta
G  hNSΛi, donde N es una PN, S  I O H
es el conjunto de sen˜ales (entrada, salida e internas),
y Λ : T 	 S  f	g es la funcio´n de etiquetado,
donde las transiciones se interpretan como cambios
de valor en las sen˜ales del circuito. Las transiciones
positivas y negativas de la sen˜al a se representan por
a y a respectivamente. a representa una transicio´n
gene´rica. Distinguiremos las mu´ltiples transiciones
de una sen˜al mediante ı´ndices (a1, a2,   ).
Al implementar los componentes de sincronizacio´n
con STGs, se ha seguido el protocolo de 4 fases. En
la codificacio´n de datos se ha empleado el co´digo au-
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Figura 5: Parallelizer: (a) STG para su compor-
tamiento, y (b) circuito obtenido por sı´ntesis au-
toma´tica
tosincronizado de “doble-vı´a” [12]. La Fig. 4 muestra
la interfaz detallada y el comportamiento del com-
ponente parallelizer. Se observa que cada canal de
sincronizacio´n requiere dos hilos: peticio´n (req) y
aceptacio´n (ack). El STG correspondiente y la im-
plementacio´n obtenida con SIS [8] se muestra en la
Fig. 5. La marca en el arco ‘ack  	 req ’
indica el estado inicial.
5 Composicio´n de STGs
En otros trabajos sobre la composicio´n de STGs
para la sı´ntesis de circuitos ası´ncronos, los me´todos
presentados requieren un coste cuadra´tico en el
nu´mero de transiciones ([13], [14]). Tal coste se debe
al objetivo de mantener la equivalencia de las trazas de
eventos, tanto si son observables externamente como
si son internos.
Nuestro objetivo es la sı´ntesis de un circuito
ası´ncrono, por lo que so´lo nos interesa la equivalencia
de las trazas de eventos externos, que corresponden
a las sen˜ales de entrada y salida del circuito. Esto
nos permitira´ realizar la composicio´n de los STGs
con coste lineal en el nu´mero de transiciones, sin re-
stringirnos a un tipo de redes de Petri concreto. Y ma´s
au´n, permitira´ eliminar eventos internos resultantes de
la composicio´n, con lo que el nuevo STG se simpli-
ficara´ y los circuitos que se obtengan requerira´n menos
a´rea.
Al componer dos STGs G1  hN1 S1Λ1i y G2 
hN2 S2Λ2i para componentes de sincronizacio´n, el
primer paso es identificar los puertos implicados en
la conexio´n. De ello resultan las sen˜ales en corres-
pondencia. Las sen˜ales a  S1 y b  S2 esta´n en
correspondencia (a Ξ b) si en la conexio´n de los cir-
cuitos para cada componente ambas estarı´an conec-
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Figura 6: Interconexio´n de componentes de sin-
cronizacio´n: (a) esquema de componentes; (b) STG
equivalente por “Insercio´n de Lugares”
tadas (so´lo se admite el caso en que, o bien a  O1 y
b  I2, o bien a  I1 y b  O2). Definiremos el con-
junto SC12  S1 como el conjunto de sen˜ales de G1
en correspondencia con sen˜ales de G2 (ana´logamente
se define SC21  S2.
El conjunto de pares de eventos en correspondencia
se define como:
TC  fa b a b j a  O1 O2 

b  I1  I2 
 a Ξ bg
5.1 Insercio´n de lugares
Es un me´todo de composicio´n intuitivo que explicita
en el nuevo STG la relacio´n causal: “una transicio´n
de una sen˜al de salida en uno de los componentes,
provocara´ una transicio´n en la sen˜al de entrada en
correspondencia, del otro componente”. La Fig. 6
muestra la aplicacio´n de esta idea. El nuevo STG
mantiene la estructura de los originales y an˜ade nuevos
lugares entre los eventos en correspondencia. Las
sen˜ales en correspondencia pasan a ser internas.
La composicio´n consiste en la insercio´n de un lugar
p para establecer la relacio´n causal entre los eventos en
correspondencia. Ası´, se definen los nuevos conjuntos
de lugares:
P



xyTC
fp
xy
g
y de relaciones de flujo:
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Figura 7: Composicio´n por “Identificacio´n de Even-
tos”. STG para el ejemplo anterior
F
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i
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j
 j
x y  TC g
El nuevo STG resultante de la composicio´n G 
hNSΛi, dondeN  hP T FM
o
i, se define como:
T  T1  T2
P  P1  P2  P

F  F1  F2  F

M
o
 M
o1  Mo2
S  I  O  H , donde
I  I1 n SC12  I2 n SC21
O  O1 n SC12  O2 n SC21
H  H1  H2  SC12  SC21
Λ  Λ1  Λ2
5.2 Identificacio´n de Eventos
El me´todo de composicio´n anterior considera las
transiciones ocurridas en los extremos del hilo de
conexio´n como eventos distintos. Sin embargo, al
unirse los subcircuitos para formar uno solo, tales
eventos que ahora son internos,pueden asumirse como
el mismo. Ası´, para cada par de sen˜ales en correspon-
dencia, a  S1 y b  S2, tal que a Ξ b, una de ellas
pasara´ a ser interna mientras que la otra se eliminara´.
Supongamos que a pasa a ser interna y b se elimina.
Entonces a b  TC , todos los arcos hacia
transiciones b
j
 (b
j
) en G2, cambiara´n su destino
en G hacia las transiciones a
i
 (a
i
). Los arcos con
origen en transiciones b
j
 (b
j
) partira´n ahora de las
correspondientes a
i
 (a
i
).
La aplicacio´n de esta idea al ejemplo de la Fig. 6
(a) puede verse en la Fig. 7, donde se muestra el sen-
cillo STG resultante y la tabla con la identificacio´n
de sen˜ales realizada. Las trazas de eventos externos
expresadas por el nuevo STG son equivalentes a las
obtenidas con el me´todo anterior.
En [7] pueden encontrarse ma´s detalles sobre la
implementacio´n de este me´todo para casos complejos.
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Figura 8: Simplificacio´n del circuito elminando even-
tos internos a nivel de STG
Tabla 1: Comparacio´n de resultados segu´n el me´todo
de composicio´n
Transiciones Lugares Estados Area
Conexio´n directa2 - - - 146
Insercio´n Lugares 36 37 52 186
Identificacio´n Eventos 28 29 44 158
Eliminacio´n sen˜ales 20 21 36 122
5.3 Eliminacio´n de sen˜ales internas
En la sı´ntesis de los STGs resultantes de la com-
posicio´n, la implementacio´n de las nuevas sen˜ales in-
ternas incrementa innecesariamente el a´rea del circuito
final. Si se eliminan estas sen˜ales, el STG se simpli-
fica considerablemente y se obtiene un circuito ma´s
simple y con menor coste en a´rea, manteniendo el
comportamiento observable por el entorno (Fig. 8).
Para eliminar estas sen˜ales se ha usado la her-
ramienta ‘petrify’ [15], basada en la obtencio´n
simbo´lica del Grafo de Estados a partir de una PN y
su posterior transformacio´n en un “Elementary Transi-
tion System” (ETS). A partir de e´l puede extraerse una
nueva PN con el mı´nimo nu´mero de transiciones, que
mantiene el isomorfismo del Grafo de Alcanzabilidad
respecto al ETS original. Dada su generalidad, esta
herramienta tambie´n permite realizar otras transfor-
maciones y simplificaciones en los STGs resultantes.
5.4 Comparacio´n
En la Tabla 1 pueden verse los resultados obtenidos
para el ejemplo de la Fig. 6 (a) con los me´todos pre-
sentados. Se observa la reduccio´n de a´rea obtenida
por la combinacio´n de la composicio´n con la elimi-
nacio´n de eventos internos, ya que se comparte lo´gica
entre los componentes y se reduce la complejidad del
STG.
6 Resultados
La Tabla 2 muestra resultados obtenidos en la
sı´ntesis de varios circuitos. En cada caso se ha par-
2Conexio´n de los subcircuitos para cada componente. El nu´mero
de transistores corresponde a la suma de los de cada uno de ellos:
sequencer (34) y parallelizer (78).
Tabla 2: Resultados experimentales
Cont. / Area STG Red.
Aritm. TDS Lug./Tran. Area %
DME 1 19 / - 352 237 / 149 296 16
DME 2 55 / - 1798 932 / 588 1438 20
DME 3 32 / - 806 456 / 280 660 18
3-FIFO 20 / - 390 234 / 143 332 15
Sobel filter 12 / 31 700 136 / 177 594 15
Bubble 20 / 20 826 400 / 323 694 16
C.R.C. 52 / - 2830 1085 / 670 2066 27
Comparator 40 / 13 1338 810 / 647 942 30
M.c.d. 10 / 25 282 186 / 155 234 17
Mean filter 29 / 21 1852 675 / 549 1390 25
tido de una descripcio´n mediante un programa Tan-
gram, y se han aplicado los procesos descritos (Fig. 1)
hasta la obtencio´n del circuito final. Los ejemplos,
aunque sencillos, permiten observar la reduccio´n en
a´rea obtenida con nuestro me´todo. Entre ellos desta-
can: un servidor de un recurso compartido en un sis-
tema de Exclusio´n Mutua Distribuida (DME) en anillo
(se muestran 3 versiones de diversa complejidad), una
FIFO de tres posiciones, un filtro de Sobel para la
extraccio´n de contornos en ima´genes, una ce´lula de
ordenacio´n sisto´lica de bloques (BUBBLE) [4], un
generador de C.R.C., etc.
Los datos de los STGs y circuitos obtenidos, co-
rresponden u´nicamente a la parte de control y manejo
de datos booleanos (1 bit). Esto es ası´ porque los com-
ponentes aritme´ticos no se han disen˜ado con STGs,
sino que se han usado implementaciones eficientes ya
existentes. La primera columna muestra el nu´mero de
componentes de sincronizacio´n (control-booleanos y
aritme´ticos) que forman el circuito tras la traduccio´n
dirigida por la sintaxis (TDS). En la segunda columna
se muestra el a´rea (transistores) requerida por la
conexio´n directa (TDS) de los subcircuitos para cada
uno de los componentes. La tercera columna muestra
los datos del STG obtenido por composicio´n (lugares
y transiciones), ası´ como el a´rea del circuito generado
a partir de e´l. Finalmente en la u´ltima columna se
muestra el porcentaje de reduccio´n obtenido para los
diversos ejemplos, que oscila entre un 15 y un 30 %.
Como se ha visto, el proceso descrito genera un
u´nico STG para todo el sistema, a partir del cual
se obtiene el circuito mediante sı´ntesis automa´tica.
Las herramientas de sı´ntesis a partir de STGs utilizan
como paso intermedio el Grafo de Estados, lo cual
implica un coste exponencial que limita el taman˜o de
los circuitos sintetizables. Por esta razo´n en algunos
ejemplos, se ha recurrido al particionado manual de
la red de componentes de sincronizacio´n, reduciendo
ası´ la complejidad del problema. El circuito final se ha
obtenido conectando los subcircuitos generados para
cada particio´n. Esto significa que los datos de a´rea
obtenidos podrı´an mejorarse si las herramientas de
sı´ntesis admitiesen redes de Petri mayores.
7 Conclusiones
Se ha descrito un modelo para la traduccio´n del
lenguaje Tangram a redes de Petri.
En primer lugar, hemos visto como traducir una
descripcio´n Tangram en una red insensible a retar-
dos de mo´dulos ası´ncronos, llamados componentes de
sincronizacio´n, que interaccionan entre sı´ a trave´s de
canales punto a punto.
El comportamiento de dichos componentes y su in-
teraccio´n mediante el protocolo de sincronizacio´n de
4 fases, se ha descrito con redes de Petri (concreta-
mente STGs), obtenie´ndose una librerı´a de descrip-
ciones [7].
Hemos presentado me´todos de composicio´n au-
toma´tica de redes de Petri con coste lineal respecto
al nu´mero de transiciones. Dichos me´todos se han
aplicado a la conexio´n de los componentes de sin-
cronizacio´n, lo que permite obtener un STG con com-
portamiento equivalente a la descripcio´n original en
Tangram.
Combinando la composicio´n con la eliminacio´n de
eventos internos, se logra la recombinacio´n de las des-
cripciones, se comparte lo´gica comu´n y se eliminan
redundancias y transiciones no observables. Esto da
lugar a STGs simplificados para todoel sistema, a par-
tir de los cuales se obtienen automa´ticamente circuitos
ma´s sencillos en te´rminos de a´rea.
Todo el proceso de obtencio´n de una red de Petri a
partir de una descripcio´n Tangram, se ha implemen-
tado en un conjunto de herramientas [7].
El trabajo futuro se centrara´ en resolver el proble-
ma del particionado automa´tico de las redes de com-
ponentes de sincronizacio´n, de forma que para cada
particio´n pueda obtenerse un STG manejable por las
herramientas de sı´ntesis actuales. Por otro lado, esta´
previsto extender los me´todos descritos a otros lengua-
jes de descripcio´n como CSP.
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