As is the case for the theory of holomorphic functions in the complex plane, the Cauchy Integral Formula has proven to be a corner stone of Clifford analysis, the monogenic function theory in higher dimensional euclidean space. In recent years, several new branches of Clifford analysis have emerged. Similarly as hermitian Clifford analysis in euclidean space R 2n of even dimension emerged as a refinement of euclidean Clifford analysis by introducing a complex structure on R 2n , quaternionic Clifford analysis arose as a further refinement by introducing a so-called hypercomplex structure Q, i.e. three complex structures (I, J, K) which submit to the quaternionic multiplication rules, on R 4p , the dimension now being a fourfold. Two, respectively four, differential operators lead to first order systems invariant under the action of the respective symmetry groups U(n) and Sp(p). Their simultaneous null solutions are called hermitian monogenic and quaternionic monogenic functions respectively. In this contribution we further elaborate on the Caychy Integral Formula for hermitian and quaternionic monogenic functions. Moreover we establish Caychy integral formulae for osp(4|2)-monogenic functions, the newest branch of Clifford analysis refining quaternionic monogenicity by taking the underlying symplectic symmetry fully into account.
Introduction
The concept of fundamental solution of a differential operator is crucial to the development of the function theory for the null-solutions of this operator. In particular the Cauchy kernel interior of a bounded domain D from its values on the (piecewise) smooth boundary ∂D:
The Cauchy kernel also is the key ingredient of the Cauchy transform which generates a holomorphic function H in the interior and the exterior of D from a given smooth function h on the boundary ∂D, through the integral
The Cauchy Integral Formula in the complex plane has been generalised to the case of several complex variables in two ways. On the one hand taking a holomorphic kernel and integrating over the distinguished boundary ∂ 0 D = n j=1 ∂D j of a polydisk D = n j=1 D j in C n leads to the representation formula
On the other hand integrating over the (piecewise) smooth boundary ∂D of a bounded domain D in C n in combination with the Martinelli-Bochner kernel, see e.g. [21, 20] , which is no longer holomorphic but still harmonic, results into the formula 2 , and is invariant under the action of the Spin(m)-group which doubly covers the SO(m)-group, whence this framework is usually referred to as euclidean (or orthogonal) Clifford analysis. Standard references in this respect are [7, 16, 19, 18] .
In euclidean Clifford analysis the Cauchy Integral Formula for a monogenic function f in an open neighbourhood of the closure of a bounded domain D in R m with smooth boundary ∂D reads
where now the Cauchy kernel E(X) is the fundamental solution of the Dirac operator. It is given by where the notation dX j means that dX j is omitted in the outer product of the differentials, i.e.
For a thorough study of the concept of fundamental solution in Clifford analysis we refer to [13] .
The Cauchy Integral Formula (4), which reproduces a monogenic function in the interior of the domain D from its values on ∂D, has been a corner stone in the function theoretic development of euclidean Clifford analysis. The related Cauchy transform acting on smooth functions h on ∂D, generates monogenic functions in the interior
with lim X→∞ g(X) = 0 the non-tangential boundary values on ∂D of which being given by Plemelj-Sokhotzki type formulae, see [3] or [19, Section 3.5 ].
This paper is devoted to establishing a Cauchy Integral Formula for so-called osp(4|2)-monogenic functions, the newest branch in Clifford analysis, meanwhile giving an overview of the attempts to establish Cauchy integral formulae in hermitian and quaternionic Clifford analysis. The ingredients in any of these settings should thus be: a differential operator D and its fundamental solution K serving as a kernel for an integral transform which will reproduce null solutions of D in the interior of a bounded domain D out of their values on the boundary ∂D of that domain, and also will generate null solutions of D in the interior and the exterior of D out of given function values on ∂D.
Hermitian monogenicity
The first refinement of monogenicity is so-called hermitian monogenicity, for which the setting is fixed as follows: take the dimension to be even: m = 2n, rename the variables as (X 1 , . . . , X 2n ) = (x 1 , y 1 , x 2 , y 2 , . . . , x n , y n ) and consider the standard complex structure I 2n , i.e. the complex linear real SO(2n)-matrix
for which I 2 2n = −E 2n , E 2n denoting the identity matrix. We then define the rotated vector variable X I and the corresponding rotated Dirac operator ∂ I by
A differentiable function F taking values in the complex Clifford algebra C 2n then is called hermitian monogenic in some open region Ω of R 2n , if and only if in that region F is a solution of the system
However, one can also introduce hermitian monogenicity, involving a complexification, by means of the projection operators π ± = ± with continuously differentiable entries g 1 and g 2 defined in an open region Ω ⊂ R 2n and taking values in C 2n , is hermitian monogenic if and only if it satisfies in Ω the system
where O denotes the zero matrix, or, explicitly,
Clearly if the functions g 1 and g 2 both are hermitian monogenic then the circulant matrix function G 1 2 is hermitian monogenic, but the converse does not hold in general. However for the special case of a diagonal or anti-diagonal matrix function
.e. when g 1 = g and g 2 = 0 or vice versa, the hermitian monogenicity of G 0 coincides with the hermitian monogenicity of g.
The Cauchy Integral Formula in the hermitian case
In the actual dimension the classical Cauchy Integral Formula (4) still reads
but now with E(X) as given in the previous section and the differential form dσ X of order (2n − 1) given by
e 2j−1 dx j − e 2j dy j according to the new notations.
A formal Cauchy Integral Formula for hermitian monogenic circulant matrix functions was first obtained in [6] . We recall the consecutive steps needed to arrive at this result. Introducing the notations
it is easily obtained that
leading to the hermitian differential forms defined to be
which also may be obtained by projection:
Then, for a bounded domain D ⊂ R 2n with smooth boundary ∂D and a hermitian monogenic full circulant matrix function G 
where v is the hermitian vector variable corresponding to Y = v † − v running over ∂D, and z is the hermitian vector variable corresponding to
The multiplicative constant appearing at the right hand side of formula (11) originates from the re-ordering of 2n real variables into n complex planes.
In the special case where G 1 2 is taken to be the diagonal matrix function G 0 , the above formula reduces to a genuine Cauchy Integral Formula for the hermitian monogenic function g, which explicitly reads
together with the additional integral identity
which thus should be fulfilled by every function g which is hermitian monogenic in an open neighbourhood of D.
Remark 1. In formulae like (11), (12) and (13) we have used, next to each other, the cartesian variables X and Y on the one hand, and the hermitian variables z and v on the other. They are linked by the transition formulae X = z † − z and Y = v † − v respectively. Because the variables X and Y represent points located in
• D and on ∂D respectively, we have kept them as function arguments emphasizing their geometric location, but it is, quite naturally, well understood that the functions involved should be expressed in terms of the vector variables (z, z † ) and (v, v † ) respectively. In the forthcoming integral formulae next in this paper the same notation convention will be used. Now we will follow another approach and show how the formulae (12) and (13) may be directly derived from the euclidean Cauchy Integral Formula (4). To that end we consider functions taking values in complex spinor space S = C 2n I ∼ = C n I which is realized here by means of the primitive idempotent I = I 1 . . . I n , with
In [5] it was shown that complex spinor space S, considered as a U(n)-module, decomposes as
into the U(n)-invariant and irreducible subspaces
each of them consisting of r-vectors from CΛ † n multiplied by the idempotent I, where CΛ † n is the Grassmann algebra generated by the Witt basis elements {f † 1 , . . . , f † n }. The spaces S r are also called the homogeneous parts of spinor space. Consequently, any spinor valued function g decomposes as
in its so-called homogeneous components. It is worth observing that the action of the hermitian Dirac operators on a function F r taking values in a fixed homogeneous part S r , will have the following effect:
whence for such a function, the notions of monogenicity and hermitian monogenicity are equivalent. Indeed, seen the fact that ∂ = 2(∂ z − ∂ † z ) hermitian monogenicity clearly implies monogenicity for any differentiable function. Moreover for each homogeneous component g r taking values in the homogeneous part S r , we have seen above that ∂ z g r will be S r+1 valued, while ∂ † z g r will be S r−1 valued, whence ∂g r = 0 will force both terms to be zero separately.
A similar decomposition, followed by an analysis of the values, may now be applied to the Cauchy Integral Formula (4). Indeed, as all building blocks of the hermitian framework are obtained, up to constants, by projection, we may, conversely, decompose
Substituting these into (4) yields, for each r = 0, 1, 2, . . . , n,
Seen the definitions of E(z), E † (z), dσ z and dσ z † , we will have
We thus directly obtain (12) for each homogeneous component g r :
while (13) can be replaced by the even stronger result This conclusion may be directly generalised to any spinor valued function g. It suffices to decompose such a function into its homogeneous parts and invoke the fact that g is hermitian monogenic if and only if all its homogeneous parts g r are. We may thus write the above results separately for each component g r and by adding them up we obtain the following result. 
together with the non-trivial integral identities
Additional identities are obtained through the action of the hermitian Dirac operators ∂ z and ∂ † z on formula (12):
we obtain the non-trivial integral identities
involving a hermitian monogenic integral kernel with a pointwise singularity in
Remark 2. As mentioned in the introduction, in complex analysis an alternative way of generalising the Cauchy Integral Formula to higher dimension is by means of the Martinelli-Bochner kernel, see e.g. [21, 20] . One of the remarkable results of hermitian monogenic function theory is that, when the considered functions take their values in the nth homogeneous part S n of complex spinor space, hermitian monogenicity coincides with holomorphy in the complex variables (z 1 , . . . , z n ) and the above hermitian Cauchy Integral Formula reduces to the Martinelli-Bochner formula, in this way establishing a nice and interesting connection between hermitian Clifford analysis and complex analysis in several variables, see also Example 1 in the next section.
The Cauchy transform in the hermitian case
Given a smooth function h on the smooth boundary ∂D of the bounded domain D in R 2n , our aim is to generate, through the Cauchy transform, a hermitian monogenic function in its interior D + and its exterior D − . To that end we consider the integral 
Action by the matrix operator D (z,z † ) learns that the functions g 1 and g 2 satisfy in D
Now we restrict ourselves to considerations about the interior D + of the bounded domain D, the results for the exterior D − being completely similar. Apparently there are two possibilities for generating a hermitian monogenic function in D + . The first possibility consists in assuming that the boundary function h satisfies the condition g 2 (X) = 0, ∀X ∈ D + , whence the function g 1 (X) will be hermitian monogenic in D + . The second possibility consists in assuming that h satisfies the condition g 1 (X) = 0, ∀X ∈ D + which entails the hermitian monogenicity of g 2 (X). At first sight both possibilities are of equal value, but it will become apparent that the first option has to be preferred.
Let us consider the first possibility and assume that the boundary function h satisfies the condition
into a hermitian monogenic function in D + . Assuming now that the boundary function h is spinor valued, we can decompose it into its homogeneous parts:
whence the function g 1 may be rewritten as
where, for each r = 0, . . . , n, the function g r 1 takes its values in S r and inherits its hermitian monogenicity in D + from g 1 . In this way the Cauchy transform generates, out of the spinor-valued boundary function h, a hermitian monogenic function in D + , this construction being carried out componentwise. Now consider the case where the spinor-valued boundary function h satisfies the second condition
Clearly this condition is fulfilled by the function h if each of its homogeneous components h r does. But, for each r = 0, . . . , n, the hermitian monogenic function
takes values in S r−2 S r+2 , and the hermitian monogenic function
• D is not constructed componentwise. This explains our preference for the first approach.
Note that the same results may be obtained, starting from the euclidean Cauchy transform (5) for monogenic functions, by decomposing the Cauchy kernels and the differential forms into their hermitian counterparts. Indeed, let us consider a smooth function h on ∂D and let us assume from the beginning that it satisfies the condition
Its Cauchy transform, see (5) , yields a monogenic function in D + :
Due to condition (17) this function g takes the form
in which we recognize, up to a constant, the function g 1 , in other words: the function g is not only monogenic but also hermitian monogenic in D + .
It is interesting to investigate the boundary value of this hermitian monogenic function g(X) for X ∈ D + tending non-tangentially to a certain point Ξ on ∂D. Boundary values of monogenic functions have been studied in e.g. [3] ; for a matricial treatment of the boundary behaviour of hermitian monogenic functions we refer to [2] . Recall that the Cauchy transform of the smooth function h on the boundary ∂D of the bounded domain D, given by 
where H stands for the Hilbert transform given by
with ∂D = {Y ∈ ∂D : d(Y , Ξ) > }. Now, as already mentioned above, for a boundary function h satisfying the condition 
then h belongs to the Hardy space H 2 (∂D)
As to the the converse of Proposition 2 we are able to prove the following.
Proposition 3.
If the spinor-valued function h belongs to the Hardy space H 2 (∂D), then h trivially belongs to the Hardy space H 2 (∂D) and moreover satisfies the integral condition (20) .
Proof
If a function f belongs to the Hardy space H 2 (∂D) then there exists a function
On the other hand the Cauchy transform F of f belongs to H 2 (D + ) and shows the non-tangential boundary value f . This means that the function F − G is monogenic in D + and shows the nontangential boundary value 0, whence F = G. In other words: the Cauchy transform of a function f ∈ H 2 (∂D) is hermitian monogenic in D + and belongs to H 2 (D + ) with non-tangential boundary value f . When applying this property to the r-homogeneous component h r of h, we find that the Cauchy transform of h r , which a priori takes values in S r ⊕ S r+2 ⊕ S r−2 , shows the non-tangential boundary value h r which takes values in only S r . This implies that the Cauchy transform of h r also takes its values in only S r , whence it is the r-homogeneous component of the Cauchy transform of h. It follows that each of the homogeneous components of the boundary function h, and hence also h itself, satisfies the integral condition (20) and even the stronger conditions (15) and (16) .
Remark 3. Proposition 3 was formulated for spinor valued functions, however without loss of generality since the complex Clifford algebra C 2n decomposes into a direct sum of copies of spinor space S.
In addition condition (20) makes it possible to rewrite and simplify expression (19) defining the Hilbert transform, in terms of the hermitian counterparts to the Cauchy kernel functions and the differential forms involved. To that end we need the results of the following lemmata. Lemma 1. Let X be a point in the interior of a bounded domain D with smooth boundary ∂D. One has
Proof These formulae readily follow from the well-known result, see e.g. [3] ,
Lemma 2. Let Ξ be a boundary point of a bounded domain D with smooth boundary ∂D. One has
Lemma 3. If the smooth function h defined on the boundary ∂D of a bounded domain D satisfies condition (17), viz.
Proof In view of Lemma 1 (ii) and (iii), it follows from (17) that
Invoking Lemma 2 (ii) and (iii), we thus obtain
The results of the above lemmata now lead to the following. 
the expression for its Hilbert transform reduces to
Note that we may now check the well-known Hilbert transform H[1] = 1. The constant function 1 indeed satifies condition (20) due to Lemma 1 (ii) and (iii). Next, invoking Lemma 2 (i), we find
There is, however, still a third approach possible to establish a Cauchy transform in the hermitian monogenic setting. Indeed, if the smooth boundary function h on ∂D is assumed to satisfy the condition
where, recall, the hermitian monogenic kernel K is given by
then, for the monogenic Cauchy transform of h, viz.
Condition (21) now is the key to the following alternative characterization of the Hardy space H 2 (∂D) in terms of the Hardy space H 2 (∂D).
Proposition 5.
A function f belongs to the Hardy space H 2 (∂D) if and only if f belongs to the Hardy space H 2 (∂D) and moreover satisfies the integral condition
Proof (i) Suppose that f ∈ H 2 (∂D). Then its Cauchy transform F belongs to H 2 (D + ) and shows the non-tangential boundary value f on ∂D. Now if f satisfies condition (22) then, as was shown above, F is hermitian monogenic in D + , in other words: F ∈ H 2 (D + ) and so f ∈ H 2 (∂D). (ii) Suppose that f ∈ H 2 (∂D). The following reasoning is similar to the proof of Proposition 3. There exists a function G ∈ H 2 (D + ) the non-tangential boundary value on ∂D of which is precisely the function f . As H 2 (∂D) ⊂ H 2 (∂D) the Cauchy transform F of f belongs to H 2 (D + ) and shows the non-tangential boundary value f on ∂D. Consider the function F − G; it is monogenic in D + and shows the non-tagential boundary value 0 on ∂D, whence
and condition (22) follows.
We conclude this section by the following nice example.
Example 1. Consider the function
with F a scalar function defined in an open neighbourhood Ω of D, D being a bounded domain in R 2n with a smooth boundary ∂D. Clearly f takes values in the n-th homogeneous part S n of spinor space. As was already mentioned in Remark 2, it was proven in [6] that f is hermitian monogenic in Ω if and only if F is a holomorphic function in the complex variables (z 1 , . . . , z n ) and does not depend on the complex conjugates (z F (z 1 , . . . , z n ) is indeed holomorphic in Ω, or, equivalently, that the S n -valued function f is hermitian monogenic in Ω, the Cauchy Integral Formula (12) and the additional integral identities (15) and (16) hold for this function f . Seen the algebraic structure of f , implying that dσ v f (Y ) = 0, these formulae reduce to
and
which, as we know, lead to the Martinelli-Bochner representation formula (2), viz.
. . , ξ n and the additional identities
Now consider the continuous boundary function h n = f | ∂D : ∂D → S n , for which it holds, invoking (24), that
meaning that the boundary function h n satisfies the first assumption. It follows that the function g given by
is hermitian monogenic in
n I, the function G then is holomorphic in the same region. Moreover it is clear that, seen (23), the function g coincides with the initial hermitian monogenic function f in
confirming that the restriction h n to ∂D of the hermitian monogenic function F in Ω ⊃ D belongs to the Hardy space H + 2 (∂D), see [3, 2] . Note that for the non-tangential boundary values where
again confirming that
Quaternionic monogenicity
A further refinement of hermitian monogenicity is obtained by taking the dimension to be a fourfold: m = 2n = 4p, reordering the variables as follows:
and considering the hypercomplex structure Q = (I 4p , J 4p , K 4p ) on R 4p . This hypercomplex structure arises by introducing, next to the complex structure I 4p , a second one, J 4p , given by
= −E 4p , and it anti-commutes with I 4p . A third SO(4p)-matrix
then arises naturally, for which K 2 4p = −E 4p and which anti-commutes with both I 4p and J 4p . Note that the representation of vectors is assumed to be by rows and the action of matrices on vectors thus is given by right multiplication, whence the above relation between the matrices K, I and J in fact signifies that K = J • I.
Next to the vector variable X = n k=1 (x k e 2k−1 + y k e 2k + x k+1 e 2k+1 + y k+1 e 2k+2 ) we now introduce the rotated variables
(−x k+1 e 2k−1 + y k+1 e 2k + x k e 2k+1 − y k e 2k+2 )
(y k+1 e 2k−1 + x k+1 e 2k − y k e 2k+1 − x k e 2k+2 ) and we introduce the concept of quaternionic monogenicity by means of the following four operators: the Dirac operator
(∂ x k e 2k−1 + ∂ y k e 2k + ∂ x k+1 e 2k+1 + ∂ y k+1 e 2k+2 ) and the three additional rotated Dirac operators
, if and only if in that region F is a solution of the system which can be shown to be invariant under the action of the symplectic group Sp(p). The basics of the quaternionic monogenic function theory were developed in [8, 9, 10] . For group theoretical aspects we refer to [11, 12] .
In the real approach to quaternionic monogenicity we have the fundamental solutions
whence a matrix fundamental solution has been found for the matrix Dirac operator D. Notice that in the hermitian case transposing the matrix E was not necessary, since a circulant 2 × 2 matrix always is symmetric. A similar (yet slightly different) strategy was developed in [1] .
However, another approach is possible as well, since the actions
and taking values in S r , r ∈ {0, 1, . . . , 2p}, it holds that g r is quaternionic monogenic if and only if it is simultaneously ∂ and ∂ J monogenic.
This result shows that, in view of establishing a Cauchy Integral Formula, the second attempt (26)-(27) is the right one to pursue, since the structure of the involved matrices reflects the importance of ∂ and ∂ J monogenicity in this setting. We thus introduce the concept of matricial quaternionic monogenicity as follows.
taking values in (subspaces of ) C 4p is called quaternionic monogenic if and only if it satisfies the system or, expressed in the original real variables
The Cauchy Integral Formula for matrix quaternionic monogenicity readily follows; its proof is similar to the one in the hermitian monogenic setting. 
where v is the hermitian vector variable corresponding to Y ∈ ∂D, and z is the one corresponding
Again note that the multiplicative constant appearing at the right hand side originates from the re-ordering of 4p real variables into 2p complex planes.
Taking for G the diagonal matrix function G 0 , the above result reduces to a genuine Cauchy Integral Formula for the quaternionic monogenic function g. with smooth boundary ∂D. Then one has the two reproducing formulae
and the two additional integral identities
An alternative proof of Corollary 1 is obtained, as has been done explicitly in the hermitian case, by splitting a spinor valued function in its homogeneous components, writing down, for each component, the Cauchy Integral Formulae for ∂ and ∂ J monogenicity, while invoking the structural decompositions for all building blocks involved and the subsequent splitting of the values, and finally adding up all intermediate results. In this way the reproducing formulae (28) and (29) are recovered, while the integral identities (30) an (31) are replaced by the stronger results:
Now recall that interesting results were obtained in the hermitian framework by restricting the values of the considered functions to the different homogenous parts of spinor space, which are suggested by the U(n) symmetry. For quaternionic monogenics the underlying Sp(p) invariance has not yet been fully exploited, since the homogeneous parts of spinor space are reducible under Sp(p) and split further into so-called symplectic cells, see e.g. [8, 10] . This splitting is caused by the action of the multiplication operators
for which we define, for r = 0, . . . , p, the kernel spaces It was shown in [17, 8] that, for all r = 0, . . . , p, The quaternionic monogenicity of F then is shown to be equivalent with the quaternionic monogenicity of each of its components F r s , entailing an even further refinement of the results obtained above.
The osp(4|2)-monogenic framework
In [12] it was shown that, from a group theoretical point of view, the definition of quaternionic monogenicity is not the best possible one. For instance, spaces Q r,s a,b of quaternionic monogenic bi-homogeneous polynomials of bi-degree (a, b) with values in the symplectic cell S r s , still remain reducible under the action of the symplectic group Sp(p), an unfortunate situation. This has lead to the definition of so-called osp(4|2)-monogenicity in [11, 12] , where a function, apart from being quaternionic monogenic, is requested to be in the kernel of the above mentioned multiplication operator P : 
D
(iii) The identities (36) and (37) are the result of the action of the operator E on the representation formulae (32) and (33), taking into account that Eg = 0.
