Insurance as a financial instrument has been used for a long time. 
Introduction
The liberalization of the Indian insurance sector has resulted in a number of insurance companies entering the market. This has led to a plethora of choices both in terms of service providers as well as products to the consumers. With the huge untapped market that still exists, the insurance market in India is expected to increase rapidly. In this paper we attempt to develop a ready reckoner to match the buyer's requirement with the products that the insurance companies are offering. This will aid policyholders and potential investors in comparing the various policies being offered.
In brief, we attempt to find a) the attributes of the product that a policy holder is looking for, b) given these attributes, the relative weights of various attributes, c) a way to compare the existing insurance products based on the framework developed, and d) probabilities of selecting a product from a set of mutually exclusive alternatives.
Based on a Multi Criterion Decision-making Approach (MCDA) and a Logarithmic Goal
Programming Method (LGPM), we develop a linear utility model to answer the above questions.
While a lot of work has been done on the use of various mathematical techniques to develop utility functions, not much work has been done towards developing a utility model for insurance products.
Hence, the development of a utility function is very important in the Indian context. This paper is also possibly one of the first attempts to develop a utility model of insurance products using LGPM. We believe this work will help the buyer of an insurance product to compare the existing products thereby making a better-informed buying decision. This paper is organized as follows. Section 2 discusses the overview of the insurance market in India and the increasing importance it is garnering in that context. Section 3 outlines a literature survey on the subject. In section 4, we describe the proposed model. In section 5, we describe the logarithmic goal programming model. In section 6, we outline the methodology followed to implement the model and arrive at the results. In this section, we also show the results obtained using a sample data set and then extend it to the larger case. Section 7 talks about the findings from the models and explanation of the output. Finally, section 8 concludes the paper as well as outlines the possible extensions that could possibly arise from the work discussed in this paper.
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Overview of the Insurance Market in India
The Indian insurance business (Overview of Insurance Sector, 2007 ) is currently of the order of USD10 billion (approximately INR 450 billion) and is experiencing an annual growth of about 15% -20%. In the Indian context, there are two important indicators:
1. Huge amounts of funds are available with the largest life insurer in India, the Life Insurance Corporation (LIC) of India Limited. It is interesting to note that even after about 10 years of a decontrolled insurance sector, LIC still controls over 90% of the life insurance business in India.
2. The other important indicator is the amount of premium collection for insurance policies. At present, this is about 2% of the GDP of India. Table 1 provides a comparative analysis of per capita insurance in US, UK, Japan and India. The comparison also indicates the tremendous growth potential for insurance products in India. With the advent of private players, there has been an increase in the number of new and innovative products.
Literature Survey
There is a considerable volume of literature on various products in insurance as well as the use of various optimization techniques in insurance policies. In fact, optimization techniques have in some way always formed the backbone of the insurance policy selection by customers -it is like any portfolio selection problem. In that sense, even the seminal work of Markowitz (1952) on portfolio theory can be extended and applied to the insurance domain. However, not much work has been done, in particular, using LGPM in the life insurance industry. But some parallels can be drawn from similar (not identical) work that has been done in the banking sphere, especially in the Asset Liability Management (ALM) sphere (Bessis (2002) ).
In terms of the insurance domain, Basu et al. (2004) discuss the use of different operational research and management science models in various insurance applications. Das and Basu (2003) also have used an optimization technique to obtain the optimal premium in the case of automobile insurance in the presence of non-claims bonus schemes. Das (2003) has also used a similar approach to look at joint life insurance polices with differential benefits and premiums to policyholders.
The Analytic Hierarchy Process (AHP), developed by Satty (1980) and Aczel and Satty (1983) provides a method of obtaining the relative criticality weighting of child indicators and relative criticality weighting of evaluators. Further, the LGPM method has been developed by Bryson and Joseph (1999) . Both the AHP and the LGPM methodologies are used extensively in this work.
Another approach to looking at these types of problems is the use of "Conjoint Analysis". Conjoint
Analysis is primarily a survey based research tool used in marketing sciences to measure the customer preferences among several multi -attribute products or services and then use these preferences in the pricing and servicing of the product. A lot of work on Conjoint Analysis has been done by a number of researchers -prominent amongst them are Srinivasan (1980 Srinivasan ( , 1998 , Green (1978, 1990 ) and Srinivasan, Jain and Malhotra (1983) . At this point we mention that according to Srinivasan and Green (1978) the conjoint methodology is based on a decompositional approach, in which the respondents react to a set of total profile descriptions. It is the job of the market researcher to find the worth of a set of individual attributes given some type of compositional rule, that are more consistent with the respondents' overall preference. On the contrary, the LGPM is a compositional and build up approach in which total utility for some multi attribute product (or service in this case) is found to be a weighted sum of the products (or services) perceived and associated value ratings. Moreover it is important to point out that a key distinction between these approaches lies in the predominant purpose for which it is used. Conjoint Analysis generally emphasizes predictive validity and regards explanation as the desirable (but secondary) objective, while the LGPM that we are discussing in this paper is true for an expectancy value theorist.
In this paper, we use the AHP and LGPM based methodology over the Conjoint Analysis methodology. The reasons for the use of the AHP and LGPM based methodology are due to the fact that no such usage has been seen in the context of insurance products and that this method also allows for an alternate approach to be used for obtaining customer preferences and then using them for further analysis.
The Model
In order to enable a customer to choose the right insurance plan/policy, we decided to use the linear utility value concept. The utility function U(X) is defined as follows:
where, x i = level of parameters/criteria i important for policy selection w i = the relative importance (weights) assigned to the i th criteria.
In this paper, we describe a method of finding the weights (w i ) by LGPM. The methodology followed includes the LGPM method developed by Bryson and Joseph (1999) and AHP methodology developed by Satty (1980) and Aczel and Satty (1983) .
We first follow the steps detailed in the AHP methodology -the steps are as follows: One decision element is moderately more influential than the other.
5
Strongly more important One decision element has a stronger influence than the other.
7
Very strongly more important One decision element has significantly more influence over the other.
Extremely more important
The difference between influences of the two decision elements is extremely significant.
2, 4, 6, 8 Intermediate judgment values
Judgment values between equally, moderately, strongly, very strongly, and extremely.
Reciprocals
If v is the judgment value when i is compared to j, then 1/v is the judgment value when j is compared to i.
b. The priority vector is calculated by dividing each comparison value by the sum of the values in corresponding fields for the aggregation of the rows; namely, the sum of the proportion each comparison value occupies in its corresponding row.
Equation (2) shows the sum of the percentage each comparison value occupies in its corresponding row. An n x 1 matrix is acquired in this step.
c. The Maximum Eigenvalue is computed by multiplying the entire matrix with the acquired priority vector to produce a n x 1 matrix and then dividing this matrix by the priority vector to acquire unit vectors. The average of the unit vectors is sequentially calculated to acquire the maximum eigenvalue.
d. We examine for consistency because during the pair-wise comparison, discrepancies might occur between the results of the comparison and the decision. In AHP, before computing the weights based on pairwise judgments, the degree of inconsistency is measured by the Inconsistency Index (II). Perfect consistency implies a value of zero for II. However, perfect consistency cannot be demanded since, as human beings, we are often biased and inconsistent in our subjective judgments. Therefore, it is considered acceptable if II ≤ 0.1. For II values greater than 0.1, the pairwise judgments may be revised before the weights are computed. Now we try to implement the LGPM methodology developed by Bryson and Joseph (1999) to ascertain the weights of the criteria in the final model. We start with a set of criteria that we think are critical in the decision-making of a customer. We attempt to find the weights (w i 's) that different decision-makers ascribe to the different criteria through a survey.
Logarithmic Goal Programming Model
In goal programming we minimize under achievement and over achievement from the required goal.
In conventional goal programming we have these variables (under achievement and over achievement) in linear forms. In LGPM, we take the product of under achievement and over achievement and take their logarithms. The basic idea as suggested by Bryson and Joseph (1999) is that minimizing a function with two variables (linear in the objective function and summed over indices), is similar to minimizing logarithms of the product of the variables (product computed over the same indices).
We first define the sets, indices and parameters of the model I = set of first criterion I = (1,2,3, i….Imax) indexed by i J = set of second criterion J= (1,2,3 ..j..Jmax) indexed by j L = Link or pair of criteria (i,j) where i ∈ I and j ∈ J j ≠ i T = set of decision makers indexed by t, T = (1, 2,…t….Tmax) a t ij = the ratio of the response to the i th attribute with respect to the response for the j th attribute for the t th respondent, where t ∈ T and (i,j) ∈ L p t ij = the value generated by the methodology used in this work for a given respondent t for the pair (i,j) where t ∈ T and (i,j) ∈ L. The computation of the value of p t ij is explained in equation 3 given later. q t ij = a value generated by the methodology used in this work for a given respondent t for the pair (i,j) where t ∈ T and (i,j) ∈ L v i is the decision variable of the LGPM (not normalized) w i is the normalised decision variable or the weights of different attributes
LGPM involves a linear goal programming model in which the objective is to generate a group mean priority point vector w = (w 1 , w 2 , …, w N ) such that for the comparison between each pair of criteria 'i' and 'j', the difference between the ratio (w i /w j ) and the decision-makers specified a t ij is minimized. Please note that data value of Imax defined in this model is N.
Let there be real numbers p
where p t ij and q t ij both cannot be greater than 1. It should be noted that if the computed value of p t ij < 1, then, we replace the computed value by 1, else we retain the computed value of p Therefore, if p t ij = q t ij = 1 for each pair of criteria 'i' and 'j', then the set of point estimates provided by the decision-maker 't' is consistent; otherwise the data are inconsistent and our problem then is to minimize the product ∏ iєI ∏ jєJ p t ij q t ij . Aczel and Satty (1983) suggested that the group 'consensus' pairwise comparison values should be the geometric mean of the individual pairwise comparison values. Rather than focusing on each pairwise comparison, we will focus on the entire set of pairwise comparison values. Therefore if T is the index set of the decision-makers and M = |T|, then it follows that for the group, our problem is to minimize the product for all respondents t ∈ T and each value of (i,j) ∈ L . Thus the problem is to
This translates to solving the following linear goal programming problem where the decision variables are the un-normalized vector (v 1 , v 2 , …, v N ) . In this case, instead of minimizing the product, we minimize the logarithm of the product and use it in a linear programming problem. Thus if the decision-makers' estimates were consistent we would have ln(θ) = 0 or θ = 1.
Otherwise ln (θ) > 0 or θ > 1.
Dominance
Dominance occurs when one option performs at least as well as another on all criteria and strictly better than the other on at least one criterion. In principle, one option might dominate all others, but in practice this is unlikely. Once the decision-maker has ranked the different insurance products on the basis of the criteria, an initial step can be to see if any of the options dominate others.
Linear Additive Model
According to a study by Cochrane and Zeleny (1973) , if dominance is not observed, and it can either be proved, or reasonably assumed, that the criteria are preferentially independent of each other and if uncertainty is not formally built into the MCDA model the simple linear additive evaluation model is applicable. The linear model shows how an option's values on the many criteria can be combined into one overall value. This is done by multiplying the value score on each criterion by the weight of that criterion (determined by LGPM), and then adding all those weighted scores together. In case there are two parameters, which are not preference-independent, then one approach can be to club together the two variables and treat them as one variable. Otherwise a more complicated MCDA-based model that calculates correlation among the parameters can be used, but we will not go into that.
Methodology
In this section, we describe the data collection method employed in this study and the modeling details. Further, in sub-section 6.2, we describe the exact workings of the model using a smaller dataset and a reduced set of factors. This we hope will significantly enhance the readability of the paper. Finally, sub-section 6.3 talks about the mathematical implementation of the full scale model described in this paper.
Data Collection
We collected information on the life insurance policies and conducted a survey to determine the relative importance given to these factors. We first demonstrate the computational part by having a sample data set which we solve in the Excel solver (this is explained in Appendix -1). This sample data has 10 respondents and eight attributes. In this sample study we found that there is no added advantage to having a scale of 1 -100 and hence, we reduced the choice set to 1 to 9. The questionnaire is provided in Appendix-2. For the life insurance study, we had 102 respondents.
However, some responses were inaccurate or had missing data points; excluding these, we were left with 87 respondents. It should be noted that the proposed method of generating priority point vectors in the literature suggests that each respondent should specify values for each pair-wise comparison.
Since we had a large number of factors for each category of policy, we decided to reduce the number of values input to one for each factor. We then derived the pair wise comparison values. The survey was conducted amongst predominantly salaried or self-employed persons.
In the second part of the survey, we requested the respondents to rate the existing products available in the market. Each respondent was told to rate each product on each attribute.
Model explanation with a sample data set
In this section we describe the computational aspects of the model used in this paper on a sample dataset that can be easily solved in the Excel solver. The information collected was the same as in the case of the implementation of the full model; i.e. we collected information on the life insurance policies and conducted a survey to determine the relative importance given to these factors. This sample data had 10 respondents and eight attributes. In this sample study we found that there is no added advantage to having a scale of 1 -100 and hence, we reduced the choice set to 1 to 9 in the detailed study. The explanation of the computational part and the results obtained using this sample dataset which was solved using the Excel solver is provided in Appendix 1.
Implementation of the Mathematical Model
We applied the LGPM to a linear model with nine attributes. The decision variables were the weights of different variables. We obtained the weights of nine attributes from LGPM using our dataset of 87 respondents. The number of variables for the mathematical programming model is over 7200. While a small dataset can be implemented in the popular solver in Excel (as has been demonstrated in the example highlighted in Appendix 2), it is difficult to implement a large mathematical programming problem in Excel Solver. Therefore we choose The AMPL (A Mathematical Programming Language) developed by Fourer et al. (1993) We grouped the data suitably to identify if respondents in different salaried classes had allotted different weights.
Model Findings
We evaluated the existing life insurance policies using the weights. Specifically, we looked at moneyback life insurance policies (where maturity benefits are paid in installments at fixed intervals). The LGPM model yielded the following weights provided in Table 3 . While we found the equations for different income classes, we found that the variations of the values of weights were not more than 2%. Based on this, we find that the income tax benefit is the most important criterion for insurance. The benefit on death is the second important criterion for an insurance buyer. Again, looking at the coefficients, we can also say that add on, special schemes are the least important criterion. The life insurance study data was also categorized by Salary Class and studied. However, the weights were found to be largely similar, and within ±0.02 of the values shown above. However, there was significant difference in the consistency indicators for each class of salary, as shown in the table below. Therefore, it is appropriate to use the aggregate figure and not specific weights for each salary class. We note that certain salary classes (extremes) had very few respondents. Therefore, the validity of results for such classes is suspect. However, one may infer that these extreme categories have different weights. Therefore, a more targeted survey may be required to determine weights applicable to the extreme salary classes. From the above study we find that the utility of the insurance product can be expressed as 
Evaluation of Life Insurance Policies
The existing six products have been compared on all the nine attributes and their rating is given in Table 6 . We also show the utility of the existing products. This will help both -the consumer and the insurance providers.
This will also help the buyer in deciding the premium for a product; particularly since the buyer is interested in finding how much premium he/she should pay for this product. From this study it is possible to conclude that the buyer would be willing to pay a higher premium for product P1 (whose utility value is 4.07) as compared to product P2 (whose utility value is 2.74).
Since different attributes have different weights, an insurance provider will concentrate on those factors where the weights are higher. So an insurance provider will be interested in improving on BOD than SS. Assuming that there are only these six insurance products in the market, in Table 7 , we calculate the utility score of each insurance product as assigned by the buyer, . We then use a multinomial logit model [McFadden (1980) , Luce and Suppes (1965) and Luce (1959) ]. The multinomial logit model then calculates the probability that a customer will buy one of the products. 
Conclusion and Extensions
We have investigated the weights corresponding to the parameters used for selecting life insurance policies and vehicle insurance policies. Combining these weights with a linear utility function we have been able to develop a framework that can compare and rank the life insurance policies currently available.
We believe that our work makes it possible to identify the (relative) key parameters and design insurance policies accordingly. Further surveys on life insurance will allow weights to be determined for segments of the population. These segments may be based on salary class, or nature of employment. Once these weights are defined, and the utility function is drawn up, insurance companies can even tailor their products according to the relative importance of specific features of the policy.
This work can be extended in three directions. The first extension of this work will be sector specific.
We note that this work has been carried out in the life insurance sector in India. A similar extension can be done in vehicle insurance or in the health insurance sector. While the same linear additive model may be applicable, the number of attributes and the weights of each attribute may be different.
The linear additive model can also be extended to the context of Revenue Management. As Revenue
Management is an emerging research and application area, one of the important considerations from the point of the service provider is the utility of a customer. We believe no research work has been done in the Indian context and the logarithmic goal-programming model may be applicable in this context as well.
The second extension is based on the assumption of linearity. We have assumed the utility function to be linear. This may be a good approximation for the development of the utility function. However, in reality, the utility function may be non-linear. In such cases, it may be possible to find the second and higher order terms for each attribute in the model. The real challenge of this problem will be to collect data through market surveys for computing the higher order terms.
While we have shown that LGPM is a method to develop a linear utility function for the insurance method, it does not show how this method compares with that of conjoint analysis. A comparative study will be an interesting extension of this paper which we plan to take up in future. Then we again implement equations 3 and 5 by making the transformation and putting it up in the matrix equation. We take the optimal values of w i and V i from the Excel solver, and after putting those values, we compute the values. We show p t ij matrix in Table 11 
