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Abstract: In last couple years, an important relation (BCJ relation) between color-ordered tree-level
scattering amplitudes of gauge theory has inspired many studies. This relation implies that the minimal
basis for the color-ordered tree-level amplitudes is (n − 3)! and other amplitudes can be expanded into a
particular chosen basis. In this paper we will prove the conjectured explicit minimal basis expansion. For
this purpose we will write down general BCJ relation of gauge theory by taking the field theory limit of
BCJ relation in string theory. Then we prove these general BCJ relations using BCFW on-shell recursion
relation. Using these general BCJ relations, we prove the conjectured explicit minimal-basis expansion of
gauge theory tree amplitudes inductively.
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1 Introduction
Recently, there are significant progresses about various relations of tree-level scattering amplitudes of gauge
theory and gravitational theory. For gauge theory, old result (Kleiss-Kuijf(KK)[1] relation) stated that any
color-ordered tree-level amplitude of n gluons can be expanded by a basis with (n− 2)! amplitudes. How-
ever, this result has been revised after Bern, Carrasco and Johansson conjectured a new highly nontrivial
relation(BCJ relation)[2] for gauge theory which significantly reduces the number of basis from (n− 2)! to
(n − 3)!1. The new discovered BCJ relation plays a very important role for our understanding of another
important old result in gravity theory ( Kawai-Lewellen-Tye(KLT)[4] relation) which expresses tree-level
amplitude of n gravitons by the sum of products of two color-ordered tree-level amplitudes of n gluons
with appropriate kinematic factors[5, 6].
These relations have been investigated from the point of view of string theory as well as field theory.
From the point of view of string theory, KK relation, BCJ relation[7, 8] and KLT relation[4, 9] are conse-
quences of monodromy relations. After taking the field theory limit in string theory, these relations appear
naturally.
1The BCJ relation for amplitudes with gluons coupled to matter is suggested in [3].
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Although it is convenience to embed gauge theory and gravity theory into string theory, it is not
necessary to do so. In fact, as the consistent consideration, it is desirable to have a pure field theory proof
of these facts. The old result (KK relation) has been proved by new color-decomposition [10]. The new
discovered fundamental BCJ relation (as well as KK relation) and KLT relation have been proved by Britto-
Cachazo-Feng-Witten(BCFW) on-shell recursion relation[18, 19] along the line of S-matrix program[20] in
[11, 13] and [14–17]2. From the point of view of these proofs, the BCJ relation is the bonus relation of the
improved vanishing behavior for non-nearby BCFW-deformation [21]. BCJ relation is also the consistent
condition for the equivalence of various KLT relations.
BCFW recursion relation[18, 19] is an important tool to calculate and study amplitudes. With BCFW
recursion relation, one can construct on-shell tree amplitudes by sub-amplitudes with less external legs
Mn =
∑
I,J ,h
MI(p̂i, P̂
h
I,J )MJ (p̂j,−P̂
−h
I,J )
PIJ
, (1.1)
where the sum is over all possible distributions of external legs with shifted momentum p̂i ∈ I, p̂j ∈ J and
zIJ indicates the location of deformation where inner propagator is on-shell. Via discussions on complex
analysis, this relation exists in theories with proper vanishing behavior M(z → ∞) = 0 under BCFW-
deformation. Both gauge theory and gravity theory satisfy this condition[19, 21, 22]. BCFW recursion
relation can also be written down with nontrivial boundary contributions as considered in [23]3.
Because its importance, there have been lots of works on BCJ relation. From our point of view, we
think that BCJ relation can be understood from following two levels of meaning. The first level of meaning
is that there is a set of constraint equations which reduce the number of independent amplitudes from
(n−2)! to (n−3)!. The second level of meaning is the explicit minimal-basis expansion of amplitudes, i.e.,
how other amplitudes can be written down as the linear combination of basis with explicit expression of
coefficients. For the first level of claim, in string theory, these constraints come from monodromy relations
when we do the contour deformation and they contain not only the fundamental BCJ relation, but also
other relations which we will call “general BCJ relations”[7, 8]. The fundamental BCJ relation has been
proved in field theory by BCFW recursion relation, but the general BCJ relations have not been proved
and we will give a proof in this paper. For the second level of claim, until now it is still a conjecture [2]
and there is no explicit proof. It is our main purpose in this paper to give such a proof, thus complete the
whole claim.
The outline of our paper is following. In section 2 we will first consider the field theory limit of the
general BCJ relation in string theory, which provides a set of constraints on gauge theory amplitudes. It
reduces the number of the independent amplitudes from (n − 2)! to (n − 3)!. Though the general BCJ
relation can be derived from string theory directly, we give also a field theory proof by BCFW recursion
2In [12] BCJ relation is explained from the point of view of Schouten identity.
3BCFW recursion relation has been generalized to loop level as well as string theory. A few references can be found, for
example, in [24] and[25].
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relation in section 3. These general BCJ relations will be used for the proof of the explicit minimal-basis
expansion of gauge theory amplitudes in section 4. Finally in section 5 we give a brief conclusion.
2 The field theory limit of the BCJ relation in string theory
Gauge field theory can be embed into open string theory as its massless field limit. String theory often
provides many useful information for studying gauge theory. One of such examples is the beautiful proof
of KK and BCJ relations[7, 8] in string theory, where monodromy plays a crucial role in the proof. In this
section, we will take the field theory limit of the BCJ relation in string theory.
KK relation for open string tree amplitudes is given as[7]
An(β1, ..., βr , 1, α1, ..., αs, n)
= (−1)r ×Re
 ∏
1≤i<j≤r
e
2ipiα′kβi ·kβj
∑
{σ}∈P (O{α}∪O{βT })
s∏
i=0
r∏
j=1
e2ipiα
′(αi,βj)An(1, {σ}, n)
 , (2.1)
where we have defined α0 = 1. Our notations are following. O{α} means to keep the relative ordering
inside the set α while αT means to take the reversed ordering of set α. Putting together P (O{α}∪O{βT })
denote all permutations of set O{α} ∪ O{βT } where relative orderings inside set α and set βT have been
preserved. This relation expresses n = r+ s+ 2 point open string tree amplitudes by (n− 2)! amplitudes.
BCJ relation for open string tree amplitudes is given as[7]
Im
 ∏
1≤i<j≤r
e
2ipiα′kβi ·kβj
∑
{σ}∈P (O{α}∪O{βT })
s∏
i=0
r∏
j=1
e2ipiα
′(αi,βj)An(1, {σ}, n)
 = 0, (2.2)
where (α, β) is defined as
(α, β) =
{
kα · kβ (xβ > xα)
0 otherwise
. (2.3)
Combining with KK-relation (2.1), this relation reduces further the number of independent open string
amplitudes from (n− 2)! to (n− 3)!.
Noticing that
∏
1≤i<j≤r
e
2ipiα′kβi ·kβj
∑
{σ}∈P (O{α}∪O{βT })
s∏
i=0
r∏
j=1
e2ipiα
′(αi,βj)An(1, {σ}, n)
=
∑
{σ}∈P (O{α}∪O{βT })
exp
ipiα′ ∑
1≤i<j≤r
sβiβj +
s∑
i=0
r∑
j=1
ipiα′(αi, βj)
An(1, {σ}, n)
=
∑
{σ}∈P (O{α}∪O{βT })
exp
ipiα′ r∑
i=1
∑
σJ<σβi
sβiJ
An(1, {σ}, n), (2.4)
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where σJ denotes the position of the open string J in the permutation {σ} with the convention that the
position of particle 1 is defined as σ1 = 0, we can take the field theory limit α
′ → 0 where only massless
modes (i.e., gluons) of open string theory are left. The leading contribution of the real part of Eq. (2.1)
gives the familiar KK relation for color-ordered gluon amplitudes in field theory
An(β1, ..., βr , 1, α1, ..., αs, n) = (−1)
r
∑
{σ}∈P (O{α}∪O{βT })
An(1, {σ}, n). (2.5)
The leading contribution of the imaginary part of Eq. (2.2) gives
∑
{σ}∈P (O{α}∪O{β})
r∑
i=1
∑
σJ<σβi
sβiJAn(1, {σ}, n) = 0, (2.6)
where we have redefined {β}T → {β} with r-elements. This is nothing, but the BCJ relation for color-
ordered gluon amplitudes in field theory. When there is only one element in {β}, it just gives the fun-
damental BCJ relation, which has been proved in field theory [11–13]. The formula (2.6) is more general
in following sense. We can divide remaining (n − 2)-elements into arbitrary two sets α, β with the num-
ber of elements (n − 2 − r), r respectively and with arbitrary ordering. Because this freedom, remaining
(n− 2)-elements are all same footing.
As we have mentioned, the BCJ relation(2.6) provides further constraints on amplitudes to reduce
the number of independent amplitudes from (n − 2)! to (n − 3)!. However, (2.6) provides only a set of
constraints on amplitudes, and it does not give the explicit expressions of amplitudes by minimal-basis.
To obtain these explicit expressions, one should solve these constraint equations to express any amplitudes
by (n− 3)! independent ones. However, the general solving is very nontrivial and based on some examples,
an explicit minimal-basis expression was conjectured in [2]. In following two sections, we will first give the
field theory proof of the constraint equations (2.6), then we will use these constraints to prove (solve) the
conjectured explicit minimal-basis expression.
3 The field theory proof of the general BCJ relation
Though the general BCJ relation (2.6) can be derived from the BCJ relation in string theory directly by
taking the field theory limit, its pure field theory proof is still desirable. In this section, we will give a field
theory proof of the general BCJ relation (2.6) by BCFW recursion relation. To demonstrate our idea of
proof, we show an example first.
3.1 An example
The first nontrivial example for the general BCJ relation is the six point amplitude with set β = {2, 3}
and set α = {4, 5} and it is given by
0 = I6 = (s21 + s31 + s32)A(1, 2, 3, 4, 5, 6) + (s21 + s31 + s32 + s34)A(1, 2, 4, 3, 5, 6)
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+ (s21 + s31 + s32 + s34 + s35)A(1, 2, 4, 5, 3, 6) + (s21 + s24 + s31 + s34 + s32)A(1, 4, 2, 3, 5, 6)
+ (s21 + s24 + s31 + s34 + s32 + s35)A(1, 4, 2, 5, 3, 6)
+ (s21 + s24 + s25 + s31 + s34 + s35 + s32)A(1, 4, 5, 2, 3, 6) (3.1)
To show this is true, there are two possible ways to go. The first way is to use the fundamental BCJ
relation recursively[11], while the second way, the BCFW recursion relation[18, 19]. In this paper we will
use the second method where p1 and p6 are the shifted momenta. Thus the R. H. S. of the above equation
is
(s21 + s31 + s32)
[
A(1̂, 2|3, 4, 5, 6̂) +A(1̂, 2, 3|4, 5, 6̂) +A(1̂, 2, 3, 4|5, 6̂)
]
+ (s21 + s31 + s32 + s34)
[
A(1̂, 2|4, 3, 5, 6̂) +A(1̂, 2, 4|3, 5, 6̂) +A(1̂, 2, 4, 3|5, 6̂)
]
+ (s21 + s31 + s32 + s34 + s35)
[
A(1̂, 2|4, 5, 3, 6̂) +A(1̂, 2, 4|5, 3, 6̂) +A(1̂, 2, 4, 5|3, 6̂)
]
+ (s21 + s24 + s31 + s34 + s32)
[
A(1̂, 4|2, 3, 5, 6̂) +A(1̂, 4, 2|3, 5, 6̂) +A(1̂, 4, 2, 3|5, 6̂)
]
+ (s21 + s24 + s31 + s34 + s32 + s35)
[
A(1̂, 4|2, 5, 3, 6̂) +A(1̂, 4, 2|5, 3, 6̂) +A(1̂, 4, 2, 5|3, 6̂)
]
+ (s21 + s24 + s25 + s31 + s34 + s35 + s32)
[
A(1̂, 4|5, 2, 3, 6̂) +A(1̂, 4, 5|2, 3, 6̂) +A(1̂, 4, 5, 2|3, 6̂)
]
.(3.2)
where we have used following convention A(1̂, 4, 5, 2|3, 6̂) ≡
∑
h AL(1̂,4,5,2,P̂
h
3,6̂
)AR(−P̂
−h
3,6̂
,3,6̂)
s36
. Since the momen-
tum of k1 in the BCFW expansion of amplitudes is shifted, when we use the BCJ relation for sub-amplitudes
AL or AR, we should use the kinematic factors s21̂ and s31̂ instead of s21 and s31. Thus we should write
s21 = s21̂ + (s21 − s21̂) etc. Putting it back, above expression can be split into two parts A and B. A part
contains terms with kinematic factors s21̂, s31̂ and sij(i, j 6= 1), while B part contains terms with kinematic
factors s21 − s21̂ and s31 − s31̂.
The A part can be rewritten as
A =
[(
s21̂ + s3P̂12
)
A(1̂, 2|3, 4, 5, 6̂) +
(
s21̂ + s3P̂12 + s34
)
A(1̂, 2|4, 3, 5, 6̂)
+
(
s21̂ + s3P̂12 + s34 + s35
)
A(1̂, 2|4, 5, 3, 6̂)
]
+
[(
s21̂ + s31̂ + s32
)
A(1̂, 2, 3|4, 5, 6̂)
]
+
[(
s21̂ + s31̂ + s32
)
A(1̂, 2, 3, 4|5, 6̂)
]
+
[(
s2P̂14 + s3P̂14 + s32
)
A(1̂, 4|2, 3, 5, 6̂)
+
(
s2P̂14 + s3P̂14 + s32 + s35
)
A(1̂, 4|2, 5, 3, 6̂) +
(
s2P̂14 + s25 + s3P̂14 + s35 + s32
)
A(1̂, 4|5, 2, 3, 6̂)
]
+
[(
s21̂ + s3P̂124
)
A(1̂, 2, 4|3, 5, 6̂) +
(
s21̂ + s24 + s3P̂142
)
A(1̂, 4, 2|3, 5, 6̂)
+
(
s21̂ + s3P̂124 + s35
)
A(1̂, 2, 4|5, 3, 6̂) +
(
s21̂ + s24 + s3P̂142 + s35
)
A(1̂, 4, 2|5, 3, 6̂)
]
+
[(
s2P̂145 + s3P̂145 + s32
)
A(1̂, 4, 5|2, 3, 6̂)
]
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+
[(
s21̂ + s31̂ + s32 + s34
)
A(1̂, 2, 4, 3|5, 6̂) +
(
s21̂ + s24 + s31̂ + s34 + s32
)
A(1̂, 4, 2, 3|5, 6̂)
]
+
[(
s21̂ + s3P̂1245
)
A(1̂, 2, 4, 5|3, 6̂) +
(
s21̂ + s24 + s3P̂1425
)
A(1̂, 4, 2, 5|3, 6̂)
+
(
s21̂ + s24 + s25 + s3P̂1452
)
A(1̂, 4, 5, 2|3, 6̂)
]
(3.3)
For a given BCFW splitting (i.e., the particular cut, for example (12|3456)) we should use the BCJ relation
for AL or AR sub-amplitudes. For example, the splitting (12) can be grouped as(
s21̂ + s3P̂12
)
A(1̂, 2|3, 4, 5, 6̂) +
(
s21̂ + s3P̂12 + s34
)
A(1̂, 2|4, 3, 5, 6̂)
+
(
s21̂ + s3P̂12 + s34 + s35
)
A(1̂, 2|4, 5, 3, 6̂)
= s21̂
(
A(1̂, 2|3, 4, 5, 6̂) +A(1̂, 2|4, 3, 5, 6̂) +A(1̂, 2|4, 5, 3, 6̂)
)
+s3P̂12A(1̂, 2|3, 4, 5, 6̂) +
(
s3P̂12 + s34
)
A(1̂, 2|4, 3, 5, 6̂) +
(
s3P̂12 + s34 + s35
)
A(1̂, 2|4, 5, 3, 6̂)
= 0, (3.4)
where we have used the BCJ relation for three point amplitudes and five point amplitudes. Similar
arguments can be used to show that whole A part vanishes.
The B part can be rewritten as
B = s21
[
A(1, 2, 3, 4, 5, 6) +A(1, 2, 4, 3, 5, 6) +A(1, 2, 4, 5, 3, 6) +A(1, 4, 2, 3, 5, 6)
+A(1, 4, 2, 5, 3, 6) +A(1, 4, 5, 2, 3, 6)
]
+s31
[
A(1, 2, 3, 4, 5, 6) +A(1, 2, 4, 3, 5, 6) +A(1, 2, 4, 5, 3, 6) +A(1, 4, 2, 3, 5, 6)
+A(1, 4, 2, 5, 3, 6) +A(1, 4, 5, 2, 3, 6)
]
+
∮
z 6=0
dz
z
s21̂
[
A(1̂, 2, 3, 4, 5, 6̂) +A(1̂, 2, 4, 3, 5, 6̂) +A(1̂, 2, 4, 5, 3, 6̂) +A(1̂, 4, 2, 3, 5, 6̂)
+A(1̂, 4, 2, 5, 3, 6̂) +A(1̂, 4, 5, 2, 3, 6̂)
]
+
∮
z 6=0
dz
z
s31̂
[
A(1̂, 2, 3, 4, 5, 6̂) +A(1̂, 2, 4, 3, 5, 6̂) +A(1̂, 2, 4, 5, 3, 6̂) +A(1̂, 4, 2, 3, 5, 6̂)
+A(1̂, 4, 2, 5, 3, 6̂) +A(1̂, 4, 5, 2, 3, 6̂)
]
= −
∮
z=∞
dz
z
s21̂
[
A(1̂, 2, 3, 4, 5, 6̂) +A(1̂, 2, 4, 3, 5, 6̂) +A(1̂, 2, 4, 5, 3, 6̂) +A(1̂, 4, 2, 3, 5, 6̂)
+A(1̂, 4, 2, 5, 3, 6̂) +A(1̂, 4, 5, 2, 3, 6̂)
]
−
∮
z=∞
dz
z
s31̂
[
A(1̂, 2, 3, 4, 5, 6̂) +A(1̂, 2, 4, 3, 5, 6̂) +A(1̂, 2, 4, 5, 3, 6̂) +A(1̂, 4, 2, 3, 5, 6̂)
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+A(1̂, 4, 2, 5, 3, 6̂) +A(1̂, 4, 5, 2, 3, 6̂)
]
, (3.5)
where
∮
z 6=0 means the big enough contour around z = 0 but does not include the contribution from pole
z = 0. Using the KK relation, we can see
A(1̂, 2, 3, 4, 5, 6̂) +A(1̂, 2, 4, 3, 5, 6̂) +A(1̂, 2, 4, 5, 3, 6̂) +A(1̂, 4, 2, 3, 5, 6̂)
+A(1̂, 4, 2, 5, 3, 6̂) +A(1̂, 4, 5, 2, 3, 6̂)
= A({3, 2}, 1̂, {4, 5}, 6̂). (3.6)
Since in A({3, 2}, 1̂, {4, 5}, 6̂), the 1̂ and 6̂ are not nearby, the z →∞ behavior[21] is 1
z2
, the integrals in B
must vanish. Thus finally we proved the BCJ relation for six gluon amplitudes (3.1). It is worth to notice
that the method of proof is similar to the one used for the fundamental BCJ relation[11].
In the next subsection, we will extend the proof of this example to the proof of n-particle BCJ relation
(2.6) with arbitrary sets α, β.
3.2 General proof
Now let us turn to the field theory proof of the general BCJ relation (2.6). The starting point of the
recursive proof is the BCJ relation for three point amplitudes
s21A3(1, 2, 3) = 0. (3.7)
This relation can be seen obviously, since s21 = p
2
3 = 0.
For the general formula where the momenta of the legs 1 and n are the shifted momenta in the BCFW
expansion, we should notice that there are two types of dynamical factors sij : one contains the shifted
momentum p1 and another, does not. As seen in previous example, these two types should be treated
separately when we use BCFW recursion relation to expand amplitudes and when we apply general BCJ
relation inductively to sub-amplitudes, where we should use the shifted factors s
βi1̂
, i.e., we should write
sβi1 = sβi1̂ +
(
sβi1 − sβi1̂
)
.
As in the previous example, we can divide the expression into two parts: part A and the part B. The
contribution of part B with factors
(
sβi1 − sβi1̂
)
is given as
∑
{σ}∈P (O{α}∪O{β})
r∑
i=1
sβi1A(1, {σ}, n) −
∑
{σ}∈P (O{α}∪O{β})
r∑
i=1
∑
All splitting
s
βi1̂
A(1̂, {σL}|{σR}, n̂)
=
r∑
i=1
sβi1
∑
{σ}∈P (O{α}∪O{β})
A(1, {σ}, n) +
r∑
i=1
∑
{σ}∈P (O{α}∪O{β})
∮
big z 6=0
dz
z
s
βi1̂
A(1̂, {σ}, n̂)
=
r∑
i=1
∑
{σ}∈P (O{α}∪O{β})
[
−
∮
z=∞
dz
z
s
βi1̂
A(1̂, {σ}, n̂)
]
– 7 –
= (−1)r+1
r∑
i=1
∮
z=∞
dz
z
s
βi1̂
A({βT }, 1̂, {α}, n̂), (3.8)
where we have used the KK relation in the last line. Since 1̂ and n̂ are not nearby, the boundary behavior
is 1
z2
[21], thus the integral around the infinity vanishes.
The contribution of part A of (2.6) is given by following BCFW recursion relation as
∑
{σ}∈P (O{α}∪O{β})
r∑
i=1
∑
σJ<σβi
sβiJ
∑
All splitting
An(1̂, {σL}|{σR}, n̂)
=
r∑
i=1
∑
σJ<σβi
sβiJ
∑
All splitting
∑
{σL}⊂P (O{αL}∪O{βL})
∑
{σR}∈P (O{αR}∪O{βR})
An(1̂, {σL}|{σR}, n̂)
=
∑
All splitting
{ ∑
σL∈P (O{αL}∪O{βL})
rL∑
i=1
∑
0≤σJ<βLi
sβLiJLArL+sL+2(1̂, {σL},−P̂I)
× 1
P 2I
×
 ∑
{σR}∈P (O{αR}∪O{βR})
An−rL−sL−2A(P̂I , {σR}, n̂)

+
 ∑
{σL}∈P (O{αL}∪O{βL})
ArL+sL+2(1̂, {σL},−P̂I)
× 1
P 2I
×
 ∑
{σR}∈P (O{αR}∪O{βR})
r∑
i=rL+1
∑
rL+sL<σJ<βRi
(
sβRi,JR + sβRi(P̂I)
)
An−rL−sL−2A(P̂I , {σR}, n̂)
},(3.9)
where the kinematic factors with J = 1 are shifted, i.e., s
βi1̂
. In the equation above, we have used {αL},
{βL} to denote the subsets of α, β at the left hand side and {αR}, {βR} the subsets of α, β at the right
hand side respectively. rL, sL, rR and sR are the numbers of elements in each subset {βL}, {αL}, {βR}
and {αR} respectively. P̂I is the sum of the momenta at the left hand side of a given splitting I. With
the general BCJ relation for sub-amplitudes, each term at the last equation is zero, thus we have shown
the contribution of part A is zero. Combining results from part A and part B we proved general BCJ
relation(2.6).
4 The proof of the explicit minimal-basis expansion of gauge field tree amplitudes
Although the general BCJ relation (2.6) provides a set of constraint equations, which reduces the number
of minimal basis from (n− 2)! to (n− 3)!, the explicit expression of other amplitudes by the minimal basis
is not manifest. A manifest expression is conjectured in [2]. In this section, we will prove the conjecture
explicitly.
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The conjectured minimal-basis expansion can be written as[2]
An(1, β1, ..., βr , 2, α1, ..., αn−r−3, n) =
∑
{ξ}∈P ({β}∪O{α})
An(1, 2, {ξ}, n)
r∏
k=1
F{β},{α}(2, {ξ}, n|k)
s1,β1,...,βk
, (4.1)
where P ({β} ∪O{α}) corresponds to all permutations of {β} ∪ {α} that maintain the relative order of the
set {α}. The function F{β},{α}(2, {ξ}, n|k) is defined as
F{β},{α}(2, {ξ}, n|k) =

∑
ξJ>ξβk
G(βk, J) if ξβk−1 < ξβk
−
∑
ξJ<ξβk
G(βk, J) if ξβk−1 > ξβk

+

s1,β1,...,βk if ξβk−1 < ξβk < ξβk+1
−s1,β1,...,βk if ξβk−1 > ξβk > ξβk+1
0 else
 , (4.2)
where ξJ stands for the position of the leg J in the permutation of ξ and we should include ξ0 ≡ α0 ≡ 2.
We define ξβ0 ≡ ∞ and ξβr+1 ≡ 0. The function G is defined by
G(βk, βj) =
{
sβkβj if k < j
0 else
}
, (4.3)
G(βk, αj) = sβkαj , (4.4)
where α0 = 2, αn−r−2 = n, ξ2 = ξα0 ≡ 0, ξn = ξαn−r−2 ≡ n− 2.
In this formula, the amplitude with β1, β2, ..., βr between 1 and 2 are expressed by the basis amplitudes
with no β between 1 and 2. Thus the formula (4.1) expresses any amplitude by (n − 3)! independent
amplitudes with fixed positions of 1, 2, n explicitly. We will discuss and prove the minimal-basis expansion
(4.1) in the following subsections.
4.1 The properties of the function F
Before we prove the minimal-basis expression (4.1), let us have a look at some useful properties of the
function F . It is worth to have some remarks from the definition (4.2). First let us notice that the function
has two groups of parameters. The first group of parameters is the up-index {β}, {α}, which provides the
ordering information of amplitude for which we need to expand into basis. The second group of parameters
is (2, {ξ}, n), which fixes the particular amplitude of the basis, and the number k which tells us that it is
the k-th kinematic factor coming from the k-th element βk of up-index. The second point we need to notice
is that for the k-th kinematic factor, the key information we need is the permutation ξ and the relative
ordering between βk and βj , j ≥ k − 1. If these information is same, we may get same k-th kinematic
factor.
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Having observed above points, let us consider the minimal-basis expansion of following two amplitudes.
The first one is An(1, β1, ..., βr , 2, α1, ..., αn−r−3, n) given by (4.1). The second one is following expansion
An(1, β1, ..., βp, 2, γ1, ..., γn−p−3, n)
=
∑
ξ∈P ({β1,...,βp}∪O{γ1,...,γn−p−3})
An(1, 2, {ξ}, n)
p∏
k=1
F{β1,...,βp},{γ1,...,γn−p−3}(2, {ξ}, n|k)
s1,β1,...,βp
, (4.5)
where p ≤ r and {γ1, ..., γn−p−3} ∈ P (O{α} ∪ O{βp+1, ..., βr}), which give the relation between these two
would-be-expanded amplitudes.
For p < r, from the definition of F (4.2) we can see
F {β1,...,βp},{γ1,...,γn−p−3}(2, {ξ}, n|k) = F{β1,...,βr},{α1,...,αn−r−3}(2, {ξ}, n|k), (1 ≤ k < p), (4.6)
which is obvious from the definition of (4.2). The boundary case k = p is more complicated and is given
by
F{β1,...,βp},{γ}(2, {ξ}, n|p) =
{F{β1,...,βr},{α1,...,αn−r−3}(2, {ξ}, n|p)
F{β1,...,βr},{α1,...,αn−r−3}(2, {ξ}, n|p) − s1β1,...,βp, ξp−1 < ξp < ξp+1
F{β1,...,βr},{α1,...,αn−r−3}(2, {ξ}, n|p) − s1β1,...,βp, ξp−1 > ξp, ξp+1 > ξp
(4.7)
according to different relative orderings among ξp−1, ξp, ξp+1.
Now we consider a given permutation ξ in which the relative order of beta is βl, βl+1, ..., βr for a given
1 ≤ l < r, i.e, we have ξβl < ξβl+1 < ... < ξβr . Furthermore we assume ξβl−1 > ξβl . With these orderings,
following equations can be seen from the definition of F given by (4.2):
F{β1,...,βr},{α}(2, {ξ}, n|k) =

∑
ξJ>ξβk
G(βk, J) + s1,β1,...,βk = −
∑
ξJ<ξβk
G(βk, J) + s1,β1,...,βk−1 (l < k < r)∑
ξJ>ξβk
G(βk, J) = −
∑
ξJ<ξβk
G(βk, J)− sβr1 −
∑r−1
j=1 sβrβj (k = r)
−
∑
ξJ<ξβk
G(βk, J) (k = l)
(4.8)
where we have used the momentum conservation for the first and second lines and the rewriting s1,β1,...,βk =
s1,β1,...,βk−1 + s1βk +
∑k−1
i=1 sβiβk .
The last case we want to discuss is the case with ξr−1 > ξr. Then by the definition (4.2) we obtain
F{β1,...,βr},{α}(2, {ξ}, n|k = r) = −
∑
ξJ<ξβr
G(βr, J)− s1,β1,...,βr . (4.9)
Properties (4.6),(4.7),(4.8) and (4.9) are all we need for our proof. It can be briefly seen as following.
With the general BCJ relation(2.6), we can express any amplitude with β1, ..., βr between 1 and 2 by
amplitudes with less βs between 1 and 2. Then we use minimal-basis expansion to express these amplitudes
with less βs between 1 and 2 by those with all βs between 2 and n. For an given amplitude belongs to
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the minimal basis, there are several contributions to the coefficient, thus we need to use properties of F
to combine them together. By this way we can prove the minimal basis expansion of amplitude with r
βs between 1 and 2 by induction. In the next subsection, we will use some examples to demonstrate this
pattern.
4.2 Examples
In this subsection, we will give some examples to see the explicit minimal basis expansion of amplitudes.
The first and the simplest example is the minimal-basis expansion of amplitudes with only one element in
{β}. The second one is the case with two elements in {β}, the third one is the case with three elements in
{β}. Through these examples, the idea of general proof will be more clear.
4.2.1 Only one element in {β}
If there is only one element in {β}, with the general formula of BCJ relation (2.6) we can express the
amplitude with β1 between 1 and 2 by those with β1 between 2 and n immediately as
4
An(1, β1, 2, α1, ..., αn−4, n)
= −
∑
{ξ}∈P (O{β1}∪O{α})
(
s1β1 +
∑
ξJ<ξβ1
sβ1J
)
s1β1
A(1, 2, {ξ}, n)
=
∑
{ξ}∈P ({β1}∪O{α})
F{β1},{α}(2, {ξ}, n|1)
s1β1
An(1, 2, {ξ}, n), (4.10)
where we have used the definition (4.2) with the relative ordering ξβ0 = ∞ > ξβ1 > ξβr+1 = 0. Since
there is only one β, the ordered set of permutations P (O{β1} ∪ O{α}) becomes the partially ordered set
of permutation P ({β1} ∪ O{α}) that maintain the order of the {α} elements. It is the same result with
the minimal-basis expression of amplitudes with only one element in {β}[2]. This example is nothing but
the fundamental BCJ relation.
4.2.2 Two elements in {β}
The amplitude with two elements in {β} is the first nontrivial example. If there are two elements in the
set {β}, from the general formula of BCJ relation (2.6), we can see that
An(1, β1, β2, 2, α1, ..., αn−5, n)
= −
∑
{ξ˜}∈P (O{α}∪O{β2})
s1β1 + s1β2 + sβ2β1 + ∑
ξ˜J<ξ˜β2
sβ2J

s1β1β2
An(1, β1, 2, {ξ˜}, n)
4Please remember the convention that ξ0 = 2 = α0 should be included in the sum over ξ. This convention will be used for
all calculations later.
−
∑
{ξ}∈P (O{α}∪O{β1,β2})
(
s1β1 + s1β2 +
2∑
i=1
∑
ξJ<ξβi
sβiJ
)
s1β1β2
A(1, 2, {ξ}, n)
= −
∑
{ξ˜}∈P (O{α}∪O{β2})
s1,β1,β2 + ∑
ξ˜J<ξ˜β2
G(β2, J)

s1β1β2
∑
{ξ}∈P ({β1}∪O{ξ˜})
F{β1},{ξ˜}(2, {ξ}, n|1)
s1β1
An(1, 2, {ξ}, n)
−
∑
{ξ}∈P (O{α}∪O{β1,β2})
(
s1,β1,β2 +
2∑
i=1
∑
ξJ<ξβi
G(βi, J)
)
s1β1β2
A(1, 2, {ξ}, n), (4.11)
where we have used the minimal-basis expansion for An(1, {β1}, 2, {ξ˜}, n). For the double sum in the
first line, it is easy to see that double sum
∑
{ξ˜}∈P (O{α}∪O{β2})
∑
{ξ}∈P ({β1}∪O{ξ˜})
can be written as a sin-
gle sum
∑
{ξ}∈P (O{α}∪{β1,β2})
. This single sum can be written into following two sums: (1) case A ≡∑
{ξ}∈P (O{α}∪O{β1,β2})
; (2) case B ≡
∑
{ξ}∈P (O{α}∪O{β2,β1})
. Case A needs to combine with the second line
of Eq. (4.11) while the case B is independent itself.
Let us start from the case B with the ordering ξβ1 > ξβ2 . From the definition of G, we know that
G(β2, J) is independent of the position of β1, thus the factor −
s1,β1,β2 + ∑
ξ˜J<ξ˜β2
G(β2, J)
 is nothing,
but F{β},{α}(2, {ξ}, n|2). Similarly by using the properties (4.7), the second factor F {β1},{ξ˜}(2, {γ}, n|1) =
F {β1,β2},{α}(2, {ξ}, n|1). Combining all together we see that the contribution of case B is∑
{ξ}∈P (O{α}∪O{β2,β1})
F{β},{α}(2, {ξ}, n|2)
s1β1β2
F{β},{α}(2, {ξ}, n|1)
s1β1
An(1, 2, {ξ}, n). (4.12)
For the ordering ξβ1 < ξβ2 , the contribution is given by
−
∑
{ξ}∈P (O{α}∪O{β1,β2})
[(
−F{β},{α}(2, {ξ}, n|2) + s1β1
)
s1β1β2
(
F{β},{α}(2, {ξ}, n|1) − s1β1
)
s1β1
+
(
−F{β},{α}(2, {ξ}, n|2) −F{β},{α}(2, {ξ}, n|1) + s1β1
)
s1β1β2
]
An(1, 2, {ξ}, n), (4.13)
where we have used the properties (4.7), (4.8) and the definition of G again. The coefficients of amplitudes
with less than two Fs cancel out. Only the term with two Fs is left∑
{ξ}∈P (O{α}∪O{β1,β2})
F{β},{α}(2, {ξ}, n|2)
s1β1β2
F{β},{α}(2, {ξ}, n|1)
s1β1
An(1, 2, {ξ}, n). (4.14)
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Combining results given in (4.12) and (4.14), we see that for both ordering of β1, β2, coefficients are just
those given in the minimal-basis expansion (4.1), thus we have given the proof of minimal-basis expansion
with two βs.
4.2.3 Three elements in {β}
The next nontrivial example is the minimal-basis expansion with three elements in {β}. From the general
formula of BCJ relation (2.6), we can express the amplitudes with three βs by amplitudes with βs less
than three as
An(1, β1, β2, β3, 2, α1, ..., αn−6, n)
= −
∑
{ξ}∈P (O{α}∪O{β3})
s1,β1,β2,β3 +
∑
ξJ<ξβ3
sβ3J
s1,β1,β2,β3
An(1, β1, β2, 2, {ξ}, n)
−
∑
{ξ}∈P (O{α}∪O{β2,β3})
s1β1 + s1β2 + sβ2β1 + s1β3 + sβ3β1 +
3∑
i=2
∑
ξJ<ξβi
sβiJ
s1,β1,β2,β3
An(1, β1, 2, {ξ}, n)
−
∑
{ξ}∈P (O{α}∪O{β1,β2,β3})
s1β1 + s1β2 + s1β3 +
3∑
i=1
∑
ξJ<ξβi
sβiJ
s1,β1,β2,β3
An(1, 2, {ξ}, n). (4.15)
With the definition of G and the minimal-basis expansion with βs less than three, the amplitude becomes
An(1, β1, β2, β3, 2, α1, ..., αn−6, n)
= −
∑
{ξ}∈P (O{α}∪O{β3})
s1,β1,β2,β3 +
∑
ξJ<ξβ3
G(β3, J)
s1,β1,β2,β3
×
∑
{γ}∈P ({β1,β2}∪O{ξ})
F{β1,β2},{ξ}(2, {γ}, n|2)
s1,β1,β2
F{β1,β2},{ξ}(2, {γ}, n|1)
s1β1
An(1, 2, {γ}, n)
−
∑
{ξ}∈OP (O{α}∪O{β2,β3})
s1,β1,β2,β3 +
3∑
i=2
∑
ξJ<ξβi
G(βi, J)
s1,β1,β2,β3
∑
{γ}∈P ({β1}∪O{ξ})
F{β1},{ξ}(2, {γ}, n|1)
s1,β1
An(1, 2, {γ}, n)
−
∑
{ξ}∈P (O{α}∪O{β1,β2,β3})
s1,β1,β2,β3 +
3∑
i=1
∑
ξJ<ξβi
G(βi, J)
s1,β1,β2,β3
An(1, 2, {ξ}, n). (4.16)
It can be seen that the first term gives 3! = 6 orderings among βi’s, while the second term gives only 3
orderings and the third term, only one.
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To consider all these orderings, we classify them into following three categories. The first one is
ξβ2 > ξβ3 . The second case is ξβ2 < ξβ3 but ξβ1 > ξβ2 . The third one is ξβ1 < ξβ2 < ξβ3 . We will discuss
these three categories one by one.
Case ξβ2 > ξβ3: For this case, the second and the third terms in (4.16) give no contributions. With
the properties of F and the definition of G, the first term of (4.16) gives
∑
{ξ}∈P ({β1,β2,β3}∪O{α}|ξβ2>ξβ3)
F{β},{α}(2, {ξ}, n|3)
s1,β1,β2,β3
F{β},{α}(2, {ξ}, n|2)
s1,β1,β2
F{β},{α}(2, {ξ}, n|1)
s1β1
×An(1, 2, {ξ}, n). (4.17)
This gives the part with ξβ2 > ξβ3 in the minimal-basis expansion.
Case ξβ2 < ξβ3 and ξβ1 > ξβ2: For this case, the third term of (4.16) has no contribution. The
combination of first and the second terms of (4.16) gives
−
∑
ξ∈P ({β1}∪O{α}∪O{β2,β3}|ξβ1>ξβ2)
[(
−F{β},{α}(2, {ξ}, n|3) + s1,β1,β2
)
s1,β1,β2,β3
(
F{β},{α}(2, {ξ}, n|2) − s1,β1,β2
)
s1,β1,β2
+
(
−F{β},{α}(2, {ξ}, n|3) −F{β},{α}(2, {ξ}, n|2) + s1,β1,β2
)
s1,β1,β2,β3
]
F{β},{α}(2, {ξ}, n|1)
s1β1
An(1, 2, {ξ}, n),
(4.18)
where we have used several properties of F presented in section 4.1 and the definition of G. In the above
expression, all the terms with Fs less than three cancel out and only term with three Fs is left
∑
ξ∈P ({β1}∪O{α}∪O{β2,β3}|ξβ1>ξβ2 )
F{β},{α}(2, {ξ}, n|3)
s1,β1,β2,β3
F{β},{α}(2, {ξ}, n|2)
s1,β1,β2
×
F{β},{α}(2, {ξ}, n|1)
s1,β1
×An(1, 2, {ξ}, n). (4.19)
Thus it gives the contribution of the permutations with ξβ2 < ξβ3 but ξβ1 > ξβ2 in the minimal-basis
expansion with three βs.
Case ξβ1 < ξβ2 < ξβ3: For this one, all three terms contribute and we need to sum up. Using the
properties of F and the definition of G again, we have
−
∑
{ξ}∈P (O{α}∪O{β1,β2,β3})
[(
−F{β},{α}(2, {ξ}, n|3) + s1,β1,β2
)
s1,β1,β2,β3
(
F{β},{α}(2, {ξ}, n|2)− s1,β1,β2
)
s1,β1,β2
F{β},{α}(2, {ξ}, n|1)
s1,β1
+
(
−F{β},{α}(2, {ξ}, n|3)−F{β},{α}(2, {ξ}, n|2) + s1,β1,β2 + s1,β1
)
s1,β1,β2,β3
(
F{β},{α}(2, {ξ}, n|1)− s1β1
)
s1β1
+
(
−F{β},{α}(2, {ξ}, n|3)−F{β},{α}(2, {ξ}, n|2)−F{β},{α}(2, {ξ}, n|1) + s1,β1,β2 + s1,β1
)
s1,β1,β2,β3
]
An(1, 2, {ξ}, n).
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(4.20)
All the terms with Fs less than three cancel out and we are left with only term having three Fs
∑
{ξ}∈P (O{α}∪O{β1,β2,β3})
F{β},{α}(2, {ξ}, n|3)
s1,β1,β2,β3
F{β},{α}(2, {ξ}, n|2)
s1,β1,β2
F{β},{α}(2, {ξ}, n|1)
s1,β1
An(1, 2, {ξ}, n).(4.21)
Summing over all three cases, we get the minimal-basis expansion with three βs.
4.3 General proof
Having these examples above, we have seen the procedure of our general proof. First we use the general
formula of BCJ relation(2.6) to express the amplitude with r β’s by other amplitudes with β’s less than
r. Then using the induction, we can substitute these amplitudes with β’s less than r by their explicit
minimal-basis expansion. Next we divide orderings of r β’s into several cases and using the properties of
F and the definition of G to combine contributions from various terms. The key of the proof is (1) to show
the cancelation of these terms with F ’s less than r; (2) the remaining term with r F ’s are exact the one
given by the conjecture. After summing over all permutations we get the minimal-basis expansion(4.1).
Having above discussions, let us start with following expression obtained by using the general formula
of BCJ relation (2.6)
An(1, β1, ..., βr , 2, α1, ..., αn−r−3, n)
= −
1
s1,β1,...,βr
[ ∑
{ξ}∈P (O{α}∪O{βr})
s1,β1,...,βr + ∑
ξJ<ξβr
sβrJ
An(1, β1, ..., βr−1, 2, {ξ}, n)
+
∑
{ξ}∈P (O{α}∪O{βr−1,βr})
s1,β1,...,βr−1 + sβrβr−2 + ...+ sβrβ1 + sβr1 + r∑
i=r−1
∑
ξJ<ξβi
sβiJ

×An(1, β1, ..., βr−2, 2, {ξ}, n)
+ ...
+
∑
{ξ}∈P (O{α}∪O{β})
s1βr + ...+ s1β1 + r∑
i=1
∑
ξJ<ξβi
sβiJ
An(1, 2, {ξ}, n)
]
. (4.22)
Since in the right hand of above equation, all amplitudes have the set β with number less than r, we can
substitute the minimal-basis expansions of these amplitudes into (4.22) by induction. Thus we have
An(1, β1, ..., βr , 2, α1, ..., αn−r−3, n)
= −
1
s1,β1,...,βr
[ ∑
{ξ}∈P (O{α}∪O{βr})
s1,β1,...,βr + ∑
ξJ<σβr
G(βr , J)

– 15 –
×
∑
{γ}∈P ({β1,...,βr−1}∪O{ξ})
r−1∏
k=1
F{β1,...,βr−1},{ξ}(2, {γ}, n|k)
s1,β1,...,βk
An(1, 2, {γ}, n)
+
∑
{ξ}∈P (O{α}∪O{βr−1,βr})
s1,β1,...,βr + r∑
i=r−1
∑
ξJ<ξβi
G(βi, J)

×
∑
{γ}∈P ({β1,...,βr−2}∪O{ξ})
r−2∏
k=1
F{β1,...,βr−2},{ξ}(2, {γ}, n|k)
s1,β1,...,βk
An(1, 2, {γ}, n)
+ ...
+
∑
{ξ}∈P (O{α}∪O{β1,...,βr})
s1,β1,...,βr + r∑
i=1
∑
ξJ<ξβi
G(βi, J)
An(1, 2, {ξ}, n)
]
. (4.23)
As we have seen in previous examples, the first term has r! ordering and the second one, (r − 1)! and
so on, until the last one, only one ordering among r β’s. We divide all orderings to r cases. The first case
is the ordering with ξr−1 > ξr, which has contribution from first term only and is given by
∑
ξ∈P ({β1,...,βr−1,βr}∪O{α}|ξr−1>ξr)
r∏
k=1
F{β},{α}(2, {ξ}, n|k)
s1,β1,...,βk
An(1, 2, {ξ}, n), (4.24)
where we have already used (4.9).
Other orderings can be characterized with ξβl < ξβl+1 < ... < ξβr but ξβl−1 > ξβl , where the value
of l can be any integer between 1 and r. For given l, only first r − l + 1 terms in (4.23) give nonzero
contributions. With the properties of F (especially (4.8)) and the definition of G, the terms with this
ordering can be expressed by F{β},{α} as following
−
∑
{ξ}∈P ({β1,...,βl−1}∪O{α}∪O{βl,...,βr}|ξβl−1>ξβl)
1
s1,β1,...,βrs1,β1,...,βr−1...s1,β1
×
{(
−F{β},{α}(2, {ξ}, n|r) + s1,β1,...,βr−1
)(
F{β},{α}(2, {ξ}, n|r − 1)− s1,β1,...,βr−1
)
×F{β},{α}(2, {ξ}, n|r − 2)× ...×F{β},{α}(2, {ξ}, n|1)
+
r−1∑
k=l+1
[(
−F{β},{α}(2, {ξ}, n|r) −F{β},{α}(2, {ξ}, n|r − 1)− ...−F{β},{α}(2, {ξ}, n|k)
+s1,β1,...,βr−1 + s1,β1,...,βr−2 + ...+ s1,β1,...,βk−1
)(
F{β},{α}(2, {ξ}, n|k − 1)− s1,β1,...,βk−1
)
×F{β},{α}(2, {ξ}, n|k − 2)× ...×F{β},{α}(2, {ξ}, n|1)s1,β1 ,...,βr−1...s1,β1,...,βk
]
+
(
−F{β},{α}(2, {ξ}, n|r) −F{β},{α}(2, {ξ}, n|r − 1)− ...−F{β},{α}(2, {ξ}, n|l)
– 16 –
+ s1,β1,...,βr−1 + s1,β1,...,βr−2 + ...+ s1,β1,...,βl
)
×F{β},{α}(2, {ξ}, n|l − 1)× ...×F{β},{α}(2, {ξ}, n|1)s1,β1 ,...,βr−1...s1,β1,...,βl
}
. (4.25)
Eq (4.25) is complicated, so we will discuss its structure inside the big curly braked in details:
• (1) First it is easy to see that there are r − l+ 1 terms and each term is given by the multiplication
of various dynamical factor s and F . For the k-th term, there are r+1− k factors containing F and
k − 1 kinematic factors given by s1...β.
• (2) The structure of kinematic factors is following. For the first term, it is 1. The second term has
factor s1,β1,...,βr−1 and the third term, s1,β1,...,βr−1s1,β1,...,βr−2. So for k-th term, it is
∏k−1
i=1 s1,β1,...,βr−i.
• (3) The structure of F is more complicated. Let us use Ft ≡ F
{β},{α}(2, {ξ}, n|t), then the first term
is (−Fr+ s)(Fr−1− s)
∏r−2
i=1 Fr−1−i. Especially only first two F combining with proper factor s. For
the second term, we merge first two F factors, i.e., (−Fr + s)(Fr−1 − s) → (−Fr − Fr−1 + s + s)
while changing next pure Fr−2 factor into (Fr−2−s). This procedure is used recursively to the third,
fourth terms and so on. The only exception is for the last term, we do the merge only, but not the
changing.
Having above pattern, we can see that if we consider the power of F , the first term contains power
r, r − 1, r − 2, while the second term, power r − 1, r − 2, r − 3. The observation can be summerized
by following (r − l + 1)× (r − l + 1) matrix:
r r − 1 r − 2
0 r − 1 r − 2 r − 3
r − 2 r − 3 r − 4
· · · · · · · · ·
l + 1 l l − 1
l l − 1

. (4.26)
• (4) From previous observation, we see that for the (r− k+1)-th term, the first two nontrivial factors
have following structure. The first factor is(
−F{β},{α}(2, {ξ}, n|r) −F{β},{α}(2, {ξ}, n|r − 1)− ...−F{β},{α}(2, {ξ}, n|k)
+s1,β1,...,βr−1 + s1,β1,...,βr−2 + ...+ s1,β1,...,βk−1
)
, (4.27)
while the second factor is (
F{β},{α}(2, {ξ}, n|k − 1)− s1,β1,...,βk−1
)
(4.28)
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Having above structure (4.26), now we can see how to finish our proof. The whole expression has only
one term with n factors F , which is given in the first term. It is nothing, but the result we want to prove.
Other contributions with less power of F will cancel each other.
To see the cancelation of various powers, let us start with the power (r − 1), for which we need to
sum up contributions from the first and second terms. Recalling the factor s1,β1,...,βr−1 of second term, the
contribution of power r − 1 from the second term is given by (where the factor Fr−2...F1 is neglected)
(−Fr −Fr−1)s1,β1,...,βr−1 (4.29)
while the contribution from the first term,
(−Fr + s1,β1,...,βr−1)(Fr−1 − s1,β1,...,βr−1) → (Fr + Fr−1)s1,β1,...,βr−1 (4.30)
Next we move to the case with power r − 2, where the first, second and third terms contribute(where
the factor Fr−3...F1 is neglected):
First : −s21,β1,...,βr−1Fr−2
Second : s1,β1,...,βr−1Fr−2(s1,β1,...,βr−1 + s1,β1,...,βr−2)
+s1,β1,...,βr−1(Fr +Fr−1)s1,β1,...,βr−2
Third : s1,β1,...,βr−1s1,β1,...,βr−2(−Fr −Fr−1 −Fr−2) (4.31)
From above table, it is easy to see the cancelation.
The cases of power (r − 1) and (r − 2) give, in fact, the general pattern of cancelations. The general
form of power (h+ 1) of F can be written as
f(g, h)Fg
h∏
i=1
Fi, (4.32)
where g ≥ h + 1 and f(g, h) is a function of sij. As seen from the (4.27), (4.28) and (4.31), we should
divide the discussion of g to two cases g = h + 1 and g > (h + 1) and for each case, we should carefully
deal with the boundary given by the first and last term of (4.25).
The case g > h + 1: For this case, there are only two terms in (4.25) giving contributions, i.e., the
terms with k = h+1 and k = h+2. The term with k = h+1 gives a factor −s1,β1,...,βr−1...s1,β1,...,βh+1 while
the term with k = h+2 gives a factor s1,β1,...,βr−1...s1,β1,...,βh+1. Thus the sum of these two give f(g, h) = 0
for g > h+ 1.
The boundary cases for g > h+ 1 should also be discussed independently. For the upper boundary is
nothing, but the one given in (4.31). For the lower boundary, we should consider the case h = l− 1, g > l.
In this case, the last term in (4.25) gives a factor −s1,β1,...,βr−1...s1,β1,...,βl while the term with k = l + 1
gives a factor s1,β1,...,βr−1...s1,β1,...,βl. These two factors cancel with each other. Thus we get f(g, l− 1) = 0
for g > l.
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The case g = h + 1: There are three terms in (4.25) give contributions. The term k = g = h + 1
gives a factor −s1,β1,...,βr−1...s1,β1,...,βh+1. The them k = g + 1 = h + 2 gives a factor (s1,β1,...,βr−1 +
s1,β1,...,βr−2 + ... + s1,β1,...,βh+2 + s1,β1,...,βh+1)s1,β1,...,βr−1...s1,β1,...,βh+2. The term k = g + 2 = h + 3 gives a
factor −(s1,β1,...,βr−1 + s1,β1,...,βr−2 + ...+ s1,β1,...,βh+2)s1,β1,...,βr−1...s1,β1,...,βh+2. Thus all three factors cancel
out with each other, we have f(h+ 1, h) = 0.
Now we move to the boundary case. The upper boundary has been given above. For the lower
boundary, two cases g = h + 1 = l and g = h + 1 = l − 1 should be considered. For case g =
h + 1 = l, the term with k = l + 2 gives a factor −(s1,β1,...,βr−1 + s1,β1,...,βr−2 + ... + s1,β1,...,βl+2 +
s1,β1,...,βl+1)s1,β1,...,βr−1...s1,β1,...,βl+1, while the term with k = l+1 gives a factor (s1,β1,...,βr−1+s1,β1,...,βr−2+
...+ s1,β1,...,βl+1 + s1,β1,...,βl)s1,β1,...,βr−1...s1,β1,...,βl+1 and the last term in (4.25) gives a factor −s1,β1,...,βr−1...
s1,β1,...,βl+1s1,β1,...,βl. Summing three terms up, we have f(l, l− 1) = 0. For case g = h+1 = l− 1, the term
with k = l+1 gives a factor −(s1,β1,...,βr−1 + s1,β1,...,βr−2 + ...+ s1,β1,...,βl+1 + s1,β1,...,βl)s1,β1,...,βr−1...s1,β1,...,βl
while the last term in (4.25) gives a factor (s1,β1,...,βr−1+s1,β1,...,βr−2+...+s1,β1,...,βl+1+s1,β1,...,βl) s1,β1,...,βr−1...s1,β1,...,βl.
Summing them up we get f(l − 1, l − 2) = 0.
Up to now, it is clear that all terms with Fs less than r cancel out. Only the term with r Fs is left.
Thus we obtain
∑
{ξ}∈P ({β1,...,βl−1}∪O{α}∪O{βl,...,βr}|ξβl−1>ξβl)
F{β},{α}(2, {ξ}, n|r)
s1,β1,...,βr
F{β},{α}(2, {ξ}, n|r − 1)
s1,β1,...,βr−1
...
×
F{β},{α}(2, {ξ}, n|1)
s1β1
×An(1, 2, {ξ}, n). (4.33)
After summing over all permutations, we get the expression of explicit minimal-basis expansion (4.1).
5 Summary
In this paper, we have done following two things. First we gave a field theory proof of the general
BCJ relation obtained by taking the field theory limit of imaginary part of monodromy relation in string
theory. Using this, we proved the explicit minimal-basis expansion of gauge field tree amplitudes which
was conjectured in [2].
Acknowledgements
Y. J. Du would like to thank Q. Ma, J. L. Li and Z. Zhang for many helpful discussions. Since most
of his calculations are finished at KITPC, Y. J. Du would also like to thank KITPC for hospitality. Y.
X. Chen and Y. J. Du are supported in part by the NSF of China Grant No. 10775116, No. 11075138,
and 973-Program Grant No. 2005CB724508. BF is supported by fund from Qiu-Shi, the Fundamental
Research Funds for the Central Universities with contract number 2010QNA3015, as well as Chinese NSF
funding under contract No.10875104.
– 19 –
References
[1] R. Kleiss and H. Kuijf, “MULTI - GLUON CROSS-SECTIONS AND FIVE JET PRODUCTION AT
HADRON COLLIDERS,” Nucl. Phys. B 312 (1989) 616.
[2] Z. Bern, J. J. M. Carrasco and H. Johansson, “New Relations for Gauge-Theory Amplitudes,” Phys. Rev. D
78 (2008) 085011 [arXiv:0805.3993 [hep-ph]].
[3] T. Sondergaard, “New Relations for Gauge-Theory Amplitudes with Matter,” Nucl. Phys. B 821 (2009) 417
[arXiv:0903.5453 [hep-th]].
[4] H. Kawai, D. C. Lewellen and S. H. H. Tye, “A Relation Between Tree Amplitudes Of Closed And Open
Strings,” Nucl. Phys. B 269 (1986) 1.
[5] F. A. Berends, W. T. Giele and H. Kuijf, “On relations between multi - gluon and multigraviton scattering,”
Phys. Lett. B 211 (1988) 91.
[6] Z. Bern, L. J. Dixon, D. C. Dunbar, M. Perelstein and J. S. Rozowsky, “On the relationship between
Yang-Mills theory and gravity and its implication for ultraviolet divergences,” Nucl. Phys. B 530 (1998) 401
[arXiv:hep-th/9802162].
[7] N. E. J. Bjerrum-Bohr, P. H. Damgaard and P. Vanhove, “Minimal Basis for Gauge Theory Amplitudes,”
Phys. Rev. Lett. 103 (2009) 161602 [arXiv:0907.1425 [hep-th]].
[8] S. Stieberger, “Open & Closed vs. Pure Open String Disk Amplitudes,” arXiv:0907.2211 [hep-th].
[9] N. E. J. Bjerrum-Bohr, P. H. Damgaard, T. Sondergaard and P. Vanhove, “The Momentum Kernel of Gauge
and Gravity Theories,” arXiv:1010.3933 [hep-th].
[10] V. Del Duca, L. J. Dixon and F. Maltoni, “New color decompositions for gauge amplitudes at tree and loop
level,” Nucl. Phys. B 571 (2000) 51 [arXiv:hep-ph/9910563].
[11] B. Feng, R. Huang and Y. Jia, “Gauge Amplitude Identities by On-shell Recursion Relation in S-matrix
Program,” arXiv:1004.3417 [hep-th].
[12] H. Tye and Y. Zhang, “Comment on the Identities of the Gluon Tree Amplitudes,” arXiv:1007.0597 [hep-th].
[13] Y. Jia, R. Huang and C. Y. Liu, “U(1)-decoupling, KK and BCJ relations in N = 4 SYM,” Phys. Rev. D 82
(2010) 065001 [arXiv:1005.1821 [hep-th]].
[14] N. E. J. Bjerrum-Bohr, P. H. Damgaard, B. Feng and T. Sondergaard, “Gravity and Yang-Mills Amplitude
Relations,” arXiv:1005.4367 [hep-th].
[15] N. E. J. Bjerrum-Bohr, P. H. Damgaard, B. Feng and T. Sondergaard, “New Identities among Gauge Theory
Amplitudes,” Phys. Lett. B 691 (2010) 268 [arXiv:1006.3214 [hep-th]].
[16] N. E. J. Bjerrum-Bohr, P. H. Damgaard, B. Feng and T. Sondergaard, “Proof of Gravity and Yang-Mills
Amplitude Relations,” JHEP 1009 (2010) 067 [arXiv:1007.3111 [hep-th]].
[17] B. Feng and S. He, “KLT and New Relations for N=8 SUGRA and N=4 SYM,” JHEP 1009 (2010) 043
[arXiv:1007.0055 [hep-th]].
[18] R. Britto, F. Cachazo and B. Feng, “New Recursion Relations for Tree Amplitudes of Gluons,” Nucl. Phys.
B 715 (2005) 499 [arXiv:hep-th/0412308].
– 20 –
[19] R. Britto, F. Cachazo, B. Feng and E. Witten, “Direct Proof Of Tree-Level Recursion Relation In Yang-Mills
Theory,” Phys. Rev. Lett. 94 (2005) 181602 (2005) 181602 [arXiv:hep-th/0501052].
[20] P. Benincasa and F. Cachazo, “Consistency Conditions on the S-Matrix of Massless Particles,”
arXiv:0705.4305 [hep-th]; N. Arkani-Hamed, F. Cachazo and J. Kaplan, “What is the Simplest Quantum
Field Theory?,” JHEP 1009 (2010) 016 [arXiv:0808.1446 [hep-th]].
[21] N. Arkani-Hamed and J. Kaplan, “On Tree Amplitudes in Gauge Theory and Gravity,” JHEP 0804 (2008)
076 [arXiv:0801.2385 [hep-th]].
[22] J. Bedford, A. Brandhuber, B. J. Spence and G. Travaglini, “A recursion relation for gravity amplitudes,”
Nucl. Phys. B 721 (2005) 98 [arXiv:hep-th/0502146]; F. Cachazo and P. Svrcek, “Tree level recursion
relations in general relativity,” arXiv:hep-th/0502160; N. E. J. Bjerrum-Bohr, D. C. Dunbar, H. Ita,
W. B. Perkins and K. Risager, “MHV-vertices for gravity amplitudes,” JHEP 0601 (2006) 009
[arXiv:hep-th/0509016]; P. Benincasa, C. Boucher-Veronneau and F. Cachazo, “Taming tree amplitudes in
general relativity,” JHEP 0711 (2007) 057 [arXiv:hep-th/0702032].
[23] B. Feng, J. Wang, Y. Wang and Z. Zhang, “BCFW Recursion Relation with Nonzero Boundary
Contribution,” JHEP 1001 (2010) 019 [arXiv:0911.0301 [hep-th]]; B. Feng and C. Y. Liu, “A note on the
boundary contribution with bad deformation in gauge theory,” JHEP 1007 (2010) 093 [arXiv:1004.1282
[hep-th]].
[24] Z. Bern, L. J. Dixon and D. A. Kosower, “On-shell recurrence relations for one-loop QCD amplitudes,” Phys.
Rev. D 71 (2005) 105013; N. Arkani-Hamed, J. L. Bourjaily, F. Cachazo, S. Caron-Huot and J. Trnka, “The
All-Loop Integrand For Scattering Amplitudes in Planar N=4 SYM,” arXiv:1008.2958 [hep-th]; R. H. Boels,
“On BCFW shifts of integrands and integrals,” arXiv:1008.3101 [hep-th].
[25] R. Boels, K. J. Larsen, N. A. Obers and M. Vonk, “MHV, CSW and BCFW: field theory structures in string
theory amplitudes,” JHEP 0811 (2008) 015 [arXiv:0808.2598 [hep-th]]. C. Cheung, D. O’Connell and
B. Wecht, “BCFW Recursion Relations and String Theory,” JHEP 1009 (2010) 052 [arXiv:1002.4674
[hep-th]]. R. H. Boels, D. Marmiroli and N. A. Obers, “On-shell Recursion in String Theory,”
arXiv:1002.5029 [hep-th]. A. Fotopoulos and N. Prezas, “Pomerons and BCFW recursion relations for strings
on D-branes,” arXiv:1009.3903 [hep-th]. A. Fotopoulos, “BCFW construction of the Veneziano Amplitude,”
arXiv:1010.6265 [hep-th].
– 21 –
