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BLOWUP ALGEBRAS OF RATIONAL NORMAL SCROLLS
ALESSIO SAMMARTANO
Abstract. We determine the equations of the blowup of Pn along a d-fold
rational normal scroll S, and we prove that the Rees ring and special fiber ring
of S ⊆ Pn are Koszul algebras.
Introduction
Let R = K[x0, . . . , xn] be a polynomial ring over a field, f = {f0, ..., fs} ⊆ R a
set of forms of the same degree, and I = (f) ⊆ R the ideal generated by them. We
consider the algebras R(I) = R[f0t, . . . , fst] ⊆ R[t], known as the Rees ring of I,
and K[f ] = K[f0, . . . , fs] ⊆ R, known as the special fiber ring of I. They are also
known as blowup algebras of I, since BiProj(R(I)) is the blowup of Pn along the
subscheme defined by I. Blowup algebras are central objects in the study of rational
maps [13, 18, 27, 29], Castelnuovo-Mumford regularity [4, 8, 12, 25], geometric
modeling [6, 11], and several other areas such as linkage, residual intersections,
multiplicity theory, integral dependence, singularities, and combinatorics.
A classical problem in algebra and geometry is the determination of the defining
relations of K[f ] and R(I). It amounts to finding the implicit equations of graphs
and images of rational maps in projective space, and is therefore called the implic-
itization problem. Unfortunately, this problem is known to be quite hard, and has
been solved in a very short list of cases. In the well known case of maximal minors of
a generic matrix, K[f ] is the coordinate ring of a Grassmann variety and is defined
by the Plu¨cker relations. However, the relations among non-maximal minors are
still unknown [3]. For symmetric matrices, a set of generators for the defining ideal
of K[f ] when f consists of all principal minors is conjectured in [16], and established
in [22] only up to radical. The problem for Rees rings R(I) is even harder, and
remains unsolved in all but a handful of cases, including linearly presented ideals
I that are Cohen-Macaulay of codimension two [20] or Gorenstein of codimension
three [19]. It is even open for three-generated ideals I ⊆ K[x0, x1] [6].
We focus on rational normal scrolls, which are prominent algebraic varieties,
both in classical results and more recent developments [1, 7, 14, 17]. Let n1, . . . , nd
be positive integers and c =
∑
ni. Choose rational normal curves Ci ⊆ Pc+d−1 of
degree ni with complementary linear spans, and isomorphisms ϕi : P
1 → Ci for
each i = 1, . . . , d. The corresponding rational normal scroll is
Sn1,...,nd =
⋃
p∈P1
ϕ1(p), ϕ2(p), . . . , ϕd(p) ⊆ P
c+d−1
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and is uniquely determined by n1, . . . , nd up to projective equivalence. In suitable
coordinates, the ideal of Sn1,...,nd ⊆ P
c+d−1 is generated by the minors of the matrix(
x1,0 x1,1 · · · x1,n1−1
x1,1 x1,2 · · · x1,n1
∣∣∣∣ x2,0 x2,1 · · · x2,n2−1x2,1 x2,2 · · · x2,n2
∣∣∣∣ · · ·· · ·
∣∣∣∣ xd,0 xd,1 · · · xd,nd−1xd,1 xd,2 · · · xd,nd
)
.
The implicitization problem was solved by Conca, Herzog, and Valla [10] under
the assumption that the scroll is balanced, i.e. |ni−nj | ≤ 1 for all i, j. The authors
construct degenerations of R(I) and K[f ] to toric rings, and obtain the equations
of the blowup algebras by lifting the toric ideals. They deduce that R(I) and
K[f ] are Koszul algebras, and by [2] it follows that I has linear powers, that is,
the Castelnuovo-Mumford regularity of the powers of I is the least possible. It
has been an open question for a long time whether these strong results hold for
all rational normal scrolls, in particular whether all scrolls have linear powers and
whether there exists a Gro¨bner basis of quadrics for the ideal of relations among the
minors. Recently, Bruns, Conca, and Varbaro [4] proved that all rational normal
scrolls have linear powers. Their method is different from the one of [10] though,
and the equations of the blowup remained unknown.
In this paper we solve the implicitization problem for rational normal scrolls in
full generality, cf. the Main Theorem in Section 1. We determine the equations
of the blowup of Pc+d−1 along Sn1,...,nd and of the special fiber in their natural
embeddings in Pc+d−1×P(
c−1
2 )−1 and P(
c−1
2 )−1 respectively. We exhibit a new class
of quadratic relations, arising from the vanishing of certain determinants, which,
together with the classical Plu¨cker relations and the relations of the symmetric
algebra of I, suffice to generate the ideals of relations. As a consequence, the blowup
of Pn along any variety of minimal degree is cut out by quadric hypersurfaces.
In order to prove that these quadratic relations generate all the relations of
the blowup algebras, we introduce in Section 2 a new construction of term orders.
In fact, one of the technical reasons why this problem has remained elusive in
the last two decades is the failure of traditional Gro¨bner techniques, including
those inspired by the theory of algebras with straightening laws. Our term order
allows to construct a well-behaved subcomplex of the non-crossing complex whose
combinatorial patterns are governed by the Catalan trapezoids, and which yields
the expected Hilbert function for the quadratic relations of K[f ], cf. Section 3.
Exploiting the results on K[f ] and the fiber type property of I [4], in Section 4
we deduce the defining equations of R(I) and show that they form a squarefree
quadratic Gro¨bner basis. We adopt a mixed strategy to prove this result: we bypass
the explicit computation of the majority of S-pairs by reducing to a finite set of
Hilbert series equations, which are verified with a computer-assisted calculation,
whereas we exploit some syzygies of the defining ideal of R(I) to prove that the
remaining S-pairs reduce to 0. In particular, we prove that R(I) and K[f ] are
Koszul algebras.
1. Relations among minors
In this section we use the standard presentation of the ideal of a rational normal
scroll to describe the equations of its blowup algebras in detail, and state our main
results. We refer to [5, 21] for generalities on determinantal ideals.
From now on we assume, without loss of generality, that n1 ≤ n2 ≤ · · · ≤ nd.
For each i = 1, . . . , d let Xi = {xi,0, . . . , xi,ni} be disjoint sets of variables and
BLOWUP ALGEBRAS OF RATIONAL NORMAL SCROLLS 3
R = K[xi,j ] a polynomial ring in the union of the Xi over an arbitrary field K.
Consider the matrix
X =
(
x1,0 x1,1 · · · x1,n1−1
x1,1 x1,2 · · · x1,n1
∣∣∣∣ x2,0 x2,1 · · · x2,n2−1x2,1 x2,2 · · · x2,n2
∣∣∣∣ · · ·· · ·
∣∣∣∣ xd,0 xd,1 · · · xd,nd−1xd,1 xd,2 · · · xd,nd
)
and denote by ξi,j its (i, j)-entry. The homogeneous ideal of Sn1,...,nd is I = (f) ⊆ R
where f = {fα,β | 1 ≤ α < β ≤ c}, fα,β = ξ1,αξ2,β − ξ1,βξ2,α, and c =
∑
ni.
Let t be a new variable. The Rees ring R(I) = R[It] ⊆ R[t] is bigraded by letting
deg xi,j = (1, 0) and deg t = (−2, 1). In this way R(I) is a standard bigraded K-
algebra in the sense that it is generated in bidegrees (1, 0) and (0, 1). The special
fiber ring R(I) ⊗R K ∼= K[f ] ⊆ R can be identified with the subring of R(I)
concentrated in bidegrees (0, ∗), and is a standard graded K-algebra. Introduce
new variables {Yα,β | 1 ≤ α < β ≤ c} and define a bihomogenoeus presentation
ΨR : R[Yα,β ]։ R(I), Yα,β 7→ tfα,β, xi,j 7→ xi,j ,
and the induced homogeneous presentation
ΨF : K[Yα,β]։ K[f ], Yα,β 7→ fα,β .
The ideal kerΨR is bigraded, while kerΨF is the graded ideal generated by the
elements of kerΨR of bidegree (0, ∗), in other words kerΨF = kerΨR ∩K[Yα,β].
Notation 1.1. For a positive integer n we set [n] = {1, . . . , n}. Given Γ ⊆ [c] and
k ∈ N we denote by
(
Γ
k
)
the set of strictly increasing k-tuples of elements of Γ.
Some relations of the Rees ring derive from the syzygies of I. The resolution of
the ideal of maximal minors of the matrix X is an Eagon-Nortchott complex. In
our case, we can describe the first syzygies as follows: for any (α, β, γ) ∈
(
[c]
3
)
the
following determinants vanish∣∣∣∣∣∣
ξ1,α ξ1,β ξ1,γ
ξ1,α ξ1,β ξ1,γ
ξ2,α ξ2,β ξ2,γ
∣∣∣∣∣∣ =
∣∣∣∣∣∣
ξ1,α ξ1,β ξ1,γ
ξ2,α ξ2,β ξ2,γ
ξ2,α ξ2,β ξ2,γ
∣∣∣∣∣∣ = 0.
Expanding the determinants along the first and third row respectively gives rise to
(1) ξ1,αYβ,γ − ξ1,βYα,γ + ξ1,γYα,β , ξ2,αYβ,γ − ξ2,βYα,γ + ξ2,γYα,β ∈ kerΨR.
The Plu¨cker relations are a well-known set of relations among maximal minors.
For a 2× c matrix they take the form
(2) Yα,βYγ,δ − Yα,γYβ,δ + Yα,δYβ,γ ∈ kerΨR, (α, β, γ, δ) ∈
(
[c]
4
)
.
Next, we describe a new set of relations among the minors of X. For any four
columns avoiding the terminal column of each catalecticant block, that is, for any
(α, β, γ, δ) ∈
(
Γ
4
)
with Γ = [c] \ {n1, n1 + n2, . . . ,
∑
ni}, the following determinant
vanishes ∣∣∣∣∣∣∣∣
ξ1,α ξ1,β ξ1,γ ξ1,δ
ξ2,α ξ2,β ξ2,γ ξ2,δ
ξ1,α+1 ξ1,β+1 ξ1,γ+1 ξ1,δ+1
ξ2,α+1 ξ2,β+1 ξ2,γ+1 ξ2,δ+1
∣∣∣∣∣∣∣∣
= 0.
Expanding the determinant along the first two rows we obtain the quadratic relation
(3) Yα,βYγ+1,δ+1 − Yα,γYβ+1,δ+1 + Yα,δYβ+1,γ+1
+Yβ,γYα+1,δ+1 − Yβ,δYα+1,γ+1 + Yγ,δYα+1,β+1 ∈ kerΨR.
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We will prove that these polynomials suffice to generate kerΨR and kerΨF .
Main Theorem. The defining ideal of R(I) is minimally generated by the poly-
nomials (1), (2), and (3), whereas the defining ideal of K[f ] is minimally generated
by the polynomials (2) and (3). Moreover, these generating sets are Gro¨bner bases
with respect to suitable term orders.
2. Term order
In this section we introduce a more involved presentation of the ideal I and use it
to construct a term order for the defining ideal of R(I). Both the new presentation
and the term order play important roles in the proofs of the main results in Sections
3 and 4. To the best of our knowledge, this presentation of the rational normal
scrolls and the term order on the algebraic relations among the minors have not
been considered before, and may be of use in other problems on determinantal
varieties.
We consider another matrix M obtained by rearranging the columns of X. Let
i(ℓ) denote the least integer i such that ni ≥ ℓ. The first c− d columns of M are
xi(2),0 xi(2)+1,0 · · · xd,0 xi(3),1 xi(3)+1,1 · · · xd,1 xi(4),2 · · · · · · xd,nd−2
xi(2),1 xi(2)+1,1 · · · xd,1 xi(3),2 xi(3)+1,2 · · · xd,2 xi(4),3 · · · · · · xd,nd−1
.
In other words, we start with the first column of the i-th catalecticant block of X
for each i increasingly in i, then the second column, and so on until we have used
all columns except the last one for each block; when a block runs out of columns
we simply skip it. The last d columns of M are
xd,nd−1 xd−1,nd−1−1 · · · x2,n2−1 x1,n1−1
xd,nd xd−1,nd−1 · · · x2,n2 x1,n1
i.e., they consist of the last column of the i-th block of X for each i, but this time
ordered decreasingly in i.
Examples 2.1. We illustrate the construction of the matrix M with several ex-
amples. Let n = (n1, . . . , nd).
n=(4, 4) M=
(
x1,0 x2,0 x1,1 x2,1 x1,2 x2,2 x2,3 x1,3
x1,1 x2,1 x1,2 x2,2 x1,3 x2,3 x2,4 x1,4
)
,
n=(3, 3, 4) M=
(
x1,0 x2,0 x3,0 x1,1 x2,1 x3,1 x3,2 x3,3 x2,2 x1,2
x1,1 x2,1 x3,1 x1,2 x2,2 x3,2 x3,3 x3,4 x2,3 x1,3
)
,
n=(1, 1, 2, 3, 4) M=
(
x3,0 x4,0 x5,0 x4,1 x5,1 x5,2 x5,3 x4,2 x3,1 x2,0 x1,0
x3,1 x4,1 x5,1 x4,2 x5,2 x5,3 x5,4 x4,3 x3,2 x2,1 x1,1
)
,
n=(1, 1, . . . , 1) M=
(
xd,0 xd−1,0 xd−2,0 · · · x2,0 x1,0
xd,1 xd−1,1 xd−2,1 · · · x2,1 x1,1
)
,
n=(n1) M=
(
x1,0 x1,1 x1,2 · · · x1,n1−1
x1,1 x1,2 x1,3 · · · x1,n1
)
.
Denote by µi,j the (i, j)-entry of M and by gα,β = µ1,αµ2,β − µ1,βµ2,α its 2× 2
minors, with α < β. Thus I = (g) ⊆ R where g =
{
gα,β | (α, β) ∈
(
[c]
2
)}
. We let{
Tα,β | (α, β) ∈
(
[c]
2
)}
be new variables and define (bi)homogeneous presentations
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for the Rees ring and the special fiber ring of I
ΠR : SR := R[Tα,β]։ R(I), Tα,β 7→ tgα,β, xi,j 7→ xi,j ,
ΠF : SF := K[Tα,β]։ K[g], Tα,β 7→ gα,β.
Then SR is a standard bigraded polynomial ring by setting deg xi,j = (1, 0) and
degTα,β = (0, 1). We denote the defining ideal of R(I) by J = kerΠR and that
of K[g] by K = kerΠF . We also consider the defining ideal L of the symmetric
algebra of I, that is, the sub-ideal of J generated by the elements of bidegree (∗, 1).
Notation 2.2. We adopt the conventions Tα,β := −Tβ,α if α > β, and Tα,α := 0.
Since the matricesX andM differ by a permutation, the isomorphism Θ between
the two presentation rings of R(I) such that ΨR = ΠR◦Θ is defined by a relabeling
of the variables with some multiplication by −1; likewise for K[g]. Specifically, let
τ be the permutation of {1, . . . , c} that we apply to the columns of X to obtainM.
The isomorphism Θ is given by the correspondence Yα,β 7→ Tτ(α),τ(β) for all α < β;
note that there is a −1 whenever τ(α) > τ(β).
Now we translate the polynomial relations (1), (2), (3) to this new presentation.
The isomorphism Θ preserves the form of the syzygies and the Plu¨cker equations,
i.e. the ideal L is generated by the polynomials
Lα,β,γ := µ1,αTβ,γ − µ1,βTα,γ + µ1,γTα,β,(4)
Mα,β,γ := µ2,αTβ,γ − µ2,βTα,γ + µ2,γTα,β,(5)
for (α, β, γ) ∈
(
[c]
3
)
, while the Plu¨cker relations are
(6) Pα,β,γ,δ := Tα,βTγ,δ − Tα,γTβ,δ + Tα,δTβ,γ
for (α, β, γ, δ) ∈
(
[c]
4
)
. However, we need a notation for relations (3).
Notation 2.3. For α ≤ c− d define α := τ(τ−1(α) + 1), that is, the next column
in M involving the same set of variables Xi as α.
The relations (3) correspond then to
(7) Qα,β,γ,δ := Tα,βTγ,δ − Tα,γTβ,δ + Tα,δTβ,γ + Tβ,γTα,δ − Tβ,δTα,γ + Tγ,δTα,β
and the condition on the four indices becomes (α, β, γ, δ) ∈
(
[c−d]
4
)
.
Example 2.4. Let n = (1, 2, 2, 3). The corresponding matrix is
M =
(
x2,0 x3,0 x4,0 x4,1 x4,2 x3,1 x2,1 x1,0
x2,1 x3,1 x4,1 x4,2 x4,3 x3,2 x2,2 x1,1
)
.
There is exactly one relation (7), namely
Q1,2,3,4 = T1,2T3,4 − T1,3T2,4 + T1,4T2,3 + T2,3T1,4 − T2,4T1,3 + T3,4T1,2
= T1,2T4,5 + T1,3T5,6 − T1,4T4,6 − T2,3T5,7 + T2,4T4,7 − T3,4T6,7.
Remark 2.5. Since the isomorphism Θ is defined by a relabeling of variables and
changes of sign, it allows transferring not just relations but term orders too. We
will prove the Main Theorem using the presentations ΠR,ΠF and the equations
(4), (5), (6), (7).
Next, we define the term order on the presentation rings SR and SF . The
construction is obtained by refining a term order using ordered monoids, a gener-
alization of the refinement by a non-negative weight ω in [30].
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Definition 2.6. We establish the following total order on the variables of SR:
• Tα,β ≻ Tγ,δ if α < γ or α = γ, β < δ;
• xi,j ≻ xk,ℓ if j < ni, ℓ < nk and either j < ℓ or j = ℓ, i < k;
• xi,j ≻ xk,nk if j < ni or j = ni, i > k;
• xi,j ≻ Tα,β for all i, j, α, β.
Then, consider the induced lexicographic term order on SR. We refine this term
order using the Z-grading on SR defined by sdeg(Tα,β) = c − α, sdeg(xi,j) = 0
for all α, β, i, j. We further refine by a multigrading mdeg(·) defined as follows.
Consider the semigroup (Nc+d,+) with canonical basis e1 > · · · > ec+d and totally
ordered by the lexicographic order. Set
mdeg(Tα,β) = eα+d + eβ+d, mdeg(µ2,γ) = eγ+d, mdeg(xi,0) = ei
The resulting term order is our desired ≺. On the subring SF ⊆ SR we consider
the restriction of this term order, which we also denote by ≺.
Remark 2.7. The total order on the variables xi,j is obtained by starting with
x1,0 ≻ x2,0 ≻ · · · ≻ xd,0 and then appending the remaining variables with the order
they appear on the second row ofM. On the other hand, on the first row of M we
have µ1,1 ≻ µ1,2 ≻ · · · ≻ µ1,c−d ≻ µ1,c−d+1 ≺ µ1,c−d+2 ≺ · · · ≺ µ1,c.
Remark 2.8. For any α, β ∈ [c] we have µ1,α ≻ µ1,β if and only if mdeg(µ1,α) >
mdeg(µ1,β) in the lexicographic order on N
c+d.
Since ≺ is the only term order we consider in this paper, we denote leading
monomials simply by LM(·).
Proposition 2.9. The polynomials (5), (6), (7) have leading monomials
LM(Pα,β,γ,δ) = Tα,γTβ,δ, LM(Qα,β,γ,δ) = Tα,βTγ,δ, LM(Mα,β,γ) = µ2,βTα,γ .
The leading monomial LM(Lα,β,γ) of (4) is the monomial containing the xi,j with
lowest j and then lowest i.
Proof. By Definition 2.6, for each polynomial we must start by considering mdeg(·).
Since Pα,β,γ,δ andMα,β,γ are homogeneous with respect to mdeg(·), the refinement
has no effect on them. On the other hand, Qα,β,γ,δ and Lα,β,γ are not homogeneous.
The unique monomial of highest multidegree in the support of Qα,β,γ,δ is Tα,βTγ,δ
and hence we can already conclude that it is the leading monomial.
For Lα,β,γ we distinguish two cases. If some xi,0 appears in Lα,β,γ then the
unique monomial of highest multidegree contains the xi,0 with lowest i. If all the
xi,j appearing in Lα,β,γ have j > 0 then α = α1, β = β1, γ = γ1 for some α1, β1, γ1;
it follows that the unique monomial of highest multidegree contains xi,j = µ2,ε
where ε = min{α1, β1, γ1}, which is also the xi,j with lowest j and then lowest i.
In either case, we deduce that LM(Lα,β,γ) is the desired term.
The homogeneous component of highest degree with respect to sdeg(·) is the
binomial −Tα,γTβ,δ + Tα,δTβ,γ for Pα,β,γ,δ and −µ2,βTα,γ + µ2,γTα,β for Mα,β,γ.
Finally, we break ties using the lexicographic order: we obtain LM(Pα,β,γ,δ) =
Tα,γTβ,δ and LM(Mα,β,γ) = µ2,βTα,γ . 
Remark 2.10. From Remark 2.7 and Proposition 2.9 it follows that LM(Lα,β,γ) =
µ1,αTβ,γ or µ1,γTα,β. Furthermore, we can only have LM(Lα,β,γ) = µ1,γTα,β when
γ > c− d.
BLOWUP ALGEBRAS OF RATIONAL NORMAL SCROLLS 7
3. The initial complex of the special fiber
Let ∆ denote the flag simplicial complex whose Stanley-Reisner ideal is the ideal
I∆ ⊆ SF = K[Tα,β] generated by the quadratic squarefree monomials
LM(Pα,β,γ,δ) = Tα,γTβ,δ (α, β, γ, δ) ∈
(
[c]
4
)
,(†)
LM(Qα,β,γ,δ) = Tα,βTγ,δ (α, β, γ, δ) ∈
(
[c− d]
4
)
.(‡)
In this section we will show that ∆ is an initial complex of the special fiber ring
K[g]. We refer to [21] for background on simplicial complexes.
The vertex set of ∆ is
V =
{
(α, β) | 1 ≤ α < β ≤ c
}
.
We interpret its elements as open intervals in the real line R with integral end-
points, and we will use the familiar notions of length, intersection, subtraction,
and containment of intervals. The minimal non-faces of ∆ are the pairs of vertices
determined by (†) and (‡). The complex ∆ exhibits different behavior in the two
cases c < d + 4 and c ≥ d + 4, so we treat them separately. In the former, the
minors of M parametrize the Grassmann variety of lines in Pc−1, cf. Remark 3.15.
3.1. Grassmann case: c < d + 4. The set of monomials (‡) is empty, so the
minimal non-faces of ∆ correspond to the generators (†) of I∆. In particular, there
is exactly one such complex ∆ for each c ≥ 2. Moreover, the faces of ∆ are the
subsets F ⊆ V satisfying the non-crossing condition
(♦) for all I1, I2 ∈ F then I1 ∩ I2 = ∅, or I1 ⊆ I2, or I2 ⊆ I1.
Denote by Cn =
(
2n
n
)
−
(
2n
n+1
)
the n-th Catalan number.
Proposition 3.1. The complex ∆ is pure of dimension 2c− 4 and its number of
facets is f2c−3(∆) = Cc−2.
Proof. Observe first that, by maximality, a facet F of ∆ is a face such that (1, c) ∈ F
and if (α, β) ∈ F with β − α > 1 then there exists a unique γ with α < γ < β and
(α, γ), (γ, β) ∈ F .
We prove the proposition by induction on c, the case c = 2 being trivial; assume
c ≥ 3. Let F be a facet and let 1 < γ < c be the unique integer with (1, γ), (γ, c) ∈
F . Then we have
F = F1 ⊔ F2 ⊔ {(1, c)} F1 = {I ∈ F | I ⊆ (1, γ)}, F2 = {I ∈ F | I ⊆ (γ, c)}.
The sets F1 and F2 correspond to facets of the two smaller complexes ∆γ and
∆c−γ+1 obtained when M has respectively γ and c− γ+1 columns. By induction,
Card(F1) = 2γ−3 and Card(F2) = 2(c−γ+1)−3, thus Card(F ) = 2c−3 and ∆ is
pure with dim(∆) = 2c− 4. Furthermore, the complexes ∆γ and ∆c−γ+1 have re-
spectively Cγ−2 and Cc−γ−1 facets. Adding the contributions of each γ = 2, . . . , c−1
and using the well-known recursion of Catalan numbers Cn+1 =
∑n
i=0 CiCn−i, we
conclude that the number of facets of ∆ is
f2c−3(∆) =
c−1∑
γ=2
Cγ−2Cc−γ−1 =
c−3∑
γ′=0
Cγ′Cc−3−γ′ = Cc−2.

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Example 3.2. Let n = (1, 1, 1, 2, 2, 2), thus c = 9, d = 6. The corresponding
matrix is
M =
(
x4,0 x5,0 x6,0 x6,1 x5,1 x4,1 x3,0 x2,0 x1,0
x4,1 x5,1 x6,1 x6,2 x5,2 x4,2 x3,1 x2,1 x1,1
)
.
The collection of all the open intervals in the picture below is a facet of ∆.
1 2 3 4 5 6 7 8 9
3.2. Non Grassmann case: c ≥ d + 4. Both sets of monomials (†) and (‡) are
nonempty. The faces of ∆ still satisfy the non-crossing condition (♦), but are also
subject to new constraints arising from the minimal non-faces (‡). We start by
investigating these constraints.
Lemma 3.3. Let α, β, γ, δ ∈ [c] be indices such that α < β, γ and β < δ < γ. Then
there exists ε ∈ [c] such that α < ε and δ = ε.
Proof. Let µ2,β = xiβ ,jβ , µ2,γ = xiγ ,jγ , µ2,δ = xiδ,jδ , then µ2,β = xiβ ,jβ+1 and
µ2,γ = xiγ ,jγ+1, cf. the construction of M.
Suppose δ ≤ c − d, i.e. that the δ-th column of M is not the last of its block.
Since δ > β, we must have either jδ > jβ + 1 or jδ = jβ + 1 and iδ > iβ. In either
case, choosing ε so that µ2,ε = xiδ,jδ−1, we have ε > β and ε = δ.
Suppose now δ > c − d. Since δ < γ, we must have iδ > iγ and jγ + 1 = niγ ≤
niδ = jδ. Choosing ε so that µ2,ε = xiδ,jδ−1, we have ε > γ and ε = δ. 
Corollary 3.4. Let {(α, β), (γ, δ)} be a minimal non-face of ∆ of type (‡). For
any sub-intervals (α1, β1) ⊆ (α, β), (γ1, δ1) ⊆ (γ, δ), the pair {(α1, β1), (γ1, δ1)} is
also a minimal non-face of ∆ of type (‡).
Proof. By assumption there exist β < ε, ζ such that ε = γ, ζ = δ. Applying Lemma
3.3 twice, first to β, ε, ζ, γ1 and then to β, ε, ζ, δ1, we see that there exist β < ε1, ζ1
with ε1 = γ1, ζ1 = δ1. It follows that {(α1, β1), (γ1, δ1)} is a minimal non-face of ∆
of type (‡). 
Given a subset F ⊆ V , we say that an interval (α, β) ∈ F is minimal if it is a
minimal element of the poset (F,⊆). Corollary 3.4 says that a non-crossing subset
F ⊆ V is a face of ∆ if and only if {I1, I2} is a face of ∆ for any two minimal
intervals I1, I2 of F . Motivated by this observation, we turn to the description of
minimal intervals of facets of ∆.
We say that an interval I ∈ V is unitary if I = (α, α + 1) for some α ∈ [c − 1].
Notice that, unlike the Grassmann case, a facet does not contain all the unitary
intervals of V , cf. Example 3.9.
Lemma 3.5. Let F be a facet of ∆. The minimal intervals of F with respect to
inclusion are unitary.
Proof. Let (α, β) be a minimal interval in F and assume by contradiction that
β−α > 1. The set F ′ = F ∪{(α+1, β)} contains the facet F properly, therefore it
contains a minimal non-face of ∆. By (♦) no interval in F intersects (α, β) properly,
hence the same is true for (α+ 1, β), and thus F ′ contains no minimal non-face of
BLOWUP ALGEBRAS OF RATIONAL NORMAL SCROLLS 9
type (†). It follows that F contains an interval (ε, ζ) such that {(α + 1, β), (ε, ζ)}
is a minimal non-face of type (‡). We cannot have β < ε, otherwise {(α, β), (ε, ζ)}
would be a non-face of type (‡) contained in F ; we conclude that ζ < α+1, and in
particular that there exists β1 > ζ with β = β1.
Applying the same argument to the set F ′′ = F ∪ {(α, β − 1)}, F contains an
interval (η, ν) such that {(α, β − 1), (η, ν)} is a minimal non-face of type (‡). We
cannot have η > β − 1, otherwise {(ε, ζ), (η, ν)} would be a non-face of type (‡)
contained in F ; as before, ν < α and in fact there exists α1 > ν with α = α1.
Finally, we derive a contradiction. If ζ ≤ ν, the face F contains {(ε, ζ), (α, β)},
which is the minimal non-face of type (‡) arising from the choice of indices ε, ζ, α1, β1.
Likewise, if ζ > ν then F contains {(η, ν), (α, β)}, which is the minimal non-face of
type (‡) arising from the choice of indices η, ν, α1, β1. 
Definition 3.6. To each α ∈ [c−d−2] we associate an integer ℓα defined as follows.
For each i = 1, . . . , d let γα,i be the least index γ ≥ α+2 such that the γ-th column
ofM involves variables from Xi. They are well defined as the (c− j+1)-th column
involves variables of Xj for each j = 1, . . . , d. By construction of M we have
{γα,1, . . . , γα,d} = {α+ 2, . . . , α+ ℓα} ∪ {c− d+ ℓα, . . . , c}
for an integer 2 ≤ ℓα ≤ d+ 1 that is uniquely determined by α. The first subset is
never empty, whereas the second one is empty if and only if ℓα = d+ 1.
Lemma 3.7. Let α ∈ [c − d − 2] and β > α. The pair {(α, α + 1), (β, β + 1)} is
not a non-face of ∆ of type (‡) if and only if
β ∈ {α+ 1, . . . , α+ ℓα} ∪ {c− d+ ℓα − 1, . . . , c− 1}.
Proof. The pair {(α, α+1), (β, β +1)} is a non-face of type (‡) if and only if there
exist γ, δ such that α + 1 < γ, δ < β, γ = β, δ = β + 1. This is equivalent to
β, β+1 6= γα,i for every i = 1, . . . , d, and by Definition 3.6 this happens if and only
if α+ ℓα < β and β + 1 < c− d+ ℓα, yielding the desired conclusion. 
The next proposition gives a complete description of the facets of ∆.
Proposition 3.8. A subset F ⊂ V is a facet of ∆ if and only the if the Hasse
diagram T of the poset (F,⊆) satisfies the following conditions:
(i) T is a rooted binary tree with root (1, c);
(ii) there exists α ∈ [c − d − 2] such that the leaves of T are the intervals
{(β, β + 1) |β ∈ {α, . . . , α+ ℓα} ∪ {c− d+ ℓα − 1, . . . , c− 1}};
(iii) if I ∈ F is a node of T with one child I1, then length(I) = length(I1) + 1
and the unique unitary interval in I \ I1 does not belong to F ;
(iv) if I ∈ F is a node of T with two children I1, I2, then I1 ∩ I2 = ∅ and
length(I1) + length(I2) = length(I).
In this case we have Card(F ) = c+ d.
Example 3.9. Let n = (2, 2, 4, 4), thus c = 12, d = 4 and
M =
(
x1,0 x2,0 x3,0 x4,0 x3,1 x4,1 x3,2 x4,2 x4,3 x3,3 x2,1 x1,1
x1,1 x2,1 x3,1 x4,1 x3,2 x4,2 x3,3 x4,3 x4,4 x3,4 x2,2 x1,2
)
.
We choose α = 2 and determine
γ2,1 = 12, γ2,2 = 11, γ2,3 = 5, γ2,4 = 4, ℓ2 = 3.
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The collection of all the open intervals in the picture below is a facet of ∆.
1 2 3 4 5 6 7 8 9 10 11 12
The Hasse diagram of the poset is
(1,12)
(1,5) (5,12)
(4,5)
(1,4)
(1,3)
(3,4)
(2,3)
(5,8)
(5,7)
(5,6)
(8,12)
(8,11)
(11,12)
(9,11)
(10,11)
Proof of Proposition 3.8. Assume that F is a facet of ∆. Then F contains no min-
imal non-face of type (†) or (‡), and it is maximal with respect with this property.
We begin by showing (i). In order to see that the Hasse diagram T of (F,⊆) is
a tree, it suffices to observe that for every interval I ∈ F there exists at most one
I1 ∈ F with I ( I1 and minimal with respect to this property: if by contradiction
there existed two such intervals in F , the facet F would violate the non-crossing
condition (♦). Every facet has (1, c) as unique maximal element, since (1, c) does
not belong to any non-face, thus (1, c) is the root of T . Finally, to see that T is
a binary tree, assume by contradiction that it contains a node (α, β) with at least
three children (α1, β1), (α2, β2), (α3, β3), with α1 < β1 ≤ α2 < β2 ≤ α3 < β3. Let
F ′ = F ∪{(α1, β2)}, then F ′ satisfies (♦), so it does not contain a minimal non-face
of type (†). By Corollary 3.4, F ′ does not contain a minimal non-face of type (‡),
contradicting the maximality of the facet F .
Next, we prove (ii). Observe that in general, for any subset G ⊆ V satisfying (♦)
and any β ∈ [c− 1], G∪ {(β, β+1)} also satisfies (♦). By Lemma 3.5 the minimal
intervals of F are unitary, let (α, α + 1) be the one with the least left endpoint α.
We claim that α ≤ c− d− 2; assume by contradiction that α > c− d− 2. The pair
{(c− d− 2, c− d− 1), (β, β+1)} is not of type (‡) for any β > c− d− 2 by Lemma
3.7; by Corollary 3.4 and Lemma 3.5, this implies that F ∪ {(c− d− 2, c− d− 1)}
is also a face of ∆, contradicting the minimality of α and yielding α ≤ c − d − 2
as claimed. With the same argument and Lemma 3.7 we see that (β, β + 1) ∈ F if
and only if β ∈ {α, . . . , α+ ℓα} ∪ {c− d+ ℓα − 1, . . . , c− 1}.
Next, we show (iii). Let I ∈ F be a node with one child I1, and assume there
exists an interval I2 ∈ V with I1 ( I2 ( I. Then F ′ = F ∪ {I2} satisfies (♦) and
does not contain a minimal non-face of type (‡) by Corollary 3.4, so F ′ is a face
of ∆, contradicting the maximality of the facet F . Thus such I2 cannot exist, and
length(I) = length(I1) + 1. By assumption I1 is the only child of I, so the unique
unitary interval in I \ I1 does not belong to F .
Finally, we show (iv). Let (α, β) be a node with two children (α1, β1), (α2, β2).
The two intervals are disjoint by (♦). Assume by contradiction that α < α1, or
β1 < α2, or β2 < β. By the same argument used in (i) and (iii), the set F
′
BLOWUP ALGEBRAS OF RATIONAL NORMAL SCROLLS 11
obtained by adjoining respectively (α, β1), (β1, β2), or (α2, β) to F is still a face of
∆, contradiction.
Now we show the opposite direction. Assume that F ⊂ V satisfies properties
(i)–(iv), we are going to prove that F is a facet of ∆.
First, we show that F contains no non-face of type (†), or, equivalently, that
F satisfies (♦). Assume by contradiction that I1 ∩ I2 6= ∅ for two incomparable
intervals I1, I2 ∈ F . Since T is a binary tree there exists a unique smallest interval
I ∈ F such that I1 ∪I2 ⊆ I, and this node must have two children I3, I4 ∈ F with
I1 ⊆ I3, I2 ⊆ I4. Clearly I1 ∩ I2 ⊆ I3 ∩ I4, so (iv) yields a contradiction.
Next, we show that F contains no non-face of type (‡). By Corollary 3.4 it suffices
to show that {I1, I2} is not of type (‡) for any two minimal intervals I1, I2 ∈ F ;
this follows from (ii) and Lemma 3.7. Thus F is a face of ∆.
Before proving that F is a facet, we verify that Card(F ) = c + d. Since T is a
binary tree with d+ 2 leaves by (ii), it has d+ 1 nodes with two children. By (iii)
the nodes with one child correspond to the unitary intervals outside F , therefore
there are (c− 1)− (d+ 2) such nodes. The desired formula follows.
Finally, let F ′ be a facet of ∆ with F ⊆ F ′. By the previous paragraph we
have Card(F ) = c + d; however, by the proof of the first direction, we also have
Card(F ′) = c+ d, thus F = F ′ is a facet of ∆. 
Corollary 3.10. The complex ∆ is pure of dimension c+ d− 1.
Our final goal in this subsection is to enumerate the facets of ∆. To this end
we consider the following combinatorial object. Let α, β1, β2, γ ∈ N with β1 > 0,
α+β1+β2+γ = c−1, and such that β2 = 0 if γ = 0. We split the unitary intervals
of V in four strings of two different colors: the first α unitary intervals are white,
the next β1 are black, the next γ are white, and the last β2 are black.
 · · ·︸ ︷︷ ︸
α
 · · ·︸ ︷︷ ︸
β1
 · · ·︸ ︷︷ ︸
γ
 · · ·︸ ︷︷ ︸
β2
Let Σ(α, β1, γ, β2) be the set of all F ⊆ V that satisfy conditions (i), (iii), (iv) of
Proposition 3.8 and whose minimal intervals are exactly the black intervals.
We introduce a trivariate generalization of the Catalan numbers known as the
Catalan trapezoids [24]:
Cm(n, k) =


(
n+k
k
)
if 0 ≤ k < m,(
n+k
k
)
−
(
n+k
k−m
)
if m ≤ k < n+m− 1,
0 if k > n+m− 1.
Lemma 3.11. We have Card(Σ(α, β1, γ, β2)) = Cα+1(β1+γ+β2−1, α+β1+β2−1).
Proof. We claim that Card(Σ(α, β1, γ, β2)) = χ(α, β1 + β2, γ) for some function
χ : N3 → N satisfying χ(α, 1, 0) = χ(0, 1, γ) = 1 and if γ > 0, β > 1
(∗) χ(α, β, γ) = χ(α, γ − 1, β) + χ(α, γ + 1, β − 1).
This is enough to prove the Lemma, as the numbers Cm(n, k) are characterized by
the recursion Cm(n, k) = Cm(n− 1, k)+Cm(n, k− 1) and the boundary conditions
Cm(n, 0) = 1, Cm(0, k) = 1 for k ≤ m− 1, Cm(n, k) = 0 for k > n+m− 1, cf. [24].
For any F ∈ Σ(α, 1, γ, 0) the poset (F,⊆) is a saturated chain of intervals starting
at (α+1, α+2) and ending at (1, c). For each pair I1 ⊆ I2 of consecutive intervals
in this chain, I1 and I2 share one endpoint. The left endpoint is shared by two
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consecutive intervals exactly γ times, and the right endpoint exactly α times. We
get a bijection between Σ(α, 1, γ, 0) and the set of lattice paths from (0, 0) to (α, γ),
therefore Card(Σ(α, 1, γ, 0)) =
(
α+γ
α
)
. This verifies the claim when β1 = 1, β2 = 0.
Now suppose β1 > 1. The case Σ(0, β1, 0, 0) is exactly the Grassmann case,
where all the unitary intervals belong to every facet, therefore Card(Σ(0, β1, 0, 0)) =
Cβ1−1. Assume α > 0, we compute Card(Σ(α, β1, 0, 0)) using a binary partition.
Let w be the last white unitary interval and b the first black one:
 · · ·
w

b
 · · ·.
For every F ∈ Σ(α, β1, 0, 0) exactly one of the following two cases occurs:
(1) F\{b} ∈ Σ(α+1, β1−1, 0, 0). Equivalently: every interval in F of length> 1
containing b also contains some other black unitary interval. Equivalently:
the interval I of length 2 that contains b,w is not in F .
(2) F \{b} /∈ Σ(α+1, β1−1, 0, 0). Equivalently: there exists an interval in F of
length > 1 containing only the black interval b. Equivalently: the interval
I of length 2 that contains b,w is in F .
We define two separate bijections in the two cases.
(1) We associate F 7→ F \ {b}, i.e. “we make b white”. This gives a map from
case (1) of Σ(α, β1, 0, 0) to Σ(α + 1, β1 − 1, 0, 0). We define a map in the
opposite direction by G 7→ G ∪ {b}. These two maps are inverse to each
other, and thus we have a bijection between the two sets.
(2) We associate F 7→ F˜ obtained by throwing I away and collapsing w. Now
this gives a map from case (2) of Σ(α, β1, 0, 0) to Σ(α − 1, β1, 0, 0). We
define a map in the opposite direction by adding a white unitary interval
w next to b and adding the interval I. Again, these 2 maps are inverse to
each other, and we have a bijection between the two sets.
We deduce that Card(Σ(α, β1, 0, 0)) = Card(Σ(α + 1, β1 − 1, 0, 0)) + Card(Σ(α −
1, β1, 0, 0)) and by induction this verifies the claim when γ = β2 = 0.
Now suppose that β1 > 1 and γ > 0; we compute Card(Σ(α, β1, γ, β2)) by means
of the same binary partition as in the previous step, but on a different pair of unitary
intervals b,w. Namely, we distinguish the rightmost black unitary interval b which
is adjacent to a white unitary interval w. If β2 = 0 we have
 · · · · · ·
b

w
 · · ·.
whereas if β2 > 0 we have
 · · · · · · · · ·
w

b
 · · ·.
For every F ∈ Σ(α, β1, γ, β2) we have two cases analogous to (1), (2) as above,
and the same two bijections yield Card(Σ(α, β1, γ, 0)) = Card(Σ(α, β1, γ − 1, 0)) +
Card(Σ(α, β1 − 1, γ+1, 0)) and Card(Σ(α, β1, γ, β2)) = Card(Σ(α, β1, γ− 1, β2)) +
Card(Σ(α, β1, γ + 1, β2 − 1)) if β2 > 0. By induction, the proof of the claim is
completed. 
Corollary 3.12. The number of facets of ∆ is
fc+d(∆) =
c−d−2∑
α=1
(
c+ d− 1
α+ d
)
− (c− d− 2)
(
c+ d− 1
d
)
.
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Proof. Denoting by Σα the set of facets of ∆ whose leftmost unitary interval is
(α, α + 1), by definition we have Σα = Σ(α − 1, ℓα + 1, c− α − d − 2, d − ℓα + 1).
By Proposition 3.8 (ii) and Lemma 3.11 we obtain
fc+d(∆) =
c−d−2∑
α=1
Card(Σα) =
c−d−2∑
α=1
((
c+ d− 1
α+ d
)
−
(
c+ d− 1
d
))
=
c−d−2∑
α=1
(
c+ d− 1
α+ d
)
− (c− d− 2)
(
c+ d− 1
d
)
.

3.3. Defining equations of K[g]. We combine the results on ∆ with those from
[4, 10] to prove the main theorem of this section.
Theorem 3.13. The defining ideal K of the special fiber ring of a rational normal
scroll is minimally generated by the polynomials Pα,β,γ,δ with (α, β, γ, δ) ∈
(
[c]
4
)
and
Qα,β,γ,δ with (α, β, γ, δ) ∈
(
[c−d]
4
)
, and they form a squarefree quadratic Gro¨bner
basis with respect to the term order ≺.
Proof. Since Pα,β,γ,δ, Qα,β,γ,δ ∈ K the inclusion I∆ ⊆ in≺(K) holds. The ideal I∆
is clearly squarefree. Moreover, it is unmixed as ∆ is a pure simplicial complex
by Proposition 3.1 and Corollary 3.10; it follows from the associativity formula
for multiplicities that I∆ = in≺(K) if and only if the factor rings SF/I∆ and
SF/in≺(K) have the same Krull dimension and multiplicity. In other words, it
suffices to show that dim(SF/I∆) = dim(K[g]) and e(SF/I∆) = e(K[g]).
These invariants are determined for the Stanley-Reisner ring SF/I∆ in Proposi-
tion 3.1 and Corollaries 3.10, 3.12, and they only depend on c, d. They agree with
those of K[g] when the scroll Sn1,...,nd is balanced [10, Section 4]. However, by [4,
Theorem 3.7] the Hilbert function and hence the multiplicity of the special fiber
ring of a scroll depend only on c, d, and thus we get the equality I∆ = in≺(K) for
any rational normal scroll.
We conclude that {Pa, Qb | a ∈
(
[c]
4
)
,b ∈
(
[c−d]
4
)
} is a Gro¨bner basis of K, and in
particular a (minimal) set of generators. 
Recall that a standard gradedK-algebraA isKoszul if TorAi (K,K)j = 0 whenever
i 6= j, and that this condition holds whenever A is presented by a Gro¨bner basis of
quadrics. We refer to [9] for details.
Corollary 3.14. The special fiber ring of a rational normal scroll is Koszul.
Remark 3.15. In the special case when the ideal K is only generated by the Plu¨cker
relations, i.e. when c < d+4, K[g] is the coordinate ring of the Grassmann variety
G(1, c − 1) ⊆ P(
c
2)−1. Our initial complex ∆ is different from the classical one in
the theory of straightening laws [21, 31]: in that context the leading monomial of
Pα,β,γ,δ is Tα,δTβ,γ and the resulting initial complex is a non-nesting complex, cf.
[23, 28] for related considerations. The initial complex ∆′ constructed in [10] for
balanced scrolls also follows the classical choice, and in fact it is different from our
∆ for all values c ≥ 4, d ≥ 1. For example, it can be seen that ∆′ has 4 cone points
if c < d + 4, 2 if c = d + 4, and none if c > d + 4, whereas ∆ has c cone points if
c < d+ 4, c− 2 if c = d+ 4, and at least one if c ≥ d+ 4.
14 ALESSIO SAMMARTANO
4. The defining equations of the Rees ring
The first result of this section gives the defining equations of the Rees ring of a
rational normal scroll. It is proved in [4, Theorem 3.7] that the ideal I is of fiber
type, that is, J is generated in bidegrees (∗, 1) and (0, ∗). In other words, R(I) is
defined by the equations of K[g] and of the symmetric algebra of I. Combining this
with Theorem 3.13 we obtain:
Theorem 4.1. The defining ideal J of the Rees ring of I is minimally generated by
the polynomials Pα,β,γ,δ with (α, β, γ, δ) ∈
(
[c]
4
)
, Qα,β,γ,δ with (α, β, γ, δ) ∈
(
[c−d]
4
)
,
and Lα,β,γ,Mα,β,γ with (α, β, γ) ∈
(
[c]
3
)
.
We are going to show that these polynomials form a Gro¨bner basis of J . Unlike
the case of K, we already know they generate J so we can accomplish this goal via
Buchberger’s Criterion. A priori there are
(
4+1
2
)
= 10 types of S-pairs to examine,
however, thanks to Proposition 4.9, we will only need to produce explicit equations
of S-pair reduction for the 3 types S(Q,M), S(Q,L), S(L,M).
We begin with an analysis of the syzygies of J . This is motivated by the following
observation, which supplies a practical method to prove the reduction of an S-pair
to 0. Denote by Supp(·) the set of monomials appearing in a polynomial.
Remark 4.2. Suppose we have a polynomial ring equipped with a term order, and
an equation
m1F1 +
M∑
i=2
miFi = n1G1 +
N∑
j=2
njGj
where mi, nj are monomials, Fi, Gj are polynomials, and lcm
(
LM(F1),LM(G1)
)
=
m1LM(F1) = n1LM(G1). If the following conditions hold
• the highest two monomials in ∪iSupp(miFi) appear only in m1F1;
• the highest monomial in ∪jSupp(njGj) appears only in n1G1;
• the second highest monomial in ∪jSupp(njGj) appears only in n2G2;
then S(F1, G1) reduces to 0 modulo the set {Fi, Gj}. In fact, we have
S(F1, G1) =
N∑
j=2
njGj −
M∑
i=2
miFi
with LM(S(F1, G1)) ≥ LM(njGj),LM(miFi) for i, j ≥ 2.
We adopt a more flexible notation, allowing arbitrary tuples as subscripts of
equations. Denote by Sn the symmetric group on [n] and by σ(·) the sign of a
permutation.
Notation 4.3. We extend Notation 2.2 to equations (4), (5), (6) by setting
Lαi1 ,αi2 ,αi3 := σ(i)Lα1,α2,α3 , Mαi1 ,αi2 ,αi3 := σ(i)Mα1,α2,α3 ,
Pβj1 ,βj2 ,βj3 ,βj4 := σ(j)Pβ1,β2,β3,β4
for all (α1, α2, α3) ∈
(
[c]
3
)
, (β1, β2, β3, β4) ∈
(
[c]
4
)
, (i1, i2, i3) ∈ S3, (j1, j2, j3, j4) ∈ S4,
Lα1,α2,α3 := 0, Mα1,α2,α3 := 0, Pβ1,β2,β3,β4 := 0
whenever Card{α1, α2, α3} < 3,Card{β1, β2, β3, β4} < 4.
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Lemma 4.4. For every (α1, α2, α3, α4, α5) ∈
(
[c−d]
5
)
there are two syzygies
(S1)
∑
σ(i)Tαi1 ,αi2Mαi3 ,αi4 ,αi5 =
∑
σ(j)µ2,αj1Qαj2 ,αj3 ,αj4 ,αj5
(S2)
∑
σ(i)Tαi1 ,αi2Mαi3 ,αi4 ,αi5 =
∑
σ(j)µ2,αj1Qαj2 ,αj3 ,αj4 ,αj5
where the sums range over all i = (i1, i2, i3, i4, i5), j = (j1, j2, j3, j4, j5) ∈ S5 with
i1 < i2, i3 < i4 < i5 and j2 < j3 < j4 < j5.
For every (α1, α2, α3, α4) ∈
(
[c−d]
4
)
and ε ∈ [c] there are three syzygies
(S3)
∑
σ(i)Tαi1 ,αi2Lαi3 ,αi4 ,ε = Qα1,α2,α3,α4µ1,ε +
∑
σ(j)Mαj1 ,αj2 ,αj3Tαj4 ,ε
(S4)
∑
σ(i)Tαi1 ,αi2Mαi3 ,αi4 ,ε = Qα1,α2,α3,α4µ2,ε +
∑
σ(j)Lαj1 ,αj2 ,αj3Tαj4 ,ε∑
σ(i)Tαi1 ,αi2Lαi3 ,αi4 ,ε +
∑
σ(h)Mαh1 ,αh2 ,εTαh3 ,αh4(S5)
−
∑
σ(j)Pαj1 ,αj2 ,αj3 ,εµ2,αj4 +
∑
σ(j)Mαj1 ,αj2 ,αj3Tαj4 ,ε
=µ1,εQα1,α2,α3,α4+
∑
σ(h)Lαh1 ,αh2 ,αh3Tαh4 ,ε+
∑
σ(h)Tαh1 ,αh2Mαh3 ,αh4 ,ε
where the sums range over all permutations i = (i1, i2, i3, i4), j = (j1, j2, j3, j4),h =
(h1, h2, h3, h4) ∈ S4 with i1 < i2, i3 < i4, j1 < j2 < j3, h1 < h2.
For every (α1, α2, α3, α4) ∈
(
[c]
4
)
there is a syzygy
(S6)
∑
σ(i)Lαi1 ,αi2 ,αi3µ2,αi4 = −
∑
σ(i)Mαi1 ,αi2 ,αi3µ1,αi4
where the sums range over all permutations i = (i1, i2, i3, i4) ∈ S4 with i1 < i2 < i3.
Proof. Both sides of (S1) are equal to
∑
σ(h)µ2,αh1Tαh2 ,αh3Tαh4 ,αh5 where the sum
ranges over all h = (h1, h2, h3, h4, h5) ∈ S5 with h2 < h3, h4 < h5. Likewise, both
sides of (S2) are equal to
∑
σ(h)µ2,αh1Tαh2 ,αh3Tαh4 ,αh5 .
Since µ1,αi = µ2,αi , both sides of (S3) are equal to∑
σ(i1, i2, i3, i4)Tαi1 ,αi2Tαi3 ,αi4µ1,ε −
∑
σ(j1, j2, j3, j4)Tαj1 ,αj2Tαj3 ,εµ1,αj4
with sums ranging over all permutations with i1 < i2, i3 < i4, j1 < j2. Likewise,
both sides of (S4) are equal to∑
σ(i1, i2, i3, i4)Tαi1 ,αi2Tαi3 ,αi4µ2,ε −
∑
σ(j1, j2, j3, j4)Tαj1 ,αj2Tαj3 ,εµ2,αj4 .
Both sides of (S5) are equal to∑
σ(i)Tαi1 ,αi2Tαi3 ,αi4µ1,ε −
∑
σ(j)Tαj1 ,αj2Tαj3 ,εµ1,αj4 +
∑
σ(j)Tαj1 ,αj2Tαj3 ,αj4µ2,ε−∑
σ(h)Tαh1 ,αh2Tαh3 ,εµ2,αh4 −
∑
σ(j)Tαj1 ,αj2Tαj3 ,εµ2,αj4 −
∑
σ(j)Tαj1 ,αj2Tαj3 ,εµ2,αj4
with sums ranging over all permutations with i1 < i2, i3 < i4, j1 < j2.
Finally, both sides of (S6) equal
∑
σ(i)µ1,αi1µ2,αi2Tαi3 ,αi4 with sum over all
permutations i such that i3 < i4. 
Lemma 4.5. Let α, β, γ ∈ [c− d]. If α < β < γ then β > min(α, γ).
Proof. Note that β 6= α, γ. Suppose that β < α, γ. By construction of M, β > α
forces β > c− d, but we cannot have β < γ and c− d < β < γ, contradiction. 
Proposition 4.6. The S-pairs of type S(Q,M) reduce to 0.
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Proof. Given a linear S-pair S(Qα,β,γ,δ,Mε,ζ,η) with (α, β, γ, δ) ∈
(
[c−d]
4
)
, (ε, ζ, η) ∈(
[c]
3
)
, by Proposition 2.9 there are two cases.
If {ε, η} = {α, β} then S(Mε,ζ,η, Qα,β,γ,δ) = Tγ,δMα,ζ,β − µ2,ζQα,β,γ,δ. We con-
sider the syzygy (S1) for indices α < ζ < β < γ < δ ≤ c − d. By Definition 2.6,
the highest three monomials on either side of (S1) are those whose mdeg is equal
to eα+d + eζ+d + eβ+d + eγ+d + eδ+d, specifically the three monomials
µ2,ζTα,βTγ,δ ≻ µ2,βTα,ζTγ,δ ≻ µ2,αTζ,βTγ,δ.
On the left-hand side of (S1), they appear only in Tγ,δMα,ζ,β, whereas on the right-
hand side µ2,ζTα,βTγ,δ appears only in µ2,ζQα,β,γ,δ and µ2,βTα,ζTγ,δ appears only
in µ2,βQα,ζ,γ,δ. By Remark 4.2, the S-pair reduces to 0.
If {ε, η} = {γ, δ} then S(Mε,ζ,η, Qα,β,γ,δ) = Tα,βMε,ζ,η−µ2,ζQα,β,γ,δ. Note that
we must have ζ = θ for some θ 6= δ, and by Lemma 4.5 we have θ > γ. We consider
the syzygy (S2) for indices α < β < γ < θ, δ ≤ c − d. The highest monomials on
either side of (S2) are those whose mdeg is equal to eα+d+eβ+d+eγ+d+eδ+d+eθ+d,
specifically the three monomials
µ2,θTα,βTγ,δ ≻ µ2,δTα,βTγ,θ ≻ µ2,γTζ,βTθ,δ.
On the left-hand side of (S2), they appear only in Tα,βMε,ζ,η, whereas on the right-
hand side µ2,θTα,βTγ,δ appears only in µ2,ζQα,β,γ,δ and µ2,δTα,βTγ,θ appears only
in µ2,δQα,β,γ,θ. By Remark 4.2, the S-pair reduces to 0. 
Proposition 4.7. The S-pairs of type S(Q,L) reduce to 0.
Proof. Let S(Qα1,α2,α3,α4 , Lβ,γ,δ) be a linear S-pair with (α1, α2, α3, α4) ∈
(
[c−d]
4
)
,
(β, γ, δ) ∈
(
[c]
3
)
, and let ε be such that µ1,ε divides LM(Lβ,γ,δ), so that LM(Lβ,γ,δ) =
µ1,εTα1,α2 or LM(Lβ,γ,δ) = µ1,εTα3,α4 .
Assume first LM(Lβ,γ,δ) = µ1,εTα1,α2 . Then µ1,ε ≻ µ1,α1 , µ1,α2 by Proposition
2.9, and hence mdeg(µ1,ε) > mdeg(µ1,α1) > mdeg(µ2,α1) = eα1+d by Remark 2.8.
We consider the syzygy (S5). Comparing mdeg, the highest monomials in either side
are those divisible by µ1,ε. In particular, the highest monomial is µ1,εTα1,α2Tα3,α4 ,
appearing only in Lα1,α2,εTα3,α4 in the left-hand side and only in µ1,εQα1,α2,α3,α4
in the right-hand side; the second highest monomial is µ1,εTα1,α3Tα2,α4 , appearing
only in Lα1,α3,εTα2,α4 in the left-hand side and only in µ1,εQα1,α2,α3,α4 in the right-
hand side. By Remark 4.2, the S-pair S(Qα1,α2,α3,α4 , Lβ,γ,δ) reduces to 0.
Now assume LM(Lβ,γ,δ) = µ1,εTα3,α4 . Then µ1,ε ≻ µ1,α3 , µ1,α4 by Propo-
sition 2.9. Therefore mdeg(µ1,ε) > mdeg(µ1,α3) = mdeg(µ2,α3) = eα3+d and
mdeg(µ1,ε) > mdeg(µ1,α4) = mdeg(µ2,α4) = eα4+d by Remark 2.8. Observe that
we also have mdeg(µ1,ε) > mdeg(µ2,ε) = eε+d. We consider the syzygy (S3),
and we are going to use Remark 4.2. Since mdeg(µ1,ε) > eε+d, eα3+d, eα4+d, the
highest monomial in either side of (S3) is the only one whose mdeg is equal to
mdeg(µ1,ε) + eα1+d + eα2+d + eα3+d + eα4+d, that is, µ1,εTα1,α2Tα3,α4 . It appears
only in Tα1,α2Lβ,γ,δ in the left-hand side, and only in Qα1,α2,α3,α4µ1,ε in the right-
hand side.
If mdeg(µ1,ε) < eα2+d, the second highest monomial in either side of (S3) is the
only one whose mdeg is equal to eα1+d + eα2+d + eε+d + eα3+d + eα4+d, that is,
Tα1,α2Tε,α4µ1,α3 . It appears only in Tα1,α2Lβ,γ,δ in the left-hand side, and only in
Mα1,α2,α3Tα4,ε in the right-hand side.
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If mdeg(µ1,ε) > eα2+d, the second highest monomial in either side of (S3) is the
only one whose mdeg is equal to eα1+d+mdeg(µ1,ε)+ eα3+d+ eα2+d+ eα4+d, that
is, Tα1,α3Tα2,α4µ1,ε. It appears only in Tα1,α3Lα2,α4,ε in the left-hand side, and
only in Qα1,α2,α3,α4µ1,ε in the right-hand side.
Finally, if mdeg(µ1,ε) = eα2+d, then we have ε = α2 by Definition 2.6. In this
case, the monomials in the previous two paragraphs have the same mdeg, and also
the same sdeg. However, we have Tα1,α3Tα2,α4µ1,ε ≻ Tα1,α2Tε,α4µ1,α3 , because µ1,ε
is the largest of the six variables involved. Thus, Tα1,α3Tα2,α4µ1,ε is the second
highest monomial in either side of (S3).
Using Remark 2.9, we conclude in all cases that the S-pair S(Qα1,α2,α3,α4 , Lβ,γ,δ)
reduces to 0, and the proof is completed. 
Proposition 4.8. The S-pairs of type S(L,M) reduce to 0.
Proof. An S-pair S(Lα,β,γ ,Mδ,ζ,ε), where (α, β, γ), (δ, ζ, ε) ∈
(
[c]
3
)
, must have bide-
gree equal to (1, 2) or (2, 1).
Suppose the S-pair has bidegree (1, 2), then gcd
(
LM(Lα,β,γ),LM(Mδ,ζ,ε)
)
=
µ2,ζ , and by Remark 2.10 either ζ = α or ζ = γ. If ζ = α then µ2,ζ = µ1,α ≻
µ1,β, µ1,γ . It follows by Proposition 2.9 that µ1,β, µ1,γ cannot be of the form xi,0
for any i, equivalently, there exist ι, θ such that β = θ, γ = ι; similarly if ζ = γ. In
any case we get {α, β, γ} = {ζ, ι, θ} for some ι, θ ≤ c−d. Observe that ζ < θ, ι since
µ2,ζ ≻ µ2,ι, µ2,θ. We consider the syzygy (S4) for indices δ < ζ < θ, ι ≤ c − d and
ε. The highest monomials in either side are those whose mdeg is equal to eε+d +
eδ+d + eζ+d + eθ+d + eι+d, and they are Tδ,εTθ,ιµ2,ζ ≻ Tδ,ζTθ,ιµ2,ε ≻ Tζ,εTθ,ιµ2,δ.
On the left-hand side of (S4) they appear only in Tθ,ιMδ,ζ,ε, whereas on the right-
hand side Tδ,εTθ,ιµ2,ζ appears only in Tδ,εLα,β,γ and Tδ,ζTθ,ιµ2,ε appears only in
Qδ,ζ,θ,ιµ2,ε. By Remark 4.2, the S-pair reduces to 0.
Now suppose the S-pair has bidegree (2, 1). If LM(Lα,β,γ) = µ1,γTα,β then
{δ, ε} = {α, β} and µ1,γ ≻ µ1,α, µ1,β by Proposition 2.9. Since α = δ < ζ < ε = β
it follows by Remark 2.7 that µ1,ζ ≺ µ1,α or µ1,ζ ≺ µ1,β; in either case we con-
clude µ1,γ ≻ µ1,ζ . Therefore mdeg(µ1,γ) > mdeg(µ1,α),mdeg(µ1,β),mdeg(µ1,ζ) by
Remark 2.8. We consider the syzygy (S6) for indices α < ζ < β < γ. In ei-
ther side, the highest monomials are those divisible by µ1,γ , namely µ1,γµ2,ζTα,β ≻
µ1,γµ2,βTα,ζ ≻ µ1,γµ2,αTζ,β. In the right-hand side, they appear only in µ1,γMδ,ζ,ε,
whereas in the left-hand side µ1,γµ2,ζTα,β appears only in µ2,ζLα,β,γ and µ1,γµ2,βTα,ζ
appears only in µ2,βLα,ζ,γ . By Remark 4.2, the S-pair reduces to 0. If LM(Lα,β,γ) =
µ1,αTβ,γ then {δ, ε} = {β, γ} and µ1,α ≻ µ1,β , µ1,γ , and we proceed in the same
way using the syzygy (S6) for indices α < β < ζ < γ. 
The following proposition circumvents the explicit reduction of the other S-pairs.
It is based on the observation that most S-pairs involve minors from at most 5
columns; this allows to identify several small Gro¨bner bases in J , and to reduce
the desired statement to a Hilbert series equation to be checked in a finite number
of cases. Note that the hypothesis on the ground field is not restrictive for our aim,
as we will prove Theorem 4.10 for any K.
Proposition 4.9. Assume char(K) = 0. The S-pairs of types S(P, P ), S(P,Q),
S(Q,Q), S(P,M), S(P,L), S(M,M), S(L,L) reduce to 0.
Proof. The fact that S-pairs of types S(P, P ), S(P,Q), S(Q,Q) reduce to 0 follows
from Theorem 3.13 by Buchberger’s Criterion. For any non-trivial S-pair of the
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form S(Pα,β,γ,δ,Mε,ζ,η), S(Pα,β,γ,δ, Lε,ζ,η), or S(Mα,β,γ ,Mδ,ε,ζ), S(Lα,β,γ , Lδ,ε,ζ), we
have Card{α, β, γ, δ, ε, ζ, η} ∈ {4, 5}, respectively, Card{α, β, γ, δ, ε, ζ} ∈ {4, 5}. By
Buchberger’s Criterion, the statement of the proposition is implied by the following
stronger claim: for any Γ ⊆ [c] with Card(Γ) ∈ {4, 5}, the two subsets of J
GM,Γ =
{
Pa,Mb | a ∈
(
Γ
4
)
,b ∈
(
Γ
3
)}
, GL,Γ =
{
Pa, Lb | a ∈
(
Γ
4
)
,b ∈
(
Γ
3
)}
are Gro¨bner bases.
In order to prove the claim, let m = Card(Γ) ∈ {4, 5}. After renaming the
variables that appear in GM,Γ, we can rewrite the set GM,Γ as
Gm =
{
Tα,βTγ,δ − Tα,γTβ,δ + Tα,δTβ,γ
∣∣∣ (α, β, γ, δ) ∈
(
[m]
4
)}
∪
{
xαTβ,γ − xβTα,γ + xγTα,β
∣∣∣ (α, β, γ) ∈
(
[m]
3
)}
and by Proposition 2.9 the set of leading monomials of the elements of GM,Γ becomes
Mm =
{
Tα,γTβ,δ
∣∣∣ (α, β, γ, δ) ∈
(
[m]
4
)}
∪
{
xβTα,γ
∣∣∣ (α, β, γ) ∈
(
[m]
3
)}
.
Thus Card(Gm) = Card(Mm) = 5 if m = 4, while Card(Gm) = Card(Mm) = 15
if m = 5. The statement that GM,Γ is a Gro¨bner basis amounts to the equation of
Hilbert series
(8) HS
(
A
(Gm)
)
= HS
(
A
(Mm)
)
where A = K[x1, . . . , xm, T1,2, T1,3, . . . , Tm−1,m], and m ∈ {4, 5}.
Now we consider GL,Γ. After renaming the variables that appear in GL,Γ, we can
rewrite the set GL,Γ also as Gm above. On the other hand, by Proposition 2.9, the
set of leading monomials of the elements of GL,Γ becomes
Lm =
{
Tα,γTβ,δ
∣∣∣ (α, β, γ, δ) ∈
(
[m]
4
)}
∪
{
xα1Tα2,α3
∣∣∣αi ∈ [m], α1 6= α2 6= α3 6= α1, and xα1 ≻ xα2 , xα3
}
.
In other words, the leading monomial of each xαTβ,γ − xβTα,γ + xγTα,β is the
monomial with largest x variable with respect to ≺. By Remark 2.7 the order ≺ on
x1, . . . , xm is such that, for any (α, β, γ) ∈
(
[m]
3
)
, if xβ ≻ xγ then xα ≻ xβ . There
are 8 such total orders for m = 4
x1≻x2≻x3≻x4, x1≻x2≻x4≻x3, x1≻x4≻x2≻x3, x1≻x4≻x3≻x2,
x4≻x1≻x2≻x3, x4≻x1≻x3≻x2, x4≻x3≻x1≻x2, x4≻x3≻x2≻x1,
and 16 such total orders for m = 5
x1≻x2≻x3≻x4≻x5, x1≻x2≻x3≻x5≻x4, x1≻x2≻x5≻x3≻x4,
x1≻x2≻x5≻x4≻x3, x1≻x5≻x2≻x3≻x4, x1≻x5≻x2≻x4≻x3,
x1≻x5≻x4≻x2≻x3, x1≻x5≻x4≻x3≻x2, x5≻x1≻x2≻x3≻x4,
x5≻x1≻x2≻x4≻x3, x5≻x1≻x4≻x2≻x3, x5≻x1≻x4≻x3≻x2,
x5≻x4≻x1≻x2≻x3, x5≻x4≻x1≻x3≻x2, x5≻x4≻x3≻x1≻x2,
x5≻x4≻x3≻x2≻x1.
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As before, we have Card(Lm) = 5 if m = 4 and Card(Lm) = 15 if m = 5, and
the statement that GL,Γ is a Gro¨bner basis is equivalent to the equation of Hilbert
series
(9) HS
(
A
(Gm)
)
= HS
(
A
(Lm)
)
.
With the aid of the computer algebra system Macaulay2 [15], when K = Q, we
have verified that the 1 + 1 + 8 + 16 = 34 monomial ideals (Mm) and (Lm) have
the same Hilbert series as (Gm) for m = 4, 5; in other words, we have verified the
validity of equations (8) and (9) in all 34 instances. By flatness, (8) and (9) hold
for any field extension Q ⊆ K. 
We remark that it is also possible to prove Proposition 4.9 with similar techniques
as Propositions 4.6, 4.7, 4.8.
We combine the results obtained so far to prove the main theorem of this section.
Theorem 4.10. The minimal generators of the defining ideal J of the Rees ring
of a rational normal scroll from a squarefree quadratic Gro¨bner basis with respect
to the term order ≺.
Proof. Observe that all the leading monomials are squarefree. Assume first that
char(K) = 0. Then the conclusion follows from Buchberger’s Criterion, since all
the S-pairs reduce to 0. Equivalently, the Hilbert series of the ideal generated by
the leading monomials of the generators equals the one of J . However, the Hilbert
series of a monomial ideal does not depend on K, while it follows from [4, Theorem
3.7] that the Hilbert series of J does not depend on K either. Thus the statement
holds for any ground field. 
Corollary 4.11. The Rees ring of a rational normal scroll is a Koszul algebra.
Remark 4.12. Let Sn1,...,nd ⊆ P
c+d−1 be a rational normal scroll and I = (g)
its homogeneous ideal. The Main Theorem implies that, expressing R(I) and K[g]
as quotients of SR = K[x1, . . . , xc+d, T1, . . . , T(c−12 )
] and SF = K[T1, . . . , T(c−12 )
]
respectively, their first graded Betti numbers
dimKTor
SR
1 (R(I),K)j and dimK Tor
SF
1 (K[g],K)j
depend only on the dimension and codimension of the scroll, but not on the partition
n1, . . . , nd. It would be interesting to know whether the same is true for the higher
Betti numbers of the blowup algebras of Sn1,...,nd ⊆ P
c+d−1.
Example 4.13 (The Veronese surface). It is interesting to study the implicitization
problem for all nondegenerate projective varieties V ⊆ PN of minimal degree. By
the classification of Del Pezzo and Bertini [14], V is a cone over a smooth such
variety, and smooth varieties of minimal degree are precisely the rational normal
scrolls, the smooth quadric hypersurfaces, and the Veronese surface ν2(P
2) ⊆ P5.
We have shown that the Rees ring and the special fiber of any rational normal
scroll are Koszul algebras presented by squarefree Gro¨bner bases of quadrics. The
same result holds for quadric hypersurfaces, trivially: both blowup algebras are
polynomial rings. The homogeneous ideal I ⊆ K[x0, . . . , x5] of the Veronese surface
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is generated by the 2-minors of the generic symmetric matrix
x0 x1 x2x1 x3 x4
x2 x4 x5

 .
It is an ideal of linear type, so the special fiber is a polynomial ring, and R(I)
is isomorphic to the symmetric algebra of I and thus it is defined by quadrics.
However, it turns out that R(I) is not a Koszul algebra: if K has characteristic 0
then we have dimKTor
R(I)
6 (K,K)7 = 32. This confirms the fact that the Veronese
surface exhibits an exceptional behavior in various contexts, see for instance [26,
Section 3.4], [9, Example 3.5]. It also gives the first known example of a prime ideal
with linear powers [4] whose Rees ring is not Koszul.
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