Introduction
The Robust Audio Tool (RAT) allows users to achieve real-time multi-way communication over the Internet. It was initially intended for use in multiway conferences, but more recently is being used as an Internet audio broadcast application, by radio stations in the US and elsewhere. RAT can also be used in a point-to-point manner, and as a transcoder between networks of differing capabilities, e.g. for mobile access to the Internet. It is one of several tools that have been developed within the research community, some of which are also available commercially.
Interest in Internet audio has grown with the deployment of the Internet, and the widespread availability of full duplex audio hardware on PC's and workstations. Despite packet audio being one of the first ARPANET / SATNET research investigations in the early 1970's [Gold73] , the present Internet is not well suited to real-time audio delivery, since it only offers a best-effort service with no bounds on transit times, or data delivery guarantees.
The emphasis of work in RAT has been on maximising the audio quality despite inherent problems of packet transport, processor scheduling and audio capabilities of the end system. It also serves as a platform for audio research. For maximum flexibility, RAT is designed as a modular application and many of the underlying subsystems have alternative complexity / capability implementations. RAT can also leverage off platform-specific features, such as software and hardware audio codecs, various audio devices within a platform, and alternative protocol stacks. The important features of RAT, in comparison to other Internet audio tools, is that it is able to support multirate processing, has no restrictions on audio frame duration, and supports multi-channel audio, and both fixed and variable size audio frames.
In this paper we briefly discuss methods of real-time multimedia delivery, and identify issues of particular importance for music transmission over the Internet. For music coding researchers interested in using RAT to exploit their research, we present an overview of the architecture of the Robust Audio Tool and specifically focus on codec integration into RAT. Finally, we present some off-line performance measurements of a public domain MPEG1 music codec that has recently been integrated into RAT, and illustrate Internet performance in terms of packet loss, and variable transit delays.
Music and Multimedia Delivery on the Internet
Most current commercial Internet audio streaming applications use application-level reflectors to forward packets from source to receivers, or to other reflectors. Cascades of reflectors are used for broadcasting to large audiences, but since the reflectors are manually placed on amenable hosts, rather than in the network routers, the distribution tree may be sub-optimal. Reflector schemes are bandwidth inefficient, and they do not scale well, nor are they robust to network outages.
Instead of using reflectors to provide multi-way communication facilities, a router-implemented mechanism of efficiently replicating streams can be used, which is called multicast [RFC1112] . The collection of multicast-capable routers in the Internet is called the Multicast backbone (Mbone) [Macedonia94] . A variety of Mbone audio tools exist, such as RAT [Hardman 98 ] [Hardman 99 ][RAT URL], but the majority of multicast-capable tools are used for multicast conferencing applications (including H.323-based systems). Some streaming applications also support multicast, but since many Internet Service Providers (ISPs) do not support it, there currently is no alternative to reflector schemes. In the future, it is reasonable to assume that multi-way multimedia delivery over the Internet will be via multicast.
In multicast, the network conspires to deliver data to multiple clients in an efficient manner, and hosts express an interest in data by subscribing to a group address. Senders do not have to set-up a call to join a conference, and the sender is not aware of which or even how many receivers are listening, unless the application protocol provides this information. This de-coupling of hosts from the routing implementation means that multicast is inherently scalable and robust to network outages.
The Internet protocol (IP) suit is a layered stack, with different layers refining the functionality provided by the layer below, and with protocols above IP being used on an as-needed basis. For real-time audio transmission, RAT (and most real-time applications) uses a lightweight transport protocol layer, the User Datagram Protocol (UDP), on top of IP. UDP provides no loss resilience or congestion control, and so for real-time media transmission, the Internet Engineering Task Force (IETF) has standardised a specific protocol to be used at the application layer, called the Realtime Protocol (RTP).
Internet / Mbone Protocol for Real-time Multimedia (RTP)
RTP was developed to provide a lightweight application layer protocol for time-dependent data and to provide interoperability among conferencing tools [RTP] . RTP has a sister protocol, the Real-Time Control Protocol (RTCP), which is used for distributing sender and receiver statistics and participant details (name, location, email, etc). Applications have the responsibility of encapsulating data in the RTP payload, of adding the RTP header, and of providing RTCP control functionality. Strictly, RTP is network protocol independent, though it is commonly used on top of UDP/IP. The pertinent features of RTP for multimedia delivery are:
Marker Bit: for speech audio streams; if set, denotes the start of a new talkspurt.
Payload type: a unique number to denote an audio codec. These numbers are defined in a separate standards document [RTP-Profile] and include a wide range of audio codecs, although only a few are implemented in the current Mbone audio tools. Sequence Number: This field is a packet counter, starting from a random number to minimise the risk of external interference. It is used to detect loss, packet disordering, and to distinguish talkspurts when packets with marker bits are lost. Timestamp: Conveys the sampling timestamp of the data in the RTP packet. RTCP is used to convey user, quality of service, and application specific information. RTCP reports vary depending on whether a participant has sent data since the last report or not. If a participant has sent no data, they send a receiver RTCP report. The RTCP report includes the following information: the fraction of packets lost since the previous report; the cumulative number of packets lost; the highest sequence number received; an estimate of the interarrival jitter; the timestamp of the last received sender report; and the delay since the last received report. Senders send the same report timestamp, plus a transmitted packet count. The protocol profile recommends that RTCP data from all participants should not exceed 5% of the total bandwidth.
Issues for Internet Multimedia Applications
The key problems for multimedia delivery over the Internet are the average end-to-end transit time, jitter in end-to-end transit times, and the loss of packets during transit. Applications must be able to cope with these problems and also out-of-sequence and duplicated deliveries.
End-to-end delay consists of the time taken to sample and encode the data, the network propagation time, (including network access and the time spent in router queues), operating system imposed delays in process scheduling and receiver buffering. The most significant sources of variation are the time spent by packets queuing at routers and the operating system process scheduling and network interaction. For interactive conferences, the end-to-end delay should ideally be less than 250ms [Montgomery83] , but this constraint can be relaxed for music delivery. Adaptive playout buffering at receivers is essential to absorb the end-to-end delay variations [Moon98, Diot95] , and to maintain the relative timing relationship between sender and receivers. A graph of typical jitter distribution values can be seen in Figure 1a .
Packet loss (see figure 1b, 1c) is the most serious problem for multimedia applications, because many codecs rely on state continuity between frames; packet losses disrupt the state, leading to mistracking at the decoder. A number of alternative approaches to this problem are available, considered in more detail in [Perkins98] :
Loss concealment -receivers can implement loss concealment algorithms, such as frame repetition or audio pattern matching [Goodman86, Wasem88] . These may either be performed in the waveform or in the transform domain.
Channel coding -channel coding schemes such as retransmission, forward error correction, or interleaving can be applied to mitigate the effects of packet losses. In large groups, retransmission requires a separate protocol to determine suitable hosts from whom to obtain data [Xu97] Adaptive coding -the type of audio or channel coding applied may be varied in response to explicit receiver feedback. Eliciting timely feedback information can be difficult due to the transient behaviour of the Internet [Nee97] . Layered coding -addresses the issues of network link heterogeneity, as receivers can subscribe to layers that are appropriate to their link capacity [McCanne96] . Layering has the disadvantage of sending more packets and makes playout calculation more difficult. Of the above, adaptive and layered coding are two approaches to congestion avoidance, rather than error robustness. Adaptive coding uses extra explicit information to determine a suitable transmission rate, and the major draw-back for multi-way delivery is that it restricts audio quality for all receivers, not just those on congested links. In layered transmission, each receiver (or group of receivers) makes their own decision about the layers they receive and can tailor their own reception to suit any of network bandwidth, congestion levels, receiver processing power and desired cost. In addition to the basic problems of delay and loss, hosts also need to be aware of constraints such as the maximum transport unit (MTU) size of the underlying network, in order to avoid additional delays and multiplicative loss effects from fragmentation. For low bit-rate encoding schemes, IP is an inefficient transport mechanism, where, for instance, 30ms of G.723.1 audio data in a packet has an associated header of 12 bytes for 24 bytes of data.
RAT Program Code
RAT can be divided into two distinct entities: the audio engine and the user interface. These are isolated from each other and communicate via a conference bus. The audio engine is responsible for audio processing, coding, packetization, and for maintaining RTCP statistics. The user interface presents the user with information on conference participants, their reception quality, and allows the user to configure all aspects of the audio engine. The conference bus is a locally scoped multicast group that allows applications to communicate with each other.
The audio engine consists of approximately 32,000 lines of C code, and the user interface of 2000 lines of Tcl/Tk, plus a further 2000 lines of supporting C code. The choice of Tcl/Tk [Ousterhout94] for the user interface was motivated by the ease of construction of interfaces with Tk, and the wide range of platforms that support it. A number of composable toolkits are now available for constructing multimedia applications, and these are often more generic than the modules used in RAT. To maximise platform support and performance, and also because development started before many of these toolkits were available, we have not yet attempted to use any of the composable toolkits. Examples of such toolkits are Microsoft's DirectX/Media framework, the Java Media Framework (JMF), and Berkeley's MASH toolkit [Mash97].
RAT Architecture
The key stages in the audio processing are shown in figure 2. All of these stages are written to be independent of rate and channels (mono and stereo only), and are clocked by a master clock at 96 kHz. In order to reduce implementation complexity, only sampling rates that are integer multiples of 8 kHz are supported Audio processing starts (and ends) with the audio device, which provides a common interface to waveform audio functions on the available hardware, and converts the available sampling modes into the internal format used in the tool (16-bit linear samples). When the tool starts, it probes the audio devices and the sampling modes they offer. Two pseudo audio devices also exist: the null audio device and the transcoding audio device. The null audio device is used when no real audio device is obtainable, it simply discards audio it receives and passes silence when audio is requested. The transcoding audio device acts as a crossover point for audio streams when the tool is acting as a transcoder between unicast-unicast, unicast-multicast, or multicast-multicast sessions.
Audio from the device is sampled in discrete blocks that match the duration of encoding scheme to be applied for transmission. If RAT is being used for interactive conferences, then facilities such as voice activity detection and automatic gain control can be used. For music delivery, however, these features are not normally needed. The audio is encoded, the resulting blocks are passed to a channel coder, then packetised and transmitted. At present, three variations of channel coding exist: interleaving, redundant audio, and no channel coding. With interleaving, adjacent blocks in the original stream are transmitted in different packets, so that the effects of a single packet loss are dispersed -it is easier to conceal several short losses than one large one. In the redundant audio scheme, multiple copies of encoded audio frames are transmitted in separate packets, so that there are at least 2 chances that audio will be available at the decoder for any particular frame.
When packets arrive at the receiver, their arrival time and source clock timestamp are used to update the estimate of the differences between the receiver and source clocks and the amount of jitter in the arrival times. Each packet is then placed in the playout buffer using the last calculated playout delay. The playout delay gets recalculated at the start of new talkspurts/transmissions, and if not recalculated will become too small or too large. The drift arises from frequency differences in source and receiver sampling clocks, or changes in the offset between clocks. At playout time, the packet is passed to the channel decoder to recover the coded frames, and then onto the audio decoder (or loss concealment module). Using late decoding, it is possible to ensure that all streams are decoded in the correct order and that as much as possible of the received audio can be utilized.
Following decoding, there exist two optional processing stages: sample rate conversion and 3D-audio rendering. Sample rate conversion is only necessary when the sender is using a codec based on a different sampling rate to that of the receiver. 3D-audio rendering is primarily aimed at multiway conferencing, and it allows the receiver to position different sources of audio at different angles and distances relative to the listener's head position [Hardman96] . 3D audio is only particularly effective at 16kHz and above. Multi-channel capabilities are also supported in RAT for music applications, where multiple channels are encoded at the source. Sample rate conversion and 3D audio are computationally expensive, and multiple schemes are implemented for both, giving a cost-quality trade-off.
For multi-way interactive conferencing applications, the last stage is mixing the audio streams. For this, a circular buffer is used and samples are added into the buffer. An entry is stored, which indicates the last audio instant that audio was mixed from a given sender. This is required so that if the playout point adapts audio from each sender, consecutive audio blocks from the same source are not mixed together.
The Codec Interface in RAT
Of particular interest to anyone who wishes to use RAT to exploit the capabilities of a new audio compression algorithm, is the interface to the codec. The codec interface in RAT is a table, which contains entries for all aspects of the encoding and decoding processes. The table has pointers to desired encoding / decoding functions, and numeric information indicating the configurations where the codec is suitable. The table is built dynamically when the application starts, which allows platform-specific codecs (e.g. Windows ACM codecs) to be included, as well those compiled into the application.
Each codec has initialisation, transformation, and 'clean-up' functions that are used by each encoder instance (per source) and initialisation and 'clean-up' functions to manage any shared information used by all instances of the encoder / decoder. Two optional functions may be present: a codec specific repair routine and frame size calculator. The codec specific repair routine is used to perform transform domain loss concealment. The frame size calculator is used to assist in fragmenting and validating received audio from variable frame size codecs.
The numeric information includes the payload identifier, the sample rate and number of channels, the number of samples in a coded audio frame, the size of the coded audio frame, the size of any per packet state, and the state sizes of data held by the encoder and decoder. The payload identifier is used to select the appropriate encoder and decoder at the sender and receiver.
Typical performance measurements of a music codec
We have conducted a number of encoding and decoding experiments in order to evaluate the performance of reference implementations of high quality codecs. Mbone audio tools have to-date been only used to provide single channel toll quality speech facilities, and the ability to support multi-channel music compression algorithms is very recent. In contrast to the usual processor consumption of RAT of 5% or so on most PCs and workstations, stereo CDquality audio compressed using a suitable music compression algorithm to about 350kbps per channel uses approximately 10 times the processing power as for a typical speech application. This currently represents a sizeable chunk of the total processing time available, and effort to optimise execution time in a codec is well spent.
The data shown here was generated using a 30-second stereo PCM audio data file, sampled at both 44.1 and 8 kHz. We have measured MPEG-I (Layer II) encoding and decoding times for the advanced psycho-acoustic model (model 2), for a number of output bit rates (32 to 448 kbps), on a Pentium II processor running at 266 MHz. The results are shown in Code profiling of the encoder reveals that, not surprisingly, the most significant fraction of time (20-30%) is spent in FFT functions. The code tested is not optimised and we hope to achieve significant performance increases through the use of signal processing libraries with single-instruction-multiple data (SIMD) optimisations [MMX, VIS]. An alternative approach would be to allow the use of off-line encoding, but sometimes music applications will require the ability to encode material as well as to decode.
Conclusion and Future Work
Mbone audio tools are being used for multi-way music distribution over the Internet. This paper has presented an overview of the RAT architecture, focussing specifically on multi-channel multi-rate music distribution. In particular, the codec interface is described, together with the routines that need to be written if 2 nd party audio codecs are to be integrated into RAT. The paper also includes off-line performance measurements of a public domain MPEG1 codec, as current estimates of processing power consumption by RAT running such a codec are approximately 60% of the CPU. We also presented some illustrative graphs of current Mbone loss rates, loss length distribution and jitter distribution to give someone designing error robustness strategies an idea of current typical behaviour of the Internet.
In the future, we intend to develop facilities for automatic feature selection by estimation of CPU loading, and to refine RAT for use with layered coding algorithms, focussing on both the network protocol and the system aspects.
