Abstract. By means of energy and entropy estimates, we prove existence and positivity results in higher space dimensions for degenerate parabolic equations of fourth order with nonnegative initial values. We discuss their asymptotic behavior for t → ∞ and give a counterexample to uniqueness.
1. Introduction. In this paper we will present new results on existence, (non) uniqueness, positivity, and asymptotic behavior in higher space dimensions of weak solutions to degenerate parabolic equations of fourth order of the form We assume that the nonnegative diffusion coefficient m vanishes at zero and has at most polynomial growth. We denote by n its growth exponent near zero. Equation (1.1) can be seen as the archetype of a class of parabolic equations of higher order which appear in material sciences and fluid dynamics. For instance, in lubrication theory (cf. [3] , [8] and the references therein), u describes the height of a viscous droplet spreading on a plain, solid surface; in the Cahn-Hilliard model of phase separation for binary mixtures, u plays the role of the concentration of one component (cf. [10] ), and in a plasticity model (cf. [13] and the references therein) u stands for the density of dislocations.
Crucial for these applications is the fact that it is possible to construct solutions of (1.1) which preserve nonnegativity as has been proved for space dimension N = 1 by Bernis and Friedman [6] and for higher space dimensions in the papers by Grün [13] and by Elliott and Garcke [10] . This behavior is in strong contrast to that of classical solutions to linear parabolic equations of fourth order which in general become negative even in the case of strictly positive initial values. Moreover, the publications of Beretta, Bertsch, and Dal Passo [2] and of Bertozzi and Pugh [8] , who study this equation in space dimension N = 1, reveal a rich structure of qualitative behavior of solutions depending on the diffusion growth exponent n. To put it concisely, the larger n is, the stronger is the tendency of solutions to stay positive and the weaker is the regularity at the boundary of the set where u vanishes.
Recently Bernis [4] , [5] showed for the special case m(u) = u n with 0 < n < 3 that in space dimension N = 1 solutions to (1.1) have the property of finite speed of propagation. More precisely, this means that the interface separating the regions where u is positive and where u is equal to zero moves with finite velocity as time progresses. To obtain these results Bernis used local versions of entropy estimates first derived in [2] .
While in the case of higher space dimensions existence results up to now were restricted to the cases 1 ≤ n < 2 if u 0 ≥ 0 arbitrary, and n ≥ 1 if u 0 is strictly positive (cf. [13] and [10] ), the results presented here will overcome this restriction and assure the existence for 1 8 < n < 3 and arbitrary nonnegative initial values u 0 . It turns out that in general we cannot expect solutions to have L 2 (0, T ; H 2 (Ω))-regularity. In previous works (cf. [13] and [10] ), this property has been a major ingredient in the definition of solution. Thus, we are forced to introduce a new solution concept that-to put in concisely-differs from the previous one in such a way that in the corresponding weak formulation of (1.1) derivatives of u of higher order than 1 do not appear. For the technical details, we refer the reader to the statement of Definition 3.1.
Let us point out that the growth exponent n = 3 seems to be a border case in the theory of degenerate fourth-order parabolic equations. This already has been indicated by results of Bernis, Peletier, and Williams [7] , who showed that source-type solutions with finite mass only exist for 0 < n < 3.
Technically, the restriction to values of n < 3 in this paper is due to the fact that entropy estimates for compactly supported initial data are not achievable if n ≥ 3. For similar reasons the results of [4] , [5] and many of the results of [2] and [8] are restricted to n < 3.
Our work will be based upon a refinement of those entropy estimates which have been used in [13] and [10] ; they generalize results of the papers [2] or [8] to space dimensions N = 2, 3, which are the relevant ones for applications. Since in the case of higher space dimensions it is still not known whether solutions of (1.1) are in L ∞ (Ω T ) or whether they are strictly bounded away from zero in case of positive initial values, a more careful approximation process has to be applied than for space dimension N = 1.
Another important ingredient in the higher dimensional case which may be of independent interest is the generalization of the formula of integration by parts
for appropriately smooth functions with u x (0) = u x (1) = 0 to higher space dimensions, which will be essential in order to obtain the entropy estimates (cf. Lemma 2.3). Confining ourselves at the moment to entropy estimates global in space, in a forthcoming paper we wish to derive local versions of the entropy estimates and we hope to show results analogous to those of Bernis [4] , [5] in higher space dimensions.
Let us briefly describe the outline of this paper.
In section 2 we state the refined entropy estimate first for auxiliary problems with positive initial values and sufficiently large diffusion growth exponents n. In a second step, we extend this result to arbitrary positive values of n by use of an appropriate approximation method.
Section 3 contains the main results of this paper. In Definition 3.1 we introduce the solution concept, in the framework of which we can prove existence of solutions for 1 8 < n < 3 and arbitrary, nonnegative initial values u 0 ∈ H 1 (Ω) (cf. Theorem 3.2). As a consequence of the a priori estimates derived so far we improve the results of [13] about positivity of solutions (cf. Theorem 3.4) and show convergence to the mean value for t → ∞ with respect to the H 1 -norm (cf. Theorem 3.5). The latter result can be used in order to discuss the problem of uniqueness in the framework of the solution concept. By constructing steady state solutions with compact support which do not satisfy the entropy estimates but nevertheless solve the equation in the sense of the solution concept, it becomes evident that we cannot expect uniqueness of solutions without imposing regularity properties at the boundary of the set where u vanishes. Whether these regularity properties are already sufficient for uniqueness still remains an open problem.
Notation. In the whole paper we assume that Ω ⊂ R N (N ∈ {2, 3}) is an open and bounded domain with boundary of class C 1,1 (or C 0,1 if Ω is convex) which is piecewise smooth. We denote by I the time interval (0, T ), and Ω T stands for the space-time cylinder Ω×(0, T ). We denote by ν the unit outer normal vector to ∂Ω, and II(.) is the second fundamental form of ∂Ω. By H 2 * (Ω) we denote {u ∈ H 2 (Ω) : 2. Entropy estimates. In this section we will present the entropy estimates essential for the qualitative results. For mainly technical reasons we shall confine ourselves at first to a special case of problem (1.1) that is characterized by the following additional conditions on the diffusion coefficient m and on the initial data u 0 .
(
Furthermore, we assume that m is uniformly bounded from below by a positive constant for sufficiently large values of τ .
(A2) The growth exponent n satisfies
(A3) The initial data u 0 ∈ H 1 (Ω) are strictly positive; i.e., there exists a constant δ > 0 such that u 0 ≥ δ > 0.
In [10] and [13] , it has been proved that under the assumptions (A1)-(A3) there exists a pair of functions
which solves (1.1) in the following weak sense:
and
. Moreover, for a positive constant C the following estimate holds true:
In particular, this implies that u is strictly positive for almost every t ∈ I (cf. [13] ). This positivity property is the key to the following lemma assuring that under the assumptions (A1)-(A3) ∇∆u(t) ∈ L 2 (Ω) for almost every t ∈ I, and therefore
(Ω) for these t. As a further consequence, we show that the L 2 -norm of ∇u is monotonically decreasing, which will be important to obtain our results regarding asymptotic behavior.
Lemma 2.1. Assume (A1)-(A3) and let u be the weak solution of (1.1) constructed as described above. Then for almost all t ∈ [0, T ] we have u(t) ∈ C β (Ω) (for β > 0 appropriately small), u(t) is strictly positive, and
In addition, for almost every t 1 , t 2 ∈ I the following estimate is true:
The proof of Lemma 2.1 is contained in the Appendix at the end of this paper. We now state the main entropy estimate. As in papers [2] and [8] , we define the entropy to be G α (t) = Proposition 2.2. Assume (A1)-(A3) and let u be the weak solution of (1.1) constructed by the method of [10] and [13] . Let α and γ be real numbers satisfying
with t := α + n (2.6) and γ ∈ (
Here, C 1 and C 2 are constants only depending on the domain Ω; in particular, C 2 becomes zero if Ω is convex.
Proof. The proof essentially consists of three parts. In the first one we introduce regularized versions of G ′ α (u) which we use as test functions in the weak formulation of equation (1.1). The main difficulty is to control the term containing spatial derivatives which we will henceforth call "elliptic part." To estimate this elliptic part, we at first only formulate a key inequality which allows to pass to the limit with some regularizing parameters (cf. part 2) and thus to establish the result. The last part will be devoted to the detailed verification of that particular inequality. Part 1. Consider for positive parameters A, σ the functions
If α + n < 1, we choose g − ασ (u + ε) as the test function in (2.1), (2.2); otherwise we choose g + ασ (u + ε) and obtain, using Lemma 2.1,
The nonnegativity of u, the shift by ε, and the L ∞ I; H 1 (Ω) ∩L 2 I; H 2 (Ω) -regularity of u guarantee the admissibility of these test functions. We notice that the functions G ± ασ , defined by
are nonnegative and convex, that for fixed ε > 0 their derivative g ± ασ has at most linear growth on [ε, ∞), and that for this reason we obtain (cf. [13, Lemma 2.6])
In what follows, we shall make the calculations explicit only for g − ασ (i.e., α + n < 1). But by minor modifications the same strategy will work also in the case α + n ≥ 1.
Part 2. For almost all t ∈ I the following inequality offers an estimate for the elliptic part (we set β εσ (u) := (u + ε + σ) α+n−1 for short):
= I+II+· · · +VIII with δ i > 0 arbitrary, C > 0 independent of t, and
Before we prove the above inequality in part 3, we show that this inequality gives the assertion of Proposition 2.2.
Consequences of inequality (2.13). Observing that the first and third term in S 3 (u) are positive and that σ > 0, we have that
is positive, i.e., if (2.6) is true.
Then, choosing δ 1 , δ 2 , δ 3 sufficiently small, the terms IV and V in (2.13) can be absorbed in I, II, and III. In addition, we have the following:
• The integrand on the left-hand side is in L 1 (Ω T ).
• As a consequence of the L 2 (I; H 2 (Ω))-regularity of u, the integrands in the terms VI, VII, and VIII are uniformly bounded in L 1 (Ω T ).
• The integrands in the terms I, II, and III are nonnegative. This allows us to integrate over the whole space-time cylinder and to obtain from (2.10), (2.12), and (2.13) the existence of positive constantsC 1 andC 2 independent of ε and σ such that
(2.14)
Passage to the limit ε → 0 in inequality (2.14). From the L 2 (I;
)-regularity of u, the uniform boundedness of β εσ (u), and Lebesgue's theorem, we infer that the second term on the right-hand side converges to Ω T u α+n+1 and that the last term on the right-hand side tends to zero. Since u 0 ≥ δ > 0 and u 0 ∈ H 1 (Ω), a further application of Lebesgue's theorem gives that Ω G ασ (u 0 + ε) converges to Ω G ασ (u 0 ) for ε → 0.
Since the third term on the left-hand side can also be written in the form Ω T |∇(u+
Similarly, the second term on the left-hand side can be handled, and by use of Fatou's lemma we derive
(2.15)
Passage to the limit σ → 0 in inequality (2.15). An application of Fatou's lemma, the monotone convergence theorem, and the same methods to estimate limits of gradients of powers of u as used before gives the following result: 
For I 1 and I 2 we calculate
. Observing the existence of a constant C independent of ε with the property
the term I 1 2 can be estimated as follows:
R 2 can be estimated as
To proceed further it will be worthwhile to state a formula of integration by parts that generalizes the one-dimensional formula
Here, II(·) denotes the second fundamental form of ∂Ω. For a proof of Lemma 2.3 we refer to the Appendix. Now, setting f (u) = β εσ (u) and using the identity
For I 1 1 we obtain
Summing up, we finally arrive at
with S 1 (u), S 2 (u), and S 3 (u) as in (2.13). Collecting all the terms, (2.13) will be established, provided we can estimate the boundary term accordingly. Let us remark that convexity of Ω implies the nonnegativity of the last term on the right-hand side in (2.17). Hence in this case we can neglect it for our a priori estimates, and in particular the last term on the right-hand side of (2.13) cancels out. Let us now concentrate on the case that Ω is not convex. First we state an interpolation inequality that easily can be proved by contradiction using the compactness of the imbedding
Since ∂Ω is of class C 1,1 we can conclude that the second fundamental form of ∂Ω is uniformly bounded. Thus we have to estimate ∂Ω β εσ (u) |∇u| 2 dH N −1 . Choosing a function Φ εσ : R → R with Φ ′ εσ = √ β εσ and applying Lemma 2.4, we obtain, after straightforward calculations,
Using the relation Φ εσ (u) = const ·(u + ε + σ)
, we end up with
This proves estimate (2.13) and therefore Proposition 2.2. Our next goal is to establish entropy estimates in the spirit of Proposition 2.2 for diffusion coefficients m which are bounded from below by positive constants for large values of τ . We distinguish two cases:
We shall proceed as follows: for a special choice of mobilities (m δ ) δ>0 which approach m from below we obtain entropy estimates by use of Proposition 2.2.
A compactness lemma which offers all the convergence properties necessary for passing to the limit with δ ց 0 will be crucial. It reads as follows.
Lemma 2.5. Let (u δ , J δ ) δց0 be a family of pairs of functions having the following properties:
Under the assumption that q <
2 ) is not the most general condition one could impose, but it is nevertheless sufficient for our applications.
Proof of Lemma 2.5. It mainly consists of three steps.
(1) There is a constant C > 0 independent of δ > 0 such that
To prove this assertion we choose as the test function in the weak formulation of 
(2) A subsequence of (u Lemma. Suppose that (u δ ) δց0 is a sequence which converges weakly to u in the space L r ((0, T ); W 1,r (Ω)) and satisfies the estimates
uniformly with respect to δ.
Let us remark that in the case q = 2 this convergence result could have been deduced directly by using u t ∈ L 2 (I; (H 1 (Ω)) ′ ) and u ∈ L ∞ (I; H 1 (Ω)). (3) From Fréchet-Kolmogorov's theorem and (2) we infer that
We then apply the following theorem due to J. Simon.
Theorem (see [14, p. 84] ). Let X ⊂ B ⊂ Y with compact imbedding X ֒→ B and
, we obtain at first that (u β δ ) δց0 is relatively compact in L 1 I; H 1 (Ω) , and then with (iv) we immediately obtain the assertion.
Let us now specify the auxiliary diffusion coefficients m δ which we want to use in order to obtain entropy estimates analogous to Proposition 2.2. We consider two cases. At first we study the case when m is bounded, but we allow the growth exponent near zero to be arbitrary. Having shown convergence of approximating solutions in this case, we are in a position to investigate situations where m has polynomial growth at infinity. Thus, the auxiliary diffusion coefficients read as follows.
(1) If m is bounded (like in (2.18)), we choose
with sufficiently large s to apply Proposition 2.2.
(2) If m has polynomial growth, i.e., 
This leads to the following auxiliary problems: 
In the case i = 2 we furthermore require that the pair (N, n 2 ) satisfy the conditions in (2.23). Then for a subsequence (u (i) δ ) δց0 of solutions to the auxiliary problems P i δ the following convergence properties hold true:
, where q ′ i denotes the conjugate exponent to q i . For the limiting function u (i) the following estimate is valid with constants C 1 and C 2 which only depend on the domain Ω (in particular, C 2 is zero if Ω is convex):
(2.26)
Proof. We present it in detail only for the case i = 1, drop here the superscript (i) and indicate the main modification necessary for the other case. For a given α satisfying 1 2 < α + n < 2 we chooseα := α + (n − s) and apply Proposition 2.2 with 1 2 <α + s < 2 to u δ . This gives after rewriting in terms of α and n:
Using now the identity
and Young's inequality, we observe after straightforward calculations the existence of a new constant C 1 independent of δ, γ such that
From estimate (2.5) we infer the validity of (i), (ii), and (iii). Combining these results with the inequality
we obtain by use of Lemma 2.5 the validity of (iv)-(vi). Writing
observing that the second term on the right is nonnegative, and using both Fatou's lemma and the convergence of u δ to u pointwise almost everywhere, we end up with (2.26).
For the case i = 2 we only have to convince ourselves that
n . This can be seen by use of Hölder's inequality and the uniform boundedness of the quantities
which occur during the proof of existence of solutions to degenerate problems by use of nondegenerate auxiliary problems (cf. [13] , [10] ).
Remark. For N = 3 the Sobolev imbedding theorem implies that the limit u from Proposition 2.6 belongs to L ∞ I; L 6 (Ω) . Using the fact that ∇u α+n+1 4
∈ L 4 (Ω T ), we can apply interpolation theory (cf. DiBenedetto [9, Proposition 3.2]) to get L pregularity of u for all p ≤ α + n + 9.
As a further consequence of Proposition 2.6 we obtain the following corollary. Corollary 2.7. Under the same assumptions as in Proposition 2.6, for a subsequence of (u (i) δ ) δց0 the following is true:
and pointwise a.e., (2.29)
Proof. With the help of Vitali's theorem, relation (2.29) follows from point (v) of Proposition 2.6 and the convergence pointwise almost everywhere of (∇(u
Concerning the convergence behavior of (∇u
δ ) δց0 , we observe-combining (2.29), the identity |∇v| 2 = (
| 2 , and the points (v) and (vi) of Proposition 2.6-that for δ tending to zero ||u
. Now we recall the following well-known lemma. Lemma. Assume that a sequence (u n ) n∈N weakly converges to u in a Hilbert space X. If additionally ( u n X ) n∈N converges to u X , then (u n ) n∈N strongly converges to u in X.
Hence, (2.30) can easily be established.
3. Existence, qualitative behavior, and (non)uniqueness of solutions. In this section we improve the existence results obtained previously in [13] and [10] . In particular, it will be possible to treat initial values with compact support in the case 2 ≤ n < 3 which is important in lubrication theory. Moreover, we are able to extend the range of allowed diffusion growth exponents beneath 1 to 1 8 and we propose a solution concept also for diffusion coefficients with polynomial growth.
Let us begin with the following assumption (A4) which basically requires that m (m ′ , m ′′ , respectively) have at most polynomial growth with the exponents n (n − 1, n − 2, respectively).
(A4) The diffusion coefficient m and the first two derivatives can be written as , 1, 2) . Furthermore, we assume that f 0 is positive and that m is bounded from below by a positive constant for large values of τ .
Let us present our concept of solution. Definition 3.1. Let N ≥ 2, n > 0, and m satisfy (A4).
where q satisfies one of the following properties:
We call the pair (u, J) the solution of (1.1) if
, and J satisfies the relation J = m(u)∇∆u in the following weak sense:
(Here, q ′ denotes the conjugate exponent to q.) Remark. Property (ii) is only necessary as long as there does not exist a positive result about boundedness of solutions.
Our main existence result reads as follows. Theorem 3.2 (existence of regular solutions). Assume that the diffusion coefficient satisfies (A4) and that the initial value u 0 ∈ H 1 (Ω) is nonnegative and satisfies In particular, u has the following additional regularity properties:
Remark.
(i) For diffusion growth coefficients 0 < n < 3, it is always possible to find a real number α 0 ∈ (
Thus Ω G α0 (u 0 )dx < ∞ for arbitrary nonnegative initial data u 0 ∈ H 1 (Ω), i.e., for arbitrary n ∈ ( Proof of Theorem 3.2. Let us begin with the case m ∈ L ∞ (R) and N = 2 or 3. For the ease of presentation we now drop the superscript (i). From Proposition 2.6 and Corollary 2.7 we infer the following convergence behavior for a subsequence (u δ , J δ ) δ→0 of solutions to the auxiliary problems P
and pointwise a.e. From (i) and (iii) relation (3.1) follows immediately. To proceed with the identification of J, we use the formula
(Ω) and η ∈ W 2,∞ (Ω) with η · ν ≡ 0 on ∂Ω as will be proved in the Appendix. By our choice of m δ we can identify J δ (t) for a.e. t ∈ I with m δ (u δ ) ∇∆u δ ; thus J δ can be related to m δ (u δ ) ∇∆u δ in the sense of (3.2). Let us now pass to the limit δ ց 0 on the right-hand side of (3.3). As the third term on the right-hand side of (3.3) qualitatively shows the same behavior as the second one and as the fourth term can easily be handled by using convergence property (ii), we will discuss in detail only the first and the second term. Writing m
we observe after straightforward calculations that f i,δ are uniformly bounded in , 2) and that on each compact subset of (0, ∞), f i,δ converges to f i uniformly. For α with
Condition n > 1 8 ensures that α can be modified in such a way that
is positive, and in addition Ω G α (u 0 )dx is bounded.
Using the properties of f 2,δ , the regularity of u δ , and n > 1/8, we observe that the term in u δ converges weakly in L 1+σ (Ω T ) (for values of σ sufficiently small) to a functionβ. From (v) and the pointwise convergence of f 2,δ (u δ ) we inferβ = m ′′ (u) |∇u| 2 · ∇u on the set [u > 0]. On the set [u = 0] we argue as follows: for each ε > 0 we find by Egorov's theorem a set S ε ⊂ [u = 0] with L N +1 S ε < ε such that u δ uniformly converges to u on the subset [u = 0] \ S ε . Thus we can estimate:
By Vitali's theorem the second term in (3.4) converges to zero when L N +1 S ε → 0. This gives the convergence of the first term on the right-hand side of (3.3).
For the second term on the right-hand side of (3.3) we write
and use exactly the same technique as before in order to identify the limit. Putting everything together, the validity of (3.2) is established for m bounded. Eventually, we remark that the case of an unbounded diffusivity m which grows at most polynomially can be handled similarly, provided we use the restrictions on n in order to guarantee applicability of Hölder's inequality in the analogue to (3.4) . Using the remark at the end of the first section, we see that this is possible if α > −2. Let us point out that the regularity properties of u stated in Theorem 3.2 imply the following result about the behavior of the normal derivative of a solution at the boundary of supp(u).
Corollary 3.3 (regularity at the free boundary). LetP := {t ∈ I : ||u(t, .) (ii) If N = 2 and n < 2, then for arbitrary t ∈P and for all x ∈ [u(t, .) = 0] we have that ∇u(t, x) vanishes. Proof. Let us begin with the proof of (i). Assuming first that ∂[supp(u(t, .))] consists of finitely many portions of hyperplanes, the result follows from the W 1,4 -regularity of u α+n+1 4
, the nonnegativity of u, and the fact that W 1,p -functions are absolutely continuous along almost all line segments (cf. Theorem 2.1.4 of [15] ). By flattening each C 0,1 −portion of ∂[supp(u(t, .)], the general case can be established by straightforward calculations.
In order to prove (ii), we observe that if N = 2 and x ∈ [u(t, .) = 0], there exists a positive constant C depending only on Ω and the W 1,4 (Ω)-norm of u(t, .) such that for all y ∈ Ω we have u(t, y) ≤ C |y − x| 2 α+n+1 . If n < 2, α can be chosen in such a way that 2 α+n+1 > 1. This completes the proof. The strengthened entropy estimates also enable us to improve results concerning positivity properties of solutions. Combining (2.26) and the techniques of ([13, Theorems 1.2 and 1.3]), we arrive at the following theorem.
Theorem 3.4 (positivity properties). Let u be a solution of (1.1) in the sense of Theorem 3.2 and assume the initial value satisfies Ω u 3/2−n 0
(ii) If N = 2 and n > 3 or if N = 3 and n > 6, the solution u is for almost every t ∈ [0, T ] strictly positive in Ω. Let us now discuss the asymptotic behavior of a function u which solves (1.1) in the sense of Theorem 3.2 and in particular satisfies a priori estimate (2.26). We obtain the following theorem.
Theorem 3.5 (convergence to the mean value). Let n > 1 8 be the diffusion growth exponent. Suppose Ω is convex and u solves (1.1) in the sense of Theorem 3.2 and satisfies the a priori estimate (2.26) for an α with α + n > 1.
Then
Proof. Note that for convex Ω the constant C 2 in Proposition 2.2 is equal to zero. Thus there is an increasing sequence (t k ) k∈N tending to infinity with the property i.e., Ω |∇u(t, x)| 2 dx is nonincreasing in t. Thus the result follows just by application of Poincaré's inequality for functions with mean value zero.
(1) If 1 8 < n < 3 we get that for all nonnegative initial data u 0 ∈ H 1 (Ω) there exists an α such that α + n > 1 and such that the a priori estimate (2.26) is satisfied. This means that in particular all solutions with compactly supported initial data converge to the mean.
(2) If n ≥ 3 the same convergence behavior holds true if we impose an additional condition on the initial value; namely, there is a number σ > n − 3 such that
This implies that Ω G α (u 0 ) is bounded for an α with α + n > 1.
(3) If Ω is not convex, the second term on the right-hand side of (2.26) cannot be neglected any longer, and thus the method of proof above cannot be applied. Nevertheless, by using the boundedness of Let us now construct steady state solutions with compact support which solve (1.1) in the sense of equations (3.1) and (3.2) for n > 1. In Theorem 3.5 we have already proved that for arbitrary, nonnegative initial values u 0 ∈ H 1 (Ω) with compact support there exist solutions which converge for t → ∞ to the mean value with respect to the H 1 -norm. This illustrates in particular that for values of n ∈ (1, 3) we cannot expect results on uniqueness without imposing additional regularity properties at the free boundary in the spirit of estimate (2.26).
Lemma 3.6 (steady state solutions with compact support). Let Ω ′ ⊂⊂ Ω be a subdomain with smooth boundary. Letû be the solution of
Combining the function u defined by
with J ≡ 0, we obtain a weak solution to (1.1) for values of n > 1 in the sense of Definition 3.1.
Proof. From elliptic regularity theory (cf. Gilbarg and Trudinger [12, Chapter 8]) we inferû
