High-resolution TVD schemes are widely used for the numerical approximation of conservation laws. The extension to equations with source terms involving spatial derivatives is not immediately apparent. In this paper this extension is defined by limiting the source terms and by including they in the flux limiter functions. On other hand, a manner of build conservative schemes with the non-conservative and with the characteristic forms of the equations is described. In addition, a new treatment of the boundary conditions and a new correction to fix the entropy problem are presented.
Introduction
We are interested in solving as efficiently as possible 1D hyperbolic systems with source terms.
In a general conservative form ∂ u(x, t) ∂t
where u is the vector of conserved variables, F the vector of fluxes and H that of source terms.
Our interest is led by the numerical modelling of one-dimensional shallow water flows of practical application in Hydraulics such as river flows. In that case
where Q is the discharge, A is the wetted cross section, g is the acceleration of gravity and S 0 is the bed slope. The rest of the terms account for pressure forces with n the coefficient of wall roughness and P the wetted perimeter.
It is very important to remark that in the conservative form of the equation (1.1) the total derivative d F dx is used since, in this case, the total derivative represents the increments due to the spatial variations in x and in the conservated variable u whereas the partial derivative represents the variation due only to the x with u constant. The difference between the variations due to both u and x from those due to only one of the variables is subtile but significant. Therefore, when the dependence of a general function is f = f (x, u), discrete increments It is now convenient to develop the characteristic form of the equations given the importance it has for the correct formulation of upwind schemes and boundary conditions. This form is obtained from a diagonalization of the Jacobian in (1.2). Calling P and P −1 the matrices that make diagonal J, and Λ the resulting diagonal matrix
The matrix Λ is formed by the eigenvalues of J, and P is constructed with its eigenvectors. Let w be the set of variables (characteristic variables) that verify
∂ w(x, t) ∂t + Λ(x, w) ∂ w(x, t) ∂x = P −1 (x, w) H (x, w) (1.4) Note that the characteristic variables as defined are not functions since, in general,
In the shallow water equations, the above matrices are
Conservative schemes
The conservation law (1.1) contains an important physical meaning. By spatial integration
It is expressed that the time variation in the conserved variable in a given volume is equal to the difference between the incoming and the outgoing fluxes plus the contribution of the source term.
When discretizing a conservation law of this kind, bad numerical approximations can lead to bad behaviour in the solution and unacceptable error. Schemes properly approximating the conservation equation (2.1) are called conservative schemes. Some ways of defining them are presented next.
Conservative schemes with numerical flux
The most common definition of a conservative scheme follows the structure boundaries
Hdx

Conservative schemes with wave decomposition
A total numerical flux F T i can also be defined at the grid nodes. The difference in this flux across a grid cell can be decomposed into incoming δ F R i+ 1 2 and outgoing δ F L i+ 1 2 parts. Schemes so built follow
This also leads to conservative schemes since this form can be shown to be equivalent to (2.2) . It is possible to define a function Φ so that
So that from (2.3)
and the following interface numerical flux can be defined:
In addition, it can be interesting to consider a non-centered contribution of the source terms
Some proofs of the advantage of the source terms decentralisation are shown in other works [3, 4] .
In order to illustrate the mean of this wave decomposition, two examples are here mentioned.
First order upwind discretizations admits a decomposition like
where δ F + and δ F − associated to positive and negative propagation velocities repectively, whereas first order in time centered discretization admits a decomposition like
Conservative schemes in primitive form
Conservative schemes can also be derived from the primitive form of the equations (1.2). The advantage is that the latter form tends to be simpler to deal with than the conservative form.
We need to establish the conditions under which schemes derived this way are equivalent to the conservative schemes derived from the conservative equations. First of all, the following equality must hold at the discrete level
Note that this equality requires a non-pointwise treatment of source terms and is equivalent, with any detail due to the source terms, to the Roe's average [8, 11] . To make a primitve scheme with this average ensures the scheme to be conservative. Once this has been achieved, two equivalent forms to build conservative schemes with decentered source terms are possible. Defining the generalised source term G like
the standard conservative form is achieved, wheras defining this term like
with the restriction (2.6), the conservative in primitive form version of the scheme is gotten. Then, a wave decomposition equivalent to (2.5) can be performed
Condition (2.6) imposes in the shallow water equations the following equality
which, considering the following discretizations of second order of approximation
it reduces to
It is also possible to derive conservative schemes based in the characteristic form of the equations.
This will be the basis for the wave decomposition of the upwind schemes. From (1.4) it is possible to rewrite
Next, a discrete wave decomposition into left and right moving contributions can be done
being Ω L and Ω R diagonal matrices to be defined in every particular numerical scheme. In order to ensure the conservative character of the scheme, they have to obey
Returning to the physical variable by multiplying by P, the final form for the discretization is
Note that this discretization requires again a decentralised formulation of source terms, being equally possible a conservative or a primitive definition for G. If a pointwise treatment of the source terms is desired, it can be made
(2.13)
First order upwind scheme
Upwind schemes are based on the idea of approximating the spatial derivatives by non-centered differences biased in the sense of propagation of information in the physical problem. In order to construct a first order scheme, suitable for left and right moving propagation velocities, the following can be written
where δ F + is associated to negative velocities and δ F − to positive velocities. A linear analysis of the homogeneous equations shows that the stability condition is CF L ≤ 1 and it will be dissipative provided that CF L < 1, with CF L = max |a k | ∆t δx the CF L number and a k being the eigenvalues of the Jacobian.
When the source terms are dominant in a problem, it may be necessary to introduce a semiimplicit treatment for them in order to stabilise the scheme. One way to proceed is
∂ u is the Jacobian of the source term. Putting this into (3.1), the scheme becomes:
With the addition of the source terms in semi-implicit form, (2.12) can be written
It will maintain the conservative properties with the restriction (2.11). Furthermore, the following wave decomposition is assumed in order to select the appropriate influence region in every case.
so that:
With the notation
the scheme translates back to a simpler form
This numerical scheme as defined in (3.4) does not produce good results in the presence of transcritical flow. This corresponds to a change of sign from negative to positive in the advection velocities. The numerical scheme is not able to interpret the transition as smooth and gives rise to non-physical shocks (entropy problem). This situation is associated to a local lack of numerical dissipation that can be corrected as outlined in Appendix A.
It is worth stressing here that this first order upwind scheme produces second order accuracy in space for steady cases. Assuming for simplicity a positive propagation velocities, eliminating the time dependence from the scheme (3.4) we get
Which means that
This is the mean point integration rule, an approximation of second order. This gain in accuracy is the main advantage of the upwinding of the source terms. Actually, taking a pointwise approach
which is Euler integration rule, a first order approximation.
The conservative character of this scheme is proved by the existence of a wave decomposition like
and a cell numerical flux:
4 Spatially second order TVD scheme 4.1 Second order in space TVD scheme for the scalar case
As a preliminary step before the statement of the form of this functions, the TVD conditions will be outlined for the scalar case. Assume for simplicity a homogeneous scalar conservation law
∂u . The Total Variation of the discrete solution to this equation is defined:
Then a scheme will be TVD if it obeys the following property that prevents oscillatory solutions
A general explicit scheme that can be written in the form ∆u n i = −λ(δF
with λ = ∆t δx , and it admits the definition of the following coefficients
The scheme will be TVD if, using (4.1) (see [5] for more detail),
This conditions are automatically fulfilled by the first order upwind scheme with the CF L condition.
The scheme for the scalar case involves scalar flux limiter functions ∆ u n i = −λ δF
Then the flux limiter functions are defined to combine the second order spatial centered and upwind schemes, for preserving the second order, and according to the (4.2) properties, for avoiding the numerical oscillations. In order to produce a second order scheme, the dependence of flux limiter functions is defined like: the flux limiter will be a positive function so that Ψ(r) = 0, ∀r < 0; Ψ(r) ≤ 2r, ∀r > 0 and it produces the following stability condition:
For working with reasonable time steps it is usual to stablish the restriction Ψ(r) ≤ 2 in order to be capable to work up to CF L ≤ 
Extension to systems with source terms
The unstable Lax's scheme consists of a second order central approximation to the spatial derivative and a first order approximation to the time derivative leading to the scheme:
or, as a combination of the first order upwind (3.1) plus second order terms:
It is equally possible to arrive to an upwind scheme with similar properties by means of a second order upwind approximation to the space derivative [5] . By doing so, considering the possibility of both positive and negative advection velocities,
or, in terms of the first order upwind
These two schemes (4.4) and (4.5), although unstable, are the basis for the construction of the second order in space TVD schemes. By means of an adequate limitation of the spatial second order terms, second order accuracy can be preserved whilst oscillations are avoided. Multiplying the flux differences by the limiting functions [5] and including a semi-implicit treatment of the source terms,
where Ψ + and Ψ − are in general matrices.
Once the conditions on the flux limiter functions have been established so that the desired properties are achieved on the solution to a scalar equation, a generalization to systems with source terms is desired. One of the simplest ways to define the flux limiting matrices Ψ + y Ψ − for a flux
. . .
Another form to achieve this is shown in [1] .
This TVD scheme second order in space is conservative since it admits the following wave decomposition:
and the following numerical flux:
Our interest is focussed on the correct treatment of problems involving source terms. We will do that working with the already defined generalised source term G i+ 1 2 . With this notation, the conservative TVD second order in space scheme can be written
Being the unstable Lax's scheme with non-centered source term
In order to ensure this limit when Ψ(r) = r the limiting diagonal matrices Ψ + and Ψ − , for
It is worth stressing that a rigorous upwind treatment of the source terms in TVD schemes imposes not only the limitation of the source terms but also their involvement in the definition of the limitation function itself. However it is possible to neglect the contibutions of the source terms in the limiter functions using the limiter matrix (4.7) but this, although the limitation of the flux is ensured and it makes a scheme without numerical oscillations, do not ensures the second order of the scheme and a loss of accuracy is produced. Furthermore this is not necessary because the vector components G k must be equally calculated and it makes simpler to compute the limiter matrix (4.9).
5 Second order in space and time TVD scheme
Second order in space and time schemes
To develop the schemes to second order in time implies the approximation of the time derivatives to second order, which, using a system of equations like (1.1)
For the time derivative the following has to be taken into account 
where, for simplicity and stability, a semi-implicit treatment of the source term is made. The LaxWendroff scheme with central source terms can then be expressed
and represents a central second order in space and time approximation. This scheme is stable provided that CF L ≤ 1 and dissipative if CF L < 1. Written as a sum of the first order upwind plus second order correction terms:
To arrive to an upwind second order in space and time approximation, the starting point is the same but the space derivatives are approximated in a non-centered form. Ensuring that it is properly defined for both positive and negative senses of propagation, the following scheme is obtained
The stability condition for this scheme is CF L ≤ 2 and it is dissipative if CF L < 2.
A TVD scheme second order accurate in space and time can be built from (5.2) as a sum of the first order upwind plus limited second order correction terms, as For the second order in space and time scheme the TVD second order region is the same that of Fig. 4 .2, so that all the limiting functions defined in the chapter 4 are also suitable for this scheme.
The simplest way to extend the second order in space and time TVD scheme to systems with source terms is to start with the shorthand notation
. . , R k , and to define the flux limiting functions Ψ + and Ψ − as matrices of the form
The desired second order properties are then achieved and, although the TVD condition is only strictly ensured for the characteristic variables, it produces minimum oscillations in practice when dealing with conservative variables. The stability condition is CF L ≤ 1 loosing by limiting the second order upwind scheme the property of remaining stable up to CF L = 2.
The scheme (5.3) defined is conservative since it admits a wave decomposition like
and a cell numerical flux
Note which the vector R includes source terms, therefore a coupling of flux and source terms appears in the second order in time terms.
In order to complete the construction of the scheme, an upwind treatment of the source terms will be applied now. For that purpose, and using again the notation based on variable G i+ 1 2 , the upwind TVD second order in space and time scheme can be expressed as a sum of the first order upwind plus limited corrections to second order as
And, Lax-Wendroff scheme, on the other hand, with upwind source term can be expressed
Defining now
In order to obtain with Ψ(r) = r the Lax-Wendroff scheme (5.6), for preserving the second order of approximation, the diagonal limiting matrices have to be
Numerical results
A set of tests has been selected to illustrate the performance of some of the techniques described in the paper. The examples applies to the system of shallow water equations. In all of them, the primitive version of the conservative schemes (2.8) has been applied. When source terms are present, the semi-implicit upwind treatment has been implemented with θ = 0.5. The numerical treatment at the boundaries follows the lines described into the appendix B and the entropy correction used in all the schemes is described into the appendix A.
Dam-break flow
This classical test case is considered a benchmark for comparison of the performance of numerical schemes specially designed for discontinuous transient flow. It allows to go a step further since the dam-break problem is defined by the non-linear system of homogeneous shallow water equations.
Starting from initial conditions given by still water and two different water levels separated by a dam, the theory of characteristics supplies an exact evolution solution [9] that can be used as a reference. In the example presented, two ratios of initial water depths used in the mesh. The entropy correction described into appendix A is applied in all cases and it is remarkable that it makes a good results, being the typical "dog-leg" effect negligible. It is also remarkable that the Lax-Wendroff scheme with entropy correction, although appreciable numerical oscillations are shown, is able to solve strong shocks without to be necessary a TVD correction.
First order upwind scheme provides a reasonably good results with a sligth numerical diffusion. The second order in space TVD scheme tends to produce antidiffusive solutions, being this very evident with the Superbee flux limiter. Nevertheless with the Minmod flux limiter this is less antidiffusive providing a slight improvement with regard to the first order scheme. Second order in space and time improves the numerical solution being the more accurate scheme.
Steady flow in channels
When the shallow water equations are used to model hydraulic problems involving bed slope changes and bed friction, the system is no longer homogeneous and the source terms have to be taken into account. On the other hand, this renders more difficult and often impossible to find reference exact solutions. McDonald [7] proposed a set of test cases based on steady flow in channels of varying bed slope and/or breadth by calculating the analytical slope and breadth functions compatible with constant discharge conditions given an analytical water depth function. Among them, we have chosen an example consisting of a 650m long trapezoidal channel with a bed variation given by a slope function of x and a roughness coefficient n = 0.03. The constant discharge Q = 20m 3 /s is imposed upstream and supercritical flow is enforced downstream. There are some points of transcritical flow.
The same CF L number to the dam-break problem is used in this case. The interval of the mesh is ∆x = 6.5m. The most important detail to note on the results is the perfect coincidence of all the upwind based schemes with upwind treatment of the source terms and the limitation proposed in the TVD schemes versus the results given by the Lax-Wendroff scheme (Fig. 6.16 ). This is an expectable behaviour since it is a steady flow problem in which the upwind treatment of the source terms produces second order spatial accuracy even in the first order upwind scheme as mentioned before. In Fig. 6 .12 the "traditional" form of the TVD scheme (with pointwise and without limiting treatment of the source terms) is performed being evident the better resluts with an upwind and limited treatment of the source terms. In Fig. 6 .11 two different forms of limiting the source terms are compared. A slight loss of accuracy excluding the source terms in the flux limiter is patent in the discontinuities because it is the place where the flux limiter plays a determining role.
Unsteady flow in rivers
In order to show the application to a practical case, an example of unsteady flow in a river is presented now. It is a 9000m long reach of the upstream part of river Neila in Spain. Being a mountain river, it is characterized by strong irregularities in the cross section, by a rather steep part in the first kilometres and by a low base discharge (1m 3 /s) which, altogether, produce a high velocity basic flow, transcritical in some parts. In order to check the conservation properties of the schemes applied, and the absence of oscillations in the TVD schemes, a sudden increase in discharge to 40m 3 /s and a critical depth is imposed at the upstream end. This step hydrograph propagates into the river. The same CF L number as the steady flow cases and an interval of ∆x = 22.5m in the mesh are used. Figs. 6.13-6.16 show that it does so with almost a perfectly constant value at times t = 500s, t = 1000s and t = 1500s. In Fig. 6 .17 it is seen the oscillations produced by non-limiting the source terms. Fig. 6 .18 shows the detail of the front wave where the advantages of using higher order approaches are remarkable, this is not so clear when reproducing steady states. In Fig. 6 .19 the strong gradient in the bed slope of river Neila can be seen. Figs. 6.20-6.24 show some other parameters with the second order in space and time TVD scheme with Superbee limiter (the most accurate scheme) and the strong irregularities of the river are evident.
Summary and conclusions
In this work a study of different one step explicit schemes is presented. The one step schemes, although slightly more complex than two step methods (eg McCormack [5, 6] ) of second order of approximation, are faster for resolving shallow water equations in rivers and irregular channels because the time elapsed calculating the sectional parameters of channel is much greater than the time elapsed resolving the numerical schemes. Predictor-corrector schemes calculate twice the parameters every time step requiring double CPU time versus one step schemes. Moreover, one step methods admit a semi-implicit treatment of source terms, necessary for stabilising the simulations when these become dominant (rivers and irregular channels), whereas two step schemes loose the second order of approximation in time property when a semi-implicit treatment of source terms is applied.
The applications presented are based on conservative schemes in the primitive form. This form takes advantage of the simplicity of the primitive form of the equations and produces faster and simpler schemes without loosing the accuracy of conservative schemes.
The first order upwind scheme with upwind and semi-implicit treatment of the source terms, at this moment, is one of the best schemes simulating shallow water equations because, although this is a first order scheme, it is robust, reasonably simple, fast and it produces second order solutions in steady and quasi-steady problems. Therefore this is the preferential explicit scheme in steady flows.
On the other hand, it is very accurate solving strong shocks which many other schemes cannot simulate. The conservation errors are very small and absence of oscillations is seen. Nevertheless, the results are less accurate in unsteady flows.
The new entropy correction proposed into the appendix A for the upwind schemes improves the solutions when the accuracy of this correction is crucial. The "dog-leg" effect is negligible as it is shown in dam-break tests.
If maximal accuracy in unsteady flows is required, one of the second order TVD schemes is recommended. In these schemes, an upwind and a limiting treatment of source terms produces better results, being insignificant the numerical oscillations produced in the propagated shocks, than a pointwise treatment of these terms, which a small oscillations and a bad conservation are seen. Furthermore, a slight improvement is achieved incorporating the source terms in the flux limiter.
The TVD second order in space scheme is equally robust, more accurate, but slightly more complex than the first order upwind scheme and is the simplest high order TVD scheme. It is recommended to use the Minmod flux limiter with this scheme because this achieves the best results and is less restrictive in the CF L condition (CF L < Though a little more complex, the TVD second order in space and time scheme is faster (the CPU time is similar to the first order schemes) than the TVD second order in space scheme. With this scheme the Superbee and Van-Leer flux limiters produce more accurate solutions representing a small improvement with regard to the TVD second order in space scheme. Therefore, it is the best of the analysed schemes presenting the best performance in unsteady flows. Nevertheless, this is a cost of a greater complexity and the results on shallow water equations are better than the first order upwind scheme for highly unsteady flows but identical for steady flows.
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Appendix A: Solution to the entropy problem with artificial viscosity
A.1 Scalar case
For the resolution of scalar propagation equation like
If there is a transition from subcritical (a < 0) to supercritical (a > 0) flow between two nodal points in the grid, the way in which the situation will evolve in one ∆t can be studied. This is illustrated in Fig A. 1 The value of the increments in the variable can be calculated by linear interpolation
with σ = a ∆t δx . These will be increments in first order. Then, the viscosity necessary in a numerical scheme to solve properly this kind of transitions can be found. Concentrating on the grid cell where the transition takes place, the conservative numerical schemes in general will follow a wave decomposition like
Adding artificial viscosity to fix the entropy problem
Identifying these increments with those obtained by interpolation two possible values are found. To avoid problems, the maximum is chosen
This viscosity, having been obtained from a linear interpolation, gives a correction in first order, then it is valid for first order schemes. Furthermore, considering that there will be a finite number of transitions like this, it can be acceptable also for second order schemes. As the only first order scheme considered with entropy problems is the first order upwind, and the second order schemes can be expressed in terms of that first order scheme plus second order corrections, the previous solution is written as
Another forms of artificial viscosity to fix the entropy problem are described in [5] .
A.2 Systems of equations
When dealing with homogeneous systems of equations, in order to study separately the behaviour of every wave, the system is first formulated in characteristic variables
The entropy problem can be fixed by analogy to the scalar case acting over every k component in the decoupled system. The artificial viscosity is then defined as a diagonal matrix. For the particular case of having a transition sub-super between nodes i and i + 1 in the k component Returning to the physical variables by means of P y P −1 , the matrices that diagonalize the Jacobian with V defined in (A.2).
As a last remark, the entropy problem does only affect a transition in fluxes and is not modified by the presence of source terms. Hence, in presence of source terms, (A.3) will still be used.
Appendix B: Boundary conditions
For the treatment at the boundaries, the distinction between numerical boundary conditions and external (imposed) boundary conditions has been exploited. The use of the characteristic variables to obtain the correct region of dependence of a point is a suitable method to produce numerical boundary conditions [2, 5] . In this work, however, a similar way to generate numerical boundary conditions for any conservative scheme keeping the degree of accuracy of the scheme has been A decentralised treatment of source terms is supposed but a pointwise treatment is also possible.
At the boundaries, the following information can be used Therefore, the numerical boundary conditions can be worked out from the scheme itself whenever the domain of dependence of the boundary points is inside the calculation grid. Otherwise, physical or imposed external information must be used. Let us call ∆ u 
