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The quantitative analytical characteristics of a camera-based detection system for secondary 
ion microscopy are studied in detail. Through multiple exposures, ion images with large 
dynamic ranges are obtained. The quantification of these images by the sensitivity factor 
method and the matrix ion species ratio method is described and evaluated by the analysis 
of steel and aluminum standard reference materials. (J Am Sot Muss Spectrum 2990, 1, 37-52) 
E ver since the development of imaging secondary ion mass spectrometry (SIMS) [l], researchers have shown great interest in the quantification 
of ion images [Z-4]. In the last decade, the potentiali- 
ties of imaging SIMS have grown rapidly. This is due 
to both the development and commercial availability 
of cost-effective image processing equipment and ad- 
vances in the technology of ion microprobe mass spec- 
trometry and ion microscopy. 
In the field of ion microprobe analysis, much ef- 
fort was dedicated to the development of brighter ion 
sources, resulting in narrower beams and thus better 
lateral resolution. With the state-of-the-art liquid metal 
ion sources (LMIS), probe sizes down to 50 nm can 
now be achieved [5, 61. 
In ion microscopy, the new generation instruments 
allow a lateral resolution below 1 pm [7], and reg- 
istration of the images is greatly improved. There 
are now two main alternatives for image acquisi- 
tion. The resistive anode encoder (RAE) detector is 
a position-sensitive pulse-counting device that allows 
direct imaging of secondary ion currents up to 105 
counts/s. It provides a lateral resolution of 300 lines, 
and the quantification is straightforward, as it relies on 
direct counting of the secondary ions in every pixel. 
The system is very “transparent” to the user, its main 
disadvantage being its limited dynamic range [B]. 
The combination of a single or dual microchan- 
nel plate with a sensitive camera is a frequently em- 
ployed alternative. Various experimental designs are 
described in the literature [9-K?.]. This camera-based 
setup does not suffer from a limitation in the maxi- 
mum count rate [13], but the quantification of the ion 
images is more troublesome because it is dependent 
on the not necessarily linear, stable, or laterally homo- 
geneous response of the image acquisition system. 
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The combination of image processing and ion mi- 
croscope or ion microprobe analysis allows extension 
of the common capabilities of SIMS (mass spectrum 
analysis, depth profiling, etc.) with a number of very 
interesting new features such as retrospective depth 
profiling, line analysis, and three-dimensional analy- 
sis [lo, 14, 151. Despite this promising evolution, the 
progress here is hampered by the quantification prob- 
lems. Commonly used methods, such as the local ther- 
modynamic equilibrium (LTE) model, the sensitivity 
factor (SF) method [16-181, the matrix ion species ra- 
tio (MISR) method [19, 201, and ion implantation [21] 
have ail been applied with varying degrees of success 
to convert the ion images from intensity space to con- 
centration space [2, 3, 9, 22-271. 
In this paper we describe the implementation of a 
camera-based detection system and image processing 
facilities in our laboratory. The analytical characteris- 
tics of the camera-based system with respect to quan- 
tification are evaluated in detail. A methodology for 
ion image quantification is worked out and applied to 
steel and aluminum standard reference materials. 
Instrumentation 
Description of the instrumentation 
Figure 1 gives an overview of the instrumentation used 
for this work. The SIMS projects the ion image on a 
microchannel plate, which converts the ions into elec- 
trons that are projected onto a fluorescent screen 18 
mm in diameter. This screen can be viewed with two 
cameras. The standard camera (LHPsa) has a medium 
sensitivity (0.1 Lx) and is used for daily tuning and 
alignment of the apparatus. The second camera is 
high-sensitivity (lop4 lx) MTI-66 silicon intensified tar- 
get (SIT) camera that is used for image acquisition. The 
SIT camera is coupled to the ion microscope by the use 
of 50 mm j/1.2 and 28 mm fi2.0 Canon lenses, which 
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Figure 1. Survey of the instrumentation. 
provide optimum light collection from the fluorescent 
screen and the right magnification to project an image 
of the fluorescent screen on the faceplate of the cam- 
era, thus fully exploiting the lateral resolution of the 
camera. This camera will be described in more detail 
later. 
The output of the cameras can be directed to a Kon- 
tron image processor for online processing, or to a 
Sony Umatic video cassette recorder (VCR) for image 
storage. The VCR produces a substantial background 
and cannot be used for processing images with low 
intensity. 
The Kontron image processing system consists of 
three main elements. The control processor is an 80286 
under MS-DOS (IBM AT). The image processing unit 
contains a pipeline image processor of 10 Mips (mil- 
lion Instructions per second). It is connected to a video 
memory board (VMB) with 8 Mbytes of RAM. The 
real-time video (RTV) board in the image processing 
unit is a 16-bit-deep register and is used for the image 
processing itself (frame integration, image arithmetic, 
etc.). The VMB consists of an &bit-deep memory plane 
that can be divided into images of variable pixel size. 
About seventy 384 x 256 images can be stored simul- 
taneously in the VMB. 
The software allows a wide variety of image process- 
ing functions, from features such as filtering, contour 
enhancement, frame arithmetic, real-time integration, 
and phase separation and identification up to two- 
dimensional fast Fourier transform and automatic “3D 
slicing. “ 
Images can be stored on the hard disks of the con- 
trol units, on floppy disks, or on the tape unit of a 
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VAX 780 or a I.LVAX. Output can be directed to either 
a laser writer or a color jet printer. For high-quality re- 
production, a high-resolution TV monitor is available. 
The software of the SIMS control computer (HP 
9836) was adapted to allow automated recording of ion 
images and measurement of the secondary ion cur- 
rents. In general, the adaptation of the software for 
image acquisition is straightforward and can be fitted 
to the user’s needs. 
Sensitiz~ify of fhe Camera-Based Defecfion System 
One of the major aims of the implementation of the 
sensitive camera was to extend the detection down to 
the level of individual secondary ions. The sensitivity 
and background of the system were evaluated by inte- 
grating 20,000 frames (11 min) of an image of Al: (28 
counts/s), as sputtered from an aluminum target cov- 
ered with a copper grid. With the ion pump at the exit 
slit of the mass spectrometer turned off [ll] and ap- 
propriate settings of the camera, secondary ion images 
without background can be obtained. The sensitivity is 
probably limited only by the quantum efficiency of the 
conversion of secondary ions to electrons at the mi- 
crochannel plate. 
Ezduafion of the Analytical Characteristics 
of the SIT Camera 
The camera can be operated in either manual or auto- 
matic mode. In automatic mode, the sensitivity is au- 
tomatically adapted to the illumination conditions by 
automatic gain, accelerating voltage, and black level 
control. In manual mode, the operator can indepen- 
dently vary the gain, the accelerating voltage, and the 
black (pedestal) level of the camera output by means 
of external controls. 
Before attempting any quantitative analysis with the 
camera, we undertook a systematic study of its quanti- 
tative analytical characteristics. For these experiments, 
we used the camera while viewing test patterns and 
employed the image processor to measure the output 
signal. From the experiments, a protocol for camera 
tuning was developed. The most important conclu- 
sions will be presented here. 
Figure 2 shows the measured gray value as a func- 
tion of the light intensity. ‘fhe data were acquired by 
recording the image of a homogeneously illuminated 
white paper. The camera was operated in the manual 
mode, and the light intensity was varied with a 
diaphragm. Apart from the deviations due to imperfect 
settings of the black level, a straight line was obtained 
for gray values between 0 and 200. Similar results were 
obtained for other scene illumination levels and scenes 
consisting of a white square against a gray back- 
ground. Overall, the transfer function of the camera 
was proved to be linear. 
Figure 3 shows a similar experiment for the combi- 
nation of the microchannel plate with the camera. The 
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Figme 2. Transfer function of the SIT camera. The measured 
gray value is plotted versus the light intensity. Figure 4. Gain-accelerating voltage plane, indicating the opti- 
mum operatinE conditions of the camera (full line). Bevond this 
secondary ion current, as measured with the electron 
multiplier detector, is plotted along the x axis. The re- 
sults indicate that the response of the microchannel 
plate is linear from 50 to least 5 x 105 counts/s. It is 
to be stressed that this conclusion does not necessar- 
ily hold for other types of cameras because a camera 
with a lower sensitivity would require a higher ampli- 
fication at the microchannel plate, and nonlinearities 
and eventually saturation are expected at high light 
levels from the microchannel plate-fluorescent screen 
system. We can conclude that for the system used in 
this work there is a linear relation between the total 
secondary ion intensity and the mean gray value as 
registered with the image processor. 
A test pattern consisting of three rectangular ar- 
eas of different brightness (black, gray, and white) 
line, the image% overexposed. Experimental points are’indicated 
by bullets and squares for well-ikuninated and underexposed 
images, respectively. 
are well illuminated. At these combinations of gain 
and accelerating voltage, the gray values of the image 
fully cover the range from 0 to 220. These points are 
connected by a full line that indicates the line of opti- 
mum camera tuning. Above this line, the camera tube 
is overexposed. A number of images were intention- 
ally underexposed. These are indicated by the squares 
in Figure 4. Table 1 summarizes the gray values reg- 
istered for the three areas in the image. GVl corre- 
sponds to the measured gray value of the black por- 
tion, GV2 to the gray portion, and GV3 to the white 
portion in the image. In analytical practice, the black 
portion of the image corresponds to the outer edge 
was used to evaluate the influence of incorrect cam- &d the corners of-the ion image, where no light% 
era tuning on the obtained gray values. This pattern emitted. Table 1 shows that the measured gray-value 
was recorded with different settings of the gain and ratio of the white and gray areas is insensitive to the 
accelerating voltage of the camera. Because the gain camera tuning. Moreover, it also demonstrates that the 
and the accelerating voltage affect the images similarly, intensity ratios within the image, for example, the ra- 
one image can be viewed with different conditions of tio GV31GV2, are undistorted at different levels of gain 
gain and accelerating voltage, each yielding a well- and accelerating voltage. Similar results were obtained 
illuminated image. Figure 4 gives the gain-accelerating at different scene illumination levels, showing that the 
voltage plane. The bullets correspond to images that gray value ratio is also independent of the light inten- 
sity, These two conditions are very important for the 
conversion of a gray-value image to a counts per sec- 
ond per pixel image, as will be shown later. 
Methodology 
Contrast Types and Artifacts 
The contrast in a recorded secondary ion image is com- 
posed of many contrast types, and the task of image 
quantification can be regarded as the task of separat- 
ing the concentration contrast of the species of interest 
09 I 
from the other contrast sources. Typically four contrast 
I I I I 
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types are discerned. 
Secondary ion current (c/s) Topographic contrast occurs when initially present or 
Figure 3. Measured gray value as a function of the secondary bombardment-induced roughness of the sample sur- 
ion intensity. face shields certain spots of the sample from the pri- 
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Table 1. Gray values of a tar 
white (GV3) area, as measure 8 
et consisting of a black (GVl), a gray (GV2), and a 
under various conditions of gain, accelerating voltage, 
and black level 
Gain 
Accelerating Black 
voltage level GVl GV2 GV3 GV31GV2 
10.00 5.53 8.00 
9.00 5.65 7.95 
8.00 5.80 7.82 
7.00 6.92 7.76 
6.00 6.22 7.65 
5.00 6.84 7.56 
4.00 7.34 7.57 
3.00 8.00 7.60 
2.00 9.21 7.65 
5.85 
5.85 
5.85 
5.85 
5.85 
5.85 
5.85 
5.85 
6.25 
6.08 
5.87 
5.48 
5.00 
4.40 
3.20 
2.30 
7.54 
7.54 
7.64 
7.82 
7.90 
7.96 
8.00 
8.10 
5.85 
4.20 
3.00 
2.20 
6.25 
6.25 
6.25 
6.25 
7.60 
7.78 
8.05 
8.20 
5.10 6.20 7.70 
4.82 5.95 7.78 
4.15 5.57 8.02 
3.50 5.08 8.15 
2 
2 
145 209 1.44 
149 214 1.44 
150 216 1.44 
145 209 1.44 
146 210 1.44 
142 210 1.48 
140 207 1.48 
140 209 1.49 
138 207 1.50 
141 
123 
108 
81 
64 
54 
36 
25 
203 
180 
158 
118 
96 
82 
56 
38 
1.44 
1.46 
1.46 
1.46 
1.50 
1.52 
1.55 
1.52 
146 209 1.43 
82 123 1.50 
60 93 1.55 
45 71 1.48 
105 155 1.48 
78 118 1.51 
50 77 1.54 
30 48 1.60 
mary beam. Moreover, the angle of incidence varies 
locally, and this infhrences the local sputter yield. The 
contribution of initially present roughness can be mini- 
mized by carefully polishing the sample. The influence 
of the local variations in sputter yield can be eliminated 
by ratioing the obtained image with a matrix ion image, 
and for most analyses the contribution of topographi- 
cal contrast is minor. 
Energy contrast is a result of local differences in en- 
ergy distribution of secondary ions. Due to the limited 
energy bandpass of the instrument, differences in en- 
ergy distribution of ions may induce contrast. This ef- 
fect may be very important in the case of charging sam- 
ples, where local variations in the amount of charging 
causes ions to have locally different energy distribu- 
tions. 
Another well-known contrast type is c ystallographic 
contrast. Different microcrystals of a polycrystalline 
sample have different orientations with respect to the 
primary beam and may therefore have different sput- 
tering yields. Crystallographic contrast is usually very 
easy to identify because it is very often possible to 
recognize the boundaries of individual microcrystals 
in the image. In this study, the influence of crystallo- 
graphic contrast is minimized by taking the ratio of 
the images to a matrix ion image. Moreover, the use of 
oxygen bombardment usually diminishes the influence 
of crystallographic contrast because an amorphous ox- 
ide layer is formed on top of the sample surface. 
A different composition of the sample at different 
spots will result in concentration contrast. Two major 
sources for concentration contrast are discerned. In- 
ternal concentration contrast is due to local variations 
solely in the concentration of the imaged species and 
reflects the real elemental distribution in the sample. 
External concentration contrast originates from local 
matrix effects caused by local variations of the ma- 
trix composition. These local variations may be due 
to real differences in matrix composition, such as in 
the case of inclusions, but may also result from local 
differences, such as in the case of differential oxygen 
adsorption from the residual gas or local variations in 
the concentration of the implanted primary species. 
Just as in classical SIMS, these matrix effects may cause 
dramatic changes in the local intensity of the species 
recorded. 
Apart from the contrast sources described above, 
there are a number of instrumental artifacts that can 
distort the recorded image. 
An ideal image registration instrument could be de- 
scribed by the function 
GWx, y) = b . I@, y) (1) 
where GV(x, y) is the gray value at the pixel with coor- 
dinates (x, y), 1 (x, y) is the local secondary ion inten- 
sity, and b is a proportionality constant. This assumes 
that there is no background, that there are no local 
J Am Sot Mass Spectrom 1990,1, 37-52 ACQUISlTlON AND QUANTIFICATION OF ION IMACES 41 
differences in sensitivity of the recording device, that 
it is perfectly linear over the whole range of possibIe 
intensity values, and that the gray value registered at 
some pixel is independent of the intensity at other pix- 
els (i.e., that there is no cross-talk). 
However, the microchannel plate and the camera 
show large local differences in sensitivity. The sensi- 
tivity of the microchannel plate decreases in the center 
of the image owing to the degradation caused by the 
continuous bombardment with secondary ions. The 
camera has a decreased sensitivity at the edges of the 
image. Moreover, it is also observed that there is a 
background signal that differs in intensity from pixel 
to pixel. Therefore, eq 1 must be modified to 
GW, y) = a@, y) + b(x, y)l(x, y) (2) 
The additive part a@, y) is called the background, 
whereas the multiplicative part b (x, y) is referred to as 
shading. Figure 5 shows the shading of the SIT camera 
as a pseudo-three-dimensional plot. 
Equation 2 implies that the gray value at a pixel 
is independent of the intensity at neighboring pixels, 
but this proves not to be the case in practice, because 
cross-talk between neighboring pixels may occur. Two 
important examples of this were observed in our ex- 
periments. 
The fist example is generally known as the bloom- 
ing of intense spots. The signal from a very intense 
spot spreads isotropically to neighboring pixels, in- 
creasing the apparent size of the spot. It is assumed 
that this occurs mainly at the microchannel plate and 
to a smaller extent in the amplification stage of the SIT 
camera. The importance of this artifact can be dimin- 
ished effectively by working at an increased magnifi- 
cation of the projection lenses to increase the size of 
the features of interest within the image and thus re- 
Figure 5. Pseudo-three-dimensional p ot of 
the sensitivity of the camera as a function of 
position along the x and y axes. This 
shading plane was recorded as a homoge- 
neously illuminated target was viewed. 
duce the relative importance of the blooming, or by 
reducing the amplification of the microchannel plate. 
Another example of cross-talk becomes apparent 
during work with images with large dynamic ranges. 
Pixels to the right of very intense spots have a lower 
sensitivity. Intense spots are therefore followed by 
darker tails, which may extend over an entire image. 
Examples of this will be discussed later. 
Extended Dynamic Range Imaging 
One of the major limitations of the use of a camera 
combined with an g-bit-deep image digitizer is the lii- 
ited dynamic range within the image. This is especially 
adverse in the case of SIMS, where large intensity dif- 
ferences within an image are frequently encountered. 
By integration, however, it is possible to extend the 
dynamic range appreciably because the image acquisi- 
tion system has a low background. 
Integration is normally performed in real time in 
the 16-bit-deep RTV memory, which has the capac- 
ity to add 256 (2*) frames, which each have g-bit-deep 
gray values. The addition of 256 frames, called an in- 
fegrution cycle, takes about 8.5 s. After one integration 
cycle, the 8 most significant bits in the RTV memory 
can be stored in an 8-bit-deep image memory. The low 
byte (the 8 least significant bits) often contains noisy 
information and is discarded. If more integration cy- 
cles are added, the image information shifts gradually 
from the least significant to the most significant bits, 
and if the maximum capacity is reached (216 ~ l), the 
counter for the specific pixel is reset to zero (black), 
after which it starts counting up again. 
Figure 6a-e shows a 45-ppm manganese image in 
brass recorded under 1-rA 0: bombardment with 
6.7 x 10P4 Pa oxygen backfill, corresponding to a sec- 
ondary ion current of 4800 counts/s. Figure 6a shows 
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C image. The diameter of the imaged area is 150 pm. 
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Figure 8. Mean gray value, norrnaliied to the number of inte- 
gration cycles, versus secondary ion intensity. The number of 
integration cycles for the different points was 1, 2, 5, 10, 20, and 
50 for decreasing secondary ion intensity. 
Figure 7. (a) Logarithmic Mn+ image as composed from Figure 6. 
The scale is in arbitrary units and indicates a dynamic range of 
more than 3 orders of magnitude. (b) Cu+ (matrix) image of the 
same region. The Mn+ and Cu+ images are complementary. 
one integration cycle, which is, apart from being less 
noisy, identical to the real-time image. Figure 6b-e cor- 
responds to 3, 9, 27, and 81 integration cycles. As ex- 
plained above, the pixels that had a gray value above 
85 (25513) in Figure 6a will be out of range in Figure 6b 
and may have any value between 0 and 255. It is clear 
that as the number of integration cycles increases, m- 
formation about the very low intensities (e.g., in the 
middle of the image) becomes available. 
From these five images, an image with an increased 
dynamic range can be composed. Figure 7a shows 
the result on a logarithmically scaled image. The dy- 
namic range in this image is now limited by the back- 
ground of the camera, which is equivalent to about 
0.004 count/s per pixel, yielding an overall dynamic 
range of a factor 2000. The physical relevance of the 
intensity variations in the low-intensity region of the 
logarithmic image is demonstrated by the complemen- 
tarity to the Cu+ matrix ion image in Figure 7b. The 
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Figure 9. Scheme of all the transformations necessary to convert 
an elemental distrakwtion into a gray-value image. 
differences in intensity in this image are mainly due to 
crystallographic contrast. 
On the other hand, the complementarity does not 
prove that the intensity ratios within the logarithmic 
image are not distorted. To evaluate the appropriate- 
ness of this approach, the apparatus was tuned to a 
secondary ion current of 3 x l@ counts/s and the im- 
age acquisition parameters were kept constant. The 
secondary ion current was varied over 2 orders of mag- 
nitude, and the number of integration cycles was 1, 2, 
5, 10, 20, and 50 for the respective points in Figure 
8. Within the investigated interval, no deviations from 
linearity were observed. Experimental practice shows 
that extended dynamic range imaging (EDRIM) is a 
very powerful and elegant method. 
Table 2. Summary of a number of analytical 
parameters and possible artifacts of importance in the 
conversion of an elemental concentration map into a 
gray-value image for a camera-based detection systema 
Conversion 
step 
1 
Analytical parameters and artifacts 
Primary ion species 
Primary ion energy 
Current density 
Secondary accelerating voltage 
Mass resolution 
Transmission 
Contrast and field aperture 
Residual gas adsorption 
Mass discrimination 
Preferential sputtering, knock-on, and 
bombardment-induced migration 
Crystallographic, topographic, and 
energy contrast 
Matrix effects 
2, 3 Microchannel plate voltage 
Mass effect 
Energy effect 
Blooming 
Shading and background 
Nonlinearities and saturation 
Limited quantum efficiency 
4, 5 SIT accelerating voltage 
Camera gain 
Black level 
Aberrations 
Blooming and cross-talk 
Nonlinearities 
a See also Figure 9. 
The task of image quantification requires the re- 
construction of the sample composition from the mea- 
sured digital values and can be split into two steps. 
Quantification of Ion Images 
Figure 9 shows schematically all the transformations 
involved in the generation of a gray-value image. Ta- 
ble 2 summarizes a number of analytical parameters 
that are important at the respective stages, together 
with possible artifacts. The analytical parameters may 
be externally variable (e.g., the primary bombarding 
species) or may escape the operators’ control (e.g., 
residual gas adsorption and charging). 
The factors that are listed for the fist conversion 
(apart from detection parameters such as electron mul- 
tiplier efficiency) correspond to the analytical parame- 
ters in classical (nonimaging) SIMS. Parameters listed 
at other stages are related to the image formation and 
image acquisition components. 
1. Reconstruction of the local secondary ion intensity 
from the obtained digital values. This is the reverse 
of transformations 2-6 in Figure 9. 
2. Conversion of the local secondary ion intensities to 
local concentrations. This is the reverse of conver- 
sion 1 and is largely equivalent to the quantification 
issue in classical SIMS. 
For the reconsh-uction of the local secondary ion in- 
tensity, the influence of all the factors listed in Table 2 
must be studied and effectively controlled. This huge 
task can be avoided if the local gray value is linear 
with respect to the local secondary ion intensity. If this 
assumption is valid, the problem of quantification, in 
terms of local secondary ion intensities, is essentially 
reduced to equating the integrated gray values to the 
secondary ion intensity as measured with, for exam- 
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ple, the electron multiplier. This implies an important 
reduction in the experimental workload and a greater 
ease of utilization, because the parameters in stages 
2-6 of Figure 9 do not all have to be taken into account 
explicitly. 
The conversion of an intensity image into a concen- 
tration map runs into the classical quantification prob- 
lems of SlMS and must be tackled with the commonly 
used quantification algorithms (e.g., LTE, MISR, or 
SF). The SF and MISR methods will be studied in this 
work. 
GeneraBy, the relation between the measured gray- 
value map GV(x, y) and the actual element distribution 
in the area of analysis is given as 
GV(xt y) = A(Ci(x, y)P (3) 
where the transfer function A describes the conversion 
of the element distribution [denoted here as the inter- 
nal concentration contrast ci(X, y)] to secondary ions, 
and B is the transfer function that describes the con- 
version of an intensity map to a gray-value image. 
Function A can be decomposed into a number of 
contributions: 
A = Ci(X, y) .C~(X, IJ) .E .T 'C (4) 
where C&X, y) is the external concentration contrast, 
which reflects the matrix effects, and the E, T’, and 
C functions describe the influence of energy contrast, 
topographic contrast, and crystallographic contrast, re- 
spectively. 
As described above, the microchannel plate and the 
camera transfer function B can generally be written as 
B = MCI’.CF (5) 
where MCI? and CF denote the transfer function of the 
microchannel plate and camera, respectively. 
Combining eqs 4 and 5 yields 
GV(x, y) = Ci(X, Y)c~(x, y)E TC MCI’ CF (6) 
and the concentration map ci(X, y) can be calculated if 
all the transfer functions are known. In experimental 
practice, it is not necessary to determine all the indi- 
vidual transfer functions if a reference species is used. 
For samples like those used in this study, which 
are highly conductive, there is no energy contrast in 
the samples analyzed, and this term (E) can be left 
out, The topographic and crystallographic contrasts 
are essentially independent of the ionic species in- 
volved. Because these factors are nondiscriminative, 
they can be omitted in the ratio. 
The microchannel plate and camera transfer func- 
tions (MCI’ and CF) depend on a great number of pa- 
rameters. It seems reasonable, however, in view of the 
analytical characteristics described above, to assume 
that the factors do not distort the intensity ratios within 
an image and that the overall microchannel plate and 
camera transfer functions for the species of interest and 
the reference species are identical except for a factor K 
that reflects the difference in amplification. This as- 
sumption implies that the shading is independent of 
the species being imaged and independent of the in- 
tensity. 
Combining eq 6 for the unknown (u) and the refer- 
ence (ref) gives 
GV% y) = 
GVrf (x, y) 
4wt y)c% y) K 
Cfef(X, Y)Ef(X, y) 
(7) 
where cz and c:’ are the contributions of the exter- 
nal concentration contrast and reflect the matrix ef- 
fect. They correspond physically to the number of sec- 
ondary ions emitted per unit concentration. Therefore, 
the ratio ctlc$ can be replaced by the sensitivity fac- 
tor SF@, y), which can be determined from external 
standard reference materials. 
If we assume that the reference element is homo- 
geneously distributed, the only unknown factor in eq 
7 is the constant K, which reflects the amplification of 
the camera-MCI’ system. K can be determined exper- 
imentally by equating the integrated gray-value image 
(X) to the total secondary ion current (Is), as deter- 
mined with the electron multiplier, for example. The 
concentration map can then be calculated according to 
cY(x, y) = 
GV+, y)Xrer/,qf 1 
GVref(x, y)Y/I; 
clef@, y)-- 
SJW Y) 
(B) 
The way the factor SF@, Y) is treated depends on the 
quantification algorithm selected. In the SF method, 
the value is equal over the entire area of analysis and 
is determined from an external standard. In the case 
of the MISR method, the SF varies locally and is de- 
termined from the MISR map. 
This quantification procedure was implemented in 
a FORTRAN program on a microvax. The quantifica- 
tion of an element map takes about half an hour when 
all the intermediary images are output. It is expected 
that this computing time can be cut down appreciably 
by using the image processor for the calculations. For 
this exploratory study, the rnicroVax was preferred be- 
cause it provides a virtually unlimited dynamic range 
and better protection against errors such as overflow 
and rounding. The dynamic range is especially impor- 
tant because the measured secondary ion currents, and 
thus the normalized images, may vary over several or- 
ders of magnitude, and the dynamic range effectively 
increases when the ratio of images is taken. Implemen- 
tation of this procedure on an image processor with a 
16-bit-deep processor and &bit-deep image memory 
is, in principle, possible, and its implementation may 
dramatically increase the speed and flexibility of the 
procedure. 
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Table 3. Main analytical conditions for SIMS 
MISR MISR 
calibration imaaes SF 
Primary 
Species 
Accelerating voltage 
WI 
Intensity (nA) 
Raster (pm) 
Secondary 
Polarity 
Extraneous voltage 
W) 
Imaged field ( rm) 
Contrast diameter 
bml 
Field diameter (km) 
Analyzed area (pm) 
Backfill (Pal 
Energy slit position N) 
Energy slit width (V) 
Ar+ 
12.5 
700 
500 
+ 
4500 
400 
60 
1800 
400 
Variable 
0 
130 
Ar+ 0: 
12.5 12.5 
800 400 
500 500 
+ + 
4500 4500 
400 400 
60 60 
1600 1800 
400 400 
4x 10-a <1x10-5 
0 -60 
130 28 
Application to Steel and 
Aluminum Samples 
To evaluate the described methodology, the experi- 
mental and real elemental distributions in a sample 
have to be compared. No samples are perfectly charac- 
terized at the micrometer level, and no reference tech- 
niques can yield reliable information in the concen- 
tration range from a few percent down to the parts- 
per-million level with an information depth of a few 
nanometers, so this approach was not possible. There- 
fore, we compared the mean concentration of the el- 
emental concentration map obtained experimentally 
with the certified concentration of a number of im- 
purity elements in standard reference materials. We 
used the SF method and the MISR method for steel 
and aluminum samples, respectively. The NBS 663 and 
Aluminium Pechiney (AP) 50421114 standard reference 
materials were treated as unknown samples. The NBS 
662 and AP 5044188 were used as external references. 
Sample Preparation and Experimental Conditions 
Before analysis, the samples were embedded in tin- 
bismuth eutectic alloy, ground and polished with dia- 
mond paste {25, 15, 7, and 1 pm) to avoid topograph- 
ical effects. The samples were presputtered for about 
10 min. The main analytical conditions for SIMS are 
summarized in Table 3. For the SF method, oxygen 
bombardment was used because it increases and stabi- 
lizes the secondary ion current. For the MISR method, 
argon bombardment with oxygen backfill was used. 
The number of integration cycles (each consisting of 
256 frames) for image acquisition was varied in steps 
of a factor of 3, starting from 1. The maximum number 
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of integration cycles was reached when all parts of the 
image were sufficiently illuminated. For the steel and 
aluminum samples, respectively, 11 and 7 impurity el- 
ements were recorded, together with the Fe+, AlO+, 
and Al: ion images. The isotopic composition of the 
impurity elements was verified to detect possible in- 
terferences. 
Sensitivity Ikctor Method on Steel Samples 
For the SF method, the reference SFs were determined 
on three different spots to minimize the influence of 
heterogeneity, and the Fe+ intensity was used as a ref- 
erence species. To obtain the concentration images, the 
normalized images of the element of interest were mul- 
tiplied by the SF map, which is homogeneous, because 
the SF is assumed to have the same value over the en- 
tire area of analysis. Figures lo-13 show a few exam- 
ples. Figure 10 shows the Fe+ intensity map in counts 
per second per pixel. Owing to shading effects, the in- 
tensity in the center of the analyzed area is only 50% 
of the intensity at the outside. At the outer edge, the 
intensity is cut away by the field diaphragm. 
Figure 11 shows the concentration map of vana- 
dium. The shading, which was present in the inten- 
sity map, is greatly reduced in the concentration map. 
Vanadium is homogeneously distributed at a level of 
about 0.25% and shows a number of inclusions, where 
the concentration may rise to about 1%. The certi- 
fied mean concentration of the sample is 0.31%, which 
agrees with the concentration map. 
Figure 12 shows the power of the EDRRvi method. 
The concentration map of titanium is displayed on 
a logarithmic scale, covering the entire concentration 
range from 50 ppm to 5%. The inclusions have con- 
centrations up to several percent, whereas the homo- 
geneous background signal is of the order of 100 ppm 
or below. The zirconium and niobium concentration 
maps (not shown here) also display the presence of 
intense inclusions. The cross-talk of the very intense 
Zr spots is clearly visible on the logarithmic images. 
The presence of the spots diminishes the intensity of 
the pixels to the right of the spot. If the spots are ex- 
tremely intense, there may even be cross-talk to the 
beginning of the next line (because the frame is read 
out in lines from left to right and from top to bottom). 
The Zr and Nb are exclusively present in a number of 
inclusions, which may have a concentration of up to a 
few percent. The concentration of the homogeneously 
distributed fraction cannot be determined exactly be- 
cause the intensity is close to the detection limit. Only 
an upper limit of 300 ppm can be stated. The Zr and 
Nb inclusions are at the same location, indicating that 
the elements are present in the same inclusions. Inclu- 
sions with a higher Zr content appear to have a lower 
Nb content and vice versa. 
In some cases, the shading effect is not successfully 
corrected by normalizing to the matrix ion intensity. 
Figure 13a and b shows molybdenum intensity and 
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Figure 10. Fe+ intensity map of the NBS 663 
steel sample. The shading in the image is 
clearly observable. 
Figure 11. Concentration map of vanadium in 
the NBS 663 steel standard obtained with the 
SF method. 
Figure 12. Logarithmic concentration map of 
titanium in the NBS 663 steel sample. With 
extended dynamic range imaging, the concen- 
tration map covers the entire concentration 
range from 50 ppm to 5%. 
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Figure 13. (a) Intensity and (II) concentration 
maps of molybdenum in the NBS 663 steel 
sample. There is no shading in the intensity 
image, and the concentration map shows in- 
verse shading. 
concentration maps. The MO intensity map shows no 
shading, and as a consequence the “corrected” con- 
centration map shows “inverse shading.” Boron also 
shows this behavior. The certified mean concentration 
of B is 9 ppm, which demonstrates the sensitivity of 
the technique. 
For these images, the normalization to the matrix 
ion image appears not to be a good way to overcome 
the shading problem, which is attributed to the way 
the images are generated. For high secondary ion cur- 
rents, a high-quality image that does not vary with 
time is obtained. The camera can easily be adjusted 
to obtain a well-scaled image with maximum gray val- 
ues within scale. In the case of very low secondary ion 
currents, for example, 10 counts/s, there is no visl%le 
image. The individual secondary ions induce flashes 
distributed over the area of analysis. To detect all the 
ions, the camera is operated at a high amplification, 
and the bursts of light are swept out of scale. This 
means that the shading effect is absent, because all 
flashes, both in the middle of the screen and at the 
outside, have a momentary gray value of 255. 
This hypothesis is supported by the observation 
that it is mainly the elements with a very low sec- 
ondary ion intensity that show this absence of shad- 
ing. Table 4 summarizes the experimental observa- 
tions. Zirconium, niobium, and titanium are not in- 
cluded in the table, because they are present only in 
inclusions and there is no reliable information with 
respect to the presence or absence of shading. The 
elements are ordered in descending ion intensity of 
the homogeneously distributed fraction of the element. 
The shading before and after correction is listed and is 
denoted by a minus sign for a decrease in the middle 
of the area of analysis, a zero if no shading is present, 
and a plus sign for inverse shading, which means an 
increase in the center. 
Table 4 clearly illustrates that the extent of shading 
is related to the intensity, An intensity of 0.001 count/s 
per pixel is roughly the turning point. Below this inten- 
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Table 4. Shading before and after normalization to the Fe+ reference image as a 
function of the intensity of the homogeneous fraction in the image 
Element 
B 0.0002 
MO 0.0006 
CU 0.0006 
Ni 0.001 
Si 0.07 
V 0.2 
Mn 0.4 
Cr 0.4 
Fe 10 
Intensity of the 
homogeneous fraction 
[counts/s~pixell 
Shading 
before 
correction” 
Shading 
after 
correction’ - 
0 
0 
0 
I-1 
- 
+ 
t 
+ 
t+t 
0 
0 
0 
0 
0 
a -, intensity smaller in center of image; 0, no shading; +, inverse shading (intensity greater in center of 
image). 
sity, there is no shading in the original images; above 
it, a shading correction becomes necessary. 
The elements can be classified according to their dis- 
tribution. A number of elements such as B, Ni, MO, 
and Cr are homogeneously distributed, whereas Zr, 
Nb, and Ti are present almost exclusively in inclusions. 
The elements Cu, V, and Mn show an intermediate 
behavior; they are present both in inclusions and in a 
relatively important homogeneous fraction. Moreover, 
there is a striking similarity between the element maps 
of the heterogeneously distributed elements, suggest- 
ing the existence of inclusions that contain precipitated 
materials of a large number of elements. This phe- 
nomenon was also observed in other matrices [28]. 
Table 5 compares the mean concentration in the 
maps with the certified concentrations. The contribu- 
tion of heterogeneity was estimated from the triple 
measurement on the reference sample. The mean rel- 
ative deviation between the certified and experimental 
Table 5. Comparison of the certified and experimental 
concentrations of eleven impurity elements in the NBS 
663 steel sample, as determined with the SF method 
Concentration (wt%) 
Heterogeneity” 
Element (%I Certified Experimental 
Mn 6 1.50 1.56 
Si 60 0.74 0.38 
CU 14 0.098 0.15 
Ni 9 0.32 0.33 
Cr 9 1.31 1.61 
V 11 0.31 a.39 
MO 5 0.030 0.027 
Nb 4 0.049 0.046 
B 3 0.00091 0.00067 
Zr 16 0.049 0.047 
Ti 7 0.050 0.040 
’ The contribution of heterogeneity was estimated from a triple analysis 
on the reference sample. 
concentrations is 22%. This is a good agreement, espe- 
cially since the estimated contribution of heterogeneity 
is 13%. For silicon, the larger deviation is probably due 
to heterogeneity. 
Matrix Ion Species Ratio Method for 
Aluminum Samples 
The MISR curves of seven elements were determined 
from the external standard AP 5044/88, and AlO+ /A$+ 
was chosen as the matrix ion species ratio. Figure 14 
gives the MISR curves of the elements. For calcula- 
tional purposes, the experimental data were fitted with 
the linear functions indicated on the figure. The oxy- 
gen backfill pressure for the analysis of the unknown 
r 
II I I 
-2.4 -1.6 -0.8 
LOCJ PII&) 
Figure 14. M’ISR curves of Mg (0), Ti (A), Mn (+), Fe (O), Cu 
(m), Si (a), and Pb (A) in aluminum. 
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Figure 15. AlOcI% MISR image of the 
urn sample. 
sample was adjusted to obtain an overall MISR value 
of 0.05. This allows correction for both positive and 
negative deviations of the local MISR value without 
extrapolating the experimental MISR curves. 
Figure 15 shows the AlO+ /Al,+ MISR map. The 
MISR values range from 0.03 to 0.3 and are well within 
the investigated experimental range, ensuring valid SF 
values. There is a spread of a factor of 10 within the 
image, suggesting that there will be important changes 
in the local sensitivity of the elements. 
Figure 16a-c illustrates the calculation of a concen- 
tration map. The extended dynamic range image of 
Fe+ (a) is divided by the Aq reference image, yielding 
a normaked Fe+ image. From the data of the MlSR 
curve and the MISR map, the SF image of Fe is cal- 
culated (b). Assuming a constant concentration of the 
reference element over the area of analysis, the con- 
centration map can be calculated from the SF map and 
the normatized intensity map. Figure 16c shows the 
concentration map. The Fe concentration varies from 
0.04 to 2%. The certified concentration is 0.35%. The 
SF map shows a variation in the sensitivity of Fe of the 
order of a factor 5. 
Table 6 compares the experimental and certified 
concentrations. The experimental concentrations are 
determined in two ways. For column 2, the mean of 
the concentration map was calculated, whereas for col- 
umn 3 the calculation was performed from the ion cur- 
rents, treating the whole image at once. The results are 
very similar and agree well with the certified concen- 
trations. The overall relative error is 16%. 
Ewluation of the Results 
The relative error between the experimental and certi- 
fied concentrations is 22% for the SF method and 16% 
for the MISR method. Thii is a good agreement and 
indicates that the developed methodology is success- 
ful, although it does not actually prove that the values 
obtained for local concentrations are accurate. 
The shading correction as applied here is not suit- 
able for very low secondary ion currents. This prob- 
lem can be solved by recording the shading planes for 
different secondary ion currents or by leaving out a 
shading correction for images that give no evidence of 
diminished sensitivity in the center of the area of anal- 
ysis. This shading effect is usually readily separable 
from real intensity variations in the image because of 
its typical manifestation as a dip in the center of the im- 
age. It can therefore also be corrected for by means of 
image processing, for example, by dividing by a low- 
pass filtered image. 
Although the SF and MISR methods both provide 
good results, there is an important difference in their 
sensitivity to local variations in the matrix composition. 
If the results from previous studies [20] can be extrapo- 
lated to these matrices, it is clear that the MISR method 
is far more sensitive to local variations in the matrix 
composition. For a number of elements, the concentra- 
tion of the impurity elements in the inclusions may be 
of the order of a few percent, and the local matrix com- 
position does not agree with the mean composition of 
the sample. This local matrix effect will probably cause 
less severe problems for the SF method, because it is 
less susceptible to local differences in matrix compo- 
sition if an appropriate reference species is selected. 
The MISR method usually yields more reproducible 
results and is better able to correct for local differences 
in oxygen content. 
In this respect, SIMS is to be considered a tech- 
nique that is complementary to other surface analysis 
techniques such as Auger electron spectroscopy (AES). 
If the local concentration of the impurities is very im- 
portant, the matrix effect prevents accurate determina- 
tions with SIMS, but other, less sensitive techniques 
are available. If the local concentration of the impu- 
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Figure 16. Example showing the calculation of 
the Fe concentration image with the MISR 
method. (a) The intensity image. (b) SF map 
calculated from the MISR map. (c) A concen- 
tration image can be calculated from the nor- 
malized intensity image and the SF map. 
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Table 6. Comparison of certified and experimental 
concentrations of seven impurity elements in the AF 
50421114 aluminum reference sample, as obtained with 
the MISR method 
Concentration (wt%) 
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Experimental 
Element Certified Per pixel Total image 
Mg 0.15 0.14 0.15 
Ti 0.0030 0.0052 0.0050 
Mn 0.31 0.30 0.31 
Fe 0.35 0.31 0.31 
cu 7.10 5.7 5.9 
Si 0.30 0.29 0.28 
Pb 0.35 0.35 0.35 
rities is very low, SIMS does not suffer from matrix 
effects to the same extent. 
Conclusion 
The implementation of a high-sensitivity camera is 
a convenient way to extend the detection sensitivity 
of the Cameca lMS3f down to the level of individ- 
ual secondary ions. In combination with state-of-the- 
art image processing equipment, it provides a flexible 
and powerful tool for ion microscopy. The quantita- 
tive characteristics of the camera and the mkrochan- 
nel plate-camera system were evaluated. It was shown 
that the use of multiple exposures can extend the 
dynamic range within one image up to three orders 
of magnitude without losing quantitative information. 
The problem of image quantification was described 
and tested for two common SIMS quantification meth- 
ods, the SF method and the MISR method. The shad- 
ing correction originalry applied in this study proved 
to be unsuitable for low-intensity images. The cause 
of this problem and remedies to overcome it were as- 
sessed. The comparison of the experimental and certi- 
fied mean concentrations in the sample show that the 
method is successful, although they do not actually 
prove that the values obtained for local concentrations 
are valid. In the inclusions, in particular, where the lo- 
cal matrix composition may differ appreciably from the 
overaIl matrix composition, results are subject to error. 
In this respect, SIMS can be considered complemen- 
tary to less sensitive surface analysis techniques that 
can be used to determine the high levels of impurities 
in the inclusions. 
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