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Hydrodynamic Limit of mean zero condensing Zero
Range Processes with sub-critical initial profiles
Marios-Georgios Stamatakis∗
Abstract
We prove the hydrodynamic limit of mean zero condensing Zero Range Pro-
cesses with bounded local jump rate, for sub-critical initial profiles. The proof is
based on H.T. Yau’s relative entropy method and is made possible by a generali-
sation of the One Block Estimate.
1 Introduction
In this article we study the hydrodynamic limit of mean zero Zero Range Processes
(ZRPs). ZRPs are interacting particle systems such that each particle X jumps at an
exponential rate g(k) that depends only on the number k of particles that occupy the
same site as particle X , through some function g : Z+ −→ R+ called the local jump
rate. Particles that jump change position according to a transition probability p. In the
mean zero case studied here, p is assumed to have mean zero.
Since their introduction by Spitzer in 1970, ZRPs have attracted a lot of attention,
one reason being that for particular choices of local jump rate functions g they exhibit
phase transition phenomena, via the emergence of mass condensation at densities above
a critical density ρc. So since the equilibrium states of ZRPs are explicitly known as
product measures, ZRPs can serve as simple prototype models for the study of conden-
sation phenomena. See section 3 in [4] for a review of such applications of ZRPs. In this
sense this work is a study of hydrodynamic limits in the presence of condensation via
the example of ZRPs.
Our approach is based on H.T. Yau’s relative entropy method, which was originally
applied to prove the hydrodynamic limit of Ginzburg-Landau models in [10]. It has been
applied to mean zero ZRPs, only under assumptions on the jump rate g that force the
critical density ρc to be infinite. Under these assumptions there exists an equilibrium
state νρ corresponding to the density ρ for each ρ ≥ 0, and the mean local jump rate
Φ(ρ) under the one-site marginal of νρ is C
∞ with strictly positive derivative. In this
case, the hydrodynamic equation of the ZRP is the non-linear diffusion equation
∂tρ = ∆ΣΦ(ρ) (1)
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where ∆Σ is the differential operator ∆Σ =
∑d
i,j=1 σij∂
2
ij and Σ = (σij)1≤i,j≤d is the
covariance matrix of the step distribution p. This application of the relative entropy
method is contained in the finite volume case in chapter 6 of [6] for bounded initial
profiles and extended to the infinite volume case in [8]. It relies on the existence of
sufficiently smooth classical solutions of the hydrodynamic equation (1).
Here we prove the hydrodynamic limit of mean zero ZRPs under weaker assumptions
that do not exclude ZRPs with finite critical density ρc, when starting from a local
equilibrium of some sub-critical profile ρ0, i.e. such that it takes values in some closed
sub-interval of (0, ρc). Our assumption on the sub-criticality of the initial profile can
be considered as the adaptation of the boundedness assumption of the initial profile to
the case of finite critical density, and it serves exactly the same purpose. It allows to
obtain a sufficiently smooth solution to the hydrodynamic equation (1) that satisfies the
maximum principle and to apply the relative entropy method.
There remains one problem. The one-block estimate, a main tool in the application
of the relative entropy method, has been proven so far for ZRPs with infinite critical
density. Its generalisation to ZRPs with finite critical density given here is of interest
in its own right, since the one-block estimate is a main tool in any approach to the
hydrodynamic limit of ZRPs. We then have all the main ingredients required for the
application of the relative entropy method at our disposal and a careful application yields
the hydrodynamic limit of mean zero condensing ZRPs.
Since classical solutions of the hydrodynamic equation starting from a sub-critical
profile satisfy the maximum principle, a main consequence of this more general version
of the hydrodynamic limit is that the sub-criticality of the initial profile ensures that
no phase transition will occur in the hydrodynamic limit, establishing thus a maximum
principle at the hydrodynamic limit, even in ZRPs with finite critical density.
2 Preliminaries
We give in this section the definition of ZRPs and describe their equilibrium states
and the known hydrodynamic limit and its assumptions. A standard reference for the
material in this section is the textbook [6] and the article [5].
A local jump rate is a function g : Z+ −→ R+ such that
(a) g(k) = 0 ⇐⇒ k = 0
(b) ‖g′‖∞ := supk∈Z+ |g(k + 1)− g(k)| < +∞, and
(c) ϕc := lim infk→∞
k
√
g!(k) > 0,
where g!(0) := 1 and g!(k) := g(1) · g(2) · · · · · g(k). An elementary step distribution is
a probability distribution p ∈ PZd (where for any polish space M we denote by PM
the space of all Borel probability measures on M) such that its support spt(p) := {z ∈
Z
d|p(z) > 0} is bounded and generates Zd, that is for any z ∈ Zd there exist m ∈ N and
z1, · · · , zm ∈ spt(p) such that z = z1 + · · ·+ zm. The assumption that spt(p) generates
Z
d implies that the covariance matrix Σ = (σij)1≤i,j≤d =
( ∫
Z
d kikjdp(k)
) ∈ Rd×d of
p ∈ PZd is strictly positive definite, that is 〈υ,Συ〉 > 0 for all υ ∈ Rd \ {0}.
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It is convenient to consider ZRPs that evolve on the discrete d-dimensional tori
T
d
N
∼= (Z/NZ)d ∼= {0, 1, . . . , N − 1}d, N ∈ N, and consider the limit as N → ∞. The
state space of a ZRP evolving on TdN is the space of configurationsM
d
N consisting of all
functions η : TdN −→ Z+ so that given η ∈MdN , ηx is the number of particles occupying
the site x ∈ TdN . We will denote by η(x) :MdN −→ Z+, x ∈ TdN , the natural projections.
The ZRP of local jump rate function g and elementary step distribution p on the discrete
torus TdN is the unique Markov jump process on the Skorohod space D(R+;M
d
N ) with
generator LN given by the formula
LNf(η) =
∑
x,y∈Td
N
{
f(ηx,y)− f(η)}g(ηx)p(y − x),
where ηx,y is the configuration resulting from η by moving a particle from x to y. We
denote by SNt :M
d
N −→ PMdN the transition semi-group of the ZRP.
The total number of particles is conserved by the dynamics of the ZRP, and by the
assumption that the support of the elementary step distribution p generates Zd, the
communication classes of the ZRP are exactly the hyperplanes
M
d
N,K :=
{
η ∈MdN
∣∣∣ ∑
x∈Td
N
η(x) = K
}
, K ∈ Z+,
with a fixed number of particles. So for each (N,K) ∈ N × Z+, there exists a unique
equilibrium state νdN,K ∈ PMdN concentrated on MdN,K. We will refer to the family
{νN,K}(N,K)∈N×Z+ as the canonical ensemble of the ZRP.
The function Z ≡ Zg : R+ −→ [1,∞] defined by the power series
Z(ϕ) ≡ Zg(ϕ) :=
∞∑
k=0
ϕk
g!(k)
is called the normalising partition function associated to the local jump rate function g.
The radius of convergence of Z is ϕc = lim infk→∞
k
√
g!(k) and so assumption (c) of local
jump rate functions guaranties that Z has non-trivial domain of convergence. Obviously
any partition function Z : R+ −→ [1,+∞] is C∞ on [0, ϕc) with all of its derivatives
strictly positive there. By Abel’s theorem on power-series, Z and all of its derivatives are
lower semi-continuous on R+. For any ϕ ∈ DZ := {Z < +∞}, the product distribution
ν¯Nϕ ≡ ν¯Nϕ,g ∈ PMdN with common marginal ν¯1ϕ ∈ PZ+ given by
ν¯1ϕ{k} =
1
Z(ϕ)
ϕk
g!(k)
, k ∈ Z+
is called the zero range product distribution on TdN of rate g and fugacity ϕ.
Note that whenever ϕc ∈ DZ the one-site zero range distribution ν¯1ϕc corresponding
to the critical fugacity ϕc is defined. The zero range product distributions ν¯
N
ϕ ∈ PMdN ,
ϕ ∈ DZ , are equilibrium distributions, i.e. ν¯Nϕ LN = 0, and translation invariant, that is
τx∗ν¯
N
ϕ = ν¯
N
ϕ for all x ∈ TdN , where τx : MdN −→ MdN denotes the translation operator
τxη(y) = η(x + y). In fact they are the only translation invariant equilibrium states of
the ZRP that are also product measures.
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As is well known, the zero range product distributions can be reparametrised by the
density. The mean density function R : DZ −→ [0,+∞] defined by
R(ϕ) = Eν¯Nϕ [η(0)] =
∫
kdν¯1ϕ(k) =
ϕZ ′(ϕ)
Z(ϕ)
(2)
is continuous on DZ and C∞ and strictly increasing on [0, ϕc) ([6]). Consequently, its
inverse Φ := R−1 is well defined on R(DZ) ⊇ [0, ρc), where
ρc ≡ R(ϕc) := lim
ϕ↑ϕc
R(ϕ) ∈ (0,∞],
and ρc ∈ R(DZ) if and only if (iff) ϕc ∈ DZ . By reparametrising the zero-range distri-
butions by the mean jump rate Φ we get for any ρ ∈ R(DZ) an equilibrium distribution
νNρ of mean density ρ:
νNρ := ν¯
N
Φ(ρ), ρ ∈ R(DZ). (3)
We will refer to the family defined in (3) as the grand canonical ensemble of the ZRP.
We note that the mean jump rate function Φ is Lipschitz with Lipschitz norm ≤ ‖g′‖∞
and is the mean jump rate function since for all ρ ∈ [0, ρc) we have that
Φ(ρ) = EνNρ [g(η(0))] =
∫
g(k)dν1ρ(k).
The various cases of the set R(DZ) are as follows. As is proved in [6], whenever
ϕc /∈ DZ , that is whenever ϕc = +∞ or ϕc < +∞ and Z(ϕc) = +∞, we have that
ρc = +∞. So in this case R(DZ) ⊇ R+ and the mean jump rate function Φ is defined
on all of R+. On the other hand if ϕc ∈ DZ then R(DZ) = [0, ρc] and in this case, as
is shown by (2), the critical density is infinite if Z ′(ϕc) ≡ supϕ<ϕc Z ′(ϕ) = +∞ and
finite if Z ′(ϕc) < +∞. In particular, whenever ρc < +∞ we have that ϕc ∈ DZ and so
the grand canonical ensemble contains an equilibrium distribution corresponding to the
critical density ρc. To our knowledge, so far the one block estimate and the hydrody-
namic limit of ZRPs have only been only under the assumption ϕc /∈ DZ , which excludes
ZRPs with finite critical density, and the aim of this article is to remove this assumption.
An example with finite critical density: In [3] Evans introduces ZRPs with local
jump rate function
gb(k) = 1{k≥1}
(
1 +
b
k
)
, b ≥ 0. (4)
It is well known ([5]) that ϕc = 1 for all b ≥ 0, ϕc /∈ DZ iff b ∈ [0, 1] and that for b > 2,
the first moment of the grand canonical distribution ν1ϕc is finite, thus leading to a finite
critical density ρc <∞.
The explicit formula of the grand canonical ensemble permits an easy computation
of the canonical ensemble, since for all (N,K) ∈ N× Z+, ρ ∈ [0, ρc) we have νN,K(·) =
νNρ { · |MdN,K}. It follows that the canonical equilibrium distributions are translation
invariant and so under νN,K each site has a mean number of particles equal to K/N
d.
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The phase transition in ZRPs with finite critical density has been described in [3] and
proved rigorously in [5] as a continuous phase transition in the thermodynamic limit:
Theorem 2.1 (Equivalence of Ensembles) Let {νN,K}K∈Z+ and {νNρ }ρ∈R(DZ) be the
canonical and grand canonical ensemble of the ZRP, let πL : MdN −→ MdL, N ≥ L, be
the natural projections and set νLN,K := π
L
∗ νN,K. Then for fixed L ∈ N, for all ρ ≥ 0 it
holds that
lim
N,K→+∞
K/Nd→ρ
H(νLN,K |νLρ∧ρc) = 0.
In particular νLN,K −→ νLρ∧ρc weakly as N,K →∞ and K/Nd → ρ.
In appendix 1, corollary 1.7 in [6] a different version of the equivalence of ensembles
is proved under the additional assumption that Z(ϕc) = +∞: For each ρ0 < +∞, for
all cylinder functions (i.e. functions that depend on a finite number of coordinates) with
finite second moment with respect to the measures ν∞ρ , ρ ∈ [0, ρ0], it holds that∫
fdνN,K −→
∫
fdν∞ρ as N,K →∞ and K/Nd → ρ
uniformly over all ρ ∈ [0, ρ0], where ν∞ρ := (ν1ρ)⊗Z
d ∈ PMd∞ := PZZ
d
+ . Of course this
cannot be true for ρ > ρc if ρc < +∞ since even for the linear cylinder function η(0)∫
η(0)dνN,K −→ ρ > ρc as N,K →∞ and K/Nd → ρ.
In other words, at the thermodynamic limit we have a mean total loss of mass equal to
ρ− ρc at each site. As it has been proven, in many cases the excess mass of all the sites
is concentrated on a single random site. We refer to [5, 1, 2] for a detailed description
of the phase separation in the Evans model.
If the local jump rate g is bounded, then by the equivalence of ensembles we get that
lim
N,K→∞
K/Nd→∞
∫
g(η(0))dνN,K =
∫
g(η(0))dν∞ρ∧ρc = Φ(ρ ∧ ρc),
for all ρ ≥ 0. As noted in [5], this shows that for bounded local jump rate functions g
the mean jump rate function Φ should be extended on all of R+ by
Φ(ρ) ≡ Φ(ρ ∧ ρc), for all ρ ≥ 0. (5)
It turns out that this choice of Φ is the right one in order to extend the one-block
estimate to ZRPs with finite critical density.
We review next the concepts of local equilibrium and hydrodynamic limits in the
context of ZRPs. For any bounded cylinder function Ψ : Md∞ −→ R we denote by
Ψ˜ : R+ −→ R the function given by Ψ˜(ρ) =
∫
Ψdν∞ρ∧ρc . Let ρ : T
d −→ R+ be a
measurable function. A sequence µN ∈ PMdN , N ∈ N, is called a weak local equilibrium
of profile ρ if for all bounded cylinder functions Ψ : Md∞ −→ R, all G ∈ C(Td) and all
ε > 0
lim
N→∞
µN
{∣∣∣∣ 1Nd ∑
x∈TdN
G
( x
N
)
τxΨ−
∫
T
d
G(u)Ψ˜
(
ρ(u)
)
du
∣∣∣∣ > ε} = 0. (6)
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Given any continuous profile ρ : Td −→ R+ a particular weak local equilibrium of
profile ρ is the sequence νNρ(·) ∈ PMdN , N ∈ N, of the so-called product measures with
slowly varying parameter associated to the profile ρ, i.e. the sequence of the product
measures with one-site marginals ν1ρ( x
N
), x ∈ TdN .
In order to prove the hydrodynamic limit of mean zero ZRPs one has to prove the
conservation of weak local equilibrium in the diffusive time-scale along some measurable
function ρ : R+ × Td −→ R+, i.e. that starting from a weak local equilibrium µN0 ∈
PM
d
N , N ∈ N, of some sufficiently regular initial profile ρ0 : Td −→ R at time t = 0,
at each later time t > 0 the sequence of laws µNt := µ
N
0 StN2 , N ∈ N, of the diffusively
rescaled ZRP at time t is a weak local equilibrium of profile ρt = ρ(t, ·), where ρ = (ρt)t≥0
is a solution of some evolutionary type PDE, the so called hydrodynamic equation.
Given a classical solution ρ : R+ × Td −→ R of equation (1), the relative entropy
method controls the relative entropy of the evolution µNt of the diffusively rescaled ZRP
with respect to the measures with slowly varying parameter associated to the profile
ρt = ρ(t, ·). In effect, the relative entropy method works by proving the conservation
of a slightly stronger notion of local equilibrium: A sequence µN ∈ PMdN is an entropy
local equilibrium of profile ρ : Td −→ R+ if
lim
N→∞
1
Nd
H(µN |νNρ(·)) = 0.
According to corollary 1.3 in [6] the notion of entropy local equilibrium is stronger than
the notion of weak local equilibrium. So, the relative entropy method which proves
the conservation of local equilibrium in the entropy sense, also proves the conservation
of weak local equilibrium, under the slightly stronger assumption that the initial local
equilibrium is an entropy local equilibrium.
The application of the relative entropy method requires the existence of sufficiently
regular classical solutions to the hydrodynamic equation. By the classic results on quasi-
linear uniformly parabolic equations obtained in [7], the main property of quasi-linear
parabolic equations required to yield existence of classical solutions to (1) is uniform
parabolicity. In the so far proved cases of the hydrodynamic limit of ZRPs ([6], [8]) it
holds that ρc = +∞, Φ is Lipschitz and C∞ with strictly positive derivative on [0,∞).
So since the matrix Σ is positive definite, the uniform parabolicity of (1) is equivalent to
c := inf
ρ∈[0,∞)
Φ′(ρ) > 0. (7)
Even under the assumption ϕc /∈ DZ , inequality (7) is not always true. However, since
Φ′ is strictly positive, (7) can only fail as ρ → ∞ and so for bounded initial profiles
the maximum principle permits to circumvent the loss of uniform parabolicity at large
densities and still obtain sufficiently smooth classical solutions. We will describe this in
more detail in the proofs section in a slightly more general case, covering the mean jump
rate functions of ZRPs with finite critical density ρc < +∞. In particular we consider
the class Cρc , ρc ∈ (0,+∞], of continuous functions Φ : R+ −→ R+ with Φ(0) = 0 such
that Φ is C∞ on the interval [0, ρc) with Φ
′(ρ) > 0 for all 0 ≤ ρ < ρc and Φ(ρ) = Φ(ρ∧ρc)
for all ρ ≥ 0. A continuous function ρ : R+ × Td −→ R+ is a classical solution of the
initial value problem for the non-linear diffusion equation with non-linearity Φ ∈ Cρc if
ρ is such that all differentiations in (1) make sense and it satisfies (1) with ρ(0, ·) ≡ ρ0.
6
3 Statement of the Results
Our first result is a generalisation of the one-block estimate to condensing ZRPs. The
one-block estimate has been proven under the assumption that either (a) ϕc = +∞ or
(b) ϕc /∈ DZ and the local jump rate g has sublinear growth, which excludes ZRPs with
finite critical density. Here we give the proof under the assumption that the jump rate g
is bounded. The proof under this assumption is useful for condensing ZRPs since it does
not impose any restrictions on the behaviour of the partition function Z at the critical
fugacity ϕc < +∞. For each configuration η ∈MdN we denote by ηℓ the spatial mean of
η over microscopic boxes of radius ℓ given by
ηℓ(x) =
1
(2ℓ+ 1)d
∑
y∈Td
N
:|y−x|≤ℓ
η(y).
Theorem 3.1 (One-Block Estimate) Suppose the local jump rate g of the ZRP is bounded
and let µN0 ∈ PMdN be any sequence satisfying the O(Nd)-entropy assumption, i.e. such
C(ρ∗) := sup
N∈N
1
Nd
H(µN0 |νNρ∗) < +∞,
for some (and thus for any) ρ∗ ∈ (0, ρc). Then
lim
ℓ→∞
lim sup
N→∞
E
N
∣∣∣∣ ∫ T
0
1
Nd
∑
x∈TdN
H
(
t,
x
N
)[
g(ηt(x))− Φ
(
ηℓt (x) ∧ ρc
)]
dt
∣∣∣∣ = 0 (8)
for all H ∈ C([0, T ]×Td), T > 0, where EN denotes the expectation with respect to the
diffusively accelerated law of the ZRP starting from µN0 ∈ PMdN .
Theorem 3.2 (Hydrodynamic Limit) Suppose that the local jump rate function g of the
ZRP is bounded and let Φ be the mean jump rate function associated to g. Then any
initial entropy local equilibrium µN0 ∈ PMdN , N ∈ N, of profile ρ0 ∈ C2+θ
(
T
d; (0, ρc)
)
is
conserved in the diffusive timescale along the unique solution ρ : R+ ×Td −→ (0, ρc) of
the initial value problem {
∂tρ = ∆ΣΦ(ρ) in (0,∞)×Td
ρ(0, ·) = ρ0.
(9)
In other words, if H(µN0 |νNρ0(·)) = o(Nd) then H(µNt |νNρt(·)) = o(Nd) for all t > 0,
where µNt := µ
N
0 StN2 , and in particular (6) holds for all G ∈ C(Td) and all t, ε > 0.
Remark: As will be seen in the proof, one can assume the initial profile ρ0 to be only
of class C(Td; [0, ρc)), provided that the unique classical solution ρ of the hydrodynamic
equation (9) with initial condition ρ(0, ·) = ρ0 is such that the functions
(a) t 7→ logΦ(mt) and (b) t 7→ ‖∆ΣΦ(ρt)‖∞ + ‖D2[Φ(ρt)]‖θ
Φ(mt)
(10)
belong in L2loc(R+), where mt := minu∈Td ρt(u), ‖D2f‖θ := max|α|=2 |∂αf |θ, θ ∈ (0, 1],
and |f |θ is the θ-Holder semi-norm of the function f . By the properties of the solutions of
the hydrodynamic equation (9) given in proposition 4.1 of the next section, the functions
in (10) belong in L∞loc(R+) whenever the initial profile is of class C
2+θ(Td; (0, ρc)).
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4 Proofs
Proof of the One-Block estimate: The proof follows the one given in section 5.4
of [6], the main difference being at the final step of the proof, where the equivalence of
ensembles proved in [5] and stated here as theorem 2.1 is applied, instead of the one in
the appendix of [6]. As shown in [6], denoting
V ℓ :=
∣∣∣∣ 1(2ℓ+ 1)d ∑
|y|≤ℓ
g
(
η(y)
)− Φ(ηℓ(0) ∧ ρc)∣∣∣∣,
in order to prove the one-block estimate it suffices to prove that for all finite constants
C0 > 0 we have
lim
ℓ→∞
lim sup
N→∞
sup
HN (f)≤C0N
d
DN (f)≤C0N
d−2
∫
1
Nd
∑
x∈TdN
(τxV
ℓ)fdνNρ∗ ≤ 0, (11)
where the supremum is taken among densities f ∈ L1+,1(νNρ∗). Here, for each density
f ∈ L1+,1(νNρ∗) we abbreviate by HN (f) := H(fdνNρ∗ |νNρ∗) its relative entropy with respect
to νNρ∗ , and DN := DN (
√·) where DN is the Dirichlet form associated to the generator
LN of the ZRP. Whenever g is bounded, it also has sub-linear growth and a careful
inspection of the proof in section 4 of [6] shows that one can follow the steps 1 to 5 there
to conclude that in order to complete the proof of the one block estimate it suffices to
show that for all positive constants C1 > 0,
lim sup
ℓ→∞
sup
K≤(2ℓ+1)dC1
∫
V ℓ(ξ)dνℓ⋆,K(ξ) = 0, ℓ⋆ := 2ℓ+ 1. (12)
The final step of the proof of the one block estimate consists in applying the equiva-
lence of ensembles to prove (12). Since the measure νℓ⋆,K is concentrated on configura-
tions with K particles, by fixing a positive integer k that shall increase to infinity after
ℓ and decomposing the set Λdℓ :=
{
y ∈ Zd
∣∣ |y| ≤ ℓ} in cubes of side-length k⋆ = 2k + 1
it follows as in [6] that the integral
∫
V ℓdνℓ⋆,K can be bounded above by∫
V ℓdνℓ⋆,K ≤
∫ ∣∣∣∣ 1kd⋆
∑
|x|≤k
g
(
ξ(x)
)− Φ(K
ℓd⋆
)∣∣∣∣dνℓ⋆,K + Cd kℓd−1ℓd⋆ ,
where Cd is a universal constant that depends only on the dimension d and on the local
jump rate function g. Therefore, if we set
S(m, k) := sup
ℓ≥m
K≤ℓd⋆C1
∫ ∣∣∣ 1
kd⋆
∑
|x|≤k
g
(
ξ(x)
) − Φ(K
ℓd⋆
)∣∣∣dνℓ⋆,K ,
it suffices to prove that S(m, k) tends to zero as m and then k tend to infinity. For each
fixed (m, k) ∈ N×N we can pick a sequence {(ℓm,kn ,Km,kn )}n∈N such that ℓm,kn ≥ m and
Km,kn ≤ (ℓm,kn )d⋆C1 for all n ∈ N, that achieves the supremum, i.e. such that
S(m, k) = lim
n→∞
∫ ∣∣∣ 1
kd⋆
∑
|x|≤k
g
(
ξ(x)
) − Φ( Km,kn
(ℓm,kn )d⋆
)∣∣∣dν(ℓm,kn )⋆,Km,kn .
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Since the sequence {ρm,kn }n∈N defined by ρm,kn := Km,kn /(ℓm,kn )d⋆ is contained in the
compact interval [0, C1], for each fixed (m, k) ∈ N×N we can pick a sequence {nj}j∈N =
{nm,kj } such that ρm,knj converges to some ρm,k ∈ [0, C1] as j → ∞. Then since g is
assumed bounded it follows by the equivalence of ensembles that
S(m, k) =
∫ ∣∣∣ 1
kd⋆
∑
|x|≤k
g
(
ξ(x)
) − Φ(ρm,k)∣∣∣dνk⋆ρm,k∧ρc .
Furthermore, for each fixed k ∈ N, the sequence {ρm,k ∧ ρc}m∈N is contained in [0, ρc]
and thus we can choose a sequence {mj}j∈N = {m(k)j } such that ρmj,k converges to
some ρk ∈ [0, ρc]. Then by the weak continuity of the grand canonical ensemble,
lim
m→∞
S(m, k) =
∫ ∣∣∣ 1
kd⋆
∑
|x|≤k
g
(
ξ(x)
)− Φ(ρk)∣∣∣dνk⋆ρk
for each fixed k ∈ N. Consequently, in order to complete the proof of the one block
estimate it suffices to prove that
lim
k→∞
∫ ∣∣∣ 1
kd⋆
∑
|x|≤k
g
(
ξ(x)
) − Φ(ρk)∣∣∣dν∞ρk = 0. (13)
Now, since the random variables g
(
η(x)
)
, x ∈ Zd, are uniformly bounded by ‖g‖u and
i.i.d. with respect to ν∞ρ for all ρ ∈ [0, ρc], the weak law of large numbers holds in L2(ν∞ρ )
uniformly over all parameters ρ ∈ [0, ρc], i.e.
lim
N→∞
sup
ρ∈[0,ρc]
∫ ∣∣∣∣ 1Nd ∑
x∈TdN
g
(
η(x)
) − Φ(ρ)∣∣∣∣2dν∞ρ = 0,
which since {ρk}k∈N ⊆ [0, ρc] proves (13) and completes the proof. 
Proof of theorem 3.2: The proof follows the one in chapter 6 of [6]. Let {µN0 ∈ PMdN}
be an initial entropy local equilibrium of profile ρ0 and let µ
N
t := µ
N
0 S
N
tN2 ∈ PMdN ,
t ≥ 0, denote the evolution of the initial distribution µN0 under the diffusively rescaled
transition semi-group of the ZRP. Since the initial profile is continuous and takes values
in (0, ρc) there exists ε > 0 such that ρ0(T
d) ⊆ (ε, ρc − ε). We fix such an ε ∈ (0, ρc/2).
We consider the case of finite critical density. For the case ρc = +∞ (for instance when
b ∈ (1, 2] in the Evans model) one simply needs to replace ρc − ε by 1ε .
We will first make sure that in the case of continuous sub-critical initial data the initial
value problem (9) with non-linearity Φ ∈ Cρc , ρc ∈ (0,∞] admits classical solutions.
This is done by using the sub-criticality of the initial data, the maximum principle and
the following lemma to avoid the degeneracy of Φ at ρc. The proof of this lemma is
straightforward and follows by induction.
Lemma 4.1 Let Φ : (0, b] −→ (0,∞), b ∈ (0,∞), be a strictly positive Ck function.
There exists then large enough M ≡M(k) ≥ 0 such that the function
Φ˜(ρ) =
{
Φ(ρ), 0 < ρ ≤ b
M
(k+1)! (ρ− b)k+1 +
∑k
m=0
Φ(m)(b)
m! (ρ− b)m, ρ ≥ b
is a strictly positive Ck extension Φ˜ : (0,∞) −→ (0,∞) of Φ.
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Proposition 4.1 Let Φ ∈ Cρc , ρc ∈ (0,∞] and let ρ0 : Td −→ [0, ρc) be a continuous
initial profile. There exists then a unique classical solution ρ ∈ C(R+×Td) of the initial
value problem (9). Furthermore, ρ is C∞ on (0,∞)×Td and if the initial profile is of
class C2+θ for some θ ∈ (0, 1], then ρ ∈ C1+θ,2+θ(R+ ×Td). Moreover,
max
u∈Td
ρt(u) ≤ max
u∈Td
ρ0(u) < ρc, (14)
for all t > 0. Finally, if ρ0 is not constant, then for all t > 0 we have that
min
u∈Td
ρt(u) > min
u∈Td
ρ0(u) ≥ 0. (15)
Proof Since ρ0 is continuous and takes values in the interval [0, ρc) it follows by the
compactness of Td that there exists ε > 0 such that maxu∈Td ρ0(u) < ρc − ε. Then,
since Φ′(0) ∧ Φ′(ρc − ε) > 0, for any fixed k ≥ 1 there exists by lemma 4.1 a strictly
positive (two-sided) Ck extension Ψ ≡ Ψk : R −→ R of Φ′|[0,ρc−ε]. Since M > 0
we have that lim|ρ|→∞Ψ(ρ) = +∞ and therefore c := infρ∈RΨ(ρ) > 0. We set
B := maxρ∈[0,ρc−ε]Ψ(ρ), we choose a smooth function χ : R+ −→ [0, B + 1] such
that χ(y) = y for 0 ≤ y ≤ B and χ(y) = B + 1 for y ≥ B + 1 and consider the function
Ψ˜ := χ ◦Ψ : R −→ (0,∞). Then its anti-derivative Φ˜(ρ) = ∫ ρ0 Ψ˜(r)dr, ρ ∈ R, is a Ck+1
extension of the restriction Φ|[0,ρc−ε] satisfying c ≤ Φ˜′(ρ) ≤ B + 1 for all ρ ∈ R. The
claim then follows by applying the results on uniformly parabolic equations obtained in
[7] (see also section 3.1.1 in [9]) to the initial value problem ∂tρ = ∆ΣΦ˜(ρ) with initial
condition ρ(0, ·) ≡ ρ0, for each k ≥ 1. 
For the rest of the proof we denote by ρ : R+ ×Td −→ (0, ρc) the classical solution
of the initial value problem (9) with ρ(0, ·) ≡ ρ0 ∈ C2+θ(Td; (0, ρc)), we fix a ∈ (0, ρc)
and denote by ψNt the Radon-Nikodym derivative of ν
N
ρt(·)
with respect to νNa , that is
ψNt :=
dνNρt(·)
dνNa
.
Setting HN (t) := H(µ
N
t |νNρt()) the relative entropy of µNt with respect to νNρt() we have
the following upper bound on the entropy production, proved in lemma 6.1.4 in [6]:
∂tHN (t) ≤
∫
1
ψNt
{
N2L∗Nψ
N
t − ∂tψNt
}
dµNt , (16)
for every t ≥ 0, where L∗N is the adjoint of LN in L2(νNa ). Denoting by
H(t) := lim sup
N→∞
1
Nd
HN (t), t ∈ R+, (17)
the limiting renormalised entropy, the main step in the application of the relative entropy
method is to use this upper bound on ∂tHN (t) to get an inequality of the form
H(t) ≤ H(0) +
∫ t
0
H(s)β(s)ds (18)
for a non-negative function β. Since H(0) = 0 by assumption, this implies by Gronwall’s
inequality that H(t) = 0 for all t ∈ R+ as required. Of course in order for Gronwall’s
inequality to be applicable, the function s 7→ H(s)β(s) must belong at least in L1loc(R+).
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Lemma 4.2 Let ρ : R+×Td −→ [0, ρc) be a continuous function such that the function
in (10a) is in L2loc(R+). If a sequence of initial distributions {µN0 } has relative entropy
of order o(Nd) with respect to νNρ0(·), then the upper entropy H belongs in L
2
loc(R+),
where
H(t) := sup
N∈N
1
Nd
H(µNt |νNρt(·)), t ∈ R+.
Proof By remark 6.1.2 of [6], the relative entropy inequality shows that {µN0 } satisfies
the O(Nd)-entropy assumption: C(a) = supN∈N
1
Nd
H(µNt |νNa ) < ∞ for all a ∈ (0, ρc).
Using the relative entropy inequality once again we prove that H ∈ L2loc(R+). Indeed,
given T > 0 we pick ε > 0 such that ρc − ε is an upper bound of the set ρ([0, T ]×Td)
and fix a ∈ (ρc − ε, ρc). By the relative entropy inequality and proposition A.1.9.1 of
[6], according to which the function t 7→ H(µNt |νNa ) is non-increasing,
HN (t) ≤
(
1 +
1
γ
)
H(µN0 |νNa ) +
1
γ
log
∫ ( dνNa
dνNρt(·)
)γ
dνNa (19)
for all t ≥ 0 and all γ > 0. By a standard computation,
log
∫ ( dνNa
dνNρt(·)
)γ
dνNa =
∑
x∈Td
N
{
γ log
Z
(
Φ(ρt(x/N)
)
)
Z(Φ(a))
+ Λa
(
γ log
Φ(a)
Φ(ρt(x/N))
)}
,
where Λρ is the logarithmic moment generating function one-site ZR distribution ν
1
ρ :
Λρ(r) := log
∫
erkdν1ρ(k) = log
Z(erΦ(ρ))
Z(Φ(ρ))
.
So if for each t > 0 we set
γ(t) :=
1
2
log ϕcΦ(a)
log Φ(a)Φ(mt)
,
then γ(t) log 1Φa(ρt(x/N)) ≤ 12 log
ϕc
Φ(a) for all (t, x) ∈ R+×TdN , and by (19) for all t ∈ [0, T ]
H(t) ≤ (1 + 1/γ(t))C(a) + logZa(ρc − ε) + (1/γ(t)) logZ(√ϕcΦ(a) ).
Since the function in (10a) is in L2loc(R+), the right hand side above is in L
2([0, T ]). 
The bound (16) on the entropy production can be estimated explicitly. As in [6] on
one hand
L∗Nψ
N
t
ψNt
=
∑
x,y∈TdN
[Φ(ρt(y/N))
Φ
(
ρt(x/N)
) − 1][g(η(x)) − Φ(ρt(x/N))]p(y − x), (20)
while on the other hand using the fact that ∂tρ = ∆ΣΦ(ρ) and equality (2), we get
∂tψ
N
t
ψNt
= ∂t(logψ
N
t ) =
∑
x∈TdN
∆Σ[Φ(ρt)]
Φ(ρt)
( x
N
)
Φ′
(
ρt
( x
N
))[
η(x) − ρt
( x
N
)]
, (21)
where an integration by parts shows that in (21) we can replace η(x) by ηℓ(x), ℓ ∈ Z+.
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Since Φ(ρt) is smooth and since the elementary step distribution p has mean zero,
we have by the second order Taylor expansion for C2+θ functions that∑
y∈Td
N
[
Φ
(
ρt
( y
N
))− Φ(ρt( x
N
))]
p(y − x) = 1
N2
∆Σ[Φ(ρt)]
( x
N
)
+Rt
( x
N
)
for all x ∈ TdN , where the remainder Rt satisfies ‖Rt‖∞ ≤ CN−(2+θ)
∥∥D2[Φ(ρt)]∥∥θ for
some constant C > 0 depending only on p ∈ PZd and the dimension d. Therefore we
can write (20) as
N2
L∗Nψ
N
t
ψNt
=
∑
x∈TdN
(∆Σ[Φ(ρt)]
Φ(ρt)
)( x
N
)[
g(η(x))− Φ(ρt(x/N))
]
+ rN (t)
where for the remainder term rN (t) we have
|rN (t)| ≤ C
Nθ
∑
x∈Td
N
‖D2[Φ(ρt)]‖θ
Φ(mt)
∣∣∣g(η(x))− Φ(ρt(x/N))∣∣∣ ≤ C¯Nd−θ ∥∥D2[Φ(ρt)]∥∥θ
Φ(mt)
,
with C¯ := C(‖g‖∞ + Φ(ρc − ε)). By this bound on the remainder and the L2loc(R+)-
integrability of the function defined in (10b) it follows that
∫ t
0
∫
rN (s)dµ
N
s ds = o(N
d)
for each t > 0.
Proposition 4.2 For all t > 0
HN (t) ≤ HN (0) +
∫ t
0
∫ ∑
x∈Td
N
∆Σ[Φ(ρs)]
Φ(ρs)
( x
N
)
M
(
ηℓ(x), ρs
( x
N
))
dµNs ds+ oℓ(N
d),
where M : R+ ×R+ −→ R is the function given by the formula
M(λ, ρ) = Φ(λ) − Φ(ρ)− Φ′(ρ)(λ − ρ)
and the term oℓ(N
d) satisfies oℓ(N
d)/Nd −→ 0 as N and then ℓ tend to infinity.
Proof Using the version of the one-block estimate proved in this article, the proof fol-
lows as in p. 122 of [6] by (16) and the calculations above on the terms (20) and (21).
To simplify the notation, we set Gt : T
d ×R+ −→ R, t ≥ 0, the function defined by
Gt(u, λ) =
∆Σ[Φ(ρt)]
Φ(ρt)
(u)M
(
λ, ρt(u)
)
. (22)
By the relative entropy inequality we get that∫ ∑
x∈TdN
Gs
( x
N
, ηℓ(x)
)
dµNs ≤
1
γs
HN (s) +
1
γs
log
∫
e
γs
∑
x∈Td
N
Gs(
x
N
,ηℓ(x))
dνNρs(·)
for any positive function (0,∞) ∋ s 7→ γs ∈ (0,∞) and each s > 0. We combine this
inequality with proposition 4.2, divide by Nd and take lim sup first as N →∞ and then
as ℓ→∞. Then if the function γ can be chosen so that β := 1/γ ∈ L2loc(R+), we can use
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lemma 4.2 to pass the lim sup as N →∞ inside the time integral of s 7→ HN (s)β(s)/Nd
to get Gronwall’s inequality (18) but with the term
lim sup
ℓ→∞
lim sup
N→∞
1
Nd
∫ t
0
1
γs
log
∫
e
γs
∑
x∈Td
N
Gs(
x
N
,ηℓ(x))
dνNρs(·)ds (23)
added to its right hand side.
So the rest of the proof is devoted to proving that the function β ≡ 1/γ ∈ L2loc(R+)
can be chosen so that for each time t > 0 the term in (23) is non-positive. We begin by
noting that the function G : R+×Td×R+ −→ R defined in (22) satisfies the inequality
supu∈Td |Gt(u, λ)| ≤ C · Ct · (1 + λ) for all t, λ > 0 (24)
where C =
{
Φ(ρc−ε)+maxr∈[0,ρc−ε] rΦ′(r)
}∨2‖g′‖∞ < +∞, Ct := ∥∥∆ΣΦ(ρt)/Φ(ρt)∥∥∞.
For eachK > 1 we denote by γK : (0,∞) −→ (0,∞) the function γKt := 1KCCt log
ϕc
Φ(ρc−ε)
.
Since the function in (10b) is in L2loc(R+), the function β
K := 1/γK belongs in L2loc(R+).
Using inequality (24) and the L2loc(R+)-integrability of β
K it is straightforward to check
that the family {hN,ℓK }(N,ℓ)∈N of the functions
hN,ℓK (t) =
1
γKt N
d
log
∫
e
γKt
∑
x∈Td
N
Gt(
x
N
,ηℓ(x))
dνNρt(·), t ≥ 0
is dominated by an L2loc(R+)-function for each K > 1. This permits to pass the superior
limits as N → ∞ and then ℓ → ∞ inside the time integral in (23) for each K > 1.
Consequently, in order to complete the proof it suffices to show that we can choose
K > 1 so that for each t > 0,
lim sup
ℓ→∞
lim sup
N→∞
1
Nd
log
∫
e
γKt
∑
x∈Td
N
Gt(
x
N
,ηℓ(x))
dνNρt(·) ≤ 0. (25)
This will follow from the estimate of the following lemma. Before we state this
lemma, we mention that by Cramer’s theorem, for each ρ ∈ [0, ρc) the family {η(x)}x∈Td
N
satisfies with respect to ν∞ρ the Large Deviations Principle (LDP) with speed N
d and
rate functional the Legendre transform
Λ∗ρ(λ) := sup
r∈R
{
λr − Λρ(r)
}
=
{
λ log Φ(λ∧ρc)Φ(ρ) − log Z(Φ(λ∧ρc))Z(Φ(ρ)) if λ ≥ 0
+∞ if λ < 0
Lemma 4.3 Let ρ : Td −→ (0, ρc − ε), ε ∈ (0, ρc), be a continuous profile and let
G : Td × R+ −→ R be a continuous function such that supu∈Td G(u, λ) ≤ C0 + C1λ
holds for some constants C0 ≥ 0 and C1 ∈ [0, 12 log ϕcΦ(ρc−ε) ). Then
lim sup
ℓ→∞
lim sup
N→∞
1
Nd
log
∫
e
∑
x∈Td
N
G( x
N
,ηℓ(x))
dνNρ(·) ≤
∫
T
d
sup
λ>0
{
G(u, λ)− 1
2
Λ∗ρ(u)(λ)
}
du.
Proof The proof is based on the LDP described above and the Laplace-Varadhan lemma.
It is given in lemma 6.1.8 of [6] in the case ρc = ∞. A careful inspection of the proof
there shows that it also applies to the case ρc <∞. 
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We recall that G : [0, T ]×Td ×R+ −→ R satisfies the bound (24). Therefore if we
choose K > 2 then the function γKt Gt satisfies the assumptions of lemma 4.3 for each
fixed t > 0, and so for each K > 2 the term in (25) is bounded above by∫
T
d
sup
λ>0
{
γKt Gt(u, λ)−
1
2
Λ∗ρt(u)(λ)
}
du.
To complete the application of the relative entropy method it remains to show that, by
enlarging K > 2 if necessary, this last term is non-positive for all t > 0. This follows by
the next lemma, which is a simple generalisation of lemma 6.1.10 in [6].
Lemma 4.4 For every ε > 0,
sup
(λ,ρ)∈(0,∞)×(0,ρc−ε]
|M(λ, ρ)|
Λ∗ρ(λ)
< +∞.
Proof We first choose δ ∈ (0, ε2 ). We decompose the set (0,∞) × (0, ρc − ε] in two
disjoint subsets (λ ∽ ρ and λ ≫ ρ) and prove the claim on each. We start with the
region λ ∽ ρ:
E1 :=
{
(λ, ρ) ∈ R+ × (0, ρc − ε]
∣∣ 0 < λ ≤ ρc − ε+ δ},
where we recall that if ρc = +∞, ρc − ε is to be interpreted as 1/ε. By the Taylor
expansion of Φ around the point ρ ∈ (0, ρc), we have M(λ, ρ) =
∫ λ
ρ Φ
′′(r)(λ − r)dr for
all λ, ρ ∈ (0, ρc). So since {λ|(λ, ρ) ∈ E1 for some ρ ∈ (0, ρc − ε]} ⊆ (0, ρc),
|M(λ, ρ)| ≤ A1
2
(λ− ρ)2 for all (λ, ρ) ∈ E1
where A1 := sup0≤r≤ρc−ε+δ |Φ′′(r)| < +∞. For the denominator we note that the rate
functional Λ∗ρ is C
1 on (0,∞) and C2 on (0, ρc) with
d
dλ
Λ∗ρ(λ) = log
Φ(λ ∧ ρc)
Φ(ρ)
, λ > 0,
d2
dλ2
Λ∗ρ(λ) =
Φ′(λ)
Φ(λ)
, λ ∈ (0, ρc).
Since Λ∗ρ and its derivative vanish at ρ, by the Taylor expansion of Λ
∗
ρ around ρ ∈ (0, ρc)
we have that Λ∗ρ(λ) =
∫ λ
ρ
(Λ∗ρ)
′′(r)(λ − r)dr for all λ ∈ (0, ρc) and therefore
Λ∗ρ(λ) ≥
B1
2
(λ− ρ)2 for all (λ, ρ) ∈ E1,
where B1 := inf0<r≤ρc−ε+δ(Λ
∗
ρ)
′′(r) > 0. Combining these estimates, we get the required
bound on the region E1.
We turn now to the set
E2 =
{
(λ, ρ) ∈ (0,∞)× (0, ρc − ε]
∣∣λ > ρc − ε+ δ}.
Note that for all (λ, ρ) ∈ E2 we have that λ > ρ+ δ. Recalling that Φ is Lipschitz with
Lipschitz constant ≤ ‖g′‖u, we get an upper bound for the numerator
|M(λ, ρ)| ≤ 2‖g′‖∞λ for all (λ, ρ) ∈ E2.
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Since Λ∗ρ is convex as the supremum of linear functions we also have
Λ∗ρ(λ) ≥ A2 +B2 · (λ− ρc − ε+ δ) for all (λ, ρ) ∈ E2,
where A2 = infρ∈(0,ρc−ε] Λ
∗
ρ(ρc − ε+ δ) > 0 and B2 = infρ∈(0,ρc−ε](Λ∗ρ)′(ρc − ε+ δ) > 0.
The last two displays together imply the required bound on the region E2. This com-
pletes the proof of the lemma and the application of the relative entropy method. 
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