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Abstract
We introduce an explorative tool for affect analysis from texts.
Rather than the full range of emotions, feelings, and sentiment, our
system is currently restricted to the positive or negative polarity of
phrases and sentences. It analyses the input texts with the aid
of a affect lexicon that specifies among others the prior polarity
(positive or negative) of words. A chunker is used to determine
phrases that are the basis for a compositional treatment of phrase-
level polarity assignment. In our current experiments we focus on
phrases that are targeted towards persons, be it the writer (I, my,
me, ..), the social group including the writer (we, our, ..) or the
reader (you, your, ..). We evaluate our system with standard data
(customer reviews). We also give initial results from a small corpus
of 35 texts taken from a panel group called ’I battle depression’.
1. Introduction
Affect analysis is a variant of sentiment analysis which
aims - among others - at identifying the positive and neg-
ative polarities of portions of a text – words, phrases and
sentences. However, rather than focussing on evaluations
of objects and situations (e.g. in product reviews or polit-
ical texts) like most sentiment detection systems do, affect
analysis focusses on more fundamental emotional states of
humans such as fear, anger, love, happiness, or - as in our
texts - emotions related to depression.
Despite these differences, both areas obey to the same
underlying linguistic regularities, namely that the polarity
of larger text units comprising two or more polarity tagged
words is compositional [6]. For example,
”This is an unrealistic hope”
is negative, since a negative adjective and a positive noun
yield a negative noun phrase. In principle, such an incre-
mental compositional interpretation might proceed up the
sentence level — negating, confirming and intensifying al-
ready computed phrase polarities. In the sentence:
”This is a rather unrealistic hope.”
the negative polarity is confirmed and intensified (’rather’),
whereas in the sentence
”This is not a totally unrealistic hope.”
the negative polarity is shifted trough negation to a positive
polarity, but the intensity of the positive polarity is dimin-
ished by the adverb ’totally’. Negation is the most com-
mon form of so-called polarity shifters. Another example is
’without’ - ’without hope’ is negative, but ’without fear’ is
positive.
In the simplest case, word polarities are provided by
a polarity lexicon. Commonly used lexicons are the sub-
jectivity lexicon from [10], the semi-automatically derived
SentiWordNet [3] or lexicons generated from the General
Inquirer lexicon [8].
Ambiguity turns out to be a problem: ’a cheap therapy’
might be regarded as positive if ’cheap’ means ’low price’
but negative if it means ’low quality’. However, we have
identified only few cases of ambiguity in our experiments.
Another problem is ’out of the blue’ non-neutral polarity.
That is, combinations of two or more neutral words might
yield a non-neutral polarity. For instance, the phrase ’long
waiting time (to see the doctor)’ is negative, although all
parts are neutral. No prior polarity lexicon can cope with
these cases. We have proposed a corpus-based approach to
solve these cases (cf. [4]).
Finally, figurative language (irony, sarcasm) might as
well occur in such texts. Consider the following example:
”I also am being charged 100 for missing a doc-
tor’s appt. What a way to make me feel better.”
The intended meaning of the second sentence clearly is not
positive, although the literal interpretation suggests this.
We introduce a system for affect analysis based on the
prior lexicon from [10] and the output of the TreeTagger
chunker [7]. It is shown that our cascaded, pattern-based
compositional polarity determination yields good empirical
1
performance on texts from a self-help group called ’I battle
depression’.
Our general goal is the recognition of human affect from
written text. We are interesting in the diagnosis of people’s
affective states with a high intensity such as rage, despair
or depression. Such a model could be used as part of an
alert system that gives suicide warnings or identifies po-
tential spree killers. Actually, persons running amok often
communicate their intentions in panel groups. An automatic
analysis of such texts might enable psychologists to detect
dangerous situations early enough to prevent them.
2. Resources and Tools
We have searched for texts where people are expressing
strong emotions. A website called “the experience project”1
has proved interesting for our purposes. On that website,
groups can be found to rather diverse topics such as ’I quit
smoking’, ’I love cats (music, books, lyrics)’, ’I want to
loose weight’ etc. For our experiments, we have taken 2290
texts from a panel group called ’I battle depression’”2.
Here, people explicitly describe their emotional states,
their feelings, their experiences, their hopes and fears and
even give each other advice how to overcome mental prob-
lems such as for instance social anxiety.
In a first step, we wanted to analyse the polarity of
phrases and sentences from these texts. In order to achieve
this, a polarity lexicon was necessary. We have experi-
mented with two lexicons: the subjectivity lexicon from
[10] and a lexicon generated from the category system of
the General Inquirer (GI)3, a system for content analysis4.
Since the results with the subjectivity lexicon have been su-
perior, we ceased to work with our version of the GI lexicon.
The subjectivity lexicon [10] is a resource compiled from
various other resources - including the GI. This was done
mainly manually, but in part also automatically. The lexicon
comprises about 8,000 polarity tagged words (adjectives,
verbs, nouns, adverbs), where each word either is positive,
negative or objective. A non-objective word also might be
weak or strong subjective (we have not used this informa-
tion).
The GI [8] has a rather sophisticated, in part redundant,
category system. For example, the verb ’suffer’ is not only
negative, but also (among others) in classes ’pain’ (words
indicating suffering), ’weak’ (words implying weakness)
and ’iav’ (interpretative explanation of an action). We are
currently investigating the usefulness of these classes for
more sophisticated affect analysis. The output of GI is a
kind of affective text summarisation, where the GI classes
1Their slogan is: ”Share your experiences anonymously. Meet new
friends who understand you”.
2http://www.experienceproject.com/group stories.php?g=109
3http://www.wjh.harvard.edu/ inquirer/
4For a demo, see: http://www.webuse.umd.edu:9090/
tag N % words
Neg 1 16.67 ROTTEN=1
Vice 1 16.67 ROTTEN=1
Actv 1 16.67 HAVE#1=1
Undrst 1 16.67 PRETTY#1=1
Time* 1 16.67 CHILDHOOD=1
Quan 1 16.67 PRETTY#1=1
Rel 1 16.67 HAVE#1=1
Natpro 1 16.67 ROTTEN=1
PRON 1 16.67 I=1
Self 1 16.67 I=1
SV 1 16.67 HAVE#1=1
Figure 1. Output of GI: Text Statistics
are listed together with the words and the percentage of use.
Fig. 1 gives the analysis of ”I had a pretty rotten childhood”.
3. Visualisation Tool
In the last section, we have introduced the output format
of the GI. Although it provides basic information related to
the affective state of the writer, one could certainly profit
from a higher-level analysis of such texts.
We have implemented an experimental exploration tool
(cf. [5]) for phrase- and sentence-level polarity detection
and annotation5. Fig. 2 (next page) shows the output for
the texts from the depression group. On the left-hand side
the list of texts is provided. An alternative mode allows the
user to select directly among the target objects (discussed
below). Each text has thematically ordered targets with it,
here the so-called I-targets. Since we are mainly interesting
in the self evaluation of the author of the text, the first per-
son personal pronouns (I, my, mine, ..) have been chosen to
be targets, where a target simply is the object being evalu-
ated. We have also added personal pronouns that are used
to address the reader (e.g. you) and group that includes the
writer (we, our, ..). Sometimes also the reader as a ’fellow
sufferer’ is included.
With a click on I-targets in the target window (left-hand
side window), the positive, negative and unevaluated targets
get accessible (same window). A click on a polarity value
(e.g. ’positive’) and all phrases evaluating the target in the
selected way and their frequency appear on the right upper
window (the phrase polarity window). A click on a phrase
(e.g. ’you will fell great’) displays the textual context in
the right bottom window (context window) highlighting all
phrases interpreted by the tool in different colours.
Fig. 3 shows an alternative output mode. Here, a target
centred exploration is possible. To illustrate this, we have
chosen the 50 most frequent nouns from the 2290 texts to
be target objects (target window). For instance, the target
5For a demo version of our system: www.cl.uzh.ch/kitt/polart
Figure 2. Exploration Tool
’pain’ was found 12 times. It has a prior negative polarity,
hence the phrase e.g. ’the pain’ is classified as negative
(phrase polarity window). No word combination was found
where the prior polarity of ’pain’ was shifted to a positive
phrase-level polarity (e.g. ’relief of pain’). Note that in this
mode the text in the context window (right bottom window)
does not contain all phrases displayed in the phrase polarity
window, quite contrary, the activation of a phrase normally
brings up a new text. In this mode the distribution and usage
of a single word can be traced over the texts.
Our exploration tool allows the user to quickly get an
overview how targets of interest are evaluated in texts and
which text passages are most important.
4. The Composition of Polarity
The predominant approach in the area of sentiment de-
tection can be characterised as ’machine learning on top of
a bag of word representation of the input data’. There are
very few notable exceptions, namely [6] and lately, [1] (see
section related work).
The bag of words approach ignores the fact that senti-
ment interpretation is compositional. To a certain extent, a
machine learning algorithm is able to approximate compo-
sition, e.g. the effect of negation (’I don’t like ..’). However,
sentiment composition seems to be a phenomenon that can
be fixed with straightforward composition rules. The ques-
tion arises whether they need to be learned, at all.
Fig. 4 gives the regularities for NP level composition,
where an adjective is combined with a noun. The sentiment
orientation of the words comes from a pre-compiled polar-
ity lexicon. So for example, the positive adjective ’perfect’
ADJ NOUN → NP Example
NEG POS → NEG disappointed hope
NEG NEG → NEG a horrible lyer
POS POS → POS a good friend
POS NEG → NEG a perfect misery
POS NEU → POS a perfect meal
NEG NEU → NEG a horrible meal
Figure 4. NP composition
combined with the negative noun ’misery’ yields a negative
noun phrase.
Adverbs act as intensifiers, that is, they leave the orienta-
tion, but alter the strength. So a ’very good friend’ is more
than just a ’good friend’ etc.
NP Prep NP → PP
POS to NEG → POS solution to my problem
POS for POS → POS hope for relief
NEG of NEG → NEG pain of disappointment
NEG of POS → NEG lost of hope
Figure 5. ’NP PP’ composition
Fig. 5 shows some regularities holding on the ’NP PP’
level. With PPs, the effect also depends on the preposition.
Verbs might as well bear a polarity orientation. The Verb
’love’ is positive, ’hate’ is negative. ’To enjoy’, ’to like’,
but also ’to detest’, ’to dislike’ etc. are all verbs with a
clear polarity. The question is, how the combination with
their direct objects must be interpreted in terms of compo-
sitionality. Is the verbal phrase from the sentence ’He loves
Figure 3. Exploration Tool
nasty films’ positive or negative, given that ’nasty films’ is
negative. Accordingly, is ’He hates good books’ positive or
negative?
If the mental state of the subject is in question, then the
verb overwrites the NP polarity, i.e. the VP with love is
positive independent from the polarity of the direct object
(accordingly for ’hate’). If however, the character (in the
sense of morality) of the subject is in question, than the VP
with love is negative. To love negative things is negative6.
If one adopts the perspective of the agent, verbs like fail,
manage etc. also have a positive (manage) or negative (fail)
polarity. ’Fail to make someone angry’ then is negative and
’Manage to make someone angry’ is positive (since the ac-
tor has achieved his goal).
However, changing the perspective to a more objective
point of view, some verbs become polarity shifters. A po-
larity shifter inverts the polarity of the embedded phrase.
’Fail to make someone angry’ then is positive: a negative
verb is inverted.
Other polarity shifters are adverbs such as hardly (’this
is hardly true’) and negation (’I don’t like action films’).
We have implemented our sentiment composition as a
cascade of transducers operating on the prior polarities of
the subjectivity lexicon, the output of the TreeTagger chun-
ker [7] and manually written pattern-matching rules.
5. Cascaded Sentiment Composition
We believe that the more or less simple and straight-
forward regularities of sentiment composition are domain-
6How to evaluate the following sentence from the group ’I Quit Smok-
ing’: I like smoking?
independent (but see section 7), although the polarity lexi-
con is - at least in part - domain-specific. As a consequence,
we propose an engineering approach to sentiment composi-
tion. A small number of manually designed composition
rules will do the job. No training corpus is necessary, a
switch to a new domain only requires the adaptation of the
lexicon. We discuss problems with the determination of the
polarity of words in section 7.
Input to our sentiment composer is a chunked text. We
use the treetagger chunker [7] which is currently available
for three languages (English, French, German)
Since the input data are noisy, an approach based on reg-
ular expression seemed reasonable. We have designed our
own pattern-matching language in order to facilitate the rule
engineering process. Traditionally, compositionality (e.g.
in compositional semantics) is treated by functional appli-
cation (lambda reduction). However, since we are working
with a flat structure, the chunked texts, we prefer a cascaded
evaluation were simpler rules (e.g. NP rules) are applied
first, followed by PP rules, verb rules and negation.
Given for instance the sentence ’He doesn’t fail to verify
his excellent idea’, the cascade is (indices indicate succes-
sion,→ means ’rewrite’, the polarity of lexical items is in-
dicated by the superscript: ’+’ means positive, ’*’ indicates
a polarity shifter, idea is neutral):
his excellent+ idea → POS1
to verify+ POS1 → POS2
fail∗ POS2 → NEG3
doesn’t∗ NEG3 → POS4
The result is a positive polarity at the sentence level.
We have designed a simple rule language to facilitate the
customisation of rules for sentiment composition. Consider
these three slightly simplified examples:
advc_pol=SHIFT;vc_pol=NEG-->POS % not regret
?nc_no=dt,pol=NEG-->POS % no problem
?nc_no=dt,pol=POS-->NEG % no help
Rule 1 captures the case where an adverbial chunk (advc)
with a polarity shifter (e.g. not) is immediately followed by
a verb chunk (vc) with a negative polarity (which has been
derived by the application of another rule, or which is sim-
ply given by the prior polarity of the verb). The result is a
larger chunk with a positive polarity. Rule 2 and 3 are com-
plementary, they capture noun chunks (nc) where a negation
(here ’ no’) precedes a negative or positive word. Again, the
polarity is inverted in these cases. Similar rules are designed
to determine the polarity of such examples like ’I don’t have
any complaints’ or ’I can’t say I like it’. Of course, the flat
output structure of a chunker poses clear limitations on the
expressive capacity of such rules. We have written about 70
such pattern-matching rules.
Another part of our system is polarity strength. Each
word has a polarity strength that ranges from 0 to 1. A word
with positive polarity and strength 1 is strongly positive,
and a negative word with strength 1 is strongly negative.
Intensifiers have no polarity but a strength value. Polarity
strength adds up while rules are applied, except for intensi-
fiers which are multiplied with word or phrase strength.
For example, ’good friend’ yields a positive NP polarity,
the polarity strength is the sum of the polarities of ’good’
and ’friend’ (currently 1 respectively). Intensifiers dupli-
cate the polarity without altering it. So ’a very good friend’
has a polarity strength of 4. Shifters such as ’not’ invert the
polarity without altering the strength. In order to determine
sentence-level polarity(e.g. in sentences with more than one
target) all phrase-level polarities are added up and the polar-
ity class with the highest strength is chosen (e.g. a sentence
has positive polarity, if the sum of positive strength is higher
than the sum of negative strength).
6. Empirical Evaluation
We have evaluated our system in two domains: customer
reviews as described in [2] and texts from the depression
group of the experience project. Note that we have used the
same set of composition rules and even the same lexicon.
The only difference concern the selection of targets. In the
customer review data the targets are already identified in the
gold standard, while in the depression group texts we set as
targets all personal pronouns (first person singular, second
person singular and first person plural).
6.1. Customer Reviews
[2] have manually annotated a number of texts from
Amazon7. They have identified the targets of the domain
(e.g. ’installation software’, ’camera’, ’picture quality’) and
have numerically qualified their polarity strength (-3 to +3).
Here are two examples taken from the dataset:
color screen[+2]##it has a nice color screen.
phone[+2],warranty[-2]##this is a very nice
phone , but there is no warranty on it.
In order to generate a gold standard from that data, we
have selected those sentences (1511) that contain at least
one evaluated target. Gold standard sentence polarity is de-
rived by adding up the polarity strength of all targets of
the sentence. If the sum is > 0 then sentence polarity
is positive, a zero yields a neutral polarity8 and a sum of
< 0 is negative. For example: ’phone book[+2] speaker-
phone[+2]’ indicates a positive sentence polarity.
The results are: the accuracy of the polarity classification
at the sentence-level in our experiments is 72.46%. Without
any rule application, i.e. by just taking the majority class
from the sum of the word-level polarities (as a baseline),
accuracy is 68.03%. The effect of our compositional com-
ponent thus amounts to 4.5 %. Unfortunately we can not
compare our result with the result of [2], since these authors
have only evaluated their f eature extraction component.
Sentence polarity might be regarded as an artificial no-
tion, since normally the targets appearing in a sentence are
getting evaluated. Only in simple cases (sentence with one
target) are both viewpoints identical. It is the target-level
polarity that is relevant for applications (i.e. which prod-
uct feature is evaluated ’good’, ’poor’ etc.). The accuracy
of the polarity classification of the targets is 87.72%. That
is: given an evaluated target, our system assigns it the right
polarity (orientation) in about 9 out of 10 cases. However,
60% of the targets do not receive an evaluation. The prob-
lem here is – among others – that the gold standard data is
not very reliable, as some randomly chosen examples sug-
gest. Consider the sentence ’many of our disney movies do
not play on this dvd player’. The authors have identified
’disney movie’ as a target with a negative evaluation. Nei-
ther is true: it is not a target, but if so, it was not negatively
evaluated.
As a prior lexicon we have used (in both scenarios) the
subjectivity lexicon from [10]. We have added ’not’ as a
polarity shifter. We have also added polarity strengths, but
we did it uniformly (strength of 1). Only selected words are
given a fine-grained polarity strength - in order to carry out
some experiments.
7Available at www.cs.uic.edu/˜liub/FBS/sentiment-analysis.html.
8Actually, ’ambivalent’ might be a better term to characterise these po-
larity constellations.
6.2. Depression Group
We have randomly chosen 35 texts from the depression
group. Then we have manually evaluated every phrase con-
taining a target (henceforth target phrase) that our system
has classified either as positive or negative. We have not
evaluated those target phrases that the systems has not clas-
sified as positive or negative, i.e. those that are implicitly
classified as neutral. That is, we can’t give numbers for re-
call and f-measure. We deliberately have not evaluated neu-
tral classifications in the current evaluations since missing
positive or negative evaluations mostly stem from lexicon
gaps, i.e. words that have no polarity according to the sub-
jectivity lexicon but would have a polarity given a perfect
lexicon. This is a separate problem.
Note: there is no baseline in this preliminary experiment.
The precision of positive classifications is 80.5 %, those of
negative classifications 92.2 %.
7. Open Problems with Polarity Determination
There are remaining problems with polarity determina-
tion to be dealt with in subsequent work:
• composition principles are debatable (or application
dependent): ’a perfect+ spy−’ - positive or negative?
• composition principles are not deterministic: if ’a
perfect+ spy−’ is positive why then is ’a perfect+
hassle−’ in any case negative?
• words without a prior polarity combine to a non-
neutral phrase polarity: ’a cold answer’ is negative al-
though both words are neutral.
• implicit attitudes: ’I was happy that my stepfather dis-
appeared’. The negative attitude towards the stepfather
is only implicitly given.
8. Related Work
Only a limited number of approaches in the field of sen-
timent analysis copes with the problem of sentiment com-
position.
The first, fully compositional account to sentence-level
sentiment interpretation on the basis of a manually writ-
ten grammar is presented in [6]. Since based on a norma-
tive grammar, their approach is brittle, while our pattern-
matching approach operates well in the presence of noise.
More recently, [1] have introduced a machine learning
approach to sentiment composition, but they also have ex-
perimented with a pattern-matching approach. Their empir-
ical results are based on the MPQA corpus [10]. In the near
future, we shall also experiment with the MPQA corpus to
enable a direct comparison.
WordNet-Affect [9] might become an interesting re-
source for our further work. It links affective words to affec-
tive concepts such a anger, feeling, trait, attitude, emotion
etc. This could enable our system to map polarity tagged
propositions to more concrete affective mental states.
9. Conclusion and Future Work
We have demonstrated that robust sentiment composition
with a cascade of polarity rewrite operations and based on
a moderate sized polarity lexicon is feasible and successful.
Our 70 pattern-matching rules are domain-independent, as
we have shown in our evaluations on customer reviews and
texts from a panel copying with depression - still, domain-
specific tuning is possible.
Polarity is but one aspect of human affect. We plan to
augment the scope of our work to a system doing affect
classification on the clause-level by assigning affective con-
cepts from WordNet-Affect (or another scheme) as classes
instead of polarities only.
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