Abstract-The so-called filler or garbage Hidden Markov Models (HMM) are among the most widely used models for lexicon-free, query by string key word spotting in the fields of speech recognition and (lately) handwritten text recognition. An important drawback of this approach is the large computational cost of the keyword-specific HMM Viterbi decoding process needed to obtain the confidence scores of each word to be spotted. This paper presents a novel way to compute such confidence scores, directly from character lattices produced during a single Viterbi decoding process using only the "filler" model (i.e. no explicit keyword-specific decoding is needed). Experiments show that, as compared with the classical HMMfiller approach, the proposed method obtains essentially the same spotting results, while requiring between one and two orders of magnitude less query computing time.
I. INTRODUCTION
The idea of using word-specific and filler or "garbage" models was proposed long time ago for key word spotting (KWS) in the field of automatic speech recognition and it has been in use for many years in that field -see for example [1] , [2] . More recently, the same basic idea has also been used for KWS in handwriting images [3] , [4] . In this approach, character hidden Markov models (HMMs) are employed to build both the filler model and a word-specific model for each query word. This idea is often referred to as "HMMFiller". One of its attractive features is that it is "lexiconfree"; that is, it does not need any predefined lexicon or set of candidate query words. In this paper we follow the work presented in [3] , where HMM-Filler is used for line-oriented KWS. In this setting, whole text line images, without any kind of segmentation into words or characters, are analyzed to determine the degree of confidence that a given keyword appears in the image.
HMM-Filler is often proposed as a KWS method for keyword searching "on-the-fly". However, the very large computing time of word-specific Viterbi decoding, for all the line images and all the query words to be spotted, renders this idea unfeasible in practice, even for small collections of handwritten document images. Nevertheless, if large "offline" computing cost can be afforded, HMM-Filler scores can still be used for indexing purposes,
In this paper we propose an alternative approach where confidence scores are directly computed from character lattices (CLs, better-known as character-or word-graphs) which are obtained as a byproduct of a single Viterbi decoding of the text line images using only the filler HMM. Since no explicit word-specific Viterbi decoding is needed, most of the computational burden entailed by classical HMM-Filler is avoided. We show that the new approach produces spotting results which are essentially the same as those obtained with classical HMM-Filler, but at a much lower computing cost.
The rest of the paper is organized as follows. The next section quickly overviews basic concepts of HMM-based handwritten text recognition and generation of CLs. Section III introduces the classical HMM-Filler technique. Section IV presents the proposed approach. Evaluation measures, corpora, experimental set-up and results are presented/reported in section V. Finally, section VI summarizes the work presented and draws conclusions.
II. HMM-BASED HANDWRITING RECOGNITION
Both the classical HMM-Filler and the approach here proposed rely on segmentation-free, HMM character recognition. Recognizers of this kind accept a given handwritten text line image, represented as a sequence of D-dimensional feature vectors x = x 1 , x 2 , . . . , x n , x i ∈ D as input and find a most likely character sequence, c = c 1 c 2 . . . c L :
The score associated withĉ (so called, "Viterbi score") is:
The conditional density p(x | c) is approximated by previously trained morphological character HMMs, while the prior P (c) is given by a character-level "language" model. Eq. (1-2) are commonly solved by means of Viterbi decoding [5] . As a byproduct, a huge set of most likely recognized character sequences can be obtained and represented in the form of a character-lattice (CL). This kind of lattices are better known in the literature as "word-graphs" [6] .
III. CLASSICAL HMM-FILLER
In this approach, as presented in [3] , character HMMs are used to build both a "filler" model, F , and a keywordspecific model, K v , for each individual keyword v to be spotted. F is built by arranging all the trained character HMMs in parallel (with equiprobable priors, P (c) in Eq. (1-2)) with a loop-back. This model accounts for any unrestricted sequence of characters (see Fig. 1-a) . On the other hand, K v is constructed to model the exact character sequence of v, surrounded by the space character and the same unrestricted character sequences modeled by F (see Fig. 1-b) .
In a preprocessing phase, F can be used once for all to compute the Viterbi decoding score s f (x) (Eq. (2)) for each line image x. Similarly, in the searching phase, for each keyword v to be spotted and for each line image x, the Viterbi score s v (x) is computed using the keyword-specific model K v . A spotting score S(v, x) is then defined as:
where L v is the length of v in number of frames between the word detected borders. If v is actually in the line image x, a matching is expected with high (negative) values of S(v, x), upper bounded by S(v, x) = 0. The computational complexity of the Viterbi decoding with both the filler and the keyword specific HMMs is O(γ · n), where n is the length of x and γ depends on the total number of HMM states and on the square of the number of character models in F [5] . Therefore, the total cost of the preprocessing phase is O(γ·n·N ), where N is the number of line images in the collection. In the search phase, the asymptotic complexity of each query is also O(γ ·n·N ), leading to a total cost in O(γ · n · N · M ), where M is the number of spotted keywords.
IV. PROPOSED HMM-FILLER APPROACH
We outline here basic character-lattice (CL) concepts and present the proposed CL-Based KWS HMM-Filler approach.
A. Character-Lattice Basics
A CL of a vector sequence x is a weighted directed acyclic graph with a finite set of nodes Q, including an initial node q I ∈ Q and a set of final nodes F ⊆ (Q − q I ). Each node q is associated with a horizontal position of x, given by t(q) ∈ [0, n], where n is the length of x. For an edge (q , q) ∈ E (q = q, q ∈ F, q = q I ), c = ω(q , q) is its associated character and s(q , q) is its score, corresponding to the HMM likelihood that the character ω(q , q) appears between frames t(q ) + 1 and t(q), computed during the Viterbi decoding of x. For an illustrative example of CL, see fig. 2 .
A complete path of a CL is a sequence of edges
A complete path corresponds to a whole line decoding hypothesis and its score is the product of the scores of all its edges:
The Viterbi score of x, S(x), is the maximum of the scores of all complete CL paths. It can be easily and efficiently computed by Dynamic Programming. For our purposes in this paper, we will obtain S(x), by previously obtaining forward (Ψ) or backward (Φ) partial path scores, also very efficiently computed by Dynamic Programming:
where: Ψ(q) = max
with Ψ(q I ) = 1, and Φ(q ) = 1 ∀q ∈ F .
These equations are similar to those used in the standard backward-forward computations in word-graphs (see [6] ). Figure 2 . A small, partial example of CL for a handwritten word image. Two edge sequences: (q 1 , q 2 ), . . . , (q 4 , q 5 ) and (q 1 , q 2 ), . . . , (q 7 , q 8 ) (in dashed lines) correspond to the character sequence: "bore".
B. CL-based KWS Score for Character Sequences
Let a sub-path e of a CL be defined as a sequence of connected edges) of the form (see examples in
The maximum score of a complete path P which contains a subpath e is denoted as ϕ(e, x). It can be efficiently computed using the backward and forward partial scores of Eq. (4-5):
where e ∈ P means that e is a sub-path of P. Given a character sequence c, let S (c, x) be the maximum score of a complete path containing a sub-path e associated with c:
where Ω(e) is the character sequence c ≡ c 1 , c 2 , . . . , c L associated with e; that is, e = (
Eq. (6-7) can be easily computed as shown in. Alg. 1.
Assuming the CL is complete, if c is the character sequence of a word v to be spotted (including blank spaces) it can be readily seen that S(x) = s f (x) and S (c, x) = s v (x) (c.f. Eq. (3)). Therefore,
where length normalization is now L c = t(q L ) − t(q 1 ). 
C. Computational Complexity
The preprocessing cost is that of generating the CLs for the N text line images and computing the corresponding forward-backward scores. The cost of producing the CLs is O(Γ · n · N ), where n is the average line image length and Γ is a (generally large) constant which depends on the size of the CLs. On the other hand, forward-backward computing time is negligible with respect to that of CL generation [7] . In the search phase, according to Alg. 1, the worst-case cost of computing
, where m is the number of edges of the CL of x, L is the number of characters of c and B is the maximum CL branching factor (≈ 30 for the CLs of Table III) .
Finally, the cost of spotting M keywords in collection of N text line images is: O(γ · N · M ). The relative improvement with respect to the classical HMM-filler method depends on how γ · n compares with γ . Real computing times of the proposed and the classical HMM-filler approaches, will be reported later in Table V. V. EXPERIMENTS To compare effectiveness and efficiency of the proposed and the classical HMM-Filler KWS approaches, several experiments were carried out. Evaluation measures, corpora, experimental setup and the results are presented next.
A. Evaluation Measures
The standard recall and interpolated precision measures [8] are used here. Interpolated precision is widely used in the literature to avoid cases in which plain precision can be ill-defined. In addition, we employ another popular scalar KWS assessment measure called average precision (AP) [9] which, actually, is the area under the Recall-Precision curve.
On the other hand, computing times are reported in terms of total elapsed times needed using a dedicated single core of a 64-bit Intel Core Quad computer running at 2.83GHz.
B. Corpora
Experiments were carried out with two different corpora: "Cristo-Salvador" (CS) and IAMDB. CS is a XIX century Spanish manuscript, composed of 50 color images of relevant text pages, written by a single writer. Line images were extracted from the original page images in previous works [10] . The CS corpus and directions for its use in HTR experiments, is publicly available for research purposes from https://prhlt.iti.upv.es/page/data .
The first 29 pages (675 lines) are used for training and the test set encompasses the remaining 21 pages (497 lines). These and other details are shown in Table I , where wordlevel statistics were computed ignoring case. 
C. Sets of Keywords to be Spotted
In this work the same sets of query words defined and used in [7] and [12] are adopted. The main criterion in both cases was to consider as keywords all (or most of) the words of the training partitions. In the case of CS, all the punctuation marks were filtered out, both from the training vocabulary and from the reference ground-truth (GT) of the test partition [7] . A similar process was applied in the case of IAMDB where, in addition, all the stop words in the training vocabulary were discarded [12] .
The resulting CS query set consists of M = 2 236 words, including numeric expressions and a few symbols. It is worth mentioning that, from these keywords, only 620 actually appear in the test line GTs. We say that these query words are "pertinent", whereas the remaining 1 616 words are "not pertinent". Clearly, spotting non-pertinent words is also challenging, since the system may erroneously find other similar words, thereby leading to important precision degradations. On the other hand, many of the pertinent keywords appear more than once in the GT of the test partition. Concretely, there are 3 291 pertinent keyword occurrences, representing around 85% of the total number of running words in the GT of the test images. Each of the 2 236 keywords is to be tested against all the N = 497 test lines. So the total number of query-line events is N ·M = 1 111 292, from which only 3 005 are pertinent and relevant. All this information is summed up in Table III along with the same information corresponding to IAMDB. 
D. Experimental Set-up
CS and IAMDB character HMMs were trained from the corresponding training partitions. In general, a left-to-right HMM was trained for each of the elements appearing in the training text images, such as lowercase and uppercase letters, symbols, blank spaces, etc. However, specific details of the image preprocessing and HMM training setup usually adopted for CS and IAMDB are fairly different. In particular, different line image preprocessing, writing style attribute normalization and feature extraction are usually adopted for each corpus. In addition, a caseless HMM topology was utilized for CS; that is, each character HMM models, "in parallel", both lower-and upper-case letters.
See [7] , [3] for details about the meta-parameters of lineimage preprocessing, feature extraction and HMMs (which were optimized through cross-validation on the training data for CS and on the validation data for IAMDB).
In the preprocessing phase of the proposed CL approach, the CL of each line image of the test partition was obtained, using only the "filler" model (see Fig. 1-a) . Table IV shows some statistics of the resulting CLs, which were generated using the HTK toolkit [13] setting the maximum input branching factor to 30. Then, the corresponding forwardbackward scores were computed according to Eq. (4-5). In the query phase, the character sequence scores, S (c, x), were computed for each keyword, v = c, and line image, x, according to Alg. 1. Finally, the KWS scores S(c, x) were determined for all the keywords, according to Eq. (8). The experimental setup for HMM-Filler approach was the usual one [3] . In the preprocessing phase the filler model scores s f (x) for all the test line images x were computed. Then in the query phase, for each keyword v to be spotted a keyword-specific model was assembled and the corresponding decoding score s v (x) was obtained for each line image x. Finally the KWS scores were computed according to Eq. (3). HTK was also used for HMM decoding.
E. Results
Experiments were carried out with the CS and IAMDB corpora using both the classical HMM-Filler and the CLbased approaches here proposed. Since, for each corpus, both approaches share identical text-line image processing and character HMMs, precision-recall performance results should be identical for both approaches, according to Eq. (8). However, since CL-based KWS (necessarily) relies on incomplete (pruned) CLs, some degradation is actually expected. On the other hand, according to the Sec. III and IV-C, much lower keyword search computing time is expected for the proposed CL-based approach.
Recall precision curves for both corpora and both approaches are shown in Fig. 3 , while Table V shows the corresponding Average Precision (AP) figures. This table also contains the relevant computing times, split into preprocessing and search (query) times, the latter given in average minutes required for each single keyword search. The table also shows total time (in days) needed to fully index each corpus with the corresponding selected keywords (2 336 for CS and 3 421 for IAMDB -c.f. Sec. V-C).
As expected, a large gain in efficiency is observed for the proposed CL-based HMM-filler method with respect to the classical approach. The average query response time is reduced by a factor of 43 for CS and by a factor of 76 for IAMDB. The corresponding overall time needed for fully indexing all the selected keywords is affordable using the proposed CL-based KWS method, while it becomes clearly prohibitive for the classical HMM-Filler approach. These great speedups are achieved without any significant loss in effectiveness, as supported by the overall AP figures of Table V and by the detailed recall-precision graphs of Fig. 3 . VI. REMARKS AND CONCLUSIONS A fast method has been presented in this paper to compute the word confidence scores needed for HMM-Filler KWS. The proposed method employs character-lattices generated as a byproduct of text line image Viterbi decoding, using a filler model. From the results we conclude that the new method porvides almost identical results as classical HMMFiller KWS, while dramatically reducing computing costs.
In all the experiments of this paper, full Viterbi decoding has been carried out. At the expense of very small accuracy degradations, processing times for both methods can be easily reduced (perhaps by one order of magnitude) by using beam-search pruning techniques. Additionally, the CL-based approach has still much room for further speedups simply by using smaller CLs. Informal tests suggest that, in this way, CL-based KWS can become about one order of magnitude faster without significant additional accuracy degradations.
On the other hand, small accuracy degradations can be more than compensated by taking into account contextual information in the filler model, for instance using character N-Grams. Clearly, this will result in significantly larger filler models which will make the computing time of the classical HMM-Filler approach much more prohibitive. In contrast, using these larger models no significant computing time increase is expected for the proposed CL-based approach.
