The effective model resolution of three numerical weather prediction (NWP) models is determined from analyses of spatial structure functions and spatial spectra. In this paper, the effective resolution is defined as the dimensions of the rectangular spatial filter that describes the net effect of all of the NWP model's numerical filtering and smoothing effects. These effects are determined by comparison of spatial statistics of the NWP model output with statistical climatologies derived from aircraft data for the upper troposphere and lower stratosphere. The comparisons are based on both spatial structure functions and spatial spectra. The structure function approach has fewer assumptions and fewer numerical artifacts. Accurate estimates of NWP effective model resolution require a robust climatology of the spatial statistics, which are a function of latitude and location, such as over mountainous regions. An artifact in the climatology of the velocity statistics resulting from mountain waves is identified from NWP model output and corroborated with research aircraft data, which has not been previously observed in global statistical climatologies.
Introduction
Numerical weather prediction (NWP) models represent the current and future state of the atmosphere either by values of the relevant variables at discrete grid points (finite-difference models) or by a set of spherical harmonics (spectral models). The best representation of the current state of the atmosphere (initial state or analysis) is produced by a data assimilation of available observations. An NWP forecast is produced by approximate solutions of the governing primitive equations using various numerical methods (e.g., Pielke 2002; Kalnay 2003) . However, all NWP models are characterized by unphysical underrepresentation of the energy contained in the smallest scales resolvable by the model. This underrepresentation of the smaller scales is due to the following two sources (e.g., Ferziger and Perić 2002) : truncation error (i.e., errors resulting from the discrete representation of continuous processes) and error introduced by explicit and implicit model smoothing and filtering. Here we characterize the net effect on the smaller scales of all of these numerical processes by what we call an NWP model's "effective spatial filter." To simplify the analysis, we assume that the effective spatial filter is universal, that is, that the functional form of the filter is independent of horizontal location in the NWP grid for a given model and altitude region (Daley 1993; Pielke 2002; Frehlich and Sharman 2004 ). An important question for NWP model development is the trade-off between model grid resolution and the cost of higher-order numerical schemes and model parameterizations. However, rigorous evaluation of competing models and model numerics should be performed as a function of the NWP effective model resolution, not the grid spacing.
Knowledge of the NWP model's effective spatial filter is important for defining model error (Frehlich 2001) and for deriving optimal data assimilation algorithms (Frehlich 2006) . A rigorous definition of obser-vation and forecast errors is possible if the NWP model has a known effective spatial filter that defines a perfect observation or "truth." Here, we define truth as the spatial average of the continuous atmospheric fields centered on each model grid point (Frehlich 2001 (Frehlich , 2006 . This definition leads to the following two sources of observation error: the inherent instrument error and the observation sampling error (sometimes called the "error of representativeness"), which describes the mismatch between the spatial filter of the observation and truth. A rawinsonde observation is a point measurement. Aircraft observations, ground-based Doppler lidar, and radar profilers approximate a line average of the random horizontal velocity in the horizontal plane defined by the total averaging time for each observation and the local mean wind vector. Future lidar observations from space will probably use a line average from multiple laser pulses to optimize the data quality. The observation sampling error is completely described by the statistics of the local turbulence and the observation and NWP model spatial filter. Therefore, accurate knowledge of the NWP model spatial filter is required to evaluate error statistics in a rigorous manner.
Knowledge of the NWP model's effective spatial filter is also a critical input to optimal data assimilation algorithms. Data assimilation interpolates a sparse network of observations onto a regular NWP grid (Anderson 2001; Cohn 1997; Daley 1991 Daley , 1992 Daley , 1993 Dee and Da Silva 1999; Hamill and Snyder 2000; Houtekamer and Mitchell 1998; Ide et al. 1997; Kalnay 2003; Lorenc 1986; Mitchell and Houtekamer 2000; Parrish and Derber 1992; Thiebaux and Pedder 1987) . The weights are determined by the observation and background error covariance, which must be rigorously defined in terms of the true state of the atmosphere. The spatial variations in the observation error statistics are an important input for optimal data assimilation. In the troposphere there are large spatial variations in the observation sampling error of both the velocity and temperature fields (Frehlich 2001; Frehlich and Sharman 2004) . Optimal data assimilation algorithms have been derived using the maximum likelihood technique to include the spatial variations in the observation errors (Frehlich 2006) , which accounts for the NWP model spatial filter.
Recently, a new method for evaluating an NWP model's effective spatial filter has been proposed in which the observed spectra (Koshyk and Hamilton 2001; Skamarock 2004 ) and structure functions (Frehlich and Sharman 2004) of NWP model output are compared with the corresponding average statistics produced from aircraft data. In many atmospheric regimes, such as the upper troposphere and lower stratosphere, the average observed spectra of the continuous atmospheric variables have a simple universal description defined by classical turbulence parameters, such as the energy dissipation rate ⑀ for the velocity field or the temperature structure constant C 2 T for the temperature field. These parameters are related to the level of the observed k Ϫ5/3 scaling of the one-dimensional spatial spectra, where k is the horizontal wavenumber (or equivalently an s 2/3 behavior for the second-order structure function, where s is the separation) from scales ranging from about 400 down to 1 km (Nastrom and Gage 1985, their Fig. 5; Frehlich 2006, his Fig. 2 ). Very robust empirical models have been derived for both these observed spatial spectra and spatial structure functions (Nastrom and Gage 1985; Lindborg 1999; Cho and Lindborg 2001; Lindborg and Cho 2001) .
Comparisons of NWP model output statistics to these observations using both spatial spectra and spatial structures functions clearly display the effects of the spatial filtering of the NWP models. Skamarock (2004) proposed an NWP effective model resolution derived from the highest wavenumber k that shows a deviation of the model-derived spectra from the observed k
scaling. Frehlich and Sharman (2004) also proposed an NWP effective model resolution, but based it on the best-fit model structure function that is calculated assuming the average spatial filter of the NWP model is a 2D square of dimensions L ϫ L, that is, a boxcar average. The differences, advantages, and disadvantages of these two methods will be discussed in detail in this paper.
Statistical description of upper-tropospheric turbulence a. Theoretical turbulent statistics
Statistical descriptions of turbulence on spatial scales relevant to current NWP models (1-100 km) have been shown to be consistent with the Kolmogorov scaling of turbulence for the horizontal statistics at fixed altitude (Nastrom and Gage 1985; Lindborg 1999) . These statistics can be described by covariance functions, structure functions, or spatial spectra (Monin and Yaglom 1975, hereinafter MY75) . Consistent with the Kolmogorov description, we assume homogeneous turbulent velocity fields with zero mean velocity components j , that is, ͗ j ͘ ϭ 0, where ͗ ͘ denotes an ensemble average (assumed to be equivalent to a climatological average for this work). The covariance function is defined as (MY75, p. 19) B jl ͑s͒ ϭ ͗ j ͑x͒ l ͑x ϩ s͒͘,
͑1͒
the structure function is (MY75, p. 6)
and the cross spectra are (MY75, p. 19)
where x ϭ (x, y, z) defines the center of the analysis domain, s ϭ (s x , s y , s z ) is the separation vector, that is, the vector difference between two observation coordinates in the analysis domain, and k ϭ (k x , k y , k z ) is the three-dimensional wavenumber vector. Here, the velocity vector ( x , y , z ) is also denoted by (u, , w) , where u is the east component, is the north component, and w is the vertical velocity. All of these statistics consider three-dimensional random processes. In many cases, the statistics are calculated for either a constant altitude or pressure level because the statistics in the vertical dimension are difficult to interpret because of contribution of the vertical wind shear. Then, on a constant level, the twodimensional covariance and structure functions are given by B jl (s) ϭ B jl (s x , s y , 0) and
, where s ϭ (s x , s y ) denotes a two-dimensional separation vector in the horizontal plane. The two-dimensional cross spectra are then defined as
where ds denotes two-dimensional integration and k H ϭ (k x , k y ) is the two-dimensional horizontal wavenumber.
To simplify the calculations, we also assume the velocity fields in the horizontal plane are locally isotropic at each altitude. Then (MY75, p. 39),
where ␦ jl is the Kronecker delta symbol and the longitudinal B LL and transverse B NN covariance functions are defined by
where L (x) and N (x) are the velocity components along (longitudinal) and transverse to the 2D displacement vector s, respectively. A similar relation holds for structure functions (MY75, p. 102),
where the longitudinal D LL and transverse D NN structure functions are defined by
The spatial statistics of the horizontal components of the velocity field at constant altitude have also been investigated with one-dimensional spectra, where
are the one-dimensional spectra of longitudinal and transverse velocity, respectively (MY75, p. 43).
b. Lindborg empirical model of upper-tropospheric turbulence
The most reliable statistical descriptions of turbulence on spatial scales relevant to current mesoscale NWP models (1-100 km) have been produced by specially instrumented commercial aircraft, in particular, the Global Atmospheric Sampling Program (GASP; Nastrom and Gage 1985) in the United States, and the Measurements of Ozone by Airbus In-Service Aircraft (MOZAIC) program in Europe (Lindborg 1999; Cho and Lindborg 2001; Lindborg and Cho 2001) . Most of the measurements were taken at commercial aircraft cruise altitudes, that is, in the upper troposphere and lower stratosphere at altitudes from 9 to 11 km.
The best-fit structure function models for the combined GASP and MOZAIC datasets were derived by Lindborg (1999) as (Kolmogorov 1941) . For larger spacing, the second and third terms recover the so-called enstrophy cascade (k Ϫ3 spectral scaling) region observed at larger scales in both the GASP and MOZAIC data. The structure function models [Eqs. (11) and (12)] were determined by a best fit to the data over a limited spatial separation range and a simple form for the spatial spectra, which does not include an outer scale of turbulence [see Eq. (71) of Lindborg 1999] . At separations greater than 3000 km, the Lindborg structure function model approaches zero instead of the desired constant value of 2 times the variance. To provide the correct behavior at the larger scales of turbulence, we propose the use of the von Kármán spectral model (Hinze 1959 
is the gamma function, and K (x) is the modified Bessel function of order .
Spatial statistics of NWP model output a. Structure functions
The spatial statistics (structure functions, covariance functions, or spectra) of NWP model output in a plane of constant altitude can be connected to the true continuous spatial statistics if (Frehlich and Sharman 2004 ) the discrete NWP model variable u t (truth) is given as a spatial average of the continuous atmospheric fields centered on an NWP model grid cell (e.g., Daley 1993) , that is,
where r ϭ (x, y, z) denotes the center of the grid cell, g u (p) is the normalized NWP effective model spatial filter [͐g u (p) dp ϭ 1] for variable u, and dp denotes 3D integration.
For a continuous atmospheric field u(r), the horizontal spatial statistics of the corresponding NWP model variable ũ (r) at altitude z is well described by the spatial structure function
where ͗͘ denotes the climatological ensemble average.
The NWP model structure function can be written as (Frehlich and Sharman 2004 )
where s ϭ (s x , s y , 0) is the separation vector in the horizontal plane and
is the autocorrelation of the NWP model filter function g u with normalization ͐V u (r) dr ϭ 1. Similarly, the NWP model covariance function is
To define the NWP effective model resolution, we assume that the NWP model filter is a spatial average over a rectangular volume, that is,
inside the volume, and 0 outside. Then,
where L x , L y , and L z denote the dimensions of the spatial average. Reynolds averaging is defined by selecting L x , L y , and L z as the NWP model grid dimensions ⌬x, ⌬y, and ⌬z (Deardorff 1970; Pielke 2002) , and is the ideal limit of numerical efficiency (Frehlich and Sharman 2004) . Of course, numerical inversion techniques could be used to produce a more accurate estimate of the true shape of the NWP model filter g u (s), but for our application the simple boxcar shape is adequate to define an NWP effective model resolution for a useful comparison of different NWP models.
b. 2D structure function analysis
For many NWP models, the grid dimensions in the horizontal plane (⌬x and ⌬y) are much larger than the vertical dimensions ⌬z, and the function V u (r) behaves as a delta function in the z direction; that is, the turbulent fluctuations of a variable u over the horizontal dimensions are much larger than in the vertical dimension inside each model grid cell. Then, the NWP model structure function [Eq. (29) ] can be approximated as a two-dimensional calculation; that is, dr denotes twodimensional integration over the horizontal plane, and V u (r) and g u (r) are functions of the two-dimensional vector r. This assumption simplifies the calculations of many turbulent quantities, such as observation error for space-based measurements (Frehlich 2001) 
, the NWP effective model resolution is defined as L and the NWP model structure functions of the u component in the y direction (the transverse structure function in the north-south direction) becomes
where [see Eq. (7)]
and
Similarly, the longitudinal structure function in the north-south direction is given by Eq. (33), with D uu (r x , r y ) replaced with D (r x , r y ). The NWP model covariance functions are calculated in the same manner. Note that the NWP model structure functions and covariance functions are well defined for both a continuous random process and a discrete random process, and the results are identical. This is not true for the spatial spectra as will be shown in the next section. Theoretical calculations of NWP model structure functions D ũ (s) compared with Lindborg's empirical model for the upper troposphere and lower stratosphere are shown in Fig. 1 Lindborg (1999) [Eqs. (11) and (12) 
gives the structure function
which scales as s 2 for those spatial separations that are well approximated by the linear term [Eq. (36) ]. This result has been derived for the statistical description of small-scale turbulence (e.g., MY75).
c. 2D spatial spectral analysis
The spatial statistics of the NWP model variables at a constant height or model level, with ⌬z K ⌬x, ⌬y, can also be described by the one-or two-dimensional spatial spectrum. For a continuous random process, the two-dimensional cross-spectrum H jl (k H ) of two NWP model variables j and l is given by [substitute the 2D version of Eq. (27) into Eqs. (1) and (4), and simplify using the Fourier transform relations]
where H jl (k H ) is the two-dimensional cross-spectrum of the continuous atmospheric variables defined by Eq. (4), * denotes the complex conjugate, and
is the normalized 2D Fourier transform of the NWP effective model filter for variable j. Note that the spatial spectrum of variable j is H jj (k H ). The one-dimensional longitudinal spectra can be written as
for the east-west or x directions, and
for the north-south or y directions. Similarly, the onedimensional transverse spectrum is
for the north-south or y directions. For the NWP effective model filter of dimensions L and Eq. (39),
and for the spectral model defined by Eqs. (13)- (18),
In practice, estimates of the one-dimensional spectra F L (k x ) or F N (k y ) are produced from the chosen discrete NWP model variable at a fixed model height by conditioning the data to remove trends and the nonperiodic scales that are larger than the NWP model domain. Two of the most common conditioning methods use linear detrending (e.g., Errico 1985) and windowing of the data after removing the mean (e.g., Bendat and Piersol 1986) . The impact of the conditioning algorithm can be determined by comparing the ensemble average of the spectral estimates [Eqs. (50) or (53)] to the desired continuous spectra [Eqs. (40)- (43)].
The discrete spectral estimates from the NWP model output are the average of the periodogram given by
where Ј(l⌬, j) are the conditioned (e.g., windowed or detrended) data, ⌬ is the grid resolution of variable in the direction l, M is the number of NWP model data points, ⌬k ϭ 2/(M⌬) is the wavenumber resolution, and j denotes the spectral member. The average periodogram is typically produced by averaging over a twodimensional domain, for example, j denotes the northsouth index for the average spectra in the east-west direction.
As mentioned above, one of the most common traditional spectral estimates condition the data by removing the mean value and windowing the result (Bendat and Piersol 1986) ; that is,
, where ( j) is the mean value of for index j and the window function is normalized such that
to preserve the total power in the spectra. The ensemble average of the periodogram is given by (e.g., Roberts and Mullis 1987) S ͑n⌬k͒ ϭ ͗S ͑n⌬k, j͒͘
where B (s) ϭ ͗ (x ϩ s) (x)͘ is the covariance of and
is the autocovariance of the window function. A common window function is the Hann window, that is,
where C is the normalization constant from Eq. (49). The average spectra are given in terms of the covariance function B (s) of the continuous random process sampled at the discrete values l⌬. Another conditioning algorithm is the linear detrending of the data that is subtracting the line connecting the endpoints of the data (Errico 1985) Ј͑n⌬, j͒ ϭ ͑n⌬, j͒ Ϫ ͑0, j͓͒1 Ϫ n ր͑M Ϫ 1͔͒
which imposes periodicity. The ensemble average of this periodogram is given by (see the appendix)
where
and 
The impact of the two conditioning algorithms is shown in Fig. 2 for the modified Lindborg turbulence model [Eqs. (13)- (18)] and the most challenging case of Reynolds averaging, that is, where the effective filter dimensions are equal to the NWP model grid dimensions (L ϭ ⌬x ϭ ⌬y ϭ 10 km). For k Ͼ 10
Ϫ5
, both spectral estimates (detrended and Hann) agree well with theory based on the continuous spectral model [Eqs. (43) and (45)], except at the highest frequencies, where spectral aliasing effects become important (note that the detrended and Hann calculations are identical at the highest wavenumbers). However, for wavenum- (43) and (45) , where the "detrended" and "theory" curves are indistinguishable. This improved performance of the linear detrending algorithm for steep spectra, and the large effects of neither detrending nor windowing, was also determined by Skamarock (2004) using synthetic data. This result is not unusual because the performance of the different conditioning algorithms depends on the type of spectra, and the windowing algorithm may perform better than the detrended algorithm for a different class of spectra. The calculations of the average spectra provide guidance for the optimal choice of conditioning. In the remainder of this paper, we will use the linear detrending algorithm because it has the best performance compared to the theoretical calculation [Eqs. (43) and (45)] using the Lindborg model.
A definition of the effective model resolution was proposed by Skamarock (2004) as the highest wavenumber k eff ϭ 2/L eff , where the kinetic energy spectrum first deviated visually from the Lindborg model. Using this definition applied to Fig. 2 
, which results in L eff Ϸ 90 km ϭ 9⌬ ϭ 9L; that is, for the Lindborg model and Reynolds averaging, the NWP effective model resolution from the spectral definition is about 9 times the definition based on the boxcar spatial filter with dimension L.
NWP models
Spatial statistics from NWP model output can be calculated and compared to Lindborg's results to derive statistical metrics for NWP model performance. We evaluate spatial structure functions and spectra for three NWP models: the National Centers for Environmental Prediction's (NCEP's) Rapid Update Cycle (RUC; Benjamin et al. 2004) , with ⌬ ϭ ⌬x Ϸ ⌬y Ϸ 13 km horizontal grid size (RUC13); NCEP's Global Forecast System (GFS; information online at http://www. emc.ncep.noaa.gov/gmb/moorthi/gam.html) T382 global spectral model, with ⌬ ϭ ⌬x Ϸ ⌬y Ϸ 35 km grid size; and the Weather Research and Forecasting (WRF) model, version V2.1.2 (Skamarock et al. 2005 ). The RUC model is a hydrostatic model with a hybrid vertical coordinate system consisting of sigma coordinates at lower levels in the model, transitioning to isentropic coordinates at upper levels, with a total of 50 vertical levels. Operationally, analysis and forecasts are provided out to 12 h, updated hourly. The computational numerics are a combination of standard second-order centered spatial differencing with second-order Adams-Bashforth time differencing for the equations of motion, with nonoscillatory advection schemes applied to the continuity and thermodynamic energy equations (see Benjamin et al. 2004 for details). The WRF is a new-generation fully compressible nonhydrostatic NWP model with a terrain-following vertical coordinate system, which can implement higher-order time (third-order Runge-Kutta) and space (fifth-order horizontal advection and third-order vertical advection) differencing. For these studies the Advanced Research WRF (ARW) dynamical core (Skamarock et al. 2005) was used with a grid spacing of 13.3 km and 50 vertical levels. The spatial discretization of model variables for both the RUC and ARW models follow the Arakawa C grid (Arakawa and Lamb 1977) .
The GFS is a hydrostatic global spectral model in sigma coordinates with 64 levels, and produces forecasts out to 180 h, which are updated every 6 h. The equations of motion are solved horizontally in the spectral domain and vertically using finite differences. The spectral output is transformed to a Gaussian spatial grid for analysis. Time differencing is second-order centered (leapfrog) with an Asselin time filter. Important, for our purposes, all models have explicit diffusion; the formulation in GFS is spatially scale dependent, while the formulations in both the RUC and ARW use a Smagorinsky-type closure that depends on the magnitude of the resolved vertical gradients. The ARW runs used here also incorporated divergence damping.
Thus, these models represent a variety of model numerics of the dynamical equations of motion, from the GFS model computations in the spectral domain through the hydrostatic RUC model using traditional second-order finite-difference numerics through the nonhydrostatic WRF ARW model using higher-order numerics.
For the analysis to be presented in section 5, both the RUC and GFS operational output were used for the ) over a domain that is very similar to the RUC domain, consisting of forecasts out to 24 h. To determine the NWP effective model resolution of the model numerics, only forecasts longer than 6 h and up to 24 h were used to allow sufficient model spinup time. Different analysis times were used, typically 0000 and 1200 UTC, to sample the diurnal cycle.
Results
The structure functions from the three NWP models were calculated for similar latitude and longitude regions (24°-53°N latitude, Ϫ85°to Ϫ125°E longitude) over the continental United States at fixed altitudes of 9, 10, and 11 km to match both the latitude and the altitude coverage of the commercial aircraft data of the GASP and MOZAIC field campaigns. Statistics from the RUC and GFS models were averaged over a 12-month period, starting on 1 July 2005. The ARW data consisted of the four 1-month-long periods mentioned above.
The average structure functions produced by each NWP model forecast for all lead times is shown in Fig.  3 for lags in the east-west direction. There is good agreement between the models at the larger lags (greater than about 100 km). This is to be expected because the effects of the NWP model spatial filtering should be small at larger scales (see Fig. 1 ). All NWP models approach an s 2 behavior at short lags, equivalent to the smallest spatial scales resolvable by the model. This behavior is also expected in accordance with the arguments presented in section 3. Note that the longitudinal structure functions D LL produced by both the RUC and ARW models have higher levels at smaller scales than the GFS. The slight disagreement of D NN (s), at large separations s, is due to the slightly different processing domains of the various models.
Average one-dimensional detrended spectra for the RUC13 data are shown in Fig. 4 . An enhancement of the energy at small scales is quite noticeable in the longitudinal spectrum in the east-west direction, which tends to drive the slope toward the Ϫ5/3 slope of the Lindborg model. We believe this artifact is due to enhanced energy associated with mountain waves, the longest of which start to be resolvable by the higher resolutions of the RUC and ARW models. Lindborg (1999) 
The 2 is minimized as a function of L and C using standard numerical techniques (Press et al. 1986 ). Because the longitudinal structure functions have enhanced energy at the smaller scales (see Figs. 3 and 4), we select the transverse structure functions in the north-south direction D ũ (0, s y ) for the estimates of NWP effective model resolution L. The numerical efficiency of an NWP model is defined as ϭ ⌬/L, which has a value of unity for the ideal limit of Reynolds averaging. Fig. 5 . The theoretical model has good agreement with the RUC13 structure function, with small deviations on the order of 5%. The same analysis is shown in Fig. 6 for the ARW model and in Fig. 7 for the GFS global model. The L determined by the minimization process compared to the average horizontal grid interval (⌬) for the three NWP models is summarized in Table 1 . Both the RUC13 and ARW models have an effective filter length of about 6 times the average grid spacing (6⌬). The GFS model, although the coarsest of the three models, has the highest numerical efficiency (i.e., ϭ ⌬/L is the largest), which may reflect the inherent advantage of spectralbased models at these grid resolutions (W. C. Skamarock 2007, personal communication) . An alternative representation of the effects of the NWP model filter was presented by Skamarock (2004) using the kinetic energy spectrum, that is, the sum of the one-dimensional longitudinal and transverse velocity spectra, consistent with Lindborg (1999) . The analytic calculation of the effects of the NWP model filter is given by Eqs. (43) and (45) , indicating that either the true NWP model filter g u (r) has a slightly different shape than that of the boxcar filter, or there is numerical noise on the small scales. Apparently, the spectrum is more sensitive to the small-scale statistics than the structure function (see Fig. 5 ), but these small deviations at a high wavenumber represent a small contribution to the total velocity variance, and therefore would be difficult to observe from a visual examination of the meteorological fields. Applying Skamarock's (2004) definition of the effective model resolution to Fig. 8 , where the wavenumber where the RUC13 transverse spectrum first deviates from the Lindborg model, gives k eff Ϸ 10 Ϫ5 m Ϫ1 or L eff Ϸ 628 km ϭ 48⌬ Ϸ 8L. This is in good agreement with the results from the ideal theoretical calculation L eff Ϸ 9L determined from Fig. 2 for the Lindborg model and Reynolds averaging. Thus, the methodology for estimating the effective model resolution from structure functions and spectra of NWP model output do provide consistent results. However, the structure function approach to determining the NWP effective model resolution seems to be more robust than the spectral technique, because the theoretical calculation based on a boxcar NWP model filter agrees with the data (see Figs. 5-7) . The spectral representation, on the other hand, has more sensitivity to the small scales and may provide more information about the exact shape of the NWP model filter (see Fig. 8 ). It should be pointed out that Skamarock (2004) determined an effective resolution of approximately 7⌬ for ARW WRF using the energy spectrum, which is considerably more efficient than what we find here. We believe there are two reasons for this apparent discrepancy: first, as previously mentioned, the spectral estimates are very sensitive to small-scale features, and therefore can produce (43) and (45)- (47) large variations in k eff or L eff (see Fig. 11 of Skamarock 2004) ; second, the longitudinal spectra produce a smaller effective resolution than the transverse spectra because of the enhanced energy of the longitudinal spectrum at higher wavenumbers. This lifting of the longitudinal component relative to the transverse component can also be seen in Lindborg (1999, his Fig. 3 ) and Frehlich and Sharman (2004, their Fig. 5 ) for the RUC20 model. A possible explanation for this enhancement of the longitudinal component is discussed in the next section.
Mountain-wave signature in model longitudinal structure functions
The significant enhancement of the longitudinal structure functions or spectra in the east-west direction at small lags, as revealed by the RUC and ARW models (Figs. 3 and 4) , requires further comment. It is well known that enhanced spatial variability does occur over mountainous regions (e.g., Nicholls 1973; Lilly et al. 1974; Nastrom and Fritts 1992) . Further, enhanced spectral levels resulting from the presence of waves have been suggested by Dewan (1979) and Jasperson et al. (1990) . Although mountain waves possess an entire spectrum of wavelengths that depend in part on the topographic forcing, the longer wavelengths, such as those associated with the Boulder, Colorado, downslope windstorms, affect the atmosphere over regions of tens of kilometers horizontally (e.g., Lilly 1978 ). Thus, they should be at least partially resolved by the RUC and ARW models that have horizontal grid spacing of about 10 km. In fact, Klemp and Lilly (1978) have demonstrated that the major features of a Boulder windstorm could be duplicated in a hydrostatic model. Further, over the western half of the continental United States, most of the major mountain ranges are aligned north-south, so that topographically induced gravity waves have wave crests aligned preferentially in the north-south direction. This is in agreement with observations that show that the formation of mountain waves and turbulence is favored by a strong east-west wind component near the mountaintop (e.g., Nicholls 1973; Wolff and Sharman 2008) . Thus, the horizontal variability is expected to be enhanced in the east-west direction, compared to the north-south direction.
One way of testing this hypothesis is to compare structure functions derived from NWP model output over the western half of the United States, compared to the eastern half, especially during the winter months when mountain-wave activity is a maximum (Wolff and Sharman 2008 ). An example of the RUC13 model structure functions averaged over the height interval of 9-11 km for the western half and eastern half of the United States, using a boundary at longitude 101°W, is shown in Fig. 9 for the November-March time period. The small-scale enhancement of the longitudinal structure function over the western United States when compared with the eastern region is apparent.
Another indication of the effect of mountain waves on the enhanced variability in the east-west direction is provided by aircraft data taken during flights over the western United States. An example of the velocity and temperature traces measured by the National Ϫ3 m 4/3 s Ϫ2 in the spatial scales of the random waves, that is, 5-100 km, which includes some of the scales resolved by the RUC13 model. Note that the longitudinal structure function D u (s) approaches a noise floor at small lags, while the transverse, vertical, and temperature structure functions approach another inertial range behavior with a level that is approximately a decade lower. The approximate equality of C 2 u and C 2 is consistent with the approximately equal values of the structure constants shown in Fig. 9 from the RUC13 structure functions and the results of Lindborg (1999, his Fig. 3 ). This is in contrast with 2D isotropic turbulence theory, which predicts that transverse structure function levels should be 5/3 times the longitudinal levels and 4/3 for 3D isotropic turbulence. We believe that this enhancement of the longitudinal structure function at spatial scales less than 50 km, compared with the transverse structure function, is due to enhanced gravity wave activity over mountainous areas of the United States, and may explain why the transverse structure function in Lindborg (1999, his Fig. 3 ) does not agree with the 2D isotropic prediction.
Summary and discussion
The effective spatial resolution of three different NWP models was determined from comparisons of the spatial statistics of NWP model output to that of aircraft observations. The key assumptions of the analysis are the existence of a universal statistical description of atmospheric turbulence on scales of the grid size and larger, and a universal representation of the spatial filter for the NWP model. The extensive archive of in situ aircraft measurements provided by the GASP and MOZAIC datasets has produced a robust universal description of the statistical nature of velocity and temperature fields at typical commercial aircraft cruising altitudes of 9-11 km. At scales much larger than the NWP model grid size, this description is duplicated by the average structure functions and the average spatial spectra for all three NWP models examined. An estimate of the effective spatial filter of the mesoscale models is produced from the average structure functions of the NWP model variables and the universal in situ model. The effective resolution of the NWP models determined by this approach are summarized in Table  1 , where the numerical efficiency is defined as the ratio of the average grid size ⌬ to the NWP effective model resolution L. Reynolds averaging is produced when L ϭ ⌬ (see Fig. 2 ). The two mesoscale models-ARW and RUC-have a similar numerical efficiency but the spectral code of the GFS model has the highest efficiency.
Two methods were used to determine the effective model resolution: one is based on structure functions and the other is based on spectra. Because the structure function estimates at the small scales have a large number of independent samples of the atmospheric processes, they have the highest statistical accuracy and are ideally suited for extracting the NWP effective model resolution, provided that the climatology of the in situ statistics is well known. As shown in Fig. 1 , the structure functions at a small spacing are sensitive to the NWP effective model spatial filter and the true shape of the continuous average structure function, that is, the underlying climatology, which we have assumed here to be given by Lindborg's (1999) empirical fit. However, the statistical climatology does have known latitude and altitude dependencies (Cho and Lindborg 2001; Cho et al. 1999 ), which have not been considered here. As NWP models move to higher resolutions, the smallerscale features, such as mountain waves and convec- tively induced gravity waves, will introduce modifications to the model-derived average spatial statistics, which must be compared to conditional climatological statistics. Hopefully, in the near future, the climatological average statistics will be determined as a function of latitude, longitude, and time of year, provided they slowly change over a few decades.
The spectral estimates using detrended data are very robust, because they agree with the theoretical spectra from the continuous random process (see Figs. 2 and 8) , except at the highest wavenumbers, where spectral aliasing is important. An attraction of the spectral technique is the potential to directly determine the NWP effective model filter in the spectral domain G j (k H ), using Eq. (38). However, a careful inverse Fourier transform is required to estimate the shape of the NWP model filter g j (s) from G j (k H ), because large errors can be introduced from errors in H jj (k H )/ | G j (k H )| 2 , especially when the denominator is small. Similar inversions could also be produced from the structure function estimates to determine g j (s) based on Eq. (29), but they are not a direct solution.
Our results show that the effective model resolution L eff , using Skamarock's (2004) definition based on wavenumber k eff ϭ 2/L eff , where the NWP model spectra first deviate from the Lindborg model, is very sensitive to the variations in the high wavenumber region. In addition, the spectral definition is approximately 9 times larger than the structure function definition based on the boxcar spatial filter. The spectral definition applied here to the transverse spectra in the north-south direction (see Fig. 8 ) produces L eff Ϸ 48⌬, as compared with L eff Ϸ 7⌬ found by Skamarock (2004) , based on visual examination of the kinetic energy spectra. The difference is most likely due to the presence of enhanced gravity wave energy at higher wavenumbers in the east-west direction, which tends to lift the spectral curves at higher wavenumbers relative to the climatological average. This high wavenumber enhancement also appears to be present in the HIAPER data (Fig. 11) and the GASP velocity spectra [Nastrom and Gage (1985) , Fig. 3 ; Jasperson et al. (1990) , Fig. 3 ] at scales larger than 10 km.
This paper provides a methodology to quantitatively assess an NWP model's effective resolution. Knowledge of the effective resolution may be helpful for advancing the state of numerical modeling to provide more accurate forecasts by 1) allowing assessments of the benefits of decreasing grid size relative to other model improvements, such as the development of better parameterizations; 2) determining advanced numerical procedures that may optimize, or at least improve, a model's numerical efficiency; 3) improving subgrid-scale turbulence parameterization schemes, which depend on the structure of the smallest scales; 4) improving forecasts of turbulence for the aviation community (e.g., Sharman et al. 2006) , which depend crucially on the correct representation of the smallest scales produced by the underlying NWP model; and 5) enhancing next-generation data assimilation procedures to include spatial variations in observation error produced by the turbulent atmosphere (Frehlich 2006) . 
