Let dν be a measure in R d obtained from adding a set of mass points to another measure dμ. Orthogonal polynomials in several variables associated with dν can be explicitly expressed in terms of orthogonal polynomials associated with dμ, so are the reproducing kernels associated with these polynomials. The explicit formulas that are obtained are further specialized in the case of Jacobi measure on the simplex, with mass points added on the vertices, which are then used to study the asymptotics kernel functions for dν.
where d denotes the space of real polynomials in d-variables. Let ·, · μ denote the inner product defined by p, q μ :=
Then orthogonal polynomials of several variables with respect to p, q μ exist. Let N ≥ 1 be a positive integer and let ξ 1 , ξ 2 , . . . , ξ N be distinct points in R d . Let be a symmetric positive semi-definite matrix of size N × N. We define a new inner product ·, · ν by p, q ν = p, q μ + p(ξ ) tr q(ξ ), (1.2) where p(ξ ) = p ξ 1 , p ξ 2 , . . . , p ξ N tr , and the superscript tr indicates the transpose. This new inner product can be defined via an integral as in (1.1) against a measure dν that is obtained by adding N mass points to dμ. A typical example is when is a diagonal matrix with positive entries. The purpose of this paper is to study orthogonal polynomials with respect to the new inner product ·, · ν .
In the one-variable case, the first study of orthogonal polynomials for measures with mass points was carried out, as far as we know, by V. B. Uvarov [11] , who gave a short discussion on the case of adding a finite set of mass points to a measure and showed how to express the orthogonal polynomials with respect to the new measure in terms of those with respect to the old one. The problem was later revitalized by A. M. Krall [9] , who considered orthogonal polynomials for measures obtained by adding masses at the end points of the interval on which a continuous measure lives. Recently, in [2] the univariate case is studied even in the case where is a non-diagonal matrix and the derivatives of the Dirac measures appear. The case of Jacobi measure with additional mass points at the end of [−1, 1] was studied in [7] , where explicit formulas of orthogonal polynomials were constructed. For Jacobi weight with multiple mass points, it is possible to study asymptotic properties of orthogonal polynomials [6] . In the case of several variables, however, only the case N = 1 has been studied [4] .
Our main results contain explicit formulas that express orthogonal polynomials and reproducing kernels with respect to ·, · ν in terms of those with respect to ·, · μ . These results are stated and proved in Section 2. As an example, we consider the case of Jacobi weight function on the simplex in R d , with mass points added at the vertices, for which our formulas can be further specified and expressed in terms of the classical Jacobi polynomials. The result is then used to study the asymptotic expansion of the Christoffel functions with respect to ·, · ν .
Orthogonal polynomials for measures with mass points
We start with a short subsection on necessary definitions, for which we follow essentially [3] , and prove our main results in the second subsection.
Preliminary
Through this paper, we will use the standard multi-index notation. Let N 0 denote the set of nonnegative integers. For a multi-index α = (α 1 , . . . ,
The integer |α| = α 1 + · · · + α d is called the total degree of x α . We denote by P d n the space of homogeneous polynomials of degree n in d variables, P d n := span{x α : |α| = n}, and denote by d n the space of polynomials of total degree at most n. The collection of all polynomials in d variables is d . It is well known that
Let ·, · μ be the inner product defined in
Our assumption that dμ is positive definite implies that orthogonal polynomials with respect to ·, · μ exist. Let us denote by V d n the space of orthogonal polynomials of total degree n. It follows that dim V d n = r d n . Let {P n α } |α|=n denote a basis of V d n . It is often convenient to use vector notations introduced in [8] and [12] . Let (α 1 , α 2 , . . . , α r d n ) be an enumeration of the set {α ∈ N d 0 : |α| = n} according to a fixed monomial order, say the lexicographical order or the reversed lexicographical order. Then the basis {P n α } |α|=n can be written as a column vector P n (x) = P n = P n α 1 , P n α 2 , . . . , P n α r d n tr .
In this way, the orthogonality of {P n α j } can be expressed as
where H n is a matrix of size r d n × r d n , necessarily symmetric, and in fact a positive definite matrix by our assumption on dμ. For convenience, we shall call the system {P n } ∞ n=0 an orthogonal polynomial system (OPS). If H n is the identity matrix, then {P n α } |α|=n is an orthonormal basis for V d n and the OPS is called an orthonormal polynomial system. Let us denote x n := x α 1 , x α 2 , . . . , x α r d n tr . Since {x α : |α| ≤ n} is a basis of n and each element in P n is a polynomial of degree n, it can be written as a sum of monomials, which, in vector notation, means that there exist unique matrices G j,n such that
Here, M p×q denotes the set of real matrices of size p × q. In particular, G n,n is a square matrix and it is necessarily invertible since the polynomials in P n constitute a basis of V d n . We call G n,n the leading coefficient of P n . With respect to dμ, the reproducing kernel of V d n , denoted by P n (dμ; x, y), is defined by P n (dμ; x, ·), p μ = p(x), p ∈ V d n . In terms of a basis P n of V d n , it satisfies
Similarly, the reproducing kernel of d n , denoted by K n (dμ; x, y), is defined by K n (dμ; x, ·), p μ = p(x), p ∈ d n , and satisfies
Since the definitions of P n (dμ; x, y) and K n (dμ; x, y) are independent of the choice of a particular basis, (see [3, Theorem 3.5.1]), it is often more convenient to work with an orthonormal basis. The kernel K n (dμ; x, y) plays an important role in studying Fourier orthogonal expansions, as it is the kernel function of the partial sum operator. The reciprocal of K n (dμ; x, x) is called Christoffel function, denoted by n (x), and it satisfies the extremal property
Main results
Our goal is to study orthogonal polynomials with respect to the inner product ·, · ν defined in (1.2). Let us recall that is a given positive semi-definite matrix of order N and {ξ 1 , ξ 2 , . . . , ξ N } is a set of distinct points in R d . In the case that is a diagonal matrix, = diag{λ 1 , . . . , λ N }, the inner product ·, · ν takes the form
Our first result shows that orthogonal polynomials with respect to p, q ν can be derived in terms of those with respect to p, q μ . The statement and the proof of this result relies heavily on the vector-matrix notation. To facilitate the study, we shall introduce several new notations.
Throughout this section, we shall fix P n as an orthonormal basis for V d n associated with dμ. We denote by P n (ξ ) the matrix that has P n (ξ i ) as columns,
denote by K n−1 the matrix whose entries are K n−1 (dμ; ξ i , ξ j ),
and, finally, denote by K n−1 (ξ, x) the vector of functions
In (2.3) and (2.4) for n = 0 we assume K −1 (dμ; x, y) = 0. From the fact that K n (dμ; x, y) − K n−1 (dμ; x, y) = P n (dμ; x, y), we have immediately the following relations,
which will be used below. Let I N denote the identity matrix of order N.
Proof First we show that the matrix K n−1 is positive definite. By the definition of K n (dμ; ·, ·), for every c ∈ R N , c = 0, we have
We are now ready to state and prove our first main result.
Then {Q n } n≥0 is a sequence of orthogonal polynomials with respect to ·, · ν def ined in (1.2). Conversely, any sequence of orthogonal polynomials with respect to (1.2) can be expressed as in (2.7).
Proof Let us assume that {Q n } n≥0 is an OPS with respect to ·, · ν and Q n has the same leading coefficient as P n , which implies, in particular, that Q 0 is a constant and Q 0 = P 0 . We show that Q n satisfies (2.7). By the assumption, the components of Q n − P n are elements in d n−1 for n ≥ 1. Since {P n } n≥0 is a basis of d , we can express these components as linear combinations of orthogonal polynomials in P 0 , P 1 , . . . , P n−1 . In vector-matrix notation, this means that
where M n j are matrices of size r d n × r d j . These coefficient matrices can be determined from the orthogonality of P n and Q n . Indeed, Q n , P tr j ν = 0 for 0 ≤ j ≤ n − 1, which shows, by the definition of ·, · ν and the fact that P j is orthonormal,
is the analogous matrix with Q n (ξ i ) as its column vectors. Consequently, we obtain
where the second equation follows from the relation (2.5), which leads to a telescoping sum that sums up to K n−1 (ξ, x). Setting x = ξ i , we obtain
which by the definition of K n−1 at (2.3) leads to
Solving for Q n (ξ ) from the above equation gives
Substituting this expression into (2.8) establishes (2.7). Conversely, if we define polynomials Q n by (2.7), then the above proof shows that Q n is orthogonal with respect to ·, · ν . Since Q n and P n have the same leading coefficient, it is evident that {Q n } n≥0 is an OPS in d .
Let {Q n } n≥0 be an OPS with respect to (1.2) as in Theorem 2.2. In general, Q n is not orthonormal. We denote, in the rest of this section,
ThenH n is a positive definite matrix. It turns out that bothH n andH −1 n can be expressed in terms of matrices that involve only {P j } j≥0 .
Proposition 2.3
For n ≥ 0,
Proof Since P n is orthonormal, P n , P tr n μ = I r d n . From (2.7) and (2.9) we obtaiñ
which proves (2.10). In order to establish (2.11), we need to verify that
Observe that, by means of (2.6), we get
and then
Therefore, using (2.10) we obtaiñ
which establishes (2.11).
Our next result gives explicit formulas for the reproducing kernels associated with ·, · ν , which we denote by
Proof From
we deduce
Multiplying the above relation by K −1 j , we get
is a symmetric matrix, as it is the inverse of the symmetric matrix K j (I N + K j ) = K j + K j K j , and K −1 j is also symmetric, the stated result follows.
13)
where we assume K −1 (x, y) ≡ 0. Furthermore, for n ≥ 0,
Proof Since (I N + K j−1 ) −1 is a symmetric matrix, using (2.7) and (2.11) it follows that
which simplifies to, upon using (2.12) and (2.5),
Using again (2.7) and (2.5), we then obtain
which simplifies to (2.13) upon using the identity (2.12). Finally, summing over (2.13) for j = 0, 1, . . . , n, we obtain (2.14).
The results in this section can be extended without much difficulty to mass points with derivative values. To be more precise, let γ = (γ 1 , . . . , γ d ) and
Instead of requiring ξ i = ξ j , we only assume that ξ i = ξ j when α i = α j . In other word, ξ i and ξ j can be the same as long as α i = α j . We then consider the inner product defined by
16)
When α i = 0 for all i, this is the inner product in (1.2). Other interesting cases include, for example,
Our results in Theorem 2.2, Proposition 2.3 and Theorem 2.5 still hold in this setting, but we need to replace P n in (2.2), K n−1 in (2.3), and K n−1 (ξ, x) in (2.4) by
means that the derivative is taken with respect to u variable.
Theorem 2.6
The results in Theorems 2.2 and 2.5 hold for the inner product def ined in (2.15) when P n , K n−1 and K n−1 (ξ, x) are replaced by P * n , K * n−1 and K * n−1 (ξ, x), respectively.
The proof follows as before almost verbatim with a little additional difficulty.
Orthogonal polynomials on the simplex
In this section we apply the general results previously stated to orthogonal polynomials on the simplex
Jacobi polynomials on the simplex
We consider the Jacobi weight function
on the simplex, and let
Associated with W κ , we consider the inner product on the simplex
which plays the role of ·, · μ when we deal with the settings of the previous section. For d = 1, W κ is the classical Jacobi weight function, which has orthogonal polynomials P (κ 1 ,κ 2 )
n is the classical Jacobi polynomial of degree n that is orthogonal with respect to (1 − t) a (1 + t) b on [−1, 1] and normalized by
2)
We shall also denote by p (a,b ) n (t) the orthonormal Jacobi polynomials with respect to the normalized Jacobi weight (so that p (a,b )
where the constant c n is given by [10, (4 
.3.3)].
To state an orthonormal basis for V d n on the simplex, we follow [3, p. 47] and introduce the following notation. Associated with x = (x 1 , . . . , x d ) ∈ R d , we define by x j the truncation of x, namely
and associated with α = (α 1 , . . . , α d ) ∈ N d 0 and κ = (κ 1 , . . . , κ d+1 ) ∈ R d+1 , we introduce, respectively,
Then, an orthonormal basis associated with (3.1) is given explicitly by
where the parameters a j and b j are given by
and h α is the normalizing constant given by
where (a) k := a(a + 1) . . . (a + k − 1) denotes the usual Pochhammer symbol.
In this case, we also have a compact formula for the reproducing kernels, given in terms of the Gegenbauer polynomials C λ n , which are orthogonal with respect to the weight function (1 − t 2 ) λ−1/2 and normalized by C λ n (1) = n+2λ−1 n . The formula, first derived in [13, Theorem 2.3], is given by
Let us denote the standard Euclidean basis of R d by {e 1 , . . . , e d }, where e i = (0, . . . , 0, 1, 0 . . . , 0) with the single 1 in the i-th position. Furthermore, we set e d+1 = (0, . . . , 0) ∈ R d . Then {e 1 , e 2 , . . . , e d+1 } is the set of vertices of T d .
Proposition 3.1 Let
λ = |κ| + d+1 2 . For 1 ≤ i ≤ d + 1, we have K n W κ ; x, e i = 1 2 d+1 (λ) n κ i + 1/2 n P (λ−κ i −1/2,κ i −1/2) n 2 x i − 1 ,(3.
5)
where P (a,b ) n denotes the classical Jacobi polynomial normalized by (3.2) . In particular, we have
Proof Since C λ 2n is an even function, for 1 ≤ i ≤ d + 1 we deduce from (3.4) that 
and, for i = j,
from which (3.6) and (3.7) follow from [10, (4.1.1) and (4.1.4)]).
Orthogonal polynomials on the simplex with mass points
Let N be a non negative integer with 1 ≤ N ≤ d + 1. We consider orthogonal polynomials on the simplex for the Jacobi measure with N additional masses at the vertices of the simplex. Without loss of generality we can assume that the masses are located at the vertices e 1 , e 2 , . . . , e N of the simplex since in any other situation a change of variables would reduce the problem to this special configuration of the measure. We want to study orthogonal polynomials with respect to the inner product
In this way, we assume that in (1.2) is a diagonal matrix. We further denote a n,i := K n W κ ; e i , e i = 1 2 d+1
As a result, we see that the positive definite matrix K n defined in (2.3) is given by
where we denote A n = diag{a n,1 , a n,2 , . . . , a n,N }, and u = (1, . . . , 1) tr . This shows that K n is a rank one perturbation of a diagonal matrix. Since is positive definite, we can compute the inverse of the matrix I N + K n as follows
The asymptotic behavior of the sequences {a n,i } n≥0 and {b n } n≥0 can be obtained from the Stirling formula for the Gamma function (see [1, (6.1 .39), p. 257]) which gives (n + a) (n + 1)
= n a−1 1 + O n −1 as n → ∞. In this way, we get a n,i = 1 2 d+1
For the sequence {a n,i − b n } n≥0 we have
and therefore we get
• if λ > 2κ i then a n,i − b n > 0 and the sequence {a n,i − b n } n≥0 diverges, with a n,i − b n = 1 2 d+1
• if λ < 2κ i then the sequence {|a n,i − b n |} n≥0 diverges, with a n,i − b n = 1 2 d+1
In any case, there exists a non negative integer n 0 such that for i = 1, . . . , N and n ≥ n 0 we have M −1 i + a n,i − b n = 0, and therefore the diagonal matrix −1 + A n − b n I N is invertible. The next lemma collects properties for the determinant of the matrix −1 + K n . 
We also have the explicit representation 12) and the asymptotic expansion
(3.13)
Proof The recurrence relation (3.11) follows from the expansion of the determinant along the elements of the last row. The explicit representation (3.12) can be easily deduced using induction on N.
For the asymptotic expansion we use again induction on N. The case N = 1 (3.13) reduces to (3.9) . For the inductive step, the induction hypothesis implies that the first term in (3.11) satisfies
Let us recall that λ = d+1 i=1 κ i + d+1 2 . If λ ≤ 2κ j for some 1 ≤ j ≤ d + 1 then κ j > κ i for i = j and κ j > (d + 1)/2. Therefore, the inequality λ > 2κ j holds for 1 ≤ j ≤ d + 1 except perhaps for a single index corresponding to max{κ 1 , . . . , κ d+1 }. Let be chosen such that κ = max{κ 1 , . . . , κ N }. If λ > 2κ then
Hence, we conclude that the second term in (3.11) satisfies
and, as a result, it is a lower order term in the asymptotic expansion since
This completes the proof.
For n ≥ n 0 , since −1 + K n is a positive definite matrix, we have
Let us denote
where c n,i = M −1 i + a n,i − b n . Using the Sherman-Morrison-Woodbury identity (see [5, p. 50 ]), we can easily deduce
As a result, we can now use Theorem 2.2 to derive an explicit orthogonal basis for the inner product (3.8) , which for n large enough is given by
where {P n } n≥0 denotes the orthonormal polynomial system on the simplex T d given by (3.3) . Furthermore, by Theorem 2.5, the reproducing kernel K n (dν; x, y) for d n under the inner product (3.8) for n large enough is given by
The explicit formula of the kernel allows us to derive a sharp estimate for the kernel K n (dν; x, y) from those for K n (W κ ; x, y) and for the Jacobi polynomials. In the case of one variable (d = 1), such an estimate has been carried out in [6] . We shall give one result on the strong asymptotics of the Christoffel function with respect to dν on the simplex T d . For this purpose, we will need the following estimate of the Jacobi polynomials [10, (7.32.5) and 
The estimate on [−1, 0] follows from the fact that P
Note that (3.14) shows that |P (α,β) n | ≤ cn −1/2 uniformly inside a compact subset of (−1, 1). We derive the asymptotics for the difference K n (W κ ; x, x) − K n (dν; x, x).
Theorem 3.4 For x in T d ,
In particular, for x in the interior of T d ,
and the convergence is uniform in any compact set in the interior of T d .
Proof Let us denote ( −1 + K n ) −1 = (g i, j ) i, j=1,...,N . From the simple structure of the matrix −1 + K n we can easily deduce the explicit representation of the entries g i, j , in fact we have consequently the asymptotics for g i,i is given by
For the non diagonal elements we can repeat part of the reasoning in For the non diagonal elements, if λ > 2κ then, using (3.17), we obtain g i, j d n,i d n, j = O n −(λ−κ i −κ j ) .
If λ ≤ 2κ then, using (3.18) for i, j = , we obtain g i, j d n,i d n, j = O n −(2κ +κ i +κ j −1) .
For j = from (3.19) we obtain g i, d n,i d n, = O n −(λ−κ i −κ ) .
In each case, we conclude that for i = j it holds g i, j d n,i d n, j = O(n −γ ) with γ ≥ 1.
Finally, it readily follows that K n W κ ; x, x − K n (dν; x, x) = N i=1 c λ,κ i P (λ−κ i −1/2,κ i −1/2)
where c λ,κ i is the constant c λ,κ i = 1 2 d+1 λ − κ i + 1/2 κ i + 1/2 (λ) .
since, for x ∈ T d , x i = 1 only when x = e i . In particular, we see that lim n→∞ 1 n+d n K n W κ ; x, x − K n (dν; x, x) = 0, x ∈ T d k , 1 ≤ k ≤ d, if d > 2ς − 1, whereas this limit is unbounded when x ∈ T d 0 .
