We study the general problem of mixing for ab-initio quantum-mechanical problems.
INTRODUCTION
We consider the problem of determining the electron density ρ that satisfies the self-consistent field equations according to the Kohn-Sham density functional theory 1,2 :
Here H 0 is the single-particle noninteracting Hamiltonian and V ρ is an effective potential parameterized by the particle density ρ. The constant β is 1/kT where k is Boltzmann's constant and T is temperature. The term (1 + e β( i −µ) ) −1 is the Fermi-Dirac occupation and the constant µ is determined by ρ(x)dx = N for an N -body problem. Following 3 we let H ρ := H 0 + λV ρ 60 denote the Kohn-Sham Hamiltonian and reformulate the above system of equations as a nonlinear fixed point problem: find ρ such that where µ is the unique solution to N = trace( 1 + e β(Hρ−µ) −1 ). We refer to the operator F above as the self-consistent field (SCF) operator. We will not be concerned with the details of the SCF arXiv:0801.3098v1 [cond-mat.mtrl-sci] 20 Jan 2008
operator or its approximations since these tend to be specific to the application. Also, we will work with the discretized version of the SCF operator, which we will call the SCF mapping since it is a real vector-valued mapping of the discretized density. Throughout this work, however, we will point to instances where the form of this mapping can cause problems for numerical procedures for solving Eq.(I.2).
Numerical algorithms for solving Eq.(I.2) abound -the representative examples we focus on here are 4, 5, 6, 7, 8, 9, 10, 11 . These are iterative procedures and the process of determining the desired density ρ from previous estimates has come to be known as "mixing" in the physical literature. For ab-initio methods there is frequently a user-provided mixing term which, if it is improperly chosen, will lead to divergence of the iterations. In many cases the user has to learn by failure what is the correct value to use, expending a fair amount of computer resources in the process. We will show that many of the methods found in the physical literature have counterparts in the mathematical literature thus providing a more systematic approach to the choice of algorithm parameters. The goal of this work is the development of a method that does not require expert user input, is fast, and can handle many of the more complicated and poorly convergent problems such as metallic surfaces or heterostructures that can defeat a novice and sometimes an expert.
In the next section we provide detailed background both to the mathematical literature on methods for solving non-linear equations, as well the physical literature on mixing. There are two major "branches" of numerical techniques distinguished by the space in which they are derived.
However we show that all of the different methods are generated by solving an optimization problem of the same form. In Section III we detail our proposed algorithm for solving Eq.(I.2). We show in Section III that most algorithms are predicated upon fixed point mappings with a great deal of regularity, in particular monotone mappings. Motivated by the prospect that most systems of physical interest do not lead to convex SCF mappings, the principal insight that yields our improvements is to treat the prior steps as random samples in a higher-dimensional space rather than deterministic steps in a path to a fixed point. In effect, the Kohn-Sham Hamiltonian evaluated at an electron density far from equilibrium can vary in a semirandom and perhaps chaotic fashion. This viewpoint leads to a natural interpretation of the updates in terms of predicted and unpredicted components. Controls on the algorithm are exerted through parameter choices that affect primarily the unpredicted step. The rest of the section involves technical considerations for controlling step sizes and safeguarding against instabilities. We introduce the idea of using proximal mappings 12 to account for problems associated with near-linear dependencies and, at the same time, to safeguard against uncertainties in the model analogous to a classic Wiener filter. This regularization has the advantage that it also acts similarly to a classic trust region technique in numerical optimization. In Section IV we present numerical results for both very easy problems as well as semi-pathological cases. The new approach outperforms existing algorithms in most cases, and does significantly better with poorly constructed Kohn-Sham mappings. The algorithm is also relatively insensitive to user input. We conclude with a discussion of some of the open issues.
II. ITERATIVE METHODS FOR SOLVING NONLINEAR EQUATIONS
We wish to determine the electron density ρ * with fixed atom locations. The density is a real-valued vector with k elements. With an estimated density ρ n at the n-th step of an iterative procedure for determining ρ * , we check whether our estimate satisfies the ab-initio self-consistent field (SCF) equations given by Eq.(I.2). Evaluation of the SCF mapping returns a modified density ρ n := F (ρ n ), another real-valued vector with k elements. The density we seek is a fixed point of F , i.e., we solve the system of non-linear equations
This suggests the usual Newton algorithm as a possible numerical solution strategy.
A. Newton's Method
Expressing the mapping in Eq.(II.1) by its Taylor series expansion centered on a fixed point ρ * yields F (ρ) − ρ = (J(ρ * ) − I)(ρ − ρ * ) + O(|ρ − ρ * | 2 ) (II.2)
where J(ρ * ) is the Jacobian of F (supposing this is well-defined) at ρ * and I is the identity mapping. The Jacobian J is a k-by-k real-valued matrix. Given a point ρ n , Newton's method generates the next point ρ n+1 by
Under standard assumptions, this iteration can be shown to converge quadratically in a neighborhood of a local solution 13 . The computational cost of calculating the Jacobian and inverting is, however, prohibitive for high-dimensional problems such as density functional calculations.
B. Matrix Secant Methods
A classical approach to avoid computing and inverting the Jacobian is via solutions to the matrix secant equation: (J(ρ n ) − I) ≈ B n where
Introducing new variables, a conventional reduction, this is compactly represented as
where H n = B −1 n and
The next density ρ n+1 is then generated either by the recursion
where B n satisfies Eq.(II.5), or by 14 . Other common updates in the optimization literature are the symmetric rank one (SR1) and the BFGS updates 15 . Our focus in this study is on improvements in the context of Broyden updates, however the basic principles outlined here extend more generally to other matrix secant methods.
C. Rank One Updates
A new matrix B n+1 is obtained by updating in some fashion B n using the new data pair (s n , y n ) combined with the prior information (s 0 , y 0 ), (s 1 , y 1 ), ..., (s n−1 , y n−1 ) subject to the constraint that 
Here and throughout this work the norm ||s|| = √ s T s is the Euclidean norm and a vector (understood to be a column vector) or matrix raised to the power T indicates the transpose. The scalar β n > 0 is a step size parameter which has been retained for formal consistency although it is normally taken to be unity. This method has a simple recursion for its inverse (needed in Eq.(II.8)):
Broyden's first method is shown in 16 (Theorem 5.2) to converge locally superlinearly under the standard assumptions that the Jacobian exists, is nonsingular, and Lipschitz continuous at the solution.
The second method proposed by Broyden has the attractive feature that it is a recursion on the inverse Jacobian H n and is given by
Note that our sign convention is different to the usual sign in the literature where H n+1 = −B −1 n+1 . Update Eq.(II.12) was not recommended by Broyden and subsequently became known as Broyden's "bad" method (BB) primarily, in our opinion, because the test problems to which the methods were applied favored Eq.(II.10). Analogously to GB, the BB update finds the nearest matrix to H n with respect to the Frobenius norm that solves Eq.(II.6).
Generalizing the two methods suggested by Broyden one could consider updates of the form
Barnes 17 and Gay and Schnabel 18 proposed an update of this form where v n is the projection of s n onto the orthogonal complement of [s n−m , s n−m+1 , . . . , s n ] (0 ≤ m < n). This strategy, known as projected updates, will be discussed in more detail in the next subsection. 
where e n,j is the j'th column of the identity matrix, chosen so that e T n,j y n = y n ∞ where y n ∞ is the component of y n with largest absolute value. The matrix update then differs from the previous update only in the j'th column. Numerical experience with this update is very favorable 20, 21, 22 .
Recall that the GB and BB updates are the matrices nearest to the previous matrices with repsect to the Frobenius norm that satisfy the matrix secant equation. The main difference between the GB and BB methods is the space in which the "nearest" criterion is applied 23 . For GB the criterion is applied in the domain of the mapping, while BB is applied in the range, where the domain of the mapping is the space of the density differences s n and the range is the space of the residual differences y n . We see from Eq.(II.8) that an ill-conditioned matrix update B n will lead to a large and numerically unstable estimation of the step s n since, to compute this one needs to invert B n . On the other hand, from Eq.(II.9) it is clear that a least change criterion in the space of the residual differences y n will lead to smaller steps that could slow progress for well-conditioned problems. In other words, the BB algorithm is inherently more conservative than the GB algorithm.
The advantage of this property is not apparent until one is faced with ill-conditioned or ill-posed problems -see Section III for a discussion in the context of the physics of a DFT problem. In this respect, the distinction between Broyden's first and second methods is analogous to the distinction between backward, or implicit, and forward techniques for numerical solutions to stiff differential equations. We formulate these statements more precisely below.
The recursions Eq.(II.10)-(II.13) are all one-step recursions in terms of the most recent Jacobian estimate. Most practical implementations make use of multi-step recursions on the inverse Jacobian that allow one to avoid explicitly forming the matrix. In particular, the recursion for Eq.(II.11) with β j = 1 (j = 0, 1, 2, . . . ), can be written as 24 (Theorem 6.2)
where
For the multi-step recursion of H n+1 an elementary calculation yields the following recursion for Eq.(II.12):
where the products ascend from left to right with the empty product defined as 1, and
We prefer this recursion over the recursion proposed by on a simple criterion that estimates which method will give the best performance at a given step.
Numerical experiments showed this to be a promising approach, but rates of convergence were not pursued.
D. Multisecant Methods
In the context of path following algorithms, it is natural to look only at local information in order to construct a step direction and length. To generate the n+1-th Jacobian approximation the Multisecant techniques put the previous data on more equal footing with the most recent steps;
that is, rather than satisfying the matrix secant equation for only the most recent step one satisfies all matrix secant equations simultaneously: updates that, we will show, are simple relaxations of more conventional multisecant methods.
For our application the dimension of the problem, k, is much larger than the number of iterations, n, so we will simply consider m matrix secant equations with m < n. We do not as yet specify the composition of S n and Y n since there are many options. The construction given in Eq.(II.7) is conventional for matrix secant methods; an alternative construction centers the steps on the initial point ρ 0 rather than the previous step as in Eq.(II.7):
The method we propose in the following section is centered on the current point
Many multisecant methods are easily understood by formulating the underlying optimization problem each of the approximate Jacobians (implicitly) solves. We consider first the optimization
where, throughout, the norm of a matrix is the Frobenius norm, A is a real k × k matrix and D, G are real k × m matrices such that the set C defined below is nonempty:
The corresponding indicator function of C, ι C , is defined by
The solution to the optimization problem Eq.(II.21) expressed as
is the prox mapping 12,37 of the indicator function to C at A:
It is an elementary exercise (see, for instance, 38 (Chapter 1, Section G)) to show that
is the projection of A onto C. This projection has a simple closed form so long as the columns of D are linearly independent:
Specializing to multisecants, if A = B 0 , the n'th approximation to the Jacobian, D = S n ∈ R k×m and G = Y n ∈ R k×m (1 ≤ m ≤ n), the columns of which are denoted y j and s j respectively (j ∈ [0, n]), then we arrive at the multisecant extension of the Broyden's first update (MSGB) as studied by 17, 18, 32, 35 :
Elementary calculations using the Sherman-Morrison-Woodbury formula yield the multi-step re-
n+1 , analogous to Eq.(II.15),
For the update Eq.(II.13) v n is the projection of s n onto the orthogonal complement of Jacobians, B n stay close to the behavior of the true Jacobian, and if the columns of S n are strongly linearly independent as measured by the condition number
An alternative specialization of Eq.(II.24) leads to a multisecant form of Broyden's second 34 . Here the Jacobian update is given by
where A = 0, D = Y n and G = S n where the steps s n and residual differences y n are centered on the initial point ρ 0 as in Eq.(II.19) .
Independent studies appearing in the physics literature that parallel the mathematical literature have a different variational form. The various approaches can all be shown to be specializations of the the following optimization problem
where each C j is a set of the form Eq.(II. 22 ) and A ∈ R k×k , and dist C j (X) is the Euclidean distance of X to the set C j . A short calculation yields the solution X * to Eq.(II.29)
From Eq.(II.24) this can be written explicitly as
where 
If instead we let let A = H n , D j = y j and G j = s j , we get the update proposed by Johnson 6 :
Again, our derivation is different, and the new formulation makes the connection with Eq.(II.27) more transparent.
The weighting scheme of 6,10 is similar to a technique proposed by Pulay 8 . A dynamic weighting scheme that optimizes the weights γ j simultaneously with the determination of the matrix H n or B n is possible via the extended least squares techniques outlined in 42 . From the analysis above, the "active ingredients" in the methods of 10 and 6 involve the nonuniform weighting of the conventional multisecant formulations of Broyden's methods, and the centering of the prox mapping on the most recent matrix approximation B n and H n rather than on B 0 and H 0 as is the convention in Eq. In the above analysis we are not specific about how many previous steps should be included in the matrices S n and Y n . Recall that these matrices are made up of m columns of previous step information where m ∈ [1, n]. If m < n then one is implicitly executing a limited memory technique.
The name limited memory stems from the sequential ordering of steps according to Eq.(II.7) and refers to the practice of excluding points more than m steps previous in the construction of the current matrix update 24 . If one constructs S n and Y n via Eq.(II.20), as we do in the following numerical experiments, then one would exclude points that are most distant from the current point ρ n . This is a reasonable strategy for highly nonlinear problems, where the linear approximation that is at the heart of quasi-Newton methods is only valid on a local neighborhood of the current point. For extremely large problems such a strategy is also expedient since the matrix updates need not be explicitly stored as they can be constructed from a few stored vectors.
Finally, we note some other multisecant approaches that don't fit into the framework above.
In 35 a multisecant BFGS update is studied, however there do not appear to be computationally efficient and stable methods for generating updates that preserve the algebraic structure of the original BFGS update, namely symmetry and positivity. The SR1 update, also studied in 35 , is shown to be computationally efficient and stable though at the cost of symmetry. In contrast to these, Broyden's updates are natural candidates for multisecant approaches since they do not enforce symmetry of the Jacobian (they are designed for solving systems of nonlinear equations rather than for solving optimization problems as with BFGS and SR1 
for small λ > 0 is contractive, and F (ρ), and hence F , has a fixed point 46, 47 . The iteration to find the fixed point of F corresponding to Eq.(III.1) in terms of the original mapping F is
Most readers will recognize this as the Pratt step 48 . Convergence is guaranteed for nonexpansive SCF mappings on compact convex regions (though convergence can be extremely slow), but if λ is too large, or F is only locally nonexpansive, or worse, not even nonexpansive, then the theory for fixed point iterations like Eq.(III.2) and even Broyden's methods does not have much to say and numerical behavior cannot be guaranteed. In other words, anything can happen.
In particular, since it is possible for the SCF mapping to have several fixed points there is no guarantee that an algorithm will converge to the correct fixed point, as is the case if the fixed point is nonphysical, known as a "ghost band". Indeed, the iteration need not converge at all. Even if one supposes that the SCF mapping is contractive on closed neighborhoods of each of these fixed points, if an algorithm takes too large a step it could leave the domain of attraction of one fixed point and drift towards another fixed point. This process of drifting between attractors of the SCF mapping could continue indefinitely, and with a chaotic trajectory, if the algorithm is not sufficiently well controlled.
Note that one can extend the above concepts to a subset of the density variables. For instance, the sp-electron states might behave well, while d-electron states might be very difficult to converge.
This suggests a certain separability of the variables associated with these quantities, and that the SCF mapping is more sensitive to some subsets of the density variables than others. Indeed, a frequent observation exhibited in Section IV is that the density within the muffin-tins often behaves very differently to the density in the interstitial region.
The problematic part of the Kohn-Sham mapping is the effective potential V ρ . In general, there is no closed form for V ρ . For certain approximations, denoted V , it is possible to prove the correspondence between the fixed points of the corresponding SCF mapping F With this caveat in mind, and before we present the details of our numerical method, we take a moment to describe in physical terms some of the features of ab-initio calculations that are problematic, together with common symptoms of poorly convergent problems.
i. In many cases, for instance bulk MgO, the algorithms reach an acceptable solution in a surprisingly small number of iterations, e.g. 10 − 20 for 10 4 unknown density components.
This implies that, at least for a substantial subset of the density parameters, the domain of attraction of the fixed point is large and the SCF mapping has "good" functional properties on this domain.
ii. In some cases there can be issues with the scaling of different parts of the density because they are represented in quite different fashions. For instance, with LAPW methods the plane wave components outside the muffin-tins are represented by the Fourier coefficients whereas the density inside the muffin-tins is expanded in terms of spherical harmonics.
iii. The conventional wisdom for LAPW-based methods is that the muffin-tins should be as large as possible without overlapping. This implies that the basis set used for the muffin-tins is somehow better suited for the physics or for the geometry of the atoms. This is manifested in more rapid convergence of the coefficients corresponding to these basis elements and indicates that the domain of attraction of the fixed point for these coefficients is large relative to the domain of attraction for the fixed point of the plane wave elements. The behavior of different physical quantities for sequences of points approaching a fixed point is independent of algorithm design (as opposed to algorithm performance) and is symptomatic of the functional properties of the SCF mapping, i.e. the underlying physical problem. Our purpose is to design an algorithm that performs well for both regular SCF mappings as well as more pathological cases. As each model presents unique analytical irregularities, we seek to address the most common challenges in our numerical algorithms.
A. Toward a robust algorithm
In addition to numerical performance for a wide range of DFT calculations, a good numerical method, in our opinion, will require little or no user intervention. A key observation is that the dimension of the underlying problem is on the order of 10 4 or higher while the information that one uses to model the fixed point mapping is at most dimension 2n where n is the number of iterations (on the order of 10 0 ). As mentioned above, the conventional view is that the n steps and residual differences generated in matrix secant methods are deterministic points on a path to the solution.
While this is true for problems of small and moderate dimension, for high-dimensional problems such as SCF calculations, we can alternatively consider the n steps as random samples of a highdimensional mapping, albeit with decreasing randomness as the matrix secant model is refined in subsequent iterations. We therefore consider the vectors s j and y j given by Eq.(II.7) as merely data samples with less significance given to the order in which the samples were collected than with conventional matrix secant approaches. In particular, we center our model on the current iterate and calculate all steps and residual differences computed relative to the current point according to
Eq.(II.20). The algorithm then predicts the behavior of the SCF mapping Eq.(I.2) at ρ n given an appropriate model of the previous data.
The multi-secant methods detailed in the previous sections can all be rewritten as
where g n = F (ρ n ) − ρ n , A n is a matrix dependent on the method, and H 0 is an initial matrix secant estimate. Let us write this as
where, according to Eq.(III.3), p n = −S n−1 A n g n and u n = −H 0 (I − Y n−1 A n )g n . We show in Subsection III B that p n is the part of the vector g n that can be explained by (is in the range of) the data at step n, and u n is the part that is orthogonal to this information, and hence unpredicted.
The numerical challenges described in (iv)-(ii) are embedded in the unpredicted component of the new step. Written this way, we can distinguish two numerical challenges. First and most obvious, one must safeguard against the unpredicted behavior u n . More subtle is the a posteriori accounting of the vector g n and an underlying distance to ill-posedness of the prior information, which reflects the quality of the information. In other words, there is no free lunch: not only do we have to be cautious of unpredicted behavior, but we also have to be careful of how we treat our predicted behavior. It is reasonable to expect that with more information the size of the unknown orthogonal component u n will decrease, however, this is not always the case if the model does not adequately capture the true SCF mapping, or does not adequately adjust for the presence of multiple scales within the model. In addition, a poorly conditioned, or nearly ill-posed model might have an unstable direction in which numerical errors overwhelm meaningful information on the same scale.
Our numerical strategy must safeguard against both large unpredicted components and unstable models. We show next how this perspective translates into algorithms.
B. Scaling, regularization, and preconditioning
The discussion in the previous subsection is easily made rigorous when we consider the multise- 
Note that Y T n−1 Y n−1 −1 Y T n−1 g n is the solution to the least squares minimization problem
where m ∈ [1, n − 1] is the number of previous data points used in the update. In other words,
g n is the element in the domain of Y n−1 that comes closest (in the least squares sense) to "predicting" the vector g n . It follows, then, that
is the orthogonal projection of g n onto the space orthogonal to the residual differences y j defined 
Recalling the prox mapping introduced in the previous section, we could center the regularization more generally on any point z 0 , however, since we have no prior information about z the logical choice for the regularization is to center it on the origin. The solution to Eq.(III.8) is
which yields the following regularization of A n :
Note that as α → ∞, A α n → 0, and the step generated by Eq.(III.3) rotates to the direction H 0 g n . If H 0 is a scaling of the identity (see Subsection III C) then in the context of optimization, where g n is actually a gradient, the stronger the regularization, the more the step rotates in the direction of steepest descent and away from a Newton-like direction. We thus interpret the regularization parameter in both the conventional way, stabilizing Y T n−1 Y n−1 −1 , and as an estimation of the uncertainty of the approximate Newton step. Given our understanding of the previous step data as pseudo-random samples from an unknown process, the latter interpretation has a very natural explanation in terms of the Wiener filter for a signal with normally distributed zero-mean white noise. The size of the regularization parameter corresponds to the energy of the noise, or uncertainty in our model. 
with the solution
It follows immediately from this that if we normalize the columns of Y n−1 ,
where y (n−1) j is the j-th column of Y n−1 , then our regularization parameter will be independent of scaling between the columns of the matrix Y n−1 . This allows for more robust regularization strategies. Viewing the regularization as a Wiener filter applied to the approximate Newton step, the scaling reduces the effect of outliers on the regularization parameter in the least squares estimation, these outliers coming from steps that are relatively far away from the solution we seek.
We denote the matrix corresponding to this scaling, together with the regularization α by A α,Ψ n where 
Again, we note that S T n−1 S n−1 −1 S T n−1 B −1 0 w is the solution to the least squares problem
If, in addition, B 0 = 1/σI, then an elementary calculation yields the simplification to Eq.(III.14)
If S T n−1 Y n−1 −1 is well-defined, then the mapping I − Y n−1 A n is a nonorthogonal projection 61 onto the nullspace of the columns of S n−1 , or in other words, a projection onto the space orthogonal to the range of the columns of S n−1 , our prior step data. Unlike Eq.(III.5) the projection is not to a nearest element in the range of S ⊥ n−1 , hence, by definition, the resulting step will be larger than the orthogonal projection. which shifts the eigenvalues to the right. Since S T n−1 Y n−1 could have negative eigenvalues, unless α is chosen large enough, this regularization could result in an even more ill-conditioned matrix.
Our numerical experience is that α > 10 −6 is sufficiently large to avoid this possibility for the applications of interest to us.
We turn next to preconditioning and scaling. We propose rescaling the density ρ n to account for multiple scales between the interstitial electrons and the muffin tin electrons. There are many possible strategies. Such scalings are generically represented by multiplying the density ρ n at each iteration n on the left by an arbitrary invertible diagonal matrix Ω n . The same scaling must also be applied to the result of the SCF mapping acting upon ρ n . If these scalings are applied before the mixing operation and undone after the mixer yields its proposed step, then one need not change any of the formalism above; specifically, one replaces Y n , S n , and A n in Eq.(III.3) with Y n := Ω n Y n , S n := Ω n S n , and,
One of the benefits of such scalings is to increase the numerical accuracy of matrix multiplication when the matrices consist of elements of vastly different scales.
The preconditioner used in the numerical experiments in Section IV rescales the change in the interstitial electrons relative to that in the muffin-tin electrons. Recall that the residual of the SCF mapping for the density ρ n is g n = F (ρ n ) − ρ n . We represent the interstitial and muffin-tin portions of this residual by g (I)
n and g (M ) n respectively where
Denote the averages of the residuals of these components separately by
Using the formalism above, our preconditioner Ω n is defined by
and I j is the l j × l j identity matrix where l j is the dimension of the interstitial/muffin tin electrons respectively. We note that the ω n term enters the multisecant form squared, hence our use of a square root. Removing this square root is also reasonable, and in some cases is better in numerical tests, but it can be less stable and lead to runaway behavior where the interstitial regions converge too rapidly, upsetting the balance between these and the muffin tin electrons. More sophisticated preconditioning are also plausible, for instance a dielectric term for the plane waves 56,57 , though we found this simple form to be very effective.
Before concluding this section we address a physical point. A relevant question is whether the step constructed by these matrix secant methods conserves the total charge -if not, then an additional constraint is needed. By construction all the s n , y n values conserve charge, as does g n , and the preconditioners and scalings simply change the matrix given by Eq.(III.16). The result will then conserve charge automatically within numerical accuracy, so no explicit charge constraint is necessary.
C. Step Control
In Broyden's original numerical experiments he constructed B 0 from a finite difference approximation to the true Jacobian (see 14 ( Section 7)). This is not a practical approach for extremely large problems such as DFT calculations. For large problems, the convention for the initial estimate B 0 or H 0 is a scaling of the identity; that is, at each iteration n we choose H 0,n = σ n I and likewise B 0,n = 1/σ n . The choice of the scaling is critical -if it is poorly chosen iterations can stagnate or diverge. Note that the generating matrix can vary at each iteration. With this generating matrix the unpredicted component of the step s n , given by Eq.
The scaling σ n has no impact on the predicted component p n = −S n−1 A n g n . A technical discussion of strategies for choosing σ n are intimately connected to a convergence analysis of the algorithms, which is the topic of subsequent work.
For our purposes it suffices to give a number of effective controls, with reasonable heuristics.
To motivate our strategy we consider the numerical experiment, Figure 2 , showing the root mean squared change of the charge within the muffin tins plotted against various values of σ on different neighborhoods of the solution. Far from the solution, the variation is non-linear (Figure 2(a) ) over the range 0.05 ≤ σ ≤ 0. 30 . Since the step size is directly proportional to the size of σ Figure   2 (a) indicates that the linear model is correct only on a small neighborhood of the current iterate.
If σ is too large, the algorithm chooses a step outside the range of validity of the local model;
for an LAPW code this will lead to ghost bands and can lead to divergence. As the iterations proceed, that is, on closer neighborhoods to the solution, the change in the charge as a function of σ appears to be linear (Figure 2(b) ) over the same range, indicating that the linear model of the SCF mapping is accurate on a larger neighborhood of the iterate. Thus we interpret σ in the MSBB update as a type of trust-region parameter for a linear model of the SCF mapping.
Our strategy for implementing a dynamic step length σ n has three parts. First among these is to constrain σ n so that the step in the direction of the unpredicted component has an upper bound that is proportional to the size of the predicted component:
where R is a fixed parameter. In the context of the MSBB update, this ensures that the unpredicted (and unpredictable) component of the step at each iterations does not dominate the total step.
One has to take some step along this component, as otherwise no new information is generated;
however if too greedy a step is taken the algorithm can diverge. For an "easy" problem R can be larger than for a "difficult" problem since for easy problems the unpredicted component of the step is naturally well-scaled. Our experience indicates that for robust performance across a wide variety of problems, the parameter R is the most important control element for σ n . For hard problems a value of R from 0.05 to 0.15 works well. As a second level of control, we bound the total variation between successive scalings:
Note that, by this control, σ n cannot be less than half nor more than twice the previous scaling.
Note also that we do not reject steps that yield a larger residual g n , but rather reduce the size of the step in the unpredicted direction. In almost all cases a large improvement is achieved in the next step by retaining the bad step, though this strategy runs the risk of developing ghost bands.
As a third level of control, we include an upper bound on the absolute value of the scaling, σ. For our applications we found σ ≈ 0.1 − 0.2 to be effective. Finally, for the very first cycle we take a small step with
where dQ is the change in the charge within the muffin tins, dP W is the change in the rescaled plane waves and dRM T is the change of the density within the muffin tins. This form is based upon numerical experience with Wien2k, and is somewhat conservative. 2. Evaluate F (ρ n+1 ), set n = n + 1 and repeat Step 1.
IV. RESULTS
We test the performance of the algorithm on five examples of increasing physical difficulty, all run using the Wien2k code 4 and the PBE functional 58 ; we provide the details below with technical information so they can be reproduced as well as reasons for their choice. Here, in addition to sloshing between d-electron states one can have longer-range dielectric sloshing. In addition, this is a poorly constructed problem because the RKMAX is too small as is the k-point mesh. In all cases we started from densities calculated as a sum of independent atoms, and the calcula- For the very simple Model 1 all the methods converge quickly and the parameter σ has no significant impact on performance. The MSGB method is slightly faster, but as the latter results indicate this is an exception. If σ is too small (below 0.025) convergence is slower as illustrated in the plot of the number of iterations to convergence versus both σ and α shown in Figure 4 .
Interestingly, even for this very simple case the multisecant methods are significantly faster. For the slightly more complicated Model 2, both multisecant methods converge rapidly, whereas the BB method converges more slowly and the GB method is worst by a significant margin. The principal difference between Models 1 and 2 is that in Model 1 there are large changes during the iterations both within the muffin-tins, as well as for the plane waves, whereas in Model 2 almost all the changes are in the plane waves. This supports the rule-of-thumb discussed earlier that one should make the muffin tins as large as possible without overlapping.
With Model 3 the multisecant methods significantly outperform the classical secant methods.
For bulk silicon much of the covalent bonding lies in the interstitial region. We conjecture, therefore, that the improvement is due to the improved step direction and size for the multisecant methods that allow these methods to handle the greater variations of the Kohn -Sham mapping for this basis set.
The same trend continues with both Model 4 and Model 5 to the extent that BB and GB only converge for "good" values of σ (which have to be found by trial and error) and in many cases diverge. For the hardest problem we report here, Model 5, only the MSBB method converged. If one added a line search the other methods would probably converge albeit less rapidly and with a many more SCF evaluations.
The σ parameter in the MSBB update gives one direct control over the size of the steps, which is an important feature for models with strong variations. The control of steps is less immediate for the MSGB update and involves a more sensitive coupling of the regularization parameter α and the step size parameter σ. This is illustrated by the greater variance in performance of the MSGB update versus MSBB for models 1, 2, 4, and 5 shown in Table I .
V. DISCUSSION
To summarize the main points of this work:
• We argue that for DFT problems, where many physically interesting models result in noncontractive SCF mappings, one should consider the information from previous points of the SCF cycle more as samples of a higher-dimensional space than as part of a deterministic path. As a consequence multisecant methods are better than sequential secant updates, as born out in the results.
• There is a fundamental difference between methods based upon Broyden's first (GB) and second (BB) methods in terms of the space they operate in. The second method is more robust and handles poorly constructed, (nearly) ill-posed problems better -in general these are the more interesting physical problems.
• Scaling, regularization and preconditioning have a significant impact on algorithm performance. Moreover, regularization acts simultaneously to reduce instabilities due both to linear dependencies as well as to deficiencies in the model.
• Controlling the step size σ n along the direction about which no information is available is critical. For difficult problems, this step should in general be smaller than for easy problems.
• The multisecant method based upon Broyden's second formulation (MSBB) with appropriate safeguards simply and quickly solves problems which may defeat a novice, sometimes even an expert.
The method we have detailed (MSBB) is robust and has been part of the main Wien2k distribution we recommend values that perhaps are slightly slower in a few cases, but more robust for a wide variety of problems. There may also be ways to stabilize MSGB so that it could possibly work better for pseudopotential codes where preconditioning is easier.
Some additional comments are appropriate about the role of the term in the regularization. As mentioned earlier, we are using this simultaneously in three ways, firstly as a standard regularization technique to avoid ill-conditioning associated with near linear dependence of the columns of Y n , secondly as a Levenberg-Marquardt-type strategy to rotate the step and thirdly in a standard
Wiener filter sense to account for model uncertainty. The regularization parameter can be considered to scale proportionally to the noise or uncertainty in the secant equations. Far from the solution the quasi-Newton step may not be appropriate, suggesting that one should use a larger regularization. Similarly, near the solution if the quasi-Newton step is accurate, it will yield faster rates of convergence, in which case one would choose a smaller regularization. While one could dynamically adjust the regularization parameter, for our numerical experiments we choose a relatively large fixed value of α ( 10 −4 ). This, in our experience, yields adequate overall convergence and better convergence in the "dangerous" early stages of the iterations.
We emphasize once again the link between convergence of the mixing process and the functional properties of the underlying Kohn-Sham mapping. A poorly constructed problem will in most cases converge much more slowly than a well constructed one. This may be a consequence of short-cuts in the DFT calculation, e.g. too few k-points or numerical errors in an iterative diagonalization, or it can be due to a poorly constructed Hamiltonian or perhaps density functional. For the general user poor convergence should be taken as a suggestion that the model of the physics may not have been properly constructed.
The fact that we that we obtain improvement under the assumption that most models of physical interest do not lead to contractive, or more generally monotone SCF mappings raises some questions. It is well established that current density functionals are inexact descriptions of the physics, but the exact analytic properties of many physical systems are unknown. In particular, for many systems it is not known whether the SCF operator is monotone, let alone that it has fixed points, although it is hard to conceive of an experimentally observable equilibrium structure that does not have fixed pionts. An interesting question to raise is whether the SCF operator is monotonic with the "true" density functional that correctly describes the physics. Since in many cases the effective potential V ρ has no closed form, it is not known whether many of these theoretical properties are verifiable. It is tempting to infer analytic properties from numerical experimentsand we have made numerical progress by doing just this -but one cannot on numerical evidence alone determine the extent to which numerical behavior is indicative of the true nature of the physical system. As a final speculation, we raise the question of whether the character of the SCF mapping can be experimentally measured, or whether this type of behavior is a mathematical anomaly resulting from being much further away from equilibrium than any feasible experimental system will ever be.
There are several directions of research with regard to algorithms. Firstly, the heuristics for adjusting the step size σ n need to be put on firm mathematical footing. This would accompany a study of the asymptotic behavior of the algorithm and is the subject of future research. While the analysis of Eq.(III.5) has attractive interpretations in terms of nearest points in the range and space orthogonal to the prior data, the notion of "nearest" is with respect to the usual Euclidean (L 2 ) norm, which is biased towards outliers. One could consider the development of algorithms based on weighted norms, or even non-Euclidean prox mappings as opposed to those detailed in Subsection II D. The Ω n considered by 5, 6, 10 is in the spirit of weighted norms. Other areas for improvement could be found in the initialization of the iterations. We used the Pratt step, however one could use information from a previous SCF iteration.
Finally, while we have used some physics in helping to design the algorithm, there may be more that could be exploited. We find particularly appealing the observation discussed at the beginning of Section III that the density appears to be separable into distinct subsets. One might envision tailoring algorithms to exploit this property. For instance, one could iterate on the components of the density associated with the muffin-tins, while holding the interstitial electron density fixed.
Alternatively, one could iterate on the sp-electron density holding the d-electron density fixed, or one could iterate on other observables such as the spin associated with a particular atom. Such an approach might allow one to isolate irregular variables within the SCF mapping and design algorithms accordingly. This general approach is known as operator splitting about which there is a vast literature. (see, for instance 59 and references therein). This would allow one to isolate the analytical properties of the SCF operator and work more directly with specific physical quantities.
