Abstract. Convexity properties are often useful in characterizing and nding bounds for special function and their zeros, as well as in questions concerning the existence and uniqueness of zeros in certain intervals. In this survey paper, we describe some work related to the gamma function, the q-gamma function, Bessel and cylinder functions and the Hermite function.
Introduction
Many inequalities for special functions are statements about the positivity or monotonicity of certain quantities. Some deeper results refer to higher monotonicity o r e v en complete monotonicity, i.e., the derivatives of successive derivatives or di erences alternate in sign. An intermediate kind of result refers to convexity. Convexity is often used to \characterize " certain special functions such as the gamma function. Convexity properties are often useful in obtaining bounds for zeros. In other cases, such properties can be used to prove existence or uniqueness of zeros in certain intervals. In this expository paper, we g i v e examples of these ideas. d 2 dx 2 log j;(x)j 0 x 6 = 0 ;1 ;2 : : : and hence that log j;j is convex on those intervals, including (0 1) where it is de ned. It is well known that ;(x) is far from being the unique solution of the di erence equation (2.5) f(x + 1 ) = xf(x) x > 0 which satis es (2.6) f(1) = 1 so it is of interest is to \characterize" ;(x), e.g., to give a condition, additional to (2.5) and (2.6) which will determine it uniquely. One of the simplest such conditions is ( 5] The characterization based on (2.5), (2.6) and (2.7) is usually referred to as the Bohr-Mollerup characterization. Other such c haracterizations depend on the limiting behaviour of f or on the monotonicity of the product of ;(x) and a suitable function. For example, ;(x) is the unique function f(x) w h i c h satis es (2.5) and (2.6) and for which ( e=x) x f(x) is ultimately monotonic 52]. Recall that a real-valued function is said to be convex on an interval I if the \slope" f(x 1 ) ; f(x 2 )]=(x 1 ; x 2 ) is a nondecreasing function of x 2 on I for each x e d x 1 in I. A function f for which f 00 exists is convex on I if and only if f 00 (x) 0 o n I. The Bohr-Mollerup characterization of the gamma function may be though of as a consequence of the following results ( 28] , 33]) on monotonic functions. Lemma 2.1. Let '(x) ! 0 as x ! 1 . Then the di erence e quation (2.8) f(x + 1 ) ; f(x) = '(x) x 0 x < 1 has at most one nondecreasing solution satisfying (2.9) f(x 0 ) = y 0 :
Gamma and Related Functions
CONVEXITY PROPERTIES OF SPECIAL FUNCTIONS : : : 3 In other words, a nondecreasing solution is determined by its value at x 0 , or any two nondecreasing solutions must di er by a constant.
Proof. Suppose that there were two nondecreasing solutions f 1 (x) and f 2 (x). Let g(x) = f 1 (x) ; f 2 (x). Then g(x 0 ) = 0 and g is periodic with period 1. Let x 0 < x < x 0 + 1 . Then, for every positive i n teger N, g(x) = g(x + N) = f 1 (x + N) ; f 2 (x + N) f 1 (x 0 + N) ; f 2 (x 0 + N + 1 ) = f 1 (x 0 + N) ; f 2 (x 0 + N) ; '(x 0 + N) = ;'(x 0 + N). Also g(x) = g(x + N) = f 1 (x + N) ; f 2 (x + N) f 1 (x 0 + N + 1 ) ; f 2 (x 0 + N) = f 1 (x 0 + N) + '(x 0 + N) ; f 2 (x 0 + N) = '(x 0 + N). In other words we h a ve jg(x)j '(x 0 + N) f o r e v ery N. Letting N ! 1 , w e get g(x) = 0 . Theorem 2.2. Let f be a function from (0 1) to (0 1) satisfying f(x + 1 ) = xf(x) and f(1) = 1 and with the property that log f is convex. Then f(x) = ; ( x), 0 < x < 1.
Proof. First of all, the logarithm of the gamma function satis es (2.10) f(x + 1 ) ; f(x) = l o g x and (2.11)
If there were another convex function h satisfying these equations, then ; and h would be nondecreasing solutions of (2.12) f(x + 1 ) ; f(x) = l o g 1 + 1 x and by Lemma 2.1, they would di er by a c o n s t a n t. So log ; and log h would di er by a linear function and since ; and h coincide at the integers, this linear function would be identically zero. Y (z) = J (z) cos ; J ; (z) sin where an appropriate limit is taken when is an integer, and the general solution is given by (3.3)
The functions C (z) are referred to as cylinder functions. In sequel, we will use the notation j k and c k for the respective k-th positive zeros of J (x) a n d C (x).
STURM'S RESULTS AND EXTENSIONS
It was shown by Ch. Sturm 57] as long ago as 1836 that the positive z-zeros of the function C (z) form a concave o r c o n vex sequence according as j j is greater than or less than 1=2. If we use the notation for forward di erences (i.e., k = k+1 ; k ), then the above results can be stated as follows y 00 + '(t) y = 0 is increasing (decreasing) on an interval, then the sequence of zeros of a solution of (4.3) on that interval is convex (concave). A particularly simple treatment o f this is given in a 1952 paper by Makai 48] . Since the functions y(t ) = t 1=2 C (t) satisfy (3.10) y 00 + 1 + 1=4 ; 2 t 2 y = 0
we see that this provides a simple proof of the result of Sturm expressed by (3.4) and (3.5).
Strangely, the positive zeros of the derivative of C which are greater than j j form a concave sequence regardless of the value of j j. This is included in work of J. In 54], there is delineated a fairly extensive region of the ( ) plane in which this sequence of zeros is concave.
VARIATION WITH RESPECT TO ORDER
On can also ask about monotonicity, c o n vexity, etc., of zeros of Bessel functions with respect to order . Lorch and Szego 44] have some results on the monotonicity with respect to of quantities which include the spacings between the zeros. These results, like m a n y of these considered in this section, depend on the \Nicholson-type" formula due to Watson 60, p . 508], In 53], it was shown how to derive (3.12) by a di erential equations method. It would be of interest to be able to do this for a class of di erential equations.
Elbert's use of (3.12) to prove the concavity o f j k proceeds as follows. Di erentiating (3.12) and using integration by p a r t s , w e get (3 used a modi cation of this method to extend the result to real zeros of cylinder functions.
ZEROS AS CONTINUOUS FUNCTIONS OF RANK
One can discuss the variation of the positive zeros of C (x ) with respect to any of the three variables , or k (the rank of a zero). However, and k are not really independent they may, in fact, be subsumed in a single variable = k ; = . To see this, we consider that for 0, the zeros of C (x ), 0 < < are the roots of the equation
The graph of the left-hand side of (2.1) consists of branches which increase from 
and (3.18) j < ; k K ; k (j K ; j k ) + j k k < < K 0 < 1=2 : These become equalities when = 1 =2. If we p u t k = n, K = n + 1 , w e get (3.19) j > ( ; n)(j n+1 ; j n ) + j n > 1=2 (3.20) j < ( ; n)(j n+1 ; j n ) + j n 0 < 1=2 : In the case where = n + 1 =2, we g e t (3.21) y n+1 > (j n+1 + j n )=2 > 1=2 (3.22) y n+1 < (j n+1 + j n )=2 0 < 1=2 :
Some numerical examples given in 22] show the sharpness of these inequalities.
TUR AN-TYPE INEQUALITIES
Tur an-type inequalities are named from a convexity result of P. T ur an for Legendre polynomials:
P n+1 (x)P n;1 (x) ; P 2 n (x) 0 :
A corresponding result for Bessel functions was proved by O . S z asz:
L. Lorch 40] has examined the question of similar relations for the zeros. Using (3.12), he has shown that It is instructive to consider the evolution of the zeros as decreases. For ; 1, they are all real. As decreases through ;1 the numbers j 1 approach the origin, collide, and move o along the imaginary axis. As is further decreased, to ;2, these zeros return to the origin 31], 55]. All of this suggests that to deal with purely imaginary zeros, it is advantageous to consider the squares of the zeros.
We nd then that j 2 1 can be continued analytically from the interval (;1 1) t o the interval (;2 1). In fact 32], j 2 1 decreases to a minimum and then increases again (to 0) as increases from ;2 t o ;1. We conjecture that j 2 1 is convex for ;2 < < 1 cf. 12] where the convexity i s proved for 0 < < 1 and conjectured for ;1 < < 1. The last term here is obviously convex on (;1 ;1) having the positive second derivative ;( + 1 ) ;3 =2 there. On the other hand, j ;2 n is positive, and decreasing on (;2 1). Its second derivative there is given by ; 2j 00 j 3 + 6j 02 j 4 where j = j n , and primes denote derivatives with respect to . But, from 9], j 00 < 0, for > ;n. Hence j ;2 n , is a convex function of on (;2 1) f o r > ;2. Thus all terms on the right-hand side of (3.24) are convex functions of on (;2 ;1) and this completes the proof.
Since ;j ;2 1 is a positive convex function on (;2 ;1) which approaches +1 as ! ; 2 + and ! ; 1 ; , we get an alternative proof of the result 32, Theorem 3.1] that ;j 2 1 is unimodal on (;2 ;1). 
USES OF CONVEXITY IN DETERMINING NUMBER OF ZEROS
It is shown in 46] that J (x) has two in ection points before its rst positive zero when : : : < < 0 and none in 0 < x < j 1 for ;1 < where = ;0:1993707809 : : : .
The proof is broken into three parts, establishing respectively the uniqueness, the existence and the evaluation of . Only the rst two parts will be discussed here. Hence we h a ve a contradiction and so exists as asserted. Formula (4.1) is to be understood in a limiting sense when is an integer and the constant m ultiplying the sum is chosen so that H (t) reduces to the Hermite polynomials (with the notation of, e.g., 58]) in case is a nonnegative integer.
Thus H 0 (t) = 1, H 1 (t) = 2t, H 2 (t) = 4t 2 ; 2, H 3 (t) = 8t 3 ; 12t, etc. In the polynomial case, the zeros of H (t) are real and located symmetrically with respect to the origin. In 17] we study of the real zeros of H (t) in the case where is a positive r e a l n umber. The largest real zero of H (t) is of importance in the study of subharmonic functions 24].
It turns out that, when n < n + 1 , w i t h n a nonnegative i n teger, H (t) h a s n + 1 real zeros which increase with . As passes through each nonnegative integer n a new leftmost zero appears at ;1 while the right-most zero passes through the largest zero of H n (t). For each x e d , H (t) is that solution of the Hermite equation (4.3) y 00 ; 2ty 0 + 2 y = 0 which g r o ws relatively slowly as t ! +1. We consider also a solution of (4.3) which is linearly independent o f H (z): (4.4) G (t) = 2 p h ; sin 2 ; 2 + 1 The functions e ;t 2 =2 H (t) and e ;t 2 =2 G (t), which h a ve the same zeros as H (t) and G (t) are linearly independent solutions of the modi ed Hermite equation 
