In regression problems where there is no known true underlying model, conformal prediction methods enable prediction intervals to be constructed without any assumptions on the distribution of the underlying data, except that the training and test data are assumed to be exchangeable. However, these methods bear a heavy computational cost-and, to be carried out exactly, the regression algorithm would need to be fitted infinitely many times. In practice, the conformal prediction method is run by simply considering only a finite grid of finely spaced values for the response variable. This paper develops discretized conformal prediction algorithms that are guaranteed to cover the target value with the desired probability, and that offer a tradeoff between computational cost and prediction accuracy.
Introduction
In this paper, we examine the problem of efficiently computing conformal prediction intervals using models that are computationally expensive to fit. The conformal prediction method, introduced by Vovk et al. [6, 7, 5] and developed for the high-dimensional setting by Lei et al. [4] , uses a training data set (X 1 , Y 1 ), . . . , (X n , Y n ) ∈ R p × R to provide a prediction interval for an unobserved response variable Y n+1 ∈ R at the covariate point X n+1 ∈ R p . The prediction interval's coverage guarantees rely only on the assumption that the available training data (X 1 , Y 1 ), . . . , (X n , Y n ) is exchangeable with the test data point (X n+1 , Y n+1 ).
As originally proposed, this method requires refitting an expensive model for every possible value of the test point's response variable Y n+1 -at least in theory, but of course in practice, if Y n+1 is real-valued, it is impossible to refit the model infinitely many times, and so instead it is common to round Y n+1 to a fine finite grid of values in R.
Our work formalizes this rounding procedure, proving that rounding can be done without losing the coverage guarantee of the method. Our result also allows for the rounding to be as coarse or fine as desired, giving a principled way to trade off between computational cost and the precision of the prediction (as measured by the width of the prediction interval), while maintaining the coverage guarantee.
Background
Given a training data set (X 1 , Y 1 ), . . . , (X n , Y n ) ∈ R p × R, and a new feature vector X n+1 ∈ R p , the goal of predictive inference is to provide an interval in R that is likely to contain the unobserved response value Y n+1 . Imagine fitting a predictive model µ : R p → R, where µ(x) predicts the value of 09.18.17
Y given X = x, to the n training points. If Y i is within the interval µ(X i ) ± for 90% of the training data points i = 1, . . . , n, we might naively assume that µ(X n+1 ) ± is a 90%-coverage prediction interval for Y n+1 , that is, that P {Y n+1 ∈ µ(X i ) ± } = 0.9. However, for high dimensions p, in general this will be completely untrue-the model µ, having been fitted to the training data points, by its construction will have low residuals |Y i − µ(X i )| on this same training data set, but may be wildly inaccurate on an independently drawn test point (X n+1 , Y n+1 ). In general, the constructed prediction interval µ(X n+1 ) ± will undercover, i.e. the probability of this interval containing ("covering") the true response value Y n+1 will be lower than intended.
The problem is that while the training and test data (n + 1 total data points) may have been drawn from the same distribution initially, the resulting n+1 many residuals are not exchangeably distributed since µ was fitted on the n training points without including the test point.
At first glance, this problem seems insurmountable-without observing the test point, how can we hope to include it into the process of fitting the model µ? Remarkably, the conformal prediction method offers a way to do exactly this, which can be carried out using any desired model fitting algorithm for constructing µ. Here we summarize the steps of the conformal prediction method, as presented in the work of Lei et al. [4] .
(1) Without looking at the data, we choose any model fitting algorithm
that is required to treat the n+1 many input points exchangeably but is otherwise unconstrained.
(2) Given the data, we compute
for every value y ∈ R-each y is a possible value for the unseen test data point's response value, Y n+1 .
(3) Compute the desired quantile for the residuals,
where α is the predefined desired error level.
(4) The prediction interval 1 is given by
The conformal prediction algorithm offers a coverage guarantee with no assumptions aside from exchangeability of the data points (for example, if the training and test points are i.i.d. draws from some distribution).
. Assume exchangeability of the training and test data points
Then the conformal prediction algorithm satisfies
1 While the prediction set is labeled PI for "prediction interval", and we often refer to it with this terminology, in some settings the set might not be equal to a single interval.
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We reproduce a short proof of this result here, as this proof technique will be useful for proving the results presented later in this paper.
Proof of Theorem 1. Define residuals R i = Y i − µ Yn+1 (X i ) for each i = 1, . . . , n + 1. Since µ Yn+1 is a fitted model that was constructed using the n + 1 many data points exchangeably, we therefore see that R 1 , . . . , R n , R n+1 are themselves exchangeable, and so
By a simple calculation this event is equivalent to
where we use the definitions of R n+1 and Q Yn+1 . In other words, the bound |y − µ y (X n+1 )| ≤ Q y holds for y = Y n+1 . By definition, this means that Y n+1 ∈ PI, proving the theorem.
Computation for conformal prediction Examining the conformal prediction algorithm, the reader may notice that for each possible value y ∈ R (that is, for each potential y value for the test data point, Y n+1 ), we must refit a model µ y using the algorithm A. Depending on the setting, each run of A may be fairly expensive-and even disregarding cost, in general we cannot hope to run A infinitely many times, once for each y ∈ R.
In some settings, this problem can be circumvented using special structure within the model fitting algorithm. For instance, if A fits a linear model with a squared 2 norm penalty (Ridge regression), the prediction interval PI in fact enjoys a closed form solution [1] . Recent work by Lei [3] provides an efficient method for computing PI for the Lasso, i.e. quadratic loss function + 1 norm penalty.
In nearly any other setting, however, we must instead turn to approximations of the full conformal prediction method, since fully computing PI is impossible. A straightforward way to approximate the algorithm is to only fit µ y for a finite set of y values-for instance, taking a fine grid of y values over some interval [a, b] that includes the empirical range of the observed response values, a ≤ min 1≤i≤n Y i ≤ max 1≤i≤n Y i ≤ b-we give more details below. This range may be further reduced for greater computational efficiency via "trimming", as in Chen et al. [2] . An alternate approach is to employ sample splitting, studied by Lei et al. [4] , where half the training data is used to fit the model µ a single time, while the quantiles of the residual are then computed over the remaining n/2 data points. Split conformal prediction is highly efficient, requiring only a single run of the model fitting algorithm A, but may produce substantially wider prediction intervals due to the effective sample size being reduced to half. (Of course, it is also possible to create a uneven split, using a larger portion of data for model fitting and a smaller set for the inference step. This will produce sharper prediction intervals, but the method will have higher variance; this tradeoff is unavoidable for data splitting methods.)
Approximation via rounding
As mentioned above, in most settings, in practice the model µ y can only be fitted over some finite grid of y values spanning some range [a, b] . Specifically, a common approximate algorithm might take the form:
( (2),(3) As before, Compute µ ym and Q ym for each trial y value, i.e. for m = 1, . . . , M.
(4)
The rounded prediction interval is given by
Then extend by a margin of ∆ to each side:
In practice, this type of approximate conformal prediction algorithm performs well, but there are several drawbacks. First, from a theoretical point of view, coverage can no longer be guaranteed-in particular, if there is some y value that lies between two grid points, y m < y < y m+1 , it is possible that neither y m nor y m+1 gets selected by the discretized algorithm, but we would have placed y itself into the prediction interval PI if y had been one of the values tested. In general this can happen only if the true prediction interval (the PI from the original non-discretized method) does not consist of a single connected component-depending on the model fitting algorithm A, this may or may not occur. Second, in practice, the spacing ∆ of the grid provides a lower bound on the precision of the method-the set PI will always be at least 2∆ wide. Since ∆ ∝ M −1 , this forces us to use a large computational budget M .
We will next propose two different approaches towards a discretized conformal prediction method, which will resolve these issues by allowing for theoretical coverage properties and, in one of the algorithms, for prediction intervals whose width may be narrower than the spacing of the discretized grid.
Main results
In this section we introduce two different versions of discretized conformal inference, with a coverage guarantee for both algorithms given in Theorem 2 below.
Conformal prediction with discretized data
We begin with a simple rounded algorithm for conformal prediction, where our analysis is carried out entirely on the rounded data-that is, all response values Y i are rounded to some finite grid-before converting back to the original values as a final step.
(1) Without looking at the data, choose any model fitting algorithm
where µ maps a vector of covariates x to a predicted value for y in R. The model fitting algorithm A is required to treat the n + 1 many input points exchangeably but is otherwise unconstrained. Furthermore, choose a set Y ⊂ R containing finitely many points-this set is the "grid" of candidate values for the response variable Y n+1 at the test point. Select also a discretization function d : R → Y that rounds response values y to values in the grid Y.
(2) Next, apply conformal prediction to this rounded data set. Specifically, we compute
for possible value y ∈ Y.
09.18.17 (3) Compute the desired quantile for the residuals,
(4) The discretized prediction interval is given by
This prediction interval is, by construction, likely to cover the rounded test response value, d(Y n+1 ). To invert the rounding step, the final prediction interval is then given by
The reason for the notation Y, for the grid of candidate y values, is that in practice the grid is generally determined as a function of the data (and, therefore, the same may be true for the discretization function d). Most commonly, the grid might be determined by taking m equally spaced points from some minimum value y min to some maximum value y max , where y min , y max are determined by the empirical range of response values in the training data, i.e. by the range of Y 1 , . . . , Y n . The function d would then simply round to the nearest value in this grid. (The number of points, m, is more commonly independent of the data, and simply depends on our computational budget-how many times we are willing to refit the model.)
To formalize the setting where Y and d depend on the data, we let
be any finite set, let 
A better way to round: conformal prediction with a discretized model
While the naive rounded algorithm presented above, where the data itself is discretized, will successfully provide the correct coverage guarantees, it may be overly conservative. In particular, the prediction intervals will always need to be at least as wide as the interval between two grid points (as was also the case with the rounding approximation presented in Section 2.1). We now modify our algorithm to more fully use the information in the data, and hopefully to attain narrower intervals. Specifically, instead of discretizing the response data (the Y i 's), we instead require only that the fitted model µ can only depend on the discretized Y i 's, but use the full information of the Y i 's when computing the residuals.
(1),(2) As in the naive rounded algorithm, choose A, Y, and d, and compute µ y for each y ∈ Y.
(3) Compute the desired quantile for the unrounded residuals,
09.18.17 (4) Finally, the prediction interval is given by
This prediction interval is, by construction, likely to cover the unrounded test response value, Y n+1 ; it is no longer necessary to invert the rounding step.
Coverage guarantee
The following theorem proves the coverage properties of the prediction intervals computed by our two discretized conformal prediction methods.
2
Theorem 2. Assume exchangeability of the training and test data points
) ⊂ R be any finite set, where Y is an exchangeable function of
also assumed to be exchangeable in the n + 1 data points. Then the rounded conformal prediction interval, constructed under either the Conformal Prediction with Discretized Data or Conformal Prediction with a Discretized Model algorithms (presented in Section 3.1 and Section 3.2, respectively), satisfies the coverage guarantee
Before proving this result, we pause to note two special cases regarding the choice of the set Y and (randomized) discretization function d:
• If Y and d are fixed (do not depend on the data), then the coverage rate is ≥ 1 − α, since we can define Y = Y and d = d always.
• If Y depends on the data only via the range of the response values, i.e. is only a function of min i=1,...,n Y i and max i=1,...,n Y i , while d depends only on Y (e.g. d simply rounds any number to its nearest value in Y, or does randomized rounding as in (1)), then the coverage rate is
. This holds because, by defining Y as the corresponding function of the range of the full data set, i.e. of min i=1,...,n+1 Y i and max i=1,...,n+1 Y i , we have
2 In some settings, we may prefer a discretization function d that is random-for instance, if d rounds y to the nearest value in Y, this introduces some bias, but with randomization we can remove this bias by setting
with probability y m+1 −y y m+1 −ym , y m+1 , with probability
where ym ≤ y ≤ y m+1 are the nearest elements to y in the trial set Y. With this construction, we obtain E d(y) y = y (at least for those y values that are not outside the range of the entries of Y). Our main result, Theorem 2, can be modified to prove the expected coverage guarantee in this setting as well, although we do not include the details here.
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We now prove our main result.
Proof of Theorem 2. Our proof closely follows the structure of the results on non-rounded conformal prediction in the earlier literature.
We begin with the naive rounded algorithm from Section 3.1, Conformal Prediction with Discretized Data. Let
be the fitted model when using the complete rounded data set (i.e. the training data as well as the test data point). Define truncated residuals
for i = 1, . . . , n + 1. Then, by construction, we can see that R 1 , . . . , R n+1 are exchangeable, since on the event ( Y, d) = ( Y, d), every part of the construction was defined exchangeably. Then
By a simple calculation this is equivalent to
If this event holds, then either (
in which case we have d(Y n+1 ) ∈ PI rounded by definition of PI rounded . Therefore,
Next, we turn to the second algorithm, Conformal Prediction with a Discretized Model, presented in Section 3.2. Let µ = µ d(Yn+1) and define truncated residuals
As before, R 1 , . . . , R n+1 are exchangeable, and using the same calculation we find
Therefore Y n+1 ∈ PI by definition of PI, proving that
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Computational tradeoffs
With our main theoretical result, Theorem 2, in place, we are now able to trade off between the computation time of the algorithm, and the precision of its resulting prediction intervals. Specifically, both algorithms developed in this paper guarantee exact coverage regardless of the number of y values tested (or, if Y, d depend weakly on the data, for instance via the range of the data values, then coverage probability may decrease very slightly). Of course, with a smaller set Y, the discretization will be more coarse, so the residuals will in general be larger and our resulting prediction interval will be wider.
One interesting phenomenon that we can observe is that, if the sample size n is large, then our fitted models may be highly accurate (i.e. residuals are small) even if the added noise due to the rounding step is quite large. In other words, a low computational budget (a small set Y of trial values) can be offset by a large sample size. We explore these tradeoffs empirically in the next section.
Simulations
We now explore the effect of discretization in practice through a simulated data experiment.
3
Data Our data is generated as
for noise level σ x j + sign(x j ) |x j | , so that a linear model does not fit the data exactly, but is a fairly good approximation. The sample size is n = 100 or n = 400. Our model fitting algorithm A is given by fitting a Lasso, µ : x → x β where β = arg min
for penalty parameter λ = σ log(p) 2n . We then generate a new data point (X n+1 , Y n+1 ) from the same distribution, and set target coverage level at 1 − α = 0.9.
Methods We compare the following methods:
• Oracle: using the true coefficient vector and the Gaussian distribution of the noise, the prediction interval is given by PI = µ(X n+1 ) ± 1.645σ.
• Parametric: Let S = Support( β) be the support of the Lasso solution. If we naively compute the confidence interval for the resulting least-squares model-that is, ignoring the fact that the feature set S was selected as a function of the data-we would compute a prediction interval PI = X n+1 β ± 1.645σ 1 + X n+1, S (X 1:n, S X 1:n, S ) −1 X n+1, S .
Of course, since this computation ignores the selection event, we would expect this prediction interval to undercover. The plots show the average prediction interval length (left) and the empirical coverage probability (right), along with standard error bars, for each of the five methods considered. Results are averaged over 1000 trials.
• Approximate Conformal Prediction (approximated via rounding)-the informal approximation to the conformal prediction algorithm, as presented in Section 2.1.
• Conformal Prediction with Discretized Data (CPDD), as presented in Section 3.1.
• Conformal Prediction with a Discretized Model (CPDM), as presented in Section 3.2.
For the rounded algorithms, we run the algorithm with grid size M ∈ {5, 10, 20, 40, 80, 160}. The finite grid is then taken to be the set
where [y min , y max ] is the range of the observed response values Y 1 , . . . , Y n in the training data. If the resulting prediction set is not an interval (which is seldom the case), we take the smallest interval containing the prediction set, for a simpler comparison.
Results are averaged over 1000 trials.
Results The resulting coverage probabilities and the average prediction interval lengths for each method are shown in Figure 1 (for sample size n = 100) and Figure 2 (for n = 400), across the different grid sizes M . (Since the oracle method and parametric method do not use a discretized grid, reported values for these two methods are constant across M .)
Examining the coverage plots first, the oracle method has 90% coverage as expected, and the two conformal prediction methods proposed here also show 90% (or higher) coverage. The "parametric" method, by ignoring the multiple testing problem inherent in the sparse model selection step, shows undercoverage for the smaller sample size n = 100. At n = 400, the selected model is more deterministic (as the signal-to-noise ratio is much stronger), so the selection event has less of an effect, and the coverage is closer to 90%. Finally, for the approximate conformal prediction method (i.e. the informal rounding scheme), this method shows the appropriate 90% coverage for higher values of M , but can undercover when M is low, particularly for the higher sample size n = 400. The reason is that if the grid points are spaced far apart, while residuals tend to be fairly small, then it may be the case that none of the grid point values y 1 , . . . , y M are "plausible" enough to get included into the prediction interval. Therefore, this method is not reliable when the computational budget (i.e. the number of grid points M ) is very low.
Next, we turn to the prediction interval length results-this length represents the precision of each procedure, as an extremely wide prediction interval is not informative. The oracle method of course yields the lowest possible PI length, providing a lower bound for the other methods. The approximate conformal prediction method (informal rounding) has somewhat lower PI length than the other rounded methods, but as discussed earlier, it fails to provide the guaranteed coverage rate. Comparing the two rounding algorithms proposed here, which do offer the desired coverage rate both in theory and empirically, at n = 100 we see similar performance, with slightly better precision (lower PI width) for the Conformal Prediction with Discretized Data (CPDD) method. At n = 400, however, Conformal Prediction with a Discretized Model (CPDM) gives far better performance. To understand why, recall that for CPDD, when we discretize the data, the length of the PI will always be at least as large as the gap between two grid points; a small M will therefore lead to an unfavorable lower bound on the PI length, regardless of the sample size n. If we use CPDM, then coarse rounding (i.e. a low M ) effectively adds noise to the y values, but with a sufficiently high sample size n, our fitted model will be highly accurate in spite of the high effective noise level, and we can obtain low PI lengths.
Summary
In this paper, we have formalized the role of rounding and discretization in the conformal prediction framework. These discretized algorithms allow conformal prediction methods to be used in practice when computational resources are limited, while providing rigorous guarantees that the right level of coverage will be maintained. Our simulations demonstrate that the level of discretization can be used to trade off between computation time and the precision of the prediction (i.e. the width of the prediction interval), enabling the user to obtain meaningful guarantees at any computational budget.
