Self-motion signals are sufficient for animal navigation ("path integration") and for updating hippocampal location-specific firing. The contributions of ambulatory, vestibular, and optic self-motion signals to CA1 unit activity and EEG were studied while rats either walked or drove a car between locations on a circular track (referred to as WALK and CAR, respectively) or experienced pseudomotion, in which the animal was stationary and the environment was rotated (WORLD). Fewer pyramidal cells expressed place fields during CAR and those that did exhibited substantially larger place fields. The number of theta cycles required to traverse a place field increased, whereas the slope of the theta phase of firing versus position function was reduced. The presence and/or location of place fields were not well correlated between conditions. These effects were even more accentuated during WORLD. These results are not explainable by a simple "smearing out" of place fields but, in terms of size of place fields relative to the track size, are comparable with what would be observed if the track circumference was reduced and the animal moved around it at a correspondingly slower speed. Theta (and its 14 -18 Hz harmonic) power were dependent on velocity, but the gain of this function was substantially reduced during CAR and WORLD, again as if the rat were moving more slowly. The spatial scale over which the hippocampal population vector is updated appears to be derived primarily from the gain of a self-motion velocity signal with approximately equal components derived from ambulation, vestibular, and optic-flow signals.
Introduction
Hippocampal neural activity can be highly correlated with the animal's position in the environment. Although external sensory cues play an important role in establishing the spatial and directional reference for this system, the hippocampal positional correlate can be updated through the process of path integration (Mittelstaedt and Mittelstaedt, 1980) of ambulatory, optic, and vestibular self-motion signals (Quirk et al., 1990; Markus et al., 1994; Gothard et al., 1996; McNaughton et al., 1996) ; however, the specific contributions of these different self-motion signals to the hippocampal spatial metric remain unknown.
In their original treatise, O'Keefe and Nadel (1979) postulated that the hippocampal theta rhythm (a prominent 7-9 Hz oscillation in the hippocampal electroencephalogram (EEG) that accompanies the animal's displacements in space) provides a distance "metric" (standard of measurement) to the hippocampal cognitive map. Several experiments have provided some support for this hypothesis. For example, the spectral power of the theta rhythm and population firing rate (McNaughton et al., 1983a; Czurko et al., 1999; Ekstrom et al., 2001) are dependent on the running speed of the rat. Moreover, when limb movements are rendered impossible by restraining the animal in a towel, the theta rhythm is greatly attenuated and place cells become silent (Foster et al., 1989) .
To dissociate the specific influences of ambulatory, vestibular, and optic-flow self-motion signals on the hippocampal spatial metric, hippocampal EEG and CA1 pyramidal cells ("place cells") were recorded while rats either walked (WALK) or drove themselves between locations on a circular track, by pressing and holding down a GO button on a small car (CAR). The latter condition eliminated ambulatory signals, leaving optic and vestibular signals intact. In follow-up experiments, a condition was added in which the car remained stationary while the entire cylindrical environment was rotated around the rat (WORLD). This latter condition eliminated both ambulatory and vestibular selfmotion signals.
Parts of this paper have been published previously in abstract form (Terrazas et al., 2001 ).
Materials and Methods

Recording method
Multiple single units were recorded from the CA1 region of the dorsal hippocampus using "tetrodes" (McNaughton et al., 1983a; Recce and O'Keefe, 1989) , four-channel electrodes constructed by twisting together four strands of insulated 13 m nichrome wire (H. P. Reid, Neptune, NJ). Each animal was implanted with an array of 14 independently adjustable microdrives (HyperDrive) containing 12 tetrodes and two additional electrodes, which served as reference (in or near corpus callosum) and a theta probe (located at or near the hippocampal fissure). Each microdrive consisted of a drive screw coupled by a nut to a guide cannula. A full turn of the screw advanced the tetrode 318 m. The hyperdrive,
Behavioral apparatuses
Two apparatuses were used in the course of these experiments. The rat train apparatus (RTA) consisted of a modified toy-train car (Lionel Trains, Chesterfield, MI) riding on top of a 130-cm-diameter G-scale circular track. The track was bolted to a round 150 cm diameter piece of plywood and placed on top of a cinderblock platform at a height of 60 cm. The car was constructed by bolting a metal platform to the chassis of the toy-train engine. The entire apparatus was placed in the center of the recording room in plain view of prominent and stable distal cues, including the door and objects mounted on the walls. A video camera was mounted in the center of the room for tracking position.
The rat controlled vehicle (RCV) consisted of two independently movable, concentric axes (WORLD and CAR) driven by stepper motors (Oriental Motors, City of Industry, CA) controlled by either a rat-activated lever on the vehicle or the experimenter, such that the vehicle could either move around the track, or the entire "world," including floor, track, and curtains, could be rotated while the rat was on the stationary vehicle, thus providing the same optic-flow profile that would have occurred if the vehicle had actually been in motion. The stepper motors were attached to a modified circular metal patio table with mounted bearings (Browning Bearings and Chain, Monroe, NC). The entire maze was attached to the WORLD axis, including the large circular wooden platform (140 cm diameter) with attached black curtains, the fabric ceiling, and the running track (also 130 cm diameter, as in the RTA above). The "vehicle" consisted of a small platform mounted over the track and connected to the CAR axis via a rigid radial spoke. Caster wheels mounted to the patio table provided stabilization of the maze. The positions of both axes were recorded as pulses by optical encoders (U.S. Digital, Vancouver, WA). The axis motors, task administration, and time stamping were controlled by an 80486 personal computer running the Windows 98 operating system (Microsoft, Redmond, WA). A single white cloth (1 ϫ 0.5 m) and directional light source were mounted to the inside surface of the circular curtains with a separation of 145°. A small opening in the top of the ceiling allowed for the installation of a video camera to image the inside of the apparatus for the purpose of positional tracking.
Behavioral tasks
The velocity of the vehicle was set to reach a top speed of 20 cm/s by placing a small load on the car and engaging the motor for timed laps. The vehicle used in the RTA had no mechanism to control the acceleration or deceleration of the vehicle. The RCV used a 3 s linear acceleration/ deceleration control provided by the stepper motors. Neither apparatus enabled the rat to control the speed of the car.
Behavior was reinforced either by food or MFB stimulation. The subject was trained to push a lever, thereby engaging the car in forward motion. This behavior was shaped so that the subject made longer trajectories until the distance traveled was consistently Ͼ30 cm. The subject was not allowed to get off of the car. At this time, reinforcement became contingent on the subject reaching broad regions surrounding the goals.
Subjects were trained to perform one of two driving tasks that required stopping at various unmarked locations on the circular track. On the RTA, subjects drove from one of three starting locations to a single goal area subtending 30°of arc on the track. After arrival at the goal, the subjects were rewarded and then driven passively to the next pseudorandomly chosen starting location. This task was abandoned in the RCV experiments in favor of a task that could be administered using the overhead video monitor and automated procedures. In the RCV experiments, subjects drove between two stopping locations. In both cases, care was taken to avoid "beacons" and other landmark cues at the goal locations. Subjects on both apparatuses were also sometimes driven around the track several times under the control of the investigator. This condition was termed EXPRESS.
For the RTA experiments, movement conditions were administered in blocks. The experiments on the RTA were primarily concerned with the characterization of the spatial representation when ambulatory selfmotion cues were eliminated; therefore, the majority of the trials were CAR trials. The subject was placed on the track for the WALK condition only after completing 60 -100 laps of the CAR condition. This typically resulted in 10 -20 laps of WALK as a control. In one of the experiments conducted on the RTA, the subject performed two blocks of CAR trials with a block of WALK trials in between.
The RCV experiments were primarily concerned with the comparison of CAR and WORLD movement conditions and whether place fields and EEG were further degraded when vestibular self-motion signals were eliminated. Subjects were shaped first to drive in the CAR condition and were recorded from for several days. The subjects were then transitioned to the WORLD condition for several days. For two of the WORLD datasets included in the data used in these analyses, the subject also walked several laps at the end of the recording session. These data were used for some within-session EEG analyses (see Fig. 2 ) but did not provide adequate sampling for within-session single-unit comparisons. Only recordings with 10 -20 laps were included in these analyses.
Data acquisition
Because of the continual advancement of the neural data acquisition technology, two different configurations of the data acquisition system were used for the RTA and RCV experiments. The earlier RTA experiments used eight 80486 personal computers running Discovery data acquisition software (BrainWave, Broomfield, CO). Hippocampal EEG was bandpass filtered between 1 and 100 Hz and recorded at 250 Hz. The position of infrared diodes on the head stage was sampled at 20 Hz using a video tracking system (Dragon Tracker' Dragon Systems, Boulder, CO). The more recent RCV experiments used a 48-channel Cheetah system (Neuralynx, Tucson, AZ). Single units were bandpass filtered between 600 Hz and 6 kHz and recorded at 32 kHz. EEG was bandpass filtered at 1-300 Hz and recorded at 2.4 kHz.
Data analysis EEG recordings. Trajectories were segregated according to the various experimental conditions. The power spectrum was computed for the EEG of each epoch using the Matlab SPECGRAM function (MathWorks, Natick, MA). Relative theta power, defined as the ratio of power in the theta band (7-9 Hz) divided by the power in the delta band (1-4 Hz), was computed for the power spectrum of each trajectory Ͼ4 s in duration. The ratio was used to adjust for variation in total EEG power attributable to electrode location in different sessions and across animals Louie and Wilson, 2001) . For the purposes of discussion, this value will be referred to as the theta index. The theta harmonic (TH) index was computed as the sum of power in the 14 -18 Hz band/power in the delta band.
Cluster cutting and single-unit classification. The cluster-cutting technique (McNaughton et al., 1983b ) was used to separate individual single units from each tetrode, using in-house software (XCLUST; M. A. Wilson). After cluster cutting, isolated single units were classified as either pyramidal cells or interneurons, consistent with the scheme proposed by Ranck (1973) . A cell was considered to be a pyramidal cell if it had the following: (1) an interspike interval histogram characteristic of hippocampal pyramidal cells, (2) been recorded on the same tetrode with other complex spike cells in the CA1 layer, (3) a spike width of at least 300 s, and (4) a mean firing rate Ͻ3 Hz during movement. Cells were recorded during behavior and during 20 -30 min rest periods flanking the behavior sessions. Only those pyramidal cells that were stable across all three epochs were included in the analyses.
Place field comparisons. Spike-raster plots and occupancy normalized firing-rate histograms were created for all pyramidal cells firing at least 40 spikes during any of the movement conditions. Information per spike (expressed in bits) was used as the quantitative measure of place specificity according to the equation provided by Skaggs et al. (1993) :
where N is the number of spatial bins in the environment, p i is the probability of occupancy in each spatial bin i, i is the mean firing rate for bin i, and is the overall mean firing rate. N was chosen to be 40 bins. The occupancy term, p i , corrects for unequal sampling across the environment. Depth of modulation. A depth of modulation index (DOM) was computed for all single units by assigning a theta phase to each spike and then creating a histogram of spike phases. From this histogram, the DOM was computed as follows:
where nspikes is the histogram of spike phases, max (nspikes) is the maximum, and min (nspikes) is the minimum non-zero value of the histogram. A DOM near 1 indicates strong modulation by the theta rhythm, whereas a value near 0 is indicative of a weak modulation. Determination of the theta phase for each spike proceeded as follows. The hippocampal EEG was digitally filtered with a 6 -10 Hz Chebyshev bandpass filter, and the peaks were identified based on local maxima and minima. The spike phase was then determined by subtracting the spike time from the nearest preceding theta peak and dividing that number by the total time between peaks, thus yielding a number between 0 and 1. Average normalized depth of modulation histograms were computed for the population of active pyramidal cells from each recording session.
Single-unit autocorrelograms. The autocorrelation functions were calculated using the Matlab XCORR function. Fifty time lags of 0.02 s duration were chosen to reveal oscillations in the 0 -25 Hz band. Each individual autocorrelogram was normalized by dividing the autocorrelation function by its value at zero lag. The autocorrelograms were then averaged across the population of single units within each dataset by summing each time lag bin across the entire population and dividing by the total number of single units in the population. Separate mean session autocorrelograms were made for interneurons and pyramidal cells.
Phase precession. To quantify the slope of the phase precession, the 10 theta cycles before and after the theta cycle at which the rat passed the center of the place field (defined by the occupancy normalized maximum firing rate) on each lap were identified. Histograms of the spike phases within each cycle were computed (40 bins/theta cycle). The mean spike phase was computed for each theta cycle. This value was computed as a function of cycle number and a line fitted by the method of least squares. Only theta cycles with at least two spikes were used. The slope and intercept of the fitted line was used for statistical comparison.
Population vector analysis. The spatial firing rate distributions for each cell in the CAR, WALK, and WORLD conditions were entered into an N cells ϫ 128 bin matrix (3.2 cm/bin). (For the CAR and WALK conditions, within-session data acquired on the RTA were used.) The columns of this matrix are estimates of the set of local population vectors. The overlap matrix for population vectors was computed (normalized dot products). For visualization purposes, the matrix values were plotted in Figure 9 , using a color scale (red, overlap 1.0; blue, overlap 0). The width of the band along the principal diagonal of the population vector overlap matrix provides a visual indication of the scale at which the population vector changes as a function of position on the track (measured here in degrees on the circular track, in which 1°ϭ 1.13 cm). The average overlap between population vectors was then computed as a function of their spatial separation to quantify the scale of the spatial representations. Because hippocampal place fields are approximately Gaussian, this func- Figure 1 . Effects of ambulatory self-motion on the hippocampal theta rhythm and its first harmonic (A-C). A, Representative power spectra during WALK and CAR self-motion conditions. Data are from a single recording session during which the rat drove and walked within the same session. The hippocampal theta rhythm and its first harmonic were substantially reduced during the CAR condition compared with the WALK condition. The example is representative of the results obtained in all nine within-session datasets from four animals. B, The theta and TH indices during WALK and CAR confirmed these observations. Indices were computed by normalizing the total power in the theta (7-9 Hz) and TH (14 -18 Hz) by the power in the delta band (1-4 Hz). The two indices were significantly reduced during the CAR condition compared with the WALK condition. The mean theta and TH indices for CAR and WORLD conditions were not different. C, The speed dependence of the theta and TH indices were reduced in slope in the CAR condition compared with WALK. Open and filled circles represent mean index values for WALK and CAR, respectively. Error bars represent the SEM. Data were pooled from nine recording sessions, during which the subjects engaged in blocks of CAR and WALK within the same recording session.
tion is also approximately Gaussian, at least over its initial range. In principal, the point at which the average overlap falls to 0.5 provides a convenient, unbiased definition of the scale at which changes in spatial location are reflected in changes in the hippocampal ensemble activity; however, this function can be distorted by sampling noise and by the periodic boundary conditions imposed by the track configuration (see below and Fig. 11 ).
Numerical simulations. Because it was found that changes in neuronal population activity among WALK, CAR, and WORLD conditions were complex, some simple numerical simulations were performed that give some insight into some of the factors leading to this complexity. The general explanation proposed below (see Discussion) is that place field size is set by a self-motion signal whose gain is reduced successively in the CAR and WORLD conditions, resulting in the hippocampus behaving as though the rat were moving successively more slowly and on successively smaller tracks, such that the proportion of the track covered by a given field successively increased, and the proportion of highly active cells decreased. The simulations were intended to illustrate the effects of variation in the radius of the track on which the rat ran, under the assumption that absolute place field size is invariant over changes in track size, which we have verified experimentally (Maurer et al., 2005) . The effects of sampling noise were also simulated to illustrate why the experimental results cannot be readily explained by the field merely becoming noisy or expanding.
The centers of 100, unit height, Gaussian place fields were distributed randomly within a unit-square environment. The place field size was defined as the SD of the Gaussian and was set to 0.1 to match the empirically derived value obtained for the WALK condition. The probability of a spike occurring at a point in space over a single time step was made proportional to the height of the Gaussian at that position. The constant of proportionality could be varied to simulate the reduction in firing rate that occurs when rats run more slowly. The 360°circular trajectories of various radii were simulated within this environment using 1°incre-ments. An additional parameter simulated the reduction in sampling error that would occur as either a function of the animal running more laps or a function of an increase in firing probability, such as occurs, for example, when an animal runs faster.
For each simulation, the raw data output was an N cells (100 in this case), by T time steps (360 in this case) matrix Q (McNaughton, 1998), the rows of which represent the firing rate time series of each neuron and the columns of which represent the population vector for a given point in time or space. The population vector overlap matrices and average overlap versus distance functions were then computed as described above.
Results
Velocity during WALK, CAR, and WORLD
Despite efforts to calibrate the velocity of the vehicle to the walking speed of the rat, the mean trajectory velocity of the CAR was 17% greater than the WALK condition, and the mean during WORLD was 21% less than the WALK condition (mean velocity, in cm/s: WALK, 10.72 ϩ 0.22; CAR, 12.56 ϩ 0.24; WORLD, 8.43 ϩ 0.18). These values include accelerations and brief stops (Ͻ0.5 s).
Effects of self-motion on the hippocampal EEG
Theta rhythm in the EEG recordings was clearly visible during all movement conditions; however, the theta rhythm and its first harmonic were substantially reduced in amplitude during non- Figure 2 . Influences of ambulatory self-motion on the shape of hippocampal theta waves. The three plots in each column correspond to a single recording session, during which the animal engaged in CAR and WALK in the same session (left column) or WORLD and WALK in the same session (right column). The averaged waveform was computed by finding the peaks of all theta waves in the movement condition and sorting them by the animal's velocity at the time of the wave. The data at each time point for the 0.125 s (single theta cycle) surrounding the peak were then averaged. The y-axis of the plots in each column is scaled to the amplitude of the average theta wave at high speed. During ambulatory self-motion (WALK), a clear speeddependent change in the shape of the theta wave was evident. This effect was not present during the CAR and WORLD conditions. The averaged waveform obtained during the CAR and WORLD conditions most closely resembled the waveform obtained during low-speed ambulatory movements. The two examples shown in the left and right columns exhibit mirror image shapes, which is most likely attributable to differences in the depth of the recording electrode. Effects of ambulation on the depth of theta frequency modulation (A) and the "intrinsic" oscillation characteristics of CA1 pyramidal cells (B). Data are from a single recording session, during which a single block of the WALK condition was interposed between two CAR driving blocks. The number of CA1 pyramidal cells used in the analysis is 25. A, Modulation histograms. The firing phase (bin size, 6.3 ms) for each cell in the population was computed by subtracting each spike time from the time of the nearest theta peak and dividing by the local peak-to-peak time, yielding a value between 0 and 1 (which was multiplied by 360 to convert to degrees). The total number of spikes at each phase was divided by the total number of spikes in the analysis to yield the proportion of spikes occurring at each phase of the theta cycle. These data were averaged over cells. The phase axis is double plotted to show data near the edges (0 and 360°). The increased theta modulation during the WALK condition returned to its reduced level during the second CAR condition. The example shown is a robust but not atypical example. B, Autocorrelograms for the single units shown in column A. A lag time of 0.02 s was chosen to reveal rhythmicity in the 0 -25 Hz range. Notice that the intrinsic modulation frequency during CAR is ϳ10% slower than during WALK, an effect that is related to the larger place fields and slower phase precession during this condition (see Fig. 8 and Discussion).
ambulatory (CAR and WORLD) movements compared with walking. The power reduction in the theta and TH bands was consistent for all recording sessions in which there was both walking and car driving (four subjects, nine sessions). A matched-pair t test comparing the within-session values of theta indices confirmed the statistical significance of the reduction (theta index: WALK, 2.66 Ϯ 0.42; CAR, 1.27 Ϯ 0.33; WALK Ͼ CAR, t (8) ϭ 4.04; p Ͻ 0.005; theta harmonic index: WALK, 0.87 Ϯ 0.23; CAR, 0.28 Ϯ 0.05; WALK Ͼ CAR t (8) ϭ 3.06; p Ͻ 0.05). No statistically significant difference was obtained in the power spectra between active (rat in control) and passive (investigator in control) driving (t (9) ϭ 0.08; p Յ 0.48). Therefore, these data were pooled. These results are summarized in Figure 1 A-C) .
The theta and TH indices obtained during WORLD were not statistically different from those obtained during CAR (theta index: WORLD, 5.44 Ϯ 0.42; CAR, 5.23 Ϯ 0.38; TH index: WORLD, 0.32 Ϯ 0.04; CAR, 0.33 Ϯ 0.03).
Velocity dependence of power in the theta and theta harmonic bands
The power in both the theta and TH bands showed an approximately linear increase with velocity during walking (Fig. 1C) . The increase of power with velocity was more pronounced for the theta harmonic. The slopes of the power versus velocity relationships were greatly reduced during the non-ambulatory conditions (n ϭ 9; theta index: WALK, 1.27 Ϯ 0.36; CAR, 0.14 Ϯ 0.39; TH index: WALK, 0.54 Ϯ 0.23; CAR, 0.07 Ϯ 0.05). The slopes were greater in the WALK condition for eight of nine recording sessions of the within-session RTA data for the theta index and for all nine recordings for the TH index. These differences were significant using the sign test (theta index: p Ͻ 0.04; TH index, p Ͻ 0.004). A Wilcoxon matched-pairs signed-rank test showed that the slope of TH versus velocity was significantly reduced ( p Ͻ 0.003). The slope difference of the theta versus velocity relationship did not reach significance ( p Ͻ 0.12).
The ambulatory velocity dependence of the theta and TH power was associated with a pronounced effect of ambulatory self-motion on the shape of theta waves (Fig. 2) . A common characteristic of theta waves acquired from electrodes placed near the hippocampal fissure is the presence of "shoulders" in the averaged and select individual waveforms (Buzsáki, 1986) ; this shoulder appears to give rise to the harmonic peak in the power spectra. The prominence of this characteristic during walking was dependent on the ambulatory velocity of the animal. Importantly, the average theta wave obtained during non-ambulatory movements was similar to that obtained during low-velocity walking.
Effects of self-motion signals on the modulation of single-unit activity by the theta rhythm There was a small, but statistically significant, reduction (ϳ10% on average) in the DOM of pyramidal cell firing by the theta rhythm during non-ambulatory movements (WALK, 0.82 Ϯ Figure 4 . Effects of ambulation on the depth of modulation of CA1 interneurons (A, B) . Changes were heterogeneous among the nine interneurons recorded in these experiments. Also, no effects on the phase distributions of spikes were observed. Only cells firing Ͼ40 spikes during movement were included in the information per spike distributions to obtain stable values. B, The distributions of information per spike conditions during the three self-motion conditions was also less positively skewed as self-motion signals were eliminated. These changes were significant (ANOVA; F (2,745) ϭ 56.53; p Ͻ Ͻ 0.01). It appears from these results that optic flow, vestibular activity, and proprioception/motor efference each contributes ϳ0.5 bits of information to the spatial information content of hippocampal pyramidal cell discharge during normal locomotion.
0.02; CAR, 0.76 Ϯ 0.01; group mean t test, t (320) ϭ 2.99; p Ͻ 0.01). The influence of ambulation on DOM was easily seen within subjects in the modulation histograms (Fig. 3A) and the autocorrelograms (Fig. 3B ). There was a heterogeneous effect of movement condition on the depth of firing rate modulation of the (n ϭ 9) inhibitory interneurons (Fig. 4 A, B) .
Effects of self-motion on place field size and firing rate Removal of the ambulatory self-motion signal in the CAR condition significantly reduced the information content (Fig. 5B (Figs. 6, 7) and not multistability or randomization of spike position. Indeed, place fields during the CAR condition were remarkably stable over many laps (Ͼ100 in many cases).
The sparsity of the distribution of firing rates was affected by movement condition (Fig. 5) . The overall pattern of these effects was similar to the effects of selfmotion on the information per spike distribution, with the distribution obtained during WALK exhibiting a greater proportion of units firing in the 1-3 Hz range than the firing rate distribution for CAR. Also similar to the distribution of information per spike values, the distribution of firing rates was further shifted toward lower values during the WORLD condition. The means and SEMs were 0.96 Ϯ 0.06, 0.75 Ϯ 0.04, and 0.35 Ϯ 0.03 Hz (n ϭ 229, 468, and 381 for WALK, CAR, and WORLD, respectively). An ANOVA of all data pooled across apparatuses revealed a significant effect of movement condition (F (2,1075) ϭ 45.17; p Ͻ 0.001). These changes in firing rate distributions correspond to a reduction in the number of cells with defined place fields in the CAR and WORLD conditions.
There also appeared to be evidence of "remapping" when the movement condition was changed. As seen in the examples in Figure 7 , within a given session, the presence and/or location of a place field for a given cell frequently varied as a function of movement condition.
Effects of self-motion on phase precession
A regression analysis of position on the maze versus firing phase relative to the EEG theta rhythm was performed for the subset of cells (n ϭ 68) exhibiting place selectivity in either WALK or CAR and having adequate theta recordings. In addition, fields located near the goal locations and "double fields" were excluded from this analysis. Under both conditions, a systematic phase retardation of up to 360°["phase precession" (O'Keefe and Recce, 1993; Skaggs et al., 1996) ] could be observed as the animal passed through the place field. The same effect could sometimes be seen in the WORLD condition, but these data were considerably noisier because of the greatly reduced spatial information content and firing rates. For this reason, the WORLD data were excluded from this analysis. Figure 8 shows typical examples of phase precession in WALK and CAR. There was no apparent effect of movement condition on the total range over which phase changed, but there was a considerable reduction in the spatial rate of change of phase in the CAR condition. Without an explicit model, it is difficult to quantify the parameters of phase precession because both mean phase and phase variability typically change in a nonlinear manner as a function of position (Yamaguchi et al., 2002), but a first approximation of the rate of phase change with position was calculated using a linear regression (see Figure 6 . Illustration of the five "best" place fields during the WALK, CAR, and WORLD movement conditions. Each of the 15 plots is from a different cell. Data are plotted over two cycles of the position on the circular track to illustrate the shape of the fields without edge effects. Place fields covered a wider area of space (i.e., had less spatial information content) in the CAR condition than in the WALK condition. During the WORLD condition, the place specificity was further reduced. The fields in each column are the histograms of the five pyramidal cells with the highest information per spike values in each of the three self-motion conditions after sorting the entire set of cells by information per spike. Notice also that even the most robust place fields in the WORLD condition were associated with low peak firing rates. The majority of cells in this condition were virtually silent.
Materials and Methods). Consistent with the substantial increase in place field size during CAR (Figs. 5-8 ), the slopes of these functions were approximately threefold steeper during WALK (slope: WALK, Ϫ0.045 Ϯ 0.007; CAR, Ϫ0.014 Ϯ 0.005; ANOVA; F (1,66) ϭ 10.14; p Ͻ 0.01).
Effects of self-motion on the population representation of space
The within-session spatial firing rate distributions of active cells recorded during both WALK (n ϭ 152) and CAR (n ϭ 96) on the RTA were plotted in descending order of spatial information per spike to illustrate the increase in place field size during the CAR condition. Data from active cells (n ϭ 217) in the WORLD condition were obtained from different subjects during trials in which the animals drove the WORLD exclusively throughout the entire recording session. The spatial firing distributions for the three conditions were aligned on their respective peaks. The results show a consistent pattern of increasingly diminished spatial tuning during CAR and WORLD compared with WALK.
The population vector overlap matrices and the average change in overlap as a function of distance on the track were computed (described in Materials and Methods). As shown in Figure 9 , the scale at which the CA1 population firing rate vector changes with position was approximately three times larger during CAR than during WALK and substantially increased again during WORLD to the point that most cells that were active on the track fired over most of the track, with relatively low rates. The possible causes of these effects are explored in the numerical simulations reported below (Figs. 10, 11 ).
Numerical simulations
As will be elaborated in Discussion, the differences between the WALK, CAR, and WORLD conditions are consistent with what would be observed if, during CAR and WORLD, the rats were moving on a circle of smaller radius and at slower speed, and the place field size was expressed in terms of angular position. In other words, in the CAR condition, the hippocampus appears to behave as if its head-direction input continues to provide accurate information about head direction, but the gain of the signal that provides linear speed information is reduced. As a result, the hippocampus behaves as if the rat was completing full circuits in the same lap time but moving more slowly; hence, the radius of the track must appear smaller. Place fields would thus cover more of the track, but fewer cells would have fields on the track. The main purpose of the numerical simulations was to gain insight into the factors leading to the initially unexpected results shown in Figure 9 in which the mean population vector overlap versus distance function for the WORLD condition did not match the naive prediction that it would resemble those for WALK and CAR but with a more gradual decay rate. With this question in mind, the parameters were adjusted to approximate the observed functions (Fig. 10) . The three variable parameters used in the main simulations for the WALK, CAR, and WORLD conditions were the radius of the track (0.45, 0.15, and 0.05, respectively), the signal-to-noise parameter (45, 45, and 2, respectively), which is effectively proportional to the number of laps over which the fields were averaged, and the peak within-field firing probability, which is known to increase linearly with running speed (Ekstrom et al., 2001) . Both the number of laps and the peak firing rates affect the signal-tonoise ratio of the estimate of place field parameters. In the WORLD condition, the relatively low signal-to-noise parameter reflects the fact that there were both many fewer laps and much lower firing probabilities. In addition, simulations were run to contrast the effects on firing rate distributions of reduced track size, keeping place field size constant, versus a constant track size with increasing place field size.
Three important principles emerged. First, although the overlap is, by definition, 1.0 for a given vector with itself, the overlap function drops abruptly at the next interval, before beginning a gradual, approximately Gaussian decline. The magnitude of this drop is inversely related to the signal-to-noise ratio of the recorded place fields. In the limit of a very large number of trials, or very high local firing rates, the initial drop becomes negligible, but it is not necessarily negligible otherwise. The steep initial drop in the WORLD condition is thus attributable to the greatly reduced signal-to-noise of the spatial firing rate distributions under this condition, which is commensurate with the greatly reduced mean firing rates and much smaller number of laps than in the CAR condition. The lack of a large initial drop in the CAR condition, despite the reduced firing rates, can be attributed to the Only spikes recorded while the rat was moving at a velocity Ͼ5 cm/s are shown. The movement condition for each block of trials is shown on the right-hand vertical axis of each plot. EXPRESS refers to a block of CAR trials during which the rat was passively driven around the track, and DRIVE refers to CAR trials during which the rat drove actively. The position axis for the circular track is double plotted to eliminate edge effects. The spikes acquired during the WALK condition occurred over a much smaller area of space than those obtained during the CAR condition. Regardless, the single units acquired during the CAR condition fired in consistent places over many laps (sometimes Ͼ100 laps, as in the examples), indicating that the place representation was not multistable or shifting from lap to lap. The data within each example are taken from the same recording session and illustrate the fact that that the presence and position of place fields for a given cell often changed with the movement context (remapping).
fact that the number of laps was approximately four times greater in this condition than in the WALK or WORLD conditions.
The second point of note is that the population vector overlap versus distance function, for Gaussian place fields, only reaches an asymptote of zero in the limit of an infinite linear track. The periodic boundary condition, attributable to movement in a circular trajectory, means that the minimal value of the function is reached at 180°, after which the function increases again. The smaller the track size, holding field-size constant (i.e., the larger the place field relative to the track), the larger this minimum value is (Fig. 11) . These considerations provide a plausible explanation for the shapes of the observed overlap decay functions; however, the same general effects are observed if place fields are increased, while holding track-size constant, again increasing the size of the field relative to the track. The effects on firing rate distributions, however, are radically different under these two conditions. In the constant-field-size, variable-track-size condition, the mean firing rates do not change significantly unless firing rate is adjusted to match simulated running speed when the lap time is held constant, but the variance of the firing rate distributions increases dramatically (i.e., the distributions become sparser, with many more very-low-rate cells and a few muchhigher-rate ones). In the variable-field-size, constant-track-size condition, the mean firing rates increase steeply with field size, and the variance is reduced (the distributions become much less sparse). Thus, the simulations strongly favor the constant-fieldsize, variable-track-size and speed parameter hypothesis. The result of two simulations illustrating the contrasting effects of changing track size (and running speed) versus changing place field size on mean firing rate and the sparsity of the firing rate distributions are given in Table 1 .
Discussion
Successive restriction of ambulatory and vestibular self-motion cues each reduced the total spatial information per spike of place cells by ϳ0.5 bits, leaving ϳ0.5 bits when only visual motion signals remained. In contrast, place fields often "remapped" between movement conditions, implying that the changing relationship of the animal to landmarks played little role in updating the hippocampal activity pattern. These data are consistent with theoretical models Touretzky and Redish, 1996; Redish and Touretzky, 1997; Samsonovich and McNaughton, 1997) and empirical studies (Markus et al., 1994; Gothard et al., 1996) , indicating that the hippocampus either performs path integration or is strongly driven by path integration signals and further support the conclusion that the scale at which hippocampal activity changes with location is primarily based on self-motion signals.
Vestibular and optic-flow cues may have contributed in two ways. The head-direction cell system (Taube et al., 1990a,b; Taube, 1995) performs a neural integration of head angular velocity to produce a signal related to head direction (McNaughton et al., 1991; Blair and Sharp, 1995; Skaggs et al., 1995; Zhang, 1996) . Head direction can strongly influence which pyramidal cells fire at a given location (McNaughton et al., 1983a) . Thus, the residual spatial variation in firing in the CAR and WORLD conditions may reflect either changes in the head-direction cell input or a direct effect on hippocampal neurons of the linear and angular velocity information conveyed by vestibular and optic-flow signals. For example, electrical stimulation of the medial vestibular nucleus increases CA1 firing rate (Horii et al., 2004) .
The theta rhythm in CAR and WORLD conditions behaved as if the rat's speed of movement were actually reduced; however, the largest effect on theta occurred with the elimination of ambulatory signals. There was little additional effect when vestibular signals were also eliminated. This may reflect statistical error or may indicate nonlinearities in the manner in which the effects of movement signals on theta power summate.
The firing of active pyramidal cells oscillates at a frequency somewhat faster than the local field potential, leading to the phase precession effect (O'Keefe and Recce, 1993; Skaggs et al., 1996) . Phase precession occurred in the absence of locomotion, and a corresponding subtle slowing of the intrinsic oscillation frequency during CAR driving can be observed in Figure 3. (The term "intrinsic oscillation frequency" is not meant to imply any specific membrane dynamics or mechanism, only that the firing rate fluctuates with a period that differs from the local field.) This may have bearing on the mechanism of the increased place field size. Over a place field, firing phase shifts by ϳ360°but never more, which provides an unbiased operational definition of a place field (McNaughton et al., 1997) . Cells frequently exhibit more than one place field in any given environment (Barnes et al., 1983) , and multiple place fields are associated with multiple cy- Figure 8 . Reduced slope of phase precession during non-ambulatory movement. Each plot represents the phase-by-position firing characteristic of a typical single unit with a place field recorded during CAR and WALK movement conditions. Each of the black dots represents the animal's position and the corresponding firing phase for a single spike. The y-axis represents firing phase and is double plotted to reveal relationships near the phase edges. The x-axis is the position of the animal during each spike and is centered on the centroid of the spatial firing. During WALK, the slope of phase shift versus position was approximately three times greater than during CAR, but the range of phase shift was not different.
cles of phase precession. By the phase-shift-based definition, two place fields from the same cell can overlap, in which case, doublets of firing occur at distinct points in each theta cycle . Moreover, place fields exhibit experience and NMDA receptor-dependent expansion during repeated route following (Mehta et al., 1997; Ekstrom et al., 2001) . When fields expand, the range of the phase shift does not change, but the rate of change of phase with position is slowed. This implies a slowing of the intrinsic oscillation frequency of the individual cells.
One model for phase precession (Jensen and Lisman, 1996; Tsodyks et al., 1996) suggests that it results from asymmetry in the synaptic matrix, leading to a phenomenon whereby the initial firing within the place field occurs late in the theta cycle and is driven by intrinsic connections, whereas the firing as the animal leaves the field occurs early in the cycle and is driven by the external input. According to this hypothesis, the hippocampus performs a look-ahead function within each theta cycle, which implies that the range of the look-ahead increases in the CAR and WORLD conditions. It is possible that this could arise from reduced inhibitory modulation and/or a change in the relative weights of the intrinsic and extrinsic excitatory inputs. Wallenstein and Hasselmo (1997) suggested that GABA B receptor activation may selectively reduce the relative weight of intrinsic connections. Periodic activation would allow the network to be driven more by the extrinsic inputs during the early portion of the theta cycle and more by the intrinsic connections later in the cycle. A reduction in GABA B receptor activation during CAR and WORLD conditions might, therefore, lead to an accelerated "look-ahead" function and hence larger fields.
A place field may be characterized as a rhythmic burst of firing that begins late in a theta cycle and terminates after the phase has shifted earlier by one complete cycle. The number of cycles required for this process is inversely related to the increase in intrinsic oscillation frequency of the cell above the theta frequency of the field potential. This frequency increases as running speed increases (as does firing rate per se) (McNaughton et al., 1983a) , such that the number of theta cycles required to span the field decreases but the size of the field remains constant. At constant running speed, even small changes of the intrinsic frequency can result in substantial changes in the number of cycles required for a 360°phase shift and, hence, the apparent size of the place field.
When rats run on a running wheel (thereby eliminating optic-flow and vestibular cues), there is a linear increase in firing rate with running speed for pyramidal cells that are active in the wheel, and an increase in theta and TH power, similar to that observed in the WALK condition . In contrast, ambulatory signals, in the absence of changes in location, typically resulted in sustained firing of "wheel cells," with no updating of the hippocampal code over time and no phase shift. Thus, locomotion per se, in the absence of movement, is not typically sufficient to update the hippocampal firing pattern. Locomotion on a linear track in total darkness (Gothard et al., 2001) , however, causes updating of the code relative to a variably located start box (i.e., not relative to any fixed cues). Thus, hippocampal updating, when the animal is actually moving, may depend on the integration of acceleration signals and the corresponding perception of true motion in space. The lack of an effect of ambulatory signals on hippocampal updating, in the absence of either vestibular or optic-flow signals, may indicate some gating mechanism that determines whether ambulation signals are included in the overall estimate of movement speed. Interestingly, G. Buzsáki (personal communication) indicates that, in some of the running-wheel experiments not reported by Czurko et al. (1999) , the recorded neuron suddenly began to shift phases as though the animal were moving slowly in space. One can imagine the possibility that a Figure 9 . Effects of ambulatory self-motion on the scale of the hippocampal spatial metric. The spatial firing rate distributions for all active (firing Ͼ40 spikes) pyramidal cells recorded in both WALK (A; n ϭ 152), CAR (B; n ϭ 96) conditions and for those recorded separately in the WORLD (C; n ϭ 217) condition were arranged in descending order of spatial information per spike. The distributions were then aligned on their respective peaks and are illustrated in the first column (Place Fields). The area of space represented by the firing of the pyramidal cells during the CAR condition is approximately three times larger than that represented during WALK. In the WORLD condition, approximately two-thirds of the cells fired only rarely and most others fired over most of the track. Composite population vectors were constructed from the entire sample of recorded cells for each condition and position. The overlap matrices (normalized dot product) for these composite vectors are illustrated in the second column (red, overlap 1.0; blue, overlap 0). The width of the diagonal stripe provides an indication of the scale at which the population vector changes as a function of position on the track (measured here in degrees on the circular track, in which 1°ϭ 1.13 cm). The lack of a prominent diagonal stripe in the WORLD condition results from three factors. First, many of the active cells fired over nearly the whole track. Second, there were many fewer laps for the WORLD condition than for the CAR condition, resulting in poorer signal-to-noise of the place fields. Third, the overall firing rates were substantially lower, again contributing to reduced signal-to-noise. These effects are illustrated in the numerical simulations shown in Figures 10 and 11. The average rates at which the overlap between successive population vectors changed as a function of distance are illustrated in the third column.
shift in the animal's reference frame from the room to the wheel itself might trigger such an event. Humans can estimate passive linear displacements and reproduce translational velocity profiles using only inertial otolithic signals (Israel and Berthoz, 1989; Israel et al., 1993; Berthoz et al., 1999) , and damage to the vestibular apparatus profoundly disrupts spatial learning and place cell firing in rodents (Stackman and Taube, 1997; Stackman et al., 2002) .
An alternative to the hypothesis that a reduction in the gain of a self-motion signal was responsible for the CAR and WORLD effects might be that place fields simply expanded. This might occur, for example, if they were driven by approximately Gaussian-distributed external inputs with inhibitory thresholding, and inhibition was simply reduced. As shown by the simulations, this explanation predicts an increase in the mean and a decrease in the sparsity of the firing rate distributions, whereas the opposite occurred. Thus, the CAR and WORLD condition activity is what would be observed if the rat were physically moving at a slower speed around a smaller track (constant lap time), and the place fields were plotted in angular rather than linear coordinates.
The experimental challenges of training rats to drive coupled with the exploratory nature of these experiments did not allow for recording sessions in which the animal engaged in all three movement conditions within the same recording sessions; therefore, the appropriate caveats should be considered. It was clear, Figure 10 . Numerical simulations of how a reduction in the gain of a self-motion signal would be expected to affect relative place field size and population vector relationships if the hippocampal population vector was updated as a function of distance moved (path integration) rather than changes in external inputs. Because the head-direction signal is still operative and the lap time remains constant, reducing the linear movement signal would be equivalent to traversing a smaller circle at lower speed. The result is that fewer place fields are traversed, but those that are traversed cover a larger portion of the track. Place fields were simulated as Gaussian firing probability distributions (1 per cell), with centers distributed randomly in a unit square. The black circles in the first column represent the SD of the Gaussians, and the red circles represent the circular trajectories of the rat on the track. Simulated place fields are shown in the second column in which firing rate is represented as a gray scale value (black, 0). The vertical axis represents cell number (1:100), and the horizontal axis represents the angular coordinate (degrees). Variations in net signal-to-noise ratio (see Fig.  9 ) were simulated by varying the number of sampled laps, although in reality, this parameter is also affected by changes in firing probability. Notice that, as the circle diameter is reduced progressively (0.45, 0.15, and 0.05 for A-C, respectively), progressively fewer cells exhibit activity on the circle, but those that do exhibit activity fire over progressively larger regions of the track. The corresponding population vector overlap matrices and mean overlap versus distance (expressed in angular coordinates) functions are shown in the third and fourth columns, respectively.
however, that the scale of the place representation was altered by the stepwise loss of self-motion information. These effects were shown either within sessions, in the case of most of the WALK versus CAR comparisons, or within subjects for most of the CAR versus WORLD comparisons.
A second caveat concerns whether the changes in neurophysiological measures obtained with complete removal of a selfmotion input signal provides a good measure of the influence of that signal under normal conditions. Moreover, in the case of the WORLD condition, the reduced spatial information resulting from the combined removal of ambulatory and vestibular selfmotion may have been different if it were somehow possible to remove only the vestibular self-motion signal. Previous experiments showed that the velocity dependence of theta and its first harmonic is not dependent on optic-flow or vestibular self-motion information. Thus, in a condition in which only vestibular self-motion signals were eliminated, the velocity dependence provided by the ambulatory system would presumably remain intact. Lesions of the vestibular system (Stackman et al., 2002 ) and head-directional system (Calton et al., 2003) reduce, but do not completely abolish, CA1 spatial information content. It remains to be seen whether it is the loss of information or the conflict between self-motion signals that is driving these results. Future experiments should examine whether manipulations of the relative gain of each self-motion signal can change the results in accordance with the model presented here.
In summary, the spatial scale over which CA1 pyramidal cells change their activity pattern is determined primarily by selfmotion signals derived from a possibly complex interaction of motor commands, proprioceptive feedback, optic flow, and vestibular information. Although the hippocampal activity can be altered radically by either external inputs or internal state variables such as behavioral context or the relationship between the head-direction system and external cues, it is unlikely that specific environmental features or the spatial relationships of these features relative to each other or to the observer are the primary determinants of place field size and distribution. Rather, it appears more likely that the initial allocation of place fields is determined primarily by the immediately preceding hippocampal state and the distance and direction moved by the animal. A model for the synaptic matrix that might underlie such behavior, as well as how external inputs become associatively bound to the current "map" and hence enable reference frame shifts within it, was proposed by Samsonovich and McNaughton (1997) . Such dynamics are perhaps not surprising in a system so far removed synaptically from the periphery, so strongly modulated by movement and directional parameters, and in which the majority of inputs to a given pyramidal cell come from other hippocampal pyramidal cells. Nevertheless, the mechanism by which movement controls the updating of the hippocampal spatial code remains to be discovered. Figure 11 . A, Effects of the periodic boundary condition on the population vector overlap versus angular position function as the track size is varied (same size parameters as in Fig. 10 ). In these simulations, the signal-to-noise parameter was maximized, so that all curves begin and end at 1.0, with no abrupt drop at the first interval. Note that as the circle size is reduced (i.e., relative place field size increases, the functions never go to zero. B, Simulations for the intermediate sized track in Figure 10 , with the signal-to-noise parameter (number of laps) successively doubling from 1 (lowest curve) to 128 (highest curve). The place field size parameter (SD) and the track size parameter (Rad) for the variable-track size condition are as used for the simulations in Figure 10 . Mean rates are shown relative to the putative WALK condition. The numbers in parentheses in the variable-track condition represent the relative rates, assuming that firing probability scales linearly with simulated running speed, if the lap time was held constant and the track diameter varied. Thus, under the hypothesis of a loss of gain in the speed parameter, firing rates decrease and the firing rate distribution becomes more sparse (smaller sparsity index), which is what is actually observed in the data. Under the hypothesis that all place fields simply get bigger, the mean rates increase substantially, and the firing rate distributions become less sparse (larger sparsity index).
