This paper proposes a method for constructing a volatility risk premium, or investor risk aversion, index. The method is intuitive and simple to implement, relying on the sample moments of the recently popularized model-free realized and option-implied volatility measures. A small-scale Monte Carlo experiment suggests that the procedure works well in practice. Implementing the procedure with actual S&P500 option-implied volatilities and high-frequency five-minute-based realized volatilities results in significant temporal dependencies in the estimated stochastic volatility risk premium, which we in turn relate to a set of underlying macro-finance state variables. We also find that the extracted volatility risk premium helps predict future stock market returns.
Introduction
Model-free volatility measures have figured prominently in the recent academic and financial market practitioner literatures. More specifically, several studies have argued for the use of so-called "model-free realized volatilities" computed by summing squared returns from high-frequency data over short time intervals during the trading day. As demonstrated in the literature, these types of measures afford much more accurate ex-post observations of the actual volatility than the more traditional sample variances based on daily or coarser frequency data (Andersen et al., 2001; Barndorff-Nielsen and Shephard, 2002; Meddahi, 2002; Andersen et al., 2003a,b; Barndorff-Nielsen and Shephard, 2004a; Andersen et al., 2004) . In parallel to these results, the recently developed so-called "model-free implied volatilities" provide ex-ante (risk-neutral) expectations of the future volatilities. Importantly, and in contrast to more traditional option-implied volatilities which are based on the Black-Scholes pricing formula or some variant thereof, the model-free implied volatilities are computed from option prices without the use of any particular option-pricing model (Britten-Jones and Neuberger, 2000; Jiang and Tian, 2004; Lynch and Panigirtzoglou, 2003) .
1 In this paper, we combine these two new volatility measures to improve on existing estimates of the risk premium associated with stochastic volatility risk and investor risk aversion.
Because the method we present here directly uses the model-free realized and implied volatilities to extract the stochastic volatility risk premium, it is much easier to implement than other methods in the literature, which typically rely on the joint estimation of both the underlying asset return and the price(s) of one or more of its derivatives, leading to quite complicated modeling and estimation (see, e.g., Bates, 1996; Chernov and Ghysels, 2000; Benzoni, 2001; Pan, 2002; Eraker, 2004, among many others) . In contrast, the method of this paper relies on GMM estimation of the cross conditional moments between risk-neutral and objective expectations of integrated volatility to identify the stochastic volatility risk premium. As such, the method is simple to implement and can easily be extended to allow for a time-varying volatility risk premium. Indeed, one feature of our estimation strategy 1 Market participants have also recently developed several new products -realized variance futures, VIX futures, and over-the-counter (OTC) variance swaps -that are based on these two model-free volatility measures. Specifically, the Chicago Board Option Exchange (CBOE) recently changed its implied volatility index (VIX) to use the model-free implied volatility formula of Britten-Jones and Neuberger (2000) and the more popular S&P500 index options, while the CBOE Futures Exchange began to trade futures on the VIX on March 26, 2004 and realized variance futures on the S&P500 on May 18, 2004. Demeterfi et al. (1999) discuss OTC variance swaps.
is that it allows for a simple and robust characterization of any temporal variation in the volatility risk premium, or investor risk aversion, possibly driven by a set of economic state variables.
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To justify the new estimation strategy, we perform a small scale Monte Carlo experiment focusing on our ability to precisely estimate the risk premium parameter. While the estimation strategy applies for a general class of stochastic volatility models, the Monte Carlo study focuses on one such model, the Heston (1993) model. The Monte Carlo study shows that using model-free implied volatility from options with one month to maturity and realized volatility from five-minute returns, we can estimate the volatility risk premium nearly as well as if we were using the actual (unobserved and infeasible) risk-neutral implied volatility and continuous time integrated volatility. However, using Black-Scholes implied volatility and/or realized volatility from daily returns generally results in biased and (highly) inefficient estimates of the risk premium parameter and unreliable statistical inference.
To illustrate the procedure empirically, we apply the method to estimate the volatility risk premium associated with the S&P500 market index. We extend the method to allow two types of time variation in the stochastic volatility risk premium. In the first, it follows an autoregressive process. In the second, it varies over time with other macro-finance variables. We find statistically significant effects on the volatility risk premium from several macro-finance variables, including the market volatility itself, the price-earnings (P/E) ratio of the market, a credit spread, industrial production, the producer price index, and nonfarm employment.
3 Our results give structure to the intuitive notion that the difference between implied and realized volatilities reflects a volatility risk premium that responds to economic state variables, and should be of direct interest to market participants and monetary policymakers alike who study the links between the financial markets and the overall economy.
Interestingly, we also find that the estimated time-varying volatility risk premium index helps 2 The general strategy developed here is also related to the literature on market implied risk aversion (see, Aït-Sahalia et al., 2001; Rosenberg and Engle, 2002; Tarashev et al., 2003; Bliss and Panigirtzoglou, 2004, e.g.) . The closest approach in the literature is by Garcia et al. (2001) , who estimate jointly the risk-neutral and objective dynamics, using a series expansion of option price implied volatility around the Black-Scholes formula.
3 For directly traded assets like equities or bonds, the links between the risk premium-expected excess return-and macro-finance state variables are already well established. For example, the equity risk premium is predicted by the dividend-price ratio and short-term interest rates (Campbell, 1987; Fama and French, 1988; Campbell and Shiller, 1988a,b) and bond risk premia are predicted by forward rates (Fama and Bliss, 1987; Cochrane and Piazzesi, 2004) . However, studies of the links between the volatility risk premium and macroeconomic shocks are rare.
to predict future stock market returns better than other well-established predictor variables, including the consumption-wealth ratio (CAY) of Lettau and Ludvigson (2001) .
The rest of the paper is organized as follows. Section 2 outlines our simple GMM estimation of the stochastic volatility risk premium based on model-free implied and realized volatilities. We also extend the basic model to allow for a time-varying risk premium or one driven by macroeconomic variables. Section 3 provides finite sample evidence that our estimator performs very well in a simulation setting. Section 4 applies the estimator to the S&P500 market index, establishing the aforementioned temporal variation in the volatility risk premium and its link to important macro-finance variables. Section 5 concludes.
Identification and Estimation
Consider the general continuous-time stochastic volatility model for the logarithmic stock price process (p t = log S t ),
where the instantaneous corr(dB t , dW t ) = ρ denotes the familiar leverage effect, and the functions µ t (·) and σ t (·) must satisfy the usual regularity conditions. Assuming no arbitrage and a linear volatility risk premium, the corresponding risk-neutral distribution then takes the form dp t = r *
where corr(dB * t , dW * t ) = ρ and r * t denotes the risk-free interest rate. Importantly, the riskneutral parameters in (2) are directly related to the parameters of the actual price process in equation (1) by the relationships, κ * = κ + λ and θ * = κθ/(κ + λ), where λ refers to the volatility risk premium parameter of interest. Note that the functional forms of µ t (·) and σ t (·) are completely flexible as long as they avoid arbitrage.
Model-Free Volatility Measures and Moment Restrictions
The point-in-time volatility V t entering the stochastic volatility model above is latent and its consistent estimation through filtering is complicated by a host of market microstructure complications. Alternatively, the model-free realized volatility measures afford a simple way of quantifying the integrated volatility over non-trivial time intervals. In our notation, let V t,t+∆ denote the realized volatility computed by summing the squared high-frequency returns over the [t, t + ∆] time-interval:
It follows then by the theory of quadratic variation (see, e.g., Andersen et al. (2003a) , for a recent survey of the realized volatility literature),
In other words, when n is large relative to ∆, the measurement error in the realized volatility should be small, that is:
Moments for the integrated and realized volatility for the model in (1) have previously been derived by Bollerslev and Zhou (2002) (see also Meddahi (2002) and Andersen et al. (2004) ). In particular, it follows that the first conditional moment satisfies
where the coefficients α ∆ = e −κ∆ and β ∆ = θ 1 − e −κ∆ are functions of the underlying parameters κ and θ of (1).
Using option prices, it is also possible to construct a model-free measure of the riskneutral expectation of the integrated volatility. In particular, let IV * t,t+∆ denote the time t volatility measure computed as a weighted average, or integral, of a continuum of ∆-maturity options,
4 The asymptotic distribution (for n → ∞ and ∆ fixed) of the realized volatility error has been formally characterized by Barndorff-Nielsen and Shephard (2002) and Meddahi (2002) , while Barndorff-Nielsen and Shephard (2004b) have recently extended the same asymptotic distributional results to explicitly allow for leverage effects.
5 In deriving the conditional moments for the integrated volatility, it is useful to distinguish between two information sets-the continuous sigma-algebra F t = σ{V s ; s ≤ t}, generated by the point-in-time volatility process, and the discrete sigma-algebra G t = σ{V t−s−1,t−s ; s = 0, 1, 2, · · · , ∞}, generated by the integrated volatility series. Obviously, the coarser filtration is nested in the finer filtration (i.e., G t ⊂ F t ), and by the Law of Iterated Expectations, E[E(·|F t )|G t ] = E(·|G t ).
where C(t, K) denotes the price of a European call option maturing at time t with strike price K. As shown by Britten-Jones and Neuberger (2000) , this model-free implied volatility then equals the true risk-neutral expectation of the integrated volatility,
where E * (·) refers to the expectation under the risk-neutral measure. Although the original derivation of this important result in Britten-Jones and Neuberger (2000) assumes that the underlying price path is continuous, this same result has recently been extended by Jiang and Tian (2004) to the case of jump diffusions. Moreover, Jiang and Tian (2004) also demonstrates that the integral in the formula for IV * t,t+∆ may be accurately approximated from a finite number of options in empirically realistic situations.
Combining these results, it now becomes possible to directly and analytically link the expectation of the integrated volatility under the risk-neutral dynamics in (2) with the objective expectation of the integrated volatility under (1). As formally shown by Bollerslev and Zhou (2004) ,
where
functions of the underlying parameters κ, θ, and λ. This equation, in conjunction with the moment restriction in (5), provides the necessary identification of the risk premium parameter, λ.
Volatility Risk Premium and Relative Risk Aversion
There is an intimate link between the stochastic volatility risk premium and the representative agent's risk aversion. In particular, assuming a linear volatility risk premium along with the Heston (1993) version of the stochastic volatility model in (1) in which
follows that
where m t denotes the pricing kernel, or marginal utility of wealth. Moreover, assuming that the representative agent has a power utility function
and holds the market portfolio, the marginal utility equals
It follows then by Itô's formula that
Thus, in this situation the risk aversion coefficient is directly proportional to the volatility risk premium
In fact, given the estimated values of ρ = −0.8 and σ = 1.2 for our data set, −λ is approximately equal to the representative investor's risk aversion, γ. This same result may hold more generally in a nonlinear form, but to avoid imposing additional restrictive assumptions on the preference structure and the underlying dynamics, we will maintain only the minimal assumptions in (1) and (2). However, we will at times use the phrases volatility risk premium and investor risk aversion interchangeably based on the above argument.
GMM Estimation and Statistical Inference
Using the moment conditions (5) and (8), we can now construct a standard GMM type estimator. However, to allow for overidentifying restrictions, we augment the moment conditions with a lagged instrument of realized volatility, resulting in the following four dimensional system of equations:
where ξ = (κ, θ, λ) . By construction E[f t (ξ 0 )|G t ] = 0, and the corresponding GMM estimator is defined byξ T = arg min g T (ξ) W g T (ξ), where g T (ξ) refers to the sample mean of the mo-
, and W denotes the asymptotic covariance matrix of g T (ξ 0 ) (Hansen, 1982) . Under standard regularity conditions, the minimized value of the objective function J = min ξ g T (ξ) W g T (ξ) multiplied by the sample size should be asymptotically chi-square distributed, T J ∼ X 2 (1), allowing for an omnibus test of the overidentifying restrictions. Moreover, inference concerning the individual parameters is readily available from the standard formula for the asymptotic covariance matrix, (
Of particular interest is the test for the risk premium parameter, λ. Since the lag structure in the moment conditions in equations (5) and (8) implies a complex error dependence, we also use a heteroscedasticity and autocorrelation consistent robust covariance matrix estimator with a Bartlett-kernel and a lag length of five in implementing the estimator (Newey and West, 1987) .
Time-varying Risk Premia and Dependence on Macro-Finance Variables
A constant risk premium parameter λ may not be a realistic assumption. As shown above, under particular model assumptions a constant volatility risk premium parameter implies a constant coefficient of relative risk aversion, which many other studies have found to be too restrictive in describing observed asset return dynamics. Constant relative risk aversion is also not consistent with more general utility functions like habit persistence. 7 We therefore relax the assumption of a constant risk premium parameter by first allowing the parameter to vary over time with shocks to realized volatility and, second, by linking the risk premium parameter directly to macroeconomic state variables.
As a first step, we consider an AR(1) specification for the volatility risk premium param-
where we allow the time-variation in the risk premium to be driven by the fitted error in the cross moment between the realized and implied volatility,
. This formulation has a precedent in ARCH-GARCH type modeling, where the shock to the volatility equation comes from the fitted mean equation's error term. Importantly, it is also consistent with the information requirement for no-arbitrage. Another economically appealing feature of this specification is that the risk premium parameter (or the underlying 7 Campbell and Cochrane (1999) use habit persistence to generate time-varying risk aversion. Brandt and Wang (2003) further explore the link between time-varying risk aversion with economic growth and inflation uncertainty.
risk aversion parameter) is constrained to move somewhat slowly in discrete time, while the return and volatility processes evolve instantaneously in continuous time. To identify the additional two parameters a and b, an instrument of lag squared realized volatility is applied to the moment conditions (5), and (8), which leaves the same single degree of freedom for the chi-square omnibus test.
One major advantage of introducing the time-varying volatility risk premium is to explain better the discrepancy between risk-neutral implied volatility and the objective expectation of integrated volatility. It would be interesting if the difference between implied and realized volatility could be explained by macro-finance variables in a manner consistent with the option pricing framework. To explore such a possibility, we further specify the volatility risk premium parameter as an AR (1) process with shocks coming from a set of macro-finance variables,
where state t,k will be chosen from around thirty popular candidate variables.
Previous efforts to explain time-varying volatility risk premia with economic variables have been rare and quite challenging. The strategy outlined above has the advantages of simplicity (identifying the risk premium from the cross moment between realized and implied volatility) and consistency with no-arbitrage. In principle, all macro-finance variables can serve as instruments for the cross moment (8), except for the realized volatility which would be redundant. When actually implementing the estimation below we add the lagged realized volatility, the lagged squared realized volatility, and the lagged implied volatility as instruments for the cross moment, while leaving the moment for the realized volatility in (5) the same as the constant risk premium case. This in turn results in the same X 2 (1) asymptotic distribution for the GMM omnibus test.
Finite Sample Experiment

Experimental Design
To determine the finite sample performance of the GMM estimator based on the moment conditions described above, we conducted a small scale Monte Carlo study for the specialized Heston (1993) version of the model in (1) and (2) 2. MFIV: model-free implied volatility computed from one-month maturity option prices using a truncated and discretized version of equation (6); 3. BSIV: Black-Scholes implied volatility from a one-month maturity, at-the-money option as a (misspecified) proxy for RNIV.
We also use three different realized volatility measures to assess how the mis-measurement of realized volatility affects the estimation:
1. Integrated Volatility: The monthly true integrated volatility
is not observable in practice but can be calculated inside the simulations);
2. Realized Volatility, 5-minute: monthly realized volatilities computed from fiveminute returns;
3. Realized Volatility, daily: monthly realized volatilities computed from daily returns.
The dynamics of (1) are simulated with the Euler method. We calculate model-free implied volatility for a given level of V t with the discrete version of (6) presented by Jiang and Tian (2004) . The call option prices needed to compute model-free implied volatility are computed with the Heston (1993) formula. The Black-Scholes implied volatility is generated by calculating the price of an at-the-money call and then inverting the Black-Scholes formula to extract the implied volatility.
The accuracy of the asymptotic approximations are illustrated by contrasting the results for sample sizes of 150 and 600. The total number of Monte Carlo replications is 500. To focus on the volatility risk premium in the simulation study, the drift of the stock return in
(1) and the risk-free rate in (2) are both set equal to zero. The benchmark scenario is labeled 
Monte Carlo Evidence
Tables 1-3 summarize the parameter estimation for the volatility risk premium. The use of model-free implied volatility (MFIV) achieves a similar root-mean-squared error (RMSE) and convergence rate as the true infeasible risk-neutral implied volatility (RNIV). On the other hand, the misspecified Black-Scholes implied volatility (BSIV) shows slow convergence in estimating the volatility risk premium. Also, using realized volatility from five-minute returns (over a monthly horizon) has virtually the same small bias and high efficiency as the estimates based on the (infeasible) integrated volatility. In contrast, using the realized volatility from daily returns generally results in larger bias and significantly lower efficiency.
Figures 1-3 report the Wald test for the risk premium parameter, which should be asymptotically X 2 (1) distributed. In the cases of (infeasible) integrated volatility and five-minute realized volatility, the test statistics for the MFIV and RNIV measures are generally indistinguishable and closely approximated by the asymptotic distribution, the only exception being the high volatility persistence scenario (b) for which the MFIV measure results in slight over-rejection. In contrast, the (misspecified) BSIV measure shows clear evidence of over-rejection for all of the different scenarios. When the realized volatility is constructed from daily squared returns, the Wald test systematically loses power to detect any misspecification, and the RNIV and MFIV measures now both show some under-rejection bias, while the over-rejection bias for the BSIV measure is somewhat mitigated.
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In a sum, the Monte Carlo results clearly demonstrate the ability to accurately estimate the volatility risk premium from the model-free implied volatilities along with the realized volatilities from five-minute returns. On the other hand, the use of Black-Scholes implied volatilities and/or realized volatilities from daily returns both produce biased and inefficient estimates, and generally do not allow for reliable inference concerning the true value of the risk premium parameter.
conditions for the model in (1) only. 9 The GMM omnibus test also has the correct size for the RNIV and MFIV measures, but often cannot reject for the misspecified BSIV. This is because even for BSIV the objective moment (5) is still correctly specified, only the cross moment (8) is misspecified. These additional graphs are omitted to conserve space but available upon request.
Estimates for the Market Volatility Risk Premium
Data Sources and Summary Statistics
Our empirical analysis is based on monthly implied and realized volatilities for the S&P500 index from January 1990 through May 2004. For the risk-neutral implied volatility measure, we rely on the VIX index provided by the Chicago Board of Options Exchange (CBOE). The VIX index, available back to January 1990, is based on the liquid S&P500 index options, and more importantly, it is calculated with the model-free approach in Britten-Jones and Neuberger (2000).
10 As shown in the Monte Carlo study, the model-free implied volatility should be a good approximation to the true (unobserved) risk-neutral expectation of the integrated volatility, and, in particular, a much better approximation than the one afforded by the Black-Scholes implied volatility.
Our realized volatilities are based on the summation of the five-minute squared returns on the S&P500 index within the month. It is clear that both volatility measures increased during the latter half of the sample, although they have also both decreased more recently. Summary statistics for the two volatility measures are reported in Table 4 . Realized volatility is systematically lower than implied volatility, and its unconditional distribution deviates more from the normal. Both measures exhibit pronounced serial correlation with extremely slow decay in their autocorrelations, suggestive long-memory type features.
There is a long history of market participants (and some academic researchers) using the level of the VIX implied volatility as a gauge of market fear or, in the economists' jargon, investor risk aversion. Along similar lines, the difference between the implied and realized volatilities have also been used as a benchmark for the market-implied risk aversion.
Unfortunately, the raw difference, as depicted in the bottom panel in Figure 4 , is typically very noisy and uninformative, and basically just trends with the level of volatility. A more structured approach for extracting the volatility risk premium (or implied risk aversion), as discussed in the previous sections, thus holds the promise of revealing a deeper understanding of the way in which the volatility risk premium evolves over time, and its relationship to the macroeconomy. We next turn to a discussion of our pertinent estimation results. Table 5 reports the GMM estimation results for the three volatility risk premium specifications: (i) a constant λ; (ii) a time-varying λ t+∆ driven by the error from the cross moment as in equation (11); and (iii) a time-varying λ t+∆ determined by the macro-finance variables as in equation (12).
GMM Estimation of Time Varying Risk Premia
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First, restricting the risk premium to be constant results in a highly significant estimate of -1.79. However, the chi-square omnibus test of overidentifying restrictions rejects the overall specification at the 10% (although not at the 5%) level.
The second column of the table presents the result allowing for temporal variation in 99. Yet, the overall specification test continues to reject the model at the 10% (but not at the 5%) level.
To circumvent these shortcomings, the third column presents the results obtained by explicitly including the macro-finance covariates. To select the macro-finance variables in the time-varying risk premium specification, we did an extensive search with 29 monthly data series (listed in Table 8 ). If part of the temporal variation in investor risk aversion reflects investors focusing on different aspects of the economy at different points in time, as seems likely, some flexibility in specifying the set of covariates seems both appropriate and unavoidable. Hence, we select the group of variables that jointly achieves the highest p-12 In order to conserve space, we only report the results pertaining to the parameters for the volatility risk premium. The results for the other parameters in the model are directly in line with previous results reported in the literature, and consistent with the monthly summary statistics in Table 3 , all point toward a high degree of volatility persistence in the (latent) V t process.
value of the GMM omnibus specification test and that are significant (at the 5% level) based on their individual t-test statistics.
13 To facilitate the subsequent discussion, the resulting seven variables have all been standardized to have mean zero and variance one so that their marginal contribution to the time-varying risk premium are directly comparable.
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The results for the autoregressive part of the specification implies an average risk premium of a/(1 − b) = −1.82, and, without figuring in the dynamic impact of the macro state variables, an even higher degree of persistence, b = 0.93. As necessitated by the specification search, all of the individual parameters for the macro-finance covariates are statistically significant at the 5% level, and the overall GMM specification test is greatly improved, with a p-value of 0.92. The resulting estimate for the volatility risk premium, along with the seven macro-finance input variables, are plotted in Figure 5 .
Both the signs and magnitudes of the macro-finance shock coefficients are important in understanding the time-variation of the volatility risk premium. Sticking to the convention that (−λ) represents the risk premium, or risk aversion, the realized volatility has the biggest contribution (-0.32) and a positive impact (i.e., when volatility is high so is risk aversion).
The impact of AAA bond spread over Treasuries (0.19) likely reflects a business cycle effect (i.e., credit spreads tend to be high before a downturn which usually coincides with low risk aversion). Conversely, housing starts have a positive impact on the risk premium (-0.19) (i.e., a real estate boom usually precedes higher risk aversion). The S&P 500 P/E ratio is the fourth most important factor (0.14), and impacts the premium negatively (i.e., everything else equal, higher P/E ratios lowers the degree of risk aversion). The fifth variable in the table is industrial production growth (0.10), which also has a negative impact (i.e., higher growth leads to a lower volatility risk premium). On the contrary, the sixth CPI inflation variable leads to higher risk aversion (-0.05). Finally, the last significant macro state variable, payroll employment, marginally raises the volatility risk premium (-0.04), possibly as a result of wage pressure. 13 We are, of course, aware of the danger of data mining that such a specification search presents. However, we have attempted to limit the degree of data mining by choosing a limited set of candidate macro-finance covariates, listed in Table 8 . Also, because our estimation relies on GMM, it is not necessarily the case that adding more covariates always improves the fit of the model, as would be the case with linear OLS estimation.
14 For stationary variables the unit is the level, while for non-stationary variables the unit is the logarithmic change for the past twelve months.
Contrasting Strategies For Estimating A Time-Varying Risk Premium
Our approach for estimating the time-varying volatility risk premium can be contrasted with other approaches in the literature for estimating time-varying risk premia. One such approach is to vary the risk premium parameter each time period to best match that period's market data. In the context of volatility modeling, that approach would vary the risk premium parameter to match each month's difference between realized and implied volatility.
Such an approach would produce the time-varying risk premium shown in the middle panel of Figure 6 , the general shape of which matches the earlier plot in the bottom panel of Figure   4 .
As previously noted, the problem with this approach is that by attributing each wiggle in the data to changes in the risk premium, it produces an excessively volatile time series of monthly risk premia. Economic theory argues that an asset's risk premium should depend on deep structural parameters. For example, in the consumption CAPM (C-CAPM), an asset's risk premium varies with investors' risk aversion and the asset's covariance with investors' consumption. By definition, deep structural parameters should be relatively stable over
time. Yet the approach of period-by-period estimation of a time-varying risk premia forces the parameters to vary (almost independently) from one period to the next. As such, we find the monthly volatility risk premium series shown in the middle panel of Figure 6 to be implausibly volatile.
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A second approach for estimating investors' "risk appetite," more popular among market participants, is to construct a weighted-average of macro-finance variables. 16 The bottom panel of Figure 6 shows such a weighted-average index constructed from the macro-finance variables listed in Table 8 . 17 In addition to concerns that such indexes are too ad hoc to be reliable, indexes constructed in this way also tend to be excessively and implausibly volatile.
A third approach to estimating risk premium parameters comes from the macroeconomic, or consumption-based asset pricing literature. This approach often assumes that risk premia are constant, or if the premia are allowed to vary over time, they end up being implausibly 17 Following the practice in industry, the bottom panel of Figure 6 plots an average index (negative value) of 29 macro-finance variables that are standardized as mean zero and variance one. There is also a peak in the risk premium in 1996 that does not appear to directly line up with any major economic or financial event, except perhaps the worry about over-valuation in the stock market sometimes labeled as the period of "Irrational Exuberance". Interestingly, the estimates also suggest that the risk premium rises fairly sharply but declines only gradually.
Risk Premium Variation and Stock Return Predictability
Our characterization of the volatility risk premium has the potential of being informative about other risk premia in the economy. To illustrate, we compare its predictive power for aggregate stock market returns with that of other traditionally-used macro-finance variables.
To that end, the top panel of Table 6 reports the results of simple univariate regressions of the monthly S&P500 excess returns on the most significant individual variables from the pool of covariates listed in Table 8 . As evidenced by the results, the extracted volatility risk premium has the highest predictive power with an R 2 of 3.67%. 18 The next best predictor is the S&P500 P/E ratio with an R 2 of 2.80%. Next in order are industrial production and nonfarm payrolls with R 2 's of 1.53% and 1.06%, respectively. Dividend yields -a significant predictor according to many other studies -only explains 0.85% of the monthly return variation. All-in-all, these results are consistent with previous findings that macroeconomic state variables do predict returns, though the predictability measured by R 2 is usually in the low single digits. Nonetheless, it is noteworthy that of all the predictor variables, the volatility risk premium results in the single highest R 2 .
Combining all of the marginally significant variables into a single multiple regression, results in the estimates shown in the bottom panel of Table 6 . Interestingly, none of the macro-finance variable remains significant when the volatility risk premium is included, while only the P/E ratio is significant in the regression excluding the premium. Of course, the estimate for the volatility risk premium already incorporates some of the same macroeconomic variables (see Table 5 ), so the finding that these variables are "driven out" when included together with the premium is not necessarily that surprising. However, the macro variables entering the model for λ t+∆ only impact the returns indirectly through the temporal variation in the premium, and the volatility risk premium itself is also estimated from a very different set of moment conditions based on the model-free realized and options implied volatilities.
Our examination of the monthly stock excess return in Table 6 singles out the volatility risk premium (which we interpret as a proxy for risk aversion) and the stock market PE ratio (which we interpret as a proxy for fundamental risk) as the two most important predictor variables. Table 7 augments these results with regressions involving longer-run quarterly excess returns spanning 1990Q1 through 2003Q2. In addition to the volatility risk premium and the PE ratio from the last month of the previous quarter, we also include the quarterly consumption-wealth ratio in these regressions. The consumption-wealth ratio, termed CAY, has previously been established by (Lettau and Ludvigson, 2001) as an important explanatory variable for longer horizon returns. The first three regressions in the table show that each of the three variables is indeed individually significant. At the same time, it is noteworthy that the risk premium results in the highest individual R 2 of 11.6%, much higher than the monthly R 2 of 3.7%. Adding the P/E ratio and/or the CAY variable further increase the quarterly R 2 's in excess of 14%. The risk premium remains significant in all of the multiple regressions, while combining the P/E ratio and the CAY variable in the same regression renders both insignificant, and does not increase the R 2 by much. As such, these results further reinforce the earlier findings for the monthly returns in Table 6 and the role of the estimated volatility risk premium as a new and powerful stock market predictor over longer quarterly horizons.
Conclusion
This paper develops a simple consistent approach for estimating the volatility risk premium.
The approach exploits the linkage between the objective and risk-neutral expectations of the integrated volatility. The estimation is facilitated by the use of newly available model-free realized volatilities based on high-frequency intraday data along with model-free optionimplied volatilities. The approach allows us to explicitly link any temporal variation in the risk premium to underlying state variables within an internally consistent and simple-toimplement GMM estimation framework.
A small scale Monte Carlo experiment indicates that the procedure performs well in estimating the volatility risk premium in empirically realistic situations. In contrast, the estimates based on the Black-Scholes implied volatilities and/or monthly sample variances based on daily squared returns result in highly inefficient and statistically unreliable estimates of the risk premium. Applying the methodology to the S&P500 market index, we find significant evidence for temporal variation in the volatility risk premium, which we directly link to a set of underlying macro-finance state variables. The extracted volatility risk premium is also found to be helpful in predicting the return on the market itself.
The volatility risk premium (or risk aversion) extracted in our paper differs sharply from other approaches in the literature. In particular, earlier estimates relying directly on period-by-period differences in the estimated risk-neutral and objective distributions tend to produce implausibly volatile estimates. On the other hand, earlier procedures based on structural macroeconomic/consumption-type pricing models typically result in implausibly smooth estimates. In contrast, the model-free realized and implied volatility-based procedure developed here results in a volatility risk premium (or risk aversion index) that avoids the excessive period-by-period random fluctuations yet responds to recessions, financial crises, and other economic events in an empirically realistic fashion.
It would be interesting to more closely compare and contrast the risk aversion index estimated here to other popular gauges of investor fear or market sentiment. Along these lines, it would also be interesting to explore the evidence from other markets, both domestically and internationally. All macro-finance shock variables are standardized as mean zero and variance one, so that their marginal contributions to the risk premium are directly comparable. The growth variables (Industrial Production, Producer Price Index, and Payroll Employment)are in terms of the logarithmic difference over the past twelve months. In empirical application, the lag length of the Newy-West weighting matrix is chosen to be 25, to accommodate more complex dynamics and potential specification error. To be comparable, our data set is transformed into quarterly frequency, dating from 1990Q1 to 2003Q2. "CAY" stands for the consumption wealth ratio as in Lettau and Ludvigson (2001) , and the data is downloaded from their website. 
