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MANN ITERATION PROCESS FOR MONOTONE
NONEXPANSIVE MAPPINGS WITH A GRAPH
M.R. ALFURAIDAN /TO APPEAR IN GEORGIAN MATHEMATICAL JOURNAL
Abstract. Let (X, ‖.‖) be a Banach space. Let C be a nonempty, bounded,
closed, and convex subset of X and T : C → C be a G-monotone nonexpansive
mapping. In this work, it is shown that the Mann iteration sequence defined
by
xn+1 = tnT (xn) + (1− tn)xn, n = 1, 2, · · ·
can be proved the existence of a fixed point of G-monotone nonexpansive
mappings.
1. Introduction
Banach’s Contraction Principle [2] is remarkable in its simplicity, yet it is per-
haps the most widely applied fixed point theorem in all of analysis. This is
because the contractive condition on the mapping is simple and easy to test in
a complete metric space, it finds almost canonical applications in the theory of
differential and integral equations. Over the years, many mathematicians suc-
cessfully extended this fundamental theorem.
Nonexpansive mappings are those mappings which have Lipschitz constant
equal to one. Their investigation remain a popular area of research in various
fields. In 1965, Browder [4] and Go¨hde [7] independently proved that every
nonexpansive selfmappings of a closed convex and bounded subset of uniformly
convex Banach space has a fixed point. This result was also obtained by Kirk
[11] under slightly weaker assumptions. Since then several fixed point theorems
for nonexpansive mappings in Banach spaces have been derived [10].
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Recently a new direction has been developed when the Lipschitz condition is
satisfied only for comparable elements in a partially ordered metric space. This
direction was initiated by Ran and Reurings [15] (see also [13]) who proved an
analogue of the classical Banach contraction principle in partially ordered metric
spaces and by Jachymski [9] in metric spaces with a graph . The motivation of
such new direction is the problem of the existence of a solution which is positive.
In other words, the classical approaches only deal with the existence of solutions
while here we ask whether a positive or negative solution exists. It is a natural
question to ask since most of the classical metric spaces are endowed with a nat-
ural partial order.
When we relax the contraction condition to the case of the Lipschitz constant
equal to one, i.e., nonepxansive mapping, the completeness of the distance will
not be enough as it was done in the original case. We need some geometric as-
sumptions to be added. But in general the Lipschitz condition on comparable
elements is a weak assumption. In particular, we do not have the continuity
property. Therefore one has to be very careful when dealing with such mappings.
In this paper, we use the iterative methods [5] to prove the existence of fixed
points of G-monotone nonexpansive mappings.
For more on metric fixed point theory, the reader may consult the books [6, 10].
This work was inspired by [1].
2. Graph Basic Definitions
The terminology of graph theory instead of partial ordering gives a wider and
clearer picture. In this section, we give the basic graph theory definitions and
notations which will be used throughout.
A graph G is an ordered pair (V (G), E(G)) where V (G) is a set and E(G) is a
binary relation on V (G). Elements of E(G) are called edges. We are concerned
here with directed graphs (digraphs) that have a loop at every vertex (i.e., (a, a) ∈
E(G) for each a ∈ V (G)). Such digraphs are called reflexive. In this case
E(G) ⊆ V (G)×V (G) corresponds to a reflexive (and symmetric) binary relation
on V . Moreover, we may treat G as a weighted graph by assigning to each edge
the distance between its vertices. By G−1 we denote the conversion of a graph
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G, i.e., the graph obtained from G by reversing the direction of edges. Thus we
have
E(G−1) = {(y, x)|(x, y) ∈ E(G)}.
A digraph G is called an oriented graph if whenever (u, v) ∈ E(G), then
(v, u) /∈ E(G). The letter G˜ denotes the undirected graph obtained from G by
ignoring the direction of edges. Actually, it will be more convenient for us to
treat G˜ as a directed graph for which the set of its edges is symmetric. Under
this convention,
E(G˜) = E(G) ∪ E(G−1).
Given a digraphG, a (di)path ofG is a sequence a0, a1, ..., an, . . . with (ai, ai+1) ∈
E(G) for each i = 0, 1, 2, . . . . A finite path (a0, a1, ..., an) is said to have length
n+ 1, for n ∈ N. A digraph is connected if there is a finite (di)path joining any
two of its vertices and it is weakly connected if G˜ is connected.
Definition 2.1. A digraph G is transitive if
(x, y) ∈ E(G) and (y, z) ∈ E(G)⇒ (x, z) ∈ E(G) for all x, y, z ∈ V (G).
Note that the transitivity of a graph G does not necessarily imply that the ab-
sence of loops. It is easy to come up with a transitive graph G with loops. Such
graph will not be generated by a partial order.
Throughout this paper, (X, ‖.‖) will denote a Banach vector space. It is well
known that we have two topologies defined on X , mainly the strong topology
and the weak topology. For more on these topologies we refer to the book [3].
Definition 2.2. Let (X, ‖.‖) be a Banach space. An element x is called a weak-
cluster point of a sequence (xn)n∈N in X, if there exists a subsequence (xφ(n))n∈N
such that (xφ(n))n∈N converges weakly to x. In this case, we will write
weak − lim
n→+∞
xφ(n) = x.
As Jachymski [9] did, we introduce the following property:
Let G be a reflexive digraph defined on X . We say that E(G) has Property
(P) if
4 M.R. ALFURAIDAN /TO APPEAR IN GEORGIAN MATHEMATICAL JOURNAL
(P) for any sequence (xn)n∈N in X such that (xn, xn+1) ∈ E(G) for n ≥ 1 and
x is a weak-cluster point of (xn)n∈N, there exists a subsequence (xφ(n))n∈N
which converges weakly to x and (xφ(n), x) ∈ E(G), for every n ≥ 1.
Note that property (P) is precisely Nieto et al. [13] hypothesis relaxing con-
tinuity assumption rephrased in terms of edges. Moreover, if G is a reflexive
transitive digraph defined on X , then the Property (P) implies the following
property:
(PT) for any sequence (xn)n∈N in X such that (xn, xn+1) ∈ E(G) for n ≥ 1 and
x is a weak-cluster point of (xn)n∈N, we have (xn, x) ∈ E(G), for every
n ≥ 1.
In the sequel, we assume that G is a reflexive digraph defined on X . Moreover,
we assume that E(G) has property (P). The linear convexity structure of X is
assumed to be compatible with the graph structure in the following sense:
(CG) If (x, y) ∈ E(G) and (w, z) ∈ E(G), then
(α x+ (1− α) w, α y + (1− α) z) ∈ E(G)
for all x, y, w, z ∈ X and α ∈ [0, 1].
Next we give the definition of G-monotone nonexpansive mappings.
Definition 2.3. Let C be a nonempty subset of X and G be a reflexive digraph
defined on X. A mapping T : C → C is said to be
(1) G-monotone if T is edge preserving, i.e., (T (x), T (y)) ∈ E(G) whenever
(x, y) ∈ E(G), for any x, y ∈ C.
(2) G-monotone K-Lipschitzian, K ∈ R+, if T is G-monotone and
‖T (y)− T (x)‖ ≤ K ‖y − x‖
for any x, y ∈ C such that (x, y) ∈ E(G).
If K = 1, then T is said to be a G-monotone nonexpansive mapping. A fixed
point of T is any element x ∈ C such that T (x) = x. The set of all fixed points
of T is denoted by Fix(T ).
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Definition 2.4. Let (X, ‖.‖) be a Banach space. Define the modulus of uniform
convexity δX : (0, 2]→ [0, 1] by
δX(ε) = inf
{
1−
∥∥∥∥x+ y2
∥∥∥∥ ; ‖x‖ ≤ 1, ‖y‖ ≤ 1, and ‖x− y‖ ≥ ε
}
.
X is said to be uniformly convex if δX(ε) > 0 for any ε ∈ (0, 2].
Uniformly convex Banach spaces enjoy many nice geometric properties (see for
example the reference [3]).
3. Iteration process for G-Monotone Nonexpansive Mappings
In this section, we investigate the existence of fixed points of G-monotone non-
expansive mappings in X . The main difficulty encountered in this setting has to
do with the fact that the mappings do not have a good behavior on the entire
sets. They do have a good behavior only on connected points. For this reason,
our investigation is based on a constructive iteration approach initiated by Kras-
noselskii [12] (see also [8]). Throughout this section we assume that (X, ‖.‖) is a
Banach space and G is a reflexive and transitive digraph defined on X . Moreover,
we assume that E(G) has property (P) and G-intervals are closed and convex.
Recall that a G-interval is any of the subsets [a,→) = {x ∈ X ; (a, x) ∈ E(G)}
and (←, b] = {x ∈ X ; (x, b) ∈ E(G)}, for any a, b ∈ X .
Definition 3.1. [8, 12] Let X and G be as above. Let C be a nonempty convex
subset of X and T : C → C be a G-monotone mapping. Fix x1 ∈ C. The Mann
iteration process is the sequence (xn) defined by
(3.1) xn+1 = tnT (xn) + (1− tn)xn,
for any n ≥ 1, where (tn) ⊂ [0, 1].
The following technical Lemmas will be useful to prove the main result of this
work.
Lemma 3.1. Let X and G be as above. Let C be a nonempty convex subset of
X and T : C → C be a G-monotone mapping. Fix x1 ∈ C. Consider the Mann
iteration sequence (xn) defined by (3.1).
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(i) If (x1, T (x1)) ∈ E(G), then we have for any n ≥ 1:
(xn, xn+1) ∈ E(G) and (xn+1, T (xn)) ∈ E(G).
(ii) If (T (x1), x1) ∈ E(G), then we have for any n ≥ 1:
(xn+1, xn) ∈ E(G) and (T (xn), xn+1) ∈ E(G).
Proof. We will prove (i). The proof of (ii) is similar and will be omitted. As
(x1, T (x1)) ∈ E(G) and (x1, x1) ∈ E(G), we have by property (CG)(
(1− t1)x1 + t1x1, (1− t1)x1 + t1T (x1)
)
∈ E(G),
i.e., (x1, x2) ∈ E(G). The same argument will imply(
(1− t1)x1 + t1T (x1), (1− t1)T (x1) + t1T (x1)
)
∈ E(G),
i.e., (x2, T (x1)) ∈ E(G). Now assume that (xn−1, xn) ∈ E(G) and (xn, T (xn−1)) ∈
E(G), for n > 1. Since T is G-monotone, we have (T (xn−1), T (xn)) ∈ E(G). By
transitivity of G, we get (xn, T (xn)) ∈ E(G). Hence by using property (CG), we
obtain (
(1− λ)xn + λT (xn), (1− λ)T (xn) + λT (xn)
)
∈ E(G),
holds for any λ ∈ [0, 1], i.e., (xn+1, T (xn)) ∈ E(G). Using the same argument,
we get (
(1− λ)xn + λxn, (1− λ)xn + λT (xn)
)
∈ E(G),
holds for any λ ∈ [0, 1], i.e., (xn, xn+1) ∈ E(G). By induction, we have
(xn, xn+1) ∈ E(G) and (xn+1, T (xn)) ∈ E(G).
for all n ≥ 1. 
Lemma 3.2. Let X and G be as above. Let C be a nonempty, closed, and
convex subset of X and T : C → C be a G-monotone nonexpansive mapping.
Let ω ∈ Fix(T ). Let x1 ∈ C be such that (x1, ω) ∈ E(G). Let (xn) be the Mann
iteration sequence defined by (3.1). Then we have (xn, ω) ∈ E(G) for any n ≥ 1
and lim
n→∞
‖xn − ω‖ exists.
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Proof. Assume that (x1, ω) ∈ E(G). Since T is G-monotone, then we must have
(T (x1), T (ω)) ∈ E(G). Since T (ω) = ω we get (x1, ω) ∈ E(G) and (T (x1), ω) ∈
E(G). The property (CG) implies(
(1− λ)x1 + λT (x1), (1− λ)ω + λω
)
∈ E(G),
for any λ ∈ [0, 1], which implies (x2, ω) ∈ E(G). By induction, we prove that
(xn, ω) ∈ E(G), for any n ≥ 1. Since T is G-monotone nonexpansive, we get
‖T (xn)− ω‖ = ‖T (xn)− T (ω)‖ ≤ ‖xn − ω‖,
which implies
‖xn+1 − ω‖ ≤ tn‖T (xn)− ω‖+ (1− tn)‖xn − ω‖
≤ tn‖xn − ω‖+ (1− tn)‖xn − ω‖ = ‖xn − ω‖,
for any n ≥ 1. This means that (‖xn − ω‖) is a decreasing sequence, which
implies that lim
n→∞
‖xn − ω‖ exists. 
In the general theory of nonexpansive mappings, the main property of the
Mann iterative sequence is an approximate fixed point property. Recall that (xn)
is called an approximate fixed point sequence of the mapping T if lim
n→+∞
‖xn −
T (xn)‖ = 0. We have a similar conclusion for G-monotone nonexpansive map-
pings if we assume X is uniformly convex. Since the proof of the main result
involves ultrafilters and ultrapowers of Banach spaces, let us give their defini-
tions. First, recall that an ultrafilter U over N is a nonempty family of subsets
of N satisfying
(i) U is closed under taking supersets, i.e., A ∈ U and A ⊆ B =⇒ B ∈ U ;
(ii) U is closed under finite intersections, i.e., A, B ∈ U =⇒ A ∩B ∈ U ;
(iii) for every A ⊆ N precisely one of A or N\A is in U .
For a Hausdorff topological space (Ω, T ), an ultrafilter U over N and (xn)n∈N ⊆ Ω,
we say
lim
U
xn = x0
if for every neighborhood W of x0 we have {n ∈ N : xn ∈ W} ∈ U . Such limit
is unique when it exists. It is well known that if (Ω, T ) is compact, then for any
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sequence (xn)n∈N ⊆ Ω and any ultrafilter U over N, the limit lim
U
xn exists [3].
Next, we give the definition of the ultrapower of a Banach space.
Definition 3.2. [3] Let (X, ‖.‖) be a Banach space and U an ultrafilter over N.
Consider the Banach space
ℓ∞(X) = {(xn)n∈N, ‖(xn)‖∞ = sup
n∈N
‖xn‖ <∞}.
Then NU(X) = {(xn)n∈N ∈ ℓ∞(X); limU ‖xn‖ = 0} is a closed linear subspace
of ℓ∞(X). The ultrapower of X over U is defined to be the Banach space quotient
(X)U = ℓ∞(X)/NU(X),
with elements denoted by (xn)U , where (xn) is a representative of the equivalence
class. The quotient norm is canonically given by
‖(xn)U‖ = lim
U
‖xn‖.
Now we are ready to state our first result.
Theorem 3.1. Let X and G be as above. Let C be a nonempty, closed, convex
and bounded subset of X. Let T : C → C be a G-monotone nonexpansive map-
ping. Assume X is uniformly convex, and there exist ω ∈ Fix(T ) and x1 ∈ C
such that (x1, ω) ∈ E(G). Then we have
lim
n→∞
‖xn − T (xn)‖ = 0,
where (xn) is the Mann iterative sequence generated by (3.1) which starts at x1,
with tn ∈ [a, b], for some a > 0 and b < 1.
Proof. Let ω ∈ Fix(T ) and x1 ∈ C such that (x1, ω) ∈ E(G). Using Lemma 3.2,
we conclude that lim
n→∞
‖xn−ω‖ exists. Set R = lim
n→∞
‖xn−ω‖. Moreover we have
lim sup
n→∞
‖T (xn)− ω‖ = lim sup
n→∞
‖T (xn)− T (ω)‖ ≤ lim sup
n→∞
‖xn − ω‖ = R,
since (xn, ω) ∈ E(G), for any n ≥ 1, and T is G-monotone nonepxansive. With-
out loss of any generality, we may assume R > 0. On the other hand, we have
‖xn+1 − ω‖ ≤ tn‖T (xn)− ω‖+ (1− tn)‖xn − ω‖ ≤ ‖xn − ω‖,
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for any n ≥ 1. Let U be a non-trivial ultrafilter over N. Then lim
U
tn = t ∈ [a, b].
Hence
R = lim
U
‖xn+1 − ω‖ ≤ t lim
U
‖T (xn)− ω‖+ (1− t)R ≤ R.
Since t 6= 0, we get lim
U
‖T (xn) − ω‖ = R. Consider the ultrapower (X)U of X
(see [3]). Set x˜ = (xn)U , y˜ = (T (xn))U and ω˜ = (ω)U . Then we have
‖x˜− ω˜‖U = ‖y˜ − ω˜‖U = ‖tx˜+ (1− t)y˜ − ω˜‖U .
Since t ∈ (0, 1) and X is uniformly convex, then (X)U is strictly convex (see [3])
which implies x˜ = y˜, i.e., lim
n,U
‖xn − T (xn)‖ = 0. Since U was an arbitrary non
trivial ultrafilter, we conclude that lim
n→∞
‖xn − T (xn)‖ = 0, which completes the
proof of Theorem 3.1. 
The conclusion of Theorem 3.1 is strongly dependent on the assumption that
a fixed point of T exists which is connected to x1. In fact, we may relax such
assumption and obtain a similar conclusion. First, we will need the following
Proposition from [5].
Proposition 3.1. Let (X, ‖.‖) be a Banach space. Let (xn) and (yn) be in X
and (tn) ⊂ [0, 1), such that
(i) xn+1 = (1− tn)xn + tnyn,
(ii) ‖yn+1 − yn‖ ≤ ‖xn+1 − xn‖,
for any n ∈ N. Then for any i, n ≥ 1, we have
(
1 +
i+n−1∑
s=i
ts
)
‖xi − yi‖ ≤ ‖yi+n − xi‖
+
i+n−1∏
s=i
(1− ts)
−1
[
‖yi − xi‖ − ‖yi+n − xi+n‖
]
.
The following technical lemma is crucial to the proof of our second result.
Lemma 3.3. Let X and G be as above. Let C be a nonempty convex subset of
X and T : C → C be a G-monotone nonexpansive mapping. Let x1 ∈ C be such
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that (x1, T (x1)) ∈ E(G˜). Let (xn) be the Mann iterative sequence defined by (3.1)
such that (tn) ⊂ [0, 1). Then for any i, n ≥ 1, we have
(
1 +
i+n−1∑
s=i
ts
)
‖xi − T (xi)‖ ≤ ‖T (xi+n)− xi‖
+
i+n−1∏
s=i
(1− ts)
−1
[
‖T (xi)− xi‖ − ‖T (xi+n)− xi+n‖
]
.
Proof. Without loss of any generality, we may assume (x1, T (x1)) ∈ E(G). Lemma
3.1 implies that (xn, xn+1) ∈ E(G) for any n ≥ 1. Since T is a G-monotone non-
expansive mapping, we get
‖T (xn+1)− T (xn)‖ ≤ ‖xn+1 − xn‖,
and (T (xn), T (xn+1)) ∈ E(G), for any n ≥ 1. Moreover from the definition of
(xn) we have ‖xn+1 − xn‖ = tn‖xn − T (xn)‖, for any n ≥ 1. Therefore all the
assumptions of Proposition 3.1 are satisfied, where (yn) = (T (xn)), which implies
the conclusion of Lemma 3.3. 
Using this lemma, we have a similar conclusion to Theorem 3.1 with less strin-
gent assumptions. This result is similar to the one found in [8].
Theorem 3.2. Let X and G be as above. Let C be a nonempty, closed, convex
and bounded subset of X and T : C → C be a G-monotone nonexpansive map-
ping. Let x1 ∈ C be such that (x1, T (x1)) ∈ E(G˜). Let (xn) be the Mann iterative
sequence defined by (3.1) such that (tn) ⊂ [a, b], with a > 0 and b < 1. Then we
have lim
n→+∞
‖xn − T (xn)‖ = 0.
Proof. First note that the sequence (‖xn − T (xn)‖) is decreasing. Indeed, we
have
‖xn+1 − T (xn+1)‖ = ‖(1− tn)xn + tnT (xn)− T (xn+1)‖
= ‖(1− tn)(xn − T (xn)) + T (xn)− T (xn+1)‖
≤ (1− tn)‖xn − T (xn)‖+ ‖T (xn)− T (xn+1)‖
≤ (1− tn)‖xn − T (xn)‖+ ‖xn − xn+1‖
= (1− tn)‖xn − T (xn)‖+ tn‖xn − T (xn)‖
= ‖xn − T (xn)‖,
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for any n ≥ 1. Set lim
n→+∞
‖xn − T (xn)‖ = R. Next we note that we have:


(1 + na) ≤ 1 +
i+n−1∑
s=i
ts,
i+n−1∏
s=i
(1− ts)
−1 ≤ (1− b)−n,
‖T (xi+n)− xi‖ ≤ δ(C) = sup{‖x− y‖; x, y ∈ C}.
Hence the main inequality obtained in Lemma 3.3 implies
(1 + na)‖xi − T (xi)‖ ≤ δ(C) + (1− b)
−n
[
‖T (xi)− xi‖ − ‖T (xi+n)− xi+n‖
]
,
for any i, n ≥ 1. If we let i → +∞, we get (1 + na)R ≤ δ(C), for any n ≥ 1.
Hence
R ≤
δ(C)
(1 + na)
,
holds for any n ≥ 1. Clearly this will imply R = 0, i.e.,
lim
n→+∞
‖xn − T (xn)‖ = 0.

Before we state the main fixed point result of this work, let us recall the
definition of the weak-Opial condition.
Definition 3.3. [14] Let (X, ‖.‖) be a Banach space. We will say that X satisfies
the weak-Opial condition if for any sequence (yn) which converges weakly to y,
we have
lim inf
n→∞
‖yn − y‖ < lim inf
n→∞
‖yn − z‖,
for any z ∈ X such that y 6= z.
Theorem 3.3. Let (X, ‖.‖) be a Banach space which satisfies the weak-Opial
condition and G be the directed reflexive and transitive digraph defined on X.
Let C be a nonempty weakly compact convex subset of X and T : C → C be
a G-monotone nonexpansive mapping. Assume there exists x1 ∈ C such that
(x1, T (x1)) ∈ E(G˜). Let (xn) be the Mann iterative sequence defined by (3.1)
such that (tn) ⊂ [a, b], with a > 0 and b < 1. Then (xn) is weakly convergent to
x which is a fixed point of T , i.e., T (x) = x. Moreover (x1, x) ∈ E(G).
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Proof. Without loss of any generality, we may assume that (x1, T (x1)) ∈ E(G).
From the previous Lemmas, we know that
lim
n→+∞
‖xn − T (xn)‖ = 0.
Let ω1 be a weak-cluster point of (xn). Then there exists (xϕ(n)) a subsequence
of (xn) which converges weakly to ω1. From the assumptions assumed, we know
that (xn, ω1) ∈ E(G), for any n ≥ 1. Let us prove that ω1 is a fixed point of T .
Since ∣∣∣‖T (ω1)− xϕ(n)‖ − ‖T (ω1)− T (xϕ(n))‖∣∣∣ ≤ ‖T (xϕ(n))− xϕ(n)‖,
for any n ∈ N, we conclude that
lim inf
n→∞
‖T (ω1)− xϕ(n)‖ = lim inf
n→∞
‖T (ω1)− T (xϕ(n))‖.
Hence, we have
lim inf
n→∞
‖T (ω1)− xϕ(n)‖ = lim inf
n→∞
‖T (ω1)− T (xϕ(n))‖ ≤ lim inf
n→∞
‖ω1 − xϕ(n)‖.
The weak-Opial property implies that T (ω1) = ω1. Let ω2 be another weak-
cluster point of (xn). Again there exists a subsequence (xψ(n)) of (xn) which
converges weakly to ω2. The same argument above shows that ω2 is also a fixed
point of T . In this case, we have seen that (‖xn−ωi‖) are convergent for i = 1, 2.
Let us show that ω1 = ω2. Assume not, i.e., ω1 6= ω2. Then we have
lim inf
n→∞
‖ω2 − xϕ(n)‖ = lim
n→∞
‖ω2 − xn‖
= lim
n→∞
‖ω2 − xψ(n)‖
< lim
n→∞
‖ω1 − xψ(n)‖
= lim
n→∞
‖ω1 − xn‖
= lim
n→∞
‖ω1 − xϕ(n)‖
which is a contradiction with the fact that (xϕ(n)) converges weakly to ω1 and
the weak-Opial property. Therefore we must have ω1 = ω2. This clearly implies
that (xn) is weakly convergent and its weak limit is a fixed point of T . 
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