Abstract. Many desirable properties have been identified for Boolean functions with cryptographic applications. Obtaining optimal tradeoffs among such properties is hard. In this paper we show how simulated annealing, a search technique inspired by the cooling processes of molten metals, can be used to derive functions with profiles of cryptographicallyrelevant properties as yet unachieved by any other technique.
Introduction
A variety of desirable criteria for functions with cryptographic application have been identified: balancedness, high nonlinearity, correlation immunity of reasonably high order, low autocorrelation, high algebraic degree etc. The tradeoffs between these criteria have received a lot of attention in Boolean function literature for some time (see [12] and the references therein). The more criteria that have to be taken into account, the more difficult it is to generate Boolean functions satisfying those properties purely by constructive algebraic means. Indeed, recent work has sought to blend construction with aspects of computer search. Many of the best functions on small numbers of variables (7) (8) (9) (10) have been obtained in this way [12, 19, 16] .
Some authors have attempted to use guided search techniques to evolve Boolean functions [13, 14, 15, 3] . Although such efforts have shown promise, they have not rivalled the best of alternative methods. In this paper, using modifications of the simulated annealing based in [3] we demonstrate how to evolve various functions with profiles of desirable properties unachieved by other means. uncorrelated when x∈Z n 2f (x)ĝ(x) = 0. If so, if one tries to approximate f by using g, he/she will be right half the time and wrong half the time. An area of particular importance for cryptanalysts is the ability to approximate a function f by a simple linear function. One of the cryptosystem designer's tasks is to make such approximation as difficult as possible (by making the function f suitably nonlinear ). We make use of the following terms (these and further definitions can be found in [2] and [25] ). 
Linear Boolean Function. A linear Boolean function, determined by ω ∈ Z
Parseval's Theorem. This states that ω∈Z n
This fact forms the starting point for the principal cost functions in this paper. Autocorrelation Transform. The autocorrelation transform of a function f is given byr f (s) = xf (x)f (x ⊕ s). We denote the maximum absolute value in the autocorrelation spectra of a function f by AC f , i.e., AC f = max s xf (x)f (x ⊕ s) . Here x and s range over Z n 2 and so produces a result in Z n 2 . Simulated Annealing. In 1983 Kirkpatrick et al. [8] proposed simulated annealing, a new search technique inspired by the cooling processes of molten metals. It merges hill-climbing with the probabilistic acceptance of non-improving moves. The basic algorithm is shown in Figure 1 . The search starts at some initial state S = S 0 . There is a control parameter T known as the temperature. This starts 'high' at T 0 and is gradually lowered. At each temperature, a number M IL (Moves in Inner Loop) of moves to new states are attempted. A candidate state Y is randomly selected from the neighborhood N (S) of the current state. The change in value, δ, of f is calculated. If it improves the value of f (S) (i.e., if δ < 0 for a minimisation problem) then a move to that state is taken is taken (S = Y ); if not, then it is taken with some probability. The worse a move is, the less likely it is to be accepted. The lower the temperature T , the less likely is a worsening move to be accepted. Probabilistic acceptance is determined by generating a random value U in the range (0..1) and performing the indicated comparison. Initially the temperature is high and virtually any move is accepted. As the temperature is lowered it becomes ever more difficult to accept worsening moves. Eventually, only improving moves are allowed and the process becomes 'frozen'. The algorithm terminates when the stopping criterion is met. Common stopping criteria, and the ones used for the work in this paper, are to stop the search after a fixed number M axIL of inner loops have been executed, or else when some maximum number M U L of consecutive unproductive inner loops have been executed (i.e., without a single move having been accepted). Generally the best state achieved so far is also recorded (since the search may actually move out of it and subsequently be unable to find a state of similar quality). At the end of each inner loop the temperature is lowered. The simplest way of lowering the temperature is to multiply by a constant cooling factor α in the range (0..1); this is known as geometric cooling. The basic simulated annealing algorithm has proven remarkably effective over a range of problems. 
The value R is positive and can be varied. In the experiments reported here we have mostly used R = 3. Values of X ranging from −16 to 30 have been used. (This was to investigate the effects of parametric variation. Here we present only summary results. Further results can be found in [4] ).
A balanced function is represented using polar form, i.e., as a vectorf in R 2 n with 2 n−1 elements equal to 1 and 2 n−1 elements equal to −1. A search starts with a balanced (but otherwise random) function in polar form. A valid move simply swaps two dissimilar vector elements and so preserves balancethe (equal) numbers of 1s and −1s are maintained. The approach is as follows:
1. Use an annealing-based search to minimise the value of the new cost function (suitably parametrised) given in Equation (1) . Let the best solution produced during the search be f sa . 2. Hill-climb from f sa with respect to nonlinearity or autocorrelation (we shall term these the Non-Linearity Targeted (NLT)and Auto-Correlation Targeted (ACT) approaches respectively) to produce the final solution f sahc 3. Measure the nonlinearity, autocorrelation and algebraic degree of f sahc .
Experimental Results
A variety of runs have been carried out. Our interest is primarily in demonstrating the profiles of properties of the functions generated by the NCT and ACT methods. The best profiles are recorded in Table 1 . (Further information on nonlinearity and autocorrelation in isolation is given in Tables 2 and 3 .) The quadruplet entry (n, d, nl, ac) indicates that the technique was able to evolve a function on n inputs with algebraic degree d, nonlinearity nl and autocorrelation ac.
For n less than or equal to 7 the technique has generated functions with the highest achievable nonlinearity values (often within a few seconds). For n = 8 no function with nonlinearity of 118 has ever been demonstrated. The evolution of functions with profile (8, 5, 112, 16 ) is of particular interest. The autocorrelation value of 16 is lower than the best achieved previously (and indeed lower than a recently conjectured bound). Table 3 summarises autocorrelation results. For n = 5, 6, 7 and 8 the autocorrelation must be bounded below by 8. Despite extensive computation, AC values of 8 have eluded discovery for n = 6, 7 and 8. Many functions found by the searches have best achieved values for nonlinearity, autocorrelation and algebraic degree simultaneously. (Note: for n = 5, the profiles shown have been found to be optimal by exhaustive search, i.e., (5, 4, 12, 8) is unattainable.) Zhang and Zheng [25] offered two Global Avalanche Criteria (GAC). One was what we have termed autocorrelation above; the other was the sum-of-squares measure σ f (which treats all autocorrelation transform valuesr(s) equally):
Zhang and Zheng also offered constructions for even and odd n and claimed that the resulting sums of squares were optimal for balanced functions. This is in fact not the case. The authors have used simulated annealing with the sum-of-squares given in Equation (2) as a cost function to obtain functions with lower values. For 5-10 input variables 100 runs of the annealing algorithm were carried out followed by hill-climbing (with the same cost function). The results are given in Table 4 . Lower bounds on GAC sum-of-squares values have recently been derived by Son et al. and are also shown in Table 4 . Zhang and Zheng's conjectured bounds have frequently and easily been exceeded, often within a few seconds (running on a 1.4 GHz Pentium PC).
The GAC sum-of-squares of functions derived by NLT and ACT methods earlier have also been measured. Some functions had sums-of-squares as low as the minima generated by the direct experiments in this section. Additionally, for n = 9 a function with sum-of-squares value of 376832 had been generated and for n = 10 one with value 1534720 had been produced. Each is lower than the results obtained by the direct use of sum-of-squares as a cost function (shown in Table 4 ). This suggests that the cost function given in Equation (1) is capable of generating very special functions indeed. As it happens, there are more surprises in store, as we show below.
Constructing Correlation Immune Functions
The relationship between the criteria balancedness, correlation immunity, nonlinearity and algebraic degree is now known [20, 19, 1, 24, 21] . At this point, by (n, m, d, x) function we denote an n-variable, m-resilient function with degree d and nonlinearity x following the notation in [19] . It is now clear that the nonlinearity and algebraic degree of such functions are maximised simultaneously and for balanced mth order correlation immune functions, the maximum algebraic degree is n−m−1 [20] . Let us now clarify the exact upper bounds on nonlinearity of resilient Boolean functions. In particular we consider (n, m, n − m − 1, x) functions. We use the term nlmax(n) to denote the maximum nonlinearity of an nvariable Boolean function. It is known that for n even, nlmax(n) = 2 (bent functions). However, the problem remains open for odd n. It is clear that the bent functions cannot be correlation immune. For the n odd case, to write the upper bound on nonlinearity of resilient functions, we assume here that the functions attaining the maximum possible nonlinearity nlmax(n) may have the correlation immunity property.
If n is even, and m >
n 2 − 2, then x ≤ 2 n−1 − 2 m+1 . 2. If n is even, and m ≤ n 2 − 2, then x ≤ 2 n−1 − 2 n 2 −1 − 2 m+1 .
If n is odd, and nlmax(n)
If n is odd, and nlmax(n) < 2 n−1 − 2 m+1 , then x is the highest multiple of 2 m+1 which is ≤ nlmax(n). Table 5 provides the best theoretical bounds known for optimal tradeoffs for balanced functions and is formed using information in [19, 21, 12, 16, 22, 23] . The mark '*' in the Table 5 highlights that the indicated bound has not yet been demonstrated by any method. Examples of (7, 2, 4, 56) functions [16] and (8, 1, 6, 116) functions [12] were found only very recently using search techniques which need considerable combinatorial argument to reduce the search space.
Motivation and Method -The First Pass
In [14] a genetic algorithm was used to derive correlation immune balanced functions with high nonlinearity. A cost function influenced by the notions of deviation from [14] but which draws more on the experience of the previous section is
Here A is a weighting constant for the nonlinearity component. This enables correlation immunity and nonlinearity to be taken into account. For correlation immunity, the values of all relevant |F f (ω)| rather than just the most extreme value are considered. The search will be restricted to balanced functions and soF f (0) = 0. Algebraic degree is ignored during the search; its value is simply recorded for the final function obtained. Experiments were carried out for 5-10 input variables. The parameter of A in Equation (3) was 10 (except for the searches for (7,2,4,56) where a value of 100 proved successful). The parameter R varied from 2.0 to 3.0. The cooling parameter α was in the range 0.95-0.99. M IL was in the range 400-2000 and M U L was in the range 50-200. In heuristic search experimentation with cost function and annealing function parameters is pretty much universal. Table 6 records the best values attained. The values marked with an asterisk are known to be suboptimal (from Table 5 ). The symbol ⇐= indicates that direct attempts failed but the values have been inherited from a higher order success (e.g., the technique successfully evolved a (9, 5, 3, 192) function and since any CI(5) function is also CI(4), a (9, 4, 3, 192 ) function has been demonstrated too.) The direct technique would appear to have achieved a fair amount of success. In addition it has proved capable of deriving a (7,2,4,56) (demonstrated only very recently citex2000-Pasalic-Maitra-Johansson-Sarkar).
Change of Basis
We now revisit the functions generated previously by the NLT and ACT approaches and investigate whether they can be transformed under change of basis to give first order correlation immune functions. This technique has previously been used by Maitra and Pasalic [12] . Consider functions f on n input variables. Now consider the set of Walsh zeroes
If there exist n linearly independent vectors in W Z f , then one can construct a nonsingular n × n matrix B f whose rows are linearly independent vectors
f . Now if we construct a function f (x) = f (C f x), then both f , f have the same nonlinearity and algebraic degree. Moreover,F f (ω) = 0 for wt(ω) = 1, whereF f is the Walsh Hadamard transform of f . This ensures that f is 1st order correlation immune. Also if f is balanced then f is balanced.
In Section 3, we have considered optimization both in terms of nonlinearity and autocorrelation values. Now we consider these functions obtain correlation immune functions of order 1 using linear transformation. Using this technique we get the functions (5, 1, 3, 12, 8), (6, 1, 4, 24, 16 ), (7, 1, 5, 56, 16) , (8, 1, 6, 116, 24) , (9, 1, 7, 236, 40) , (10, 1, 8, 484, 64) , (11, 1, 9, 984, 96) and (12, 1, 10, 1992, 160 ). Here we consider the function parameters in the form (n, m, d, nl, AC f ) . The value of the parameter X in Equation 1 may have significant effect. For example, for n = 8 and X = −14, 82 out of 100 runs produced functions with Walsh zeroes of rank 8. With X = 0 none were produced. The reader is referred to [4] for details. Here we present only summary results.
Comparison to Previous Works for 1st Order Correlation Immunity
Note that the function (5, 1, 3, 12, 8 ) has been reported in [11] . The (6, 1, 4, 24) and (7, 1, 5, 56) functions have been reported in [18] . However, the construction proposed in [18] has not considered the AC f value. A construction by Maitra [18] provides (6, 1, 4, 24, 64) and (7, 1, 5, 56, 64) functions in comparison to (6, 1, 4, 24, 16 ) and (7, 1, 5, 56, 16) functions in our method. We have also used an (8, 0, 6, 116, 24) function with the support a53a20176ca6cbd897f 5a8743035cda47f c5ace26bc8ef 4e4030ad66929c0ebb and transform it to get (8, 1, 6, 116, 24) function with the following support :
This function has much better autocorrelation property than the (8, 1, 6, 116, 80) function described in [12] .
In [12] , (10, 1, 8, 488 , 320) function has been constructed and (10, 1, 8, 484, 192 ) function has been constructed in [18] . The autocorrelation values have not been reported in the respective papers, which we check here. In our method, the (10, 1, 8, 484, 64) function has been found using linear transformation from a (10, 0, 8, 484, 64) function. 
Transformation for Higher Order Correlation Immunity
Linear change of basis has proved to be an effective way of transforming functions to obtain first order correlation immunity. Can a similar transformation be found to produce higher order correlation immunity? Once again consider set of Walsh Obtaining a linearly independent subset is an easily solvable problem of linear algebra (start with an empty set and add to the set only vectors that increase the dimension of the space spanned). There would appear to be no known efficient method for obtaining a basis with the indicated mth order characteristics. The problem is hard but is of relevance. It can also be couched as a nonlinear search problem. Let
be a permutation of the Walsh zeroes W Z f . For each such permutation, let the first n elements form a candidate basis. Thus,
To be a suitable basis the set {ω 1 , . . . , ω n } must have rank n and the kth order combinations k j=1 ω ij of its elements (1 ≤ k ≤ m) must also be in the set W Z f . A permutation not meeting these requirements should be punished. As example, for m = 2, for a candidate basis candBasis(pwz) define the number of misses as the number of xor combinations of two dissimilar candidate basis elements that are themselves not in W Z f .
misses(candBasis(pwz))
A cost function that seeks to punish deviation from required properties is given by:
In attempting to obtain (7, 2, 4, 56) functions the authors also obtained many which were (7, 0, 4, 56) but for which the Walsh zeroes had rank seven. With K = 20, this cost function was used as part of an annealing search over the sets of Walsh zeroes with dimension 7. Of 23 such functions the annealing-based search for bases giving second order immunity was successful in the case of 4 of these functions. A search for second order characteristics usually takes less than a minute in comparison to half an hour reported in [16] .
Linear Transformation for Propagation Characteristics
For a Boolean function f consider ACZ f = {s |r f (s) = 0}. Suppose that there are n linearly independent vectors in ACZ f . Consider B f to be a n × n matrix whose rows are the n linearly independent vectors. Thus, it is clear that f (xB f ) has the same nonlinearity and algebraic degree as f (x) and satisfies PC(1).
The (8, 0, 6, 116, 24) function can similarly be transformed to the P C(1) balanced function. 9215f 91f a524f f 81ab12337e5b7d328dbba8c1b2e02419689e6cf 8e1372742c5
Obtaining higher order properties using this directed search method is novel. We also use the same technique as in Subsection 4.3 to search for a linear change of basis giving rise to P C(2) functions. In the same way as before, if all pairwise combinations w i ⊕ w j from the basis subset are also in ACZ f then the function transformed function is P C (2) . Very little experimentation has been carried out but this has already provided new information. Prior to 1997 the highest algebraic degree exhibited for a P C(2) function was n 2 (for bent functions, which are actually P C(n) -they have zero autocorrelation). Honda et al. [6] showed how this bound was very weak and demonstrated how to construct functions on n = l + 2 l − 1 input bits with algebraic degree n − l − 1 and showed also how to construct similar balanced functions. They noted that the degree of their constructed functions is 'much larger than the best degree so far'. This is true. They also comment Now suppose f (x 1 , . . . , x n ) satisfies P C (2) . Then since f satisfies SAC [Strict Avalanche Criterion] we obtain a trivial upper bound on deg(f ) such that deg(f ) ≤ n − 1.
We revisited the batches of functions generated in Section 3.2. For functions of six input variables, application of annealing based searches for second order characteristics enabled balanced P C(2) functions of algebraic degree 5 to be found. No balanced P C(2) function has previously been demonstrated at the trivial bound of n − 1 (balanced functions can have degree at most n − 1). An example function obtained is given below c65b4d405ceb91f 1.
For low numbers of input variables optimisation is able to generate examples with optimal properties that have hitherto escaped theoretical construction. Honda et al. make no claim to optimality, merely that the previous best bound can be surpassed. Whether or not P C(2) functions exist with degree n − 1 for n > 6 is left as an open question (though preliminary experimentation has come very close -for n = 7 and 8 change of bases have been found that give rise to P C(1) functions with only a single element w i ⊕ w j not being in the set of AC zeroes). Thorough investigation of the application of the optimisation techniques to propagation characteristics (and other propagation criteria) is left as future work. The generation of a single example meeting the 'trivial' bound shows once again that optimisation techniques have some potential to check conjectures or to attack current bounds for relationships between the various criteria. 
CI and PC Together
Optimisation-based approaches can easily be extended to incorporate multiple criteria. Correlation immunity CI(m) and propagation criteria PC(k) can be targeted together using a cost function of the form:
At present only small scale experiments have been performed but these have already produced interesting results. Table 8 records the support of some functions evolved so far.
Conclusions
Using heuristic approaches we have attained functions with profiles unattained by other techniques. The range of properties addressed shows that heuristic search is a flexible framework for Boolean function investigation. The change of basis transformations show that a little theory can complement heuristic approaches to good effect. Adopting further elements of cryptological theory into the search process may prove a fruitful avenue for future research. Heuristic search is little exploited in modern-day cryptology. We encourage other researchers to consider it.
