We study the MIMO broadcast channel and compare the achievable throughput for the optimal strategy of dirty paper coding to that achieved with sub-optimal and lower complexity linear precoding (e.g., zero-forcing and block diagonalization) transmission. Both strategies utilize all available spatial dimensions and therefore have the same multiplexing gain, but an absolute difference in terms of throughput does exist. The sum rate difference between the two strategies is analytically computed at asymptotically high SNR, and it is seen that this asymptotic statistic provides an accurate characterization at even moderate SNR levels. Weighted sum rate maximization is also considered, and a similar quantification of the throughput difference between the two strategies is computed. In the process, it is shown that allocating user powers in direct proportion to user weights asymptotically maximizes weighted sum rate.
I. INTRODUCTION
The multiple antenna broadcast channel (BC) has recently been the subject of tremendous interest, primarily due to the realization that such a channel can support multiple data streams, and therefore realize MIMO spatial multiplexing benefits, without requiring multiple antenna elements at the mobile devices [1] . Indeed, it is now well known that dirty paper coding (DPC) achieves the capacity region of the multiple antenna BC [2] . However, implementation of DPC requires significant additional complexity at both transmitter and receiver, and the problem of finding practical dirty paper codes that approach the capacity limit is still unsolved.
On the other hand, linear precoding is a low complexity but sub-optimal transmission technique (with complexity roughly equivalent to point-to-point MIMO) that is able to transmit the same number of data streams as a DPC-based system. Linear precoding therefore achieves the same multiplexing gain (which characterizes the slope of the capacity vs. SNR) curve) as DPC, but does incur an absolute rate/power offset relative to DPC. The contribution of this work is the quantification of this rate/power offset.
The key analytical tool used in this paper is the affine approximation to capacity at high SNR recently developed by Shamai and Verdui [3] : C (P) = SOO (10g2 P-L.) + o (l), (1) where S. refers to the multiplexing gain (i.e., how many additional bps/Hz for every 3 dB power gain) and Lo. refers to the rate offset. Although this approximation is exact only at asymptotically high SNR, it is seen to provide very accurate results for a wide range of SNR values, e.g., on the order of 5 dB and higher. This affine approximation is evaluated for point-to-point MIMO channels for a number of different fading models in [4] .
In this work, we apply the high SNR approximation to the sum rate capacity (DPC) and to the linear precoding sum rate.
Both approximations have the same S., but by characterizing the difference in the L. terms the rate/power offset between the two strategies is determined. By averaging the per-channel realization rate offset over the iid Rayleigh fading distribution we are able to derive very simple expressions for the average rate offset as a function of only the number of transmit and receive antennas and users for systems in which the aggregate number of receive antennas is no larger than the number of transmit antennas.
Note that previous work has analyzed the ratio between the sum rate capacity and the linear precoding sum rate [5] [6] .
In this work we alternatively study the absolute difference between these quantities, which appears to be a more meaningful metric precisely because both strategies provide the same multiplexing gain.
In addition to sum rate, we also study weighted sum rate maximization (using DPC and linear precoding) and provide simple expressions for the rate offsets in this scenario. One of the most interesting results is that weighted sum rate (for either DPC or linear precoding) is maximized at asymptotically high SNR by allocating power directly proportional to user weights. This result appears to generalize the wellknown property that equal power allocation (across users, fading states, and eigenmodes, for example) asymptotically maximizes sum rate in a number of different single-user and multi-user settings. To illustrate the usefulness of this asymptotically optimal power allocation policy, we apply it to a system employing queue-based scheduling (at finite SNR's) and see that it performs extremely close to the true optimal weighted sum rate maximization.
II. SYSTEM MODEL
We consider a K-user Gaussian MIMO BC in which the transmitter has M antennas and each receiver has N antennas with M > KN, i.e., the number of transmit antennas is no smaller than the aggregate number of received antennas. The received signal Yk for user k is given by Yk = HkX + nk, k= 1,... ,K,
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where Hk(e CN M) is the channel gain matrix for user k, x is the transmit signal vector having a power constraint tr(E[xxH]) < P, and nk (k = 1,... ,K) is complex Gaussian noise with unit variance per vector component (i.e., E[nHnk] = I). We assume that the transmitter has perfect knowledge of all channel matrices and each receiver has perfect knowledge of its own channel matrix. For the sake of notation, the concatenation of the channels is denoted by HH = [HH HH ... HH] ( 
A direct corollary of this result is the fact that choosing each of the covariance matrices as Qk= KPI in (3) is asymptotically optimal [8] . As a result of Theorem 1, an affine approximation for the sum rate can be found as:
CDPC(H,P) KN log2 P -KN log2 KN +log2 HHH , (5) where refers to equivalence in the limit (i.e., the difference between both sides converges to zero as P -÷ oo). Notice that the high SNR sum rate capacity only depends on the product of K and N and not on their specific values; this is not the case for linear precoding.
IV. SUM RATE BY LINEAR PRECODING
In this section we compute the affine approximation to the linear precoding sum rate, and quantify the asymptotic rate/power offset relative to DPC.
When linear precoding is used, the transmit signal vector x is a linear function of the symbols intended for the K users Sk(CCNxl), k= 1,... ,K:
k=l where Vk(e CM N) is the precoding matrix for user k. Since each receiver has N (< M) antennas, N symbols (data streams) are transmitted to each receiver. The resulting received signal for user k is given by
where the second term in (7) represents the multi-user interference. In this paper we consider two linear precoding schemes to eliminate the multi-user interference when M > KN: zeroforcing (ZF) and block diagonalization (BD). The precoding matrices {V1}jKI for BD are chosen such that for all j(#4 k) C [1,K] , HkVj =0, while those for ZF are chosen so that hk,nvj,l = 0, hk,nvk,l = 0,
where vj,l denotes the lth colunm vector of Vj. Consequently, performing ZF in a system with K users with N(> 1) antennas is equivalent to performing ZF in a channel with KN single antenna receivers.
A. Zero-forcing Since zero-forcing eliminates multi-user and inter-antenna interference, the received signal at the nth antenna of user k is given by Yk,n = hk,nvk,nSk + nk,n, n =1,... ,N.
( 1 1) Thus, ZF converts the system into KN parallel channels with effective channel gk,n = hk,nVk,n. Sum rate is maximized by optimizing power allocation across these parallel channels: K N CZF(H,P) = max K N 1092 (I +Pk,,Igk,, )-Yk Yn Pk,. o-P k= P n= 2 (12) Since the optimum power allocation policy converges to uniform power at asymptotically high SNR [8], we have: K N CZF(H P) KN1og2 P-KN1og2KN + 1og2 fI fI |gkn 2 k=l n=l (13) This approximation is identical to that for DPC in (5) except for the final constant term.
We define the rate loss as the asymptotic (in SNR) difference between the sum rate capacity and the zero forcing sum rate: 
Due to the affine behavior of sum rate at high SNR, this rate offset (i.e., the vertical offset between capacity vs. SNR curves) can be immediately translated into a power offset (i.e., a horizontal offset): -,BDPC ZF (H) dB.
While the above metric is the rate loss per realization, we are more interested in the average rate offset across the fading distribution:
which allows a comparison of average (over the fading distribution) throughput. Under iid Rayleigh fading, the matrix HHH clearly is Wishart with 2M degrees of freedom. Furthermore, it can be shown that the square of the norm of the effective channel gains lgk,n 2 are identically X2(M_K+1) Utilizing the expression for the expected log-determinant of Wishart matrices and of chi-squared variables in terms of Euler's digamma function [9] , we can compute the expected offset in closed form: (19) Thus, BD converts the system into K parallel MIMO channels with effective channel matrices Gk = HkVk, k = 1, , K. The BD sum rate is given by [10] [11] K CBD(H,P) Kmax 
L log2 I H-GkQkGHk (20)
Qk: L trfQk}<P k=1 k=1 and the optimal rate is achieved asymptotically by uniform power allocation at high SNR since the channel can be decomposed into parallel channels. Hence, the sum rate is asymptotically given by Similar to the analysis for ZF, we can calculate the loss terms for a fixed channel and also average over Rayleigh fading. In order to compute the average rate loss, we use the fact that each of the effective channels is equivalent to an N x (M (K -1)N) iid Rayleigh MIMO channel [10] . L Eq. (23) simplifies to (17) when N= 1; i.e., zero-forcing is a special case of block diagonalization. If M is kept fixed but N is increased and K is decreased such that KN remains constant, i.e., the number of antennas per receiver increases but the aggregate number of antennas is kept constant, then the rate offset decreases. To understand this, consider that the sum rate capacity (DPC) is the same as the capacity of a KN x M MIMO channel (and thus only depends on the product KN). However, the BD sum rate is K times the capacity of an N x (M -KN + 1) MIMO channel, while the ZF sum rate is KN times the capacity of an (M -KNH+ 1) x 1 MISO channel.
The above expression is somewhat unwieldy, but it is possible to gain more intuition by considering the offset between BD (K receivers with N antennas each) and ZF (equivalent to KN receivers with 1 antenna each).
Theorem 4: If M = aKN with N > 1 and a > 1, the difference of the expected losses by BD and ZF is given by The most important feature of this expression is that it depends only on the number of receive antennas. For example, consider two system configurations: (i) M2 users each have two receive antennas, and (ii) M users each have one receive antenna. Equation (24) indicates that the power advantage of using BD in the N= 2 system is ABD-ZF = 2.1640 (dB) relative to performing ZF. Since this offset is independent of M, it is the same for M= 4 and K = 4,N= I vs. K= 2,N= 2 systems as well as for M =6 and K =6,N= 1 vs. K =3,N =2 systems. To illustrate the utility of the asymptotic rate offsets, sum rates are plotted in Fig. 1 for systems with M = 6 and K = 6, N = 1, K= 3,N= 2, and K= 2,N= 3. Notice that the asymptotic offsets provide insight at even moderate SNR levels (e.g., 10 dB).
V. GENERALIZATION TO WEIGHTED SUM RATES
In this section we generalize the sum rate to weighted sum rate maximization for single antenna receivers (N= 1). We first show that allocating power in proportion to user weights is asymptotically optimal, and then use this result to compute the associated rate offsets. Finally, we show the utility of our -M=6, N=1 K=6, Csum DPC -M=6, N=3, K=2, Csum BD -M=6, N=2, K=3, Csum BD -M=6, N=1l K=6, Csum ZF where A(k-1) = I +-k-jI HPh jh;. Since N= 1, the channel is a row vector and is written as hk.
The following lemma shows that if we limit ourselves to linear power allocation policies, then the objective function in (25) can be decoupled at high SNR:
Lemma 1: If M > K, then for any ak(= Pk P) > 0, k Proof: See [12] . That is, instead of solving (25) directly, the following optimization will yield an asymptotically identical solution (albeit with a restriction on allowable power policies): Pk ThekPr+ok hk av2 for k = 1, .., K. Therefore, at high SNR we have k 1,... ,K.
(28)
Since the 0(1) power term leads to a vanishing rate, allocating power according to: Pk =IYkP, k 1,=--,K (30) maximizes (27) at asymptotically high SNR.
In Fig. 2 the difference between the true weighted sum rate (25) and the weighted sum rate achieved using Pk = IkP is shown for a specific channel realization when p, = 0.6 and 12 = 0.4 for M = 4 and K = 2, and the gap is seen to be negligible throughout the entire SNR range.
Meanwhile, the weighted sum rate by ZF is given by K CZF(1,H,P)= max PUklog2 (1 +Pk *k 2), (31) Pk: k1Pk <P k= 1 where gk is the projection of hk onto the null space of {hl,... ,hk-l,hk+l,... ,hK}. Notice that the optimization (31) is the same as the optimization (27) except that fk is replaced by gk which does not contribute to the asymptotic solution. This only affects the 0(1) term in (28)and thus the power allocation policy in (30) is also the asymptotic solution to (31).
B. Rate Loss
Using the asymptotically optimal power allocation policy of (30), the weighted sum rates of DPC and ZF can be expressed Queue-based scheduling, introduced by the seminal work of Tassiulas and Ephremides [13] , is one application in which it is necessary to repeatedly maximize the weighted sum rate for different user weights. Fig. 3 illustrates a queue-based scheduling system for two users. Data for the users arrive at rates ),j and 2L2, which are generally assumed to be unknown.
During each time slot, the transmitter chooses the rate vector that maximizes the weighted sum rate over the instantaneous rate region with weights equal to the current queue sizes. If the queue lengths are denoted as ql(t) and q2(t), then the transmitter solves the following optimization during each time slot: max qj(t)Rjl+q2(t)R2, (36) RCC(H,P) and such a policy stabilizes any rate vector in the ergodic capacity region.
Although the weighted sum rate maximization problem for DPC stated in equation (25) is convex, it still requires considerable complexity and could be difficult to perform on a slot-by-slot basis. An alternative is to use the approximate power allocation policy from (30) is used during each time slot: pk qk(t) P (37) qli(t)-Vq2(t) and where the ordering of the queues determines the dual MAC decoding order (larger queue decoded last).
Although we do not yet have any analytical results on the performance of the asymptotically optimal power policy, numerical results indicate that such a policy performs nearly as well as actually maximizing weighted sum rate.
VI. CONCLUSION
We have investigated the difference between the throughputs achieved by dirty paper coding (DPC) relative to those achieved with linear precoding strategies by utilizing the affine approximation to high SNR and computing the exact throughput/power offsets at asymptotically high SNR for MIMO broadcast channels in which the number of transmit antennas is no smaller than the total number of receive antennas. Simple expressions in terms of the number of transmit and receive antennas are provided for the average rate/power offset in a spatially white Rayleigh fading environment. When the aggregate number of receive antennas is equal or slightly less than than the number of transmit antennas, linear precoding incurs a rather significant penalty relative to DPC, but this penalty is much smaller when the number of transmit antennas is large relative to the number of receive antennas. Furthermore, we generalized our analysis to weighted sum rate and quantified the asymptotic rate/power offsets for this scenario as well. One of the most interesting aspects of this extension is the finding that allocating power directly proportional to user weights is asymptotically optimal at high SNR. This finding appears to apply quite generally to power allocation over parallel channels, and may prove to be useful in other settings.
