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From First Principles of QED to an Application:
Hyperfine Structure of P States of Muonic Hydrogen
U. D. Jentschura
Department of Physics, Missouri University of Science and Technology, Rolla, Missouri, MO65409-0640, USA
The purpose of this article is twofold. First, we attempt to give a brief overview of the dif-
ferent application areas of quantum electrodynamics (QED). These include fundamental physics
(prediction of atomic energy levels), where the atom may be exposed to additional external fields
(hyperfine splitting and g factor). We also mention QED processes in highly intense laser fields, and
more applied areas like Casimir and Casimir–Polder interactions. Both the unifying aspects as well
as the differences in the the theoretical treatment required by these application areas (such as the
treatment of infinities) are highlighted. Second, we discuss an application of the formalism in the
fundamentally interesting area of the prediction of energy levels, namely, the hyperfine structure of
P states of muonic hydrogen.
PACS numbers: 34.35.+a,31.30.jh,12.20.Ds,42.50.Ct
I. INTRODUCTION
This article is divided into two parts: the first describes
the intricacies and intertwined relations of different ap-
plication areas of quantum electrodynamics (QED), and
the second contains an application of the discussed con-
cepts to a particular problem in bound-state quantum
electrodynamics, namely, the QED corrections of rela-
tive order α(Zα)2 to the hyperfine splitting of P states
in hydrogenlike ions.
The theory of quantum electrodynamics has been de-
veloped as a general theory of electromagnetic interac-
tions of charged fermions and charged bosons with each
other, via the action of the quantized electromagnetic
field [1]. As such, QED has been developed as the first
fully quantized theory involving both matter fields and
gauge bosons, and among all theories that comprise the
standard model, it is still the one that produces the most
accurate predictions for experiments [2, 3].
The current article is a contribution to the special is-
sue devoted to the 2010 conference on the physics of
simple atomic systems (PSAS 2010), held at the Les
Houches conference center in the French Alps. Ap-
propriately, the second part contains a calculation of a
physical effect of relevance for one of the subjects dis-
cussed at the conference, namely, the recent muonic hy-
drogen Lamb shift experiment at Paul Scherrer Insti-
tute Villigen, Switzerland [4]. In this experiment, the
2S1/2 (F = 0) → 2P3/2 (F = 2) hyperfine component of
the 2S → 2P3/2 transition in muonic hydrogen is mea-
sured. According to Ref. [5], the transition frequency
can be written as the sum of three contributions: the 2S
hyperfine structure, the 2P1/2–2P3/2 fine-structure split-
ting, and the 2P3/2 hyperfine structure contribution. The
current paper is concerned with the evaluation of the
QED corrections of relative order α(Zα)2 to the hyper-
fine splitting. The contributions to the hyperfine split-
ting in this order have recently been evaluated in Ref. [6]
(for 2P states). Here, we generalize the approach to 3P
states and observe a smooth variation of the coefficients
parameterizing the QED corrections with the principal
quantum number. Our calculation eliminates a possible
source for an explanation of the observed discrepancy
of experiment and theory for muonic hydrogen and im-
proves the accuracy of the theoretical predictions for the
hyperfine splitting in muonic hydrogen.
This paper is organized as follows. In Sec. II, we con-
trast the traditional areas of quantum electrodynamics
in the description of scattering processes and in the cal-
culations of energy levels in atoms with more applied
application-oriented areas such as highly intense laser
fields whose importance has risen in recent years. In
some sense, this section follows the personal route of the
author whose scientific career started in a bound-state
calculation [7] and who added other subfields over the
course of the last ten years. It is a brief account of both
the general principles of quantum electrodynamics to dif-
ferent areas, but also, of the little peculiarities that have
to be analyzed in each particular case. This section might
be criticized as containing “only words” and the author
accepts this criticism as a possible point of view. Then,
in Sec. III, we discuss a particular application of the for-
malism, namely, the calculation of a QED-induced shift
of the hyperfine splitting of P states in one-fermion ions.
Muonic hydrogen is part of this class of ions. Conclusions
are reserved for Sec. IV. Throughout the article, we use
natural units (~ = c = ǫ0 = 1).
II. FROM FUNDAMENTAL PRINCIPLES TO
APPLICATIONS: QED IN ACTION
QED is a versatile instrument for the description of
processes in atoms and molecules, and also, in laser fields.
The formalism of QED essentially relies on time-ordered
perturbation theory [8], and we may perform calculations
in the theory at various levels of approximation. In gen-
eral, a the term “QED calculation” is reserved for those
electrodynamic calculations which would be impossible
to carry out without at least quantizing one of the elec-
2tromagnetic or fermionic fields involved in the problem.
These include, e.g., pair production processes (at tree
level) or so-called loop calculations [9], which describe
the self-interactions of the quantized fields.
Indeed, the approximations which make a calculation
possible are completely different in each particular case
and must be chosen with care. For example, in a strong
laser field, it makes no sense to quantize the vec potential
describing the laser, and classical four-vector potentials
are the predominant means for the description of the per-
tinent interactions. However, if an electron-positron pair
is produced in the presence of a strong laser field, then
it becomes necessary to apply quantum theory to the
particle creation and annihilation process (i.e., to quan-
tize the fermion field, see Ref. [10]). By contrast, for a
bound electron (in an atom) interacting with its own ra-
diation field (“self energy”), it is imperative to quantize
the electromagnetic field, and indeed, the quantum the-
ory of fields has found its origin and its first confrontation
with experiment in this very subfield of physics [11].
The “laser-dressed relativistic Furry picture” for the
description of QED processes in laser fields has been de-
veloped over the last few years in Refs. [10, 12–16]. In this
picture, the time-dependent laser fields is included in the
unperturbed Hamiltonian that describes the fermions,
via minimal coupling. Formulas which enable a practi-
cal evaluation of the fully laser-dressed fermionic (Dirac-
Volkov) propagator can be found in Refs. [13, 16].
The theory of quantum electrodynamics can be used
both for the description of rather “applied” processes
with technological relevance (such as atoms in contact
with surfaces via Casimir–Polder interactions [17]) as well
as for the clarification of questions relevant to fundamen-
tal physics, such as the highly accurate description of
atomic energy levels in atoms. We can attempt to sum-
marize the most important application areas of QED as
follows:
• One of the more important and traditionally es-
tablished areas [18, 19] of application concerns the
spectra of bound systems (few-electron-systems, in-
cluding excited states), as well as radiative correc-
tions to the electron and muon g factors [20].
• Also of importance are the spectra of bound sys-
tems in additional fields. The bound electron g
factor [21] is relevant for bound and free electrons
under the simultaneous influence of the binding
Coulomb field and an additional external magnetic
field. In the calculation of the hyperfine splitting,
one must take into account the Coulomb field, the
nuclear magnetic field and, possibly, the radiation
field that describes the self-interaction of the elec-
tron.
• We can also point to more practically applied sub-
fields [17, 22]: Casimir interactions (between plates,
atoms, or between an ionic core and a loosely
bound Rydberg electron), and Casimir–Polder in-
teractions (i.e., atom-wall interactions relevant to
surface science and nanostructures).
• Finally, QED is indispensable for the description
of laser-related processes: One uses a variant of
the Furry picture [23], where the (classical) laser
field is absorbed in the unperturbed Hamiltonian,
just as much as the (classical) Coulomb field is ab-
sorbed into the unperturbed Hamiltonian in bound-
state QED [16]. Laser-assisted bremsstrahlung, the
channeling of electron-positron pairs in laser fields
and other fundamental processes like two-photon
emission in intense laser fields can be described in
this way.
Missing from this list is the development of effective field
theories which can sometimes leads to very useful approx-
imations to QED, notably, in applications where fields
are slowly varying on the scale of the electron zitterbe-
wegung frequency νpair = 2me c
2/h = 2.47× 1020Hz. In
the so-called Heisenberg-Euler Lagrangian [24–26], the
virtual fermion-antifermion pairs that lead to mutual in-
teractions of photons (with frequencies below νpair are
integrated out, and an effective interaction is written for
the photons. The matching the scattering amplitudes in
an effective and fully relativistic theory also is the basis
for the construction of nonrelativistic QED (NRQED);
the latter theory describes bound states [27]. By con-
trast, the fully relativistic, initial formulation of QED
for bound state is described in Ref. [8].
It is surprising to see how much the above mentioned
areas can sometimes be intertwined: e.g, a numerically
efficient code for the evaluation of Bessel functions is re-
quired both for the calculation of spin-angular functions
in Lamb shift calculations [28–30], but also for the nu-
merical evaluation of the laser-dressed fermion propaga-
tor in intense laser fields [16]. The concurrence [31, 32],
which is a good measure for the entanglement of cor-
related photons emitted in a two-photon emission pro-
cess in atoms [33], can also be used for the description
of entangled photons emitted in two-photon transitions
among Dirac–Volkov states in strong laser fields [15, 34].
Another example: The multipole expansion is central
to the expansion of the low-energy part of the bound-
electron self-energy is powers of Zα [7, 35], where Z is
the nuclear charge and α is the fine-structure constant.
In Casimir-Polder atom-surface interactions, the multi-
pole expansion becomes an expansion in powers of a0/z,
where a0 is the Bohr radius and z is the atom-wall dis-
tance [36], but is still based on the same principles as in
bound-state perturbation theory.
There are also important and almost trivial connec-
tions between the calculation of QED corrections to
atomic energy levels and QED corrections to the bound-
electron g factor and the hyperfine splitting. E.g., the g
factor can be related to an energy correction because it
relates the energy levels in an external field to the mag-
nitude of the applied, external, uniform field. The self-
energy of a “normal” bound electron involves one emis-
3sion and one absorption process of a virtual photon. By
contrast, the additional interaction with the added exter-
nal magnetic potential (either a uniform magnetic field
for the g factor or the nuclear dipole magnetic field for
the hyperfine splitting) require us to use at least third-
order perturbation theory (see also Fig. 1 below), with
two interactions with the quantized radiation field, and
an additional interaction with the external field, the lat-
ter being described on the classical level. Consequently,
related calculations, which have progressed over a num-
ber of decades [6, 37–42] follow the same principles in
their initial theoretical formulation.
Nevertheless, a great deal of expertise is necessary in
order to carry out calculations in the rather demanding
subfields of QED. One example of a surprise is the fact
that even in the relativistic Dirac theory of atoms, one
can evaluate perturbations to the fully relativistic wave
function due to external magnetic fields using general-
ized virial relations [43, 44], whose existence would have
been hard to guess given the involved structure of the
Dirac wave functions and of the Dirac–Coulomb propa-
gator [45–47]. One underlying theme in QED calcula-
tions is the regularization of infinities. These infinities
come in various different forms and are not restricted to
the famous ultraviolet divergences in quantum field the-
ory which have necessitated the development of modern
renormalization theory in the first place [9]. Indeed, the
different origins of the infinities also reflect the differ-
ences among the various application areas of QED. Let
us briefly mention three different examples for the oc-
currence of infinities and how to deal with them within
QED.
First example: In the calculation of two-photon tran-
sitions of Dirac-Volkov states (laser-assisted double
bremsstrahlung [12]), we have to regularize the interme-
diate resonant Dirac-Volkov states either using their life-
time against one-photon emission (for continuous-wave
laser fields) or using a finite laser pulse duration, calcu-
lating Dirac–Volkov states for given envelope functions
of the laser field. The physical reason for the divergence
in this case is that there is no such thing as a perfect
resonance with an infinite lifetime.
Second example: In the treatment of Casimir-Polder
calculations [17], we have to regularize the integrals that
describe the interaction of an atom with the fluctuating
electromagnetic field in the vicinity of a surface. One ex-
ample is simply given by the integral
∫
∞
0
dz sin(z). An
infinitesimal exponential convergence factor must be in-
troduced and leads to the regularization∫
∞
0
dz sin(z)→ lim
ǫ→0
∫
∞
0
dz sin(z) e−ǫz = 1 . (1)
The physical reason for the occurrence and regularization
of the infinity is the obvious renormalization condition
for the Casimir-Polder interaction at infinite atom-wall
distance.
Third example: In Lamb shift calculations [48], we
have to regularize and renormalize the vertex calculations
µ µ
pp
µ µ
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µ µ
p
FIG. 1: Feynman diagrams for the QED corrections to the
hyperfine splitting in muonic hydrogen. The zigzag line de-
notes the exchange of a magnetic photon between muon (µ)
and nucleus (proton, p).
which describe the interaction of the electron with the
quantized electromagnetic field. One possible approach
is to add counterterms to the original QED Lagrangian
in order to ensure that the renormalized values of the
mass and charge of the electron (after adding the radia-
tive corrections) correspond to the physical values. The
physical reason for the divergence in this case is that is a
part of the vertex corrections is due to corrections to the
electron charge (or mass) which needs to be reabsorbed
into the physical properties of the electron.
These ultraviolet divergences are not to be confused
with the divergences in the matching parameter ǫ used
in order to separate high- and low-energy parts in bound-
state calculations [7, 35]; the latter parameter is an
asymptotic matching parameter (see Chap. 8 of Ref. [49])
that is necessary in order to separate the regions of high-
energy virtual photons (where the energy of the virtual
photon is much larger than the binding energy of the
electron, and an expansion in the number of Coulomb
vertices is possible) and the regime of applicability of the
multipole expansion (low-energy part). An illustrative
example is given in the Appendix of Ref. [50].
In summary, QED gives us a very powerful formalism,
which can be applied almost universally to problems in
atomic and laser physics, and dynamical processes. How-
ever, the formalism needs to be adapted to each particu-
lar application at hand, and in the course of events, more
often than none, yet another unexpected infinity typically
appears in a QED calculation, waiting to be regularized.
III. SELF–ENERGY CORRECTION TO THE
HYPERFINE SPLITTING OF P STATES
In view of the general formalism discussed in Sec. II, it
is perhaps useful to remember that the hyperfine splitting
is caused by the exchange of a magnetic photon between
the atomic nucleus and the orbiting particle. The bind-
ing Coulomb field is taken into account to all orders, and
the Furry picture is used. The self energy correction to
the hyperfine splitting involves third-order perturbation
theory (two interactions with the quantized electromag-
netic field and one interaction with the nuclear magnetic
dipole field), and the relevant Feynman diagrams are dis-
played in Fig. 1. Recently, the self-energy correction to
the hyperfine splitting of S and P states has been ana-
lyzed for bound hydrogenlike systems, in both a numeri-
4cal as well as in an analytic approach [6, 41, 42, 51, 52].
Within the classification of QED calculations discussed
in Sec. II, the current treatment represents the case of a
traditional application to fundamental processes relevant
for bound-state studies.
The hyperfine splitting (HFS) Hamiltonian, in the non-
relativistic approximation, can be written as
HHFS =
|e|m
4π
~µ · ~h =
|e|m
4π
~µ · (~hS + ~hD + ~hL) , (2a)
~hS =
4π
3m2
~σ δ3(r) , (2b)
~hD =
3 rˆ(~σ · rˆ) − ~σ
2m2 r3
, (2c)
~hL =
~L
m2 r3
. (2d)
Here, the vector of the ~σ Pauli matrices measures the
spin of the orbiting particle, ~L measures the orbital an-
gular momentum, and ~µ is the nuclear magnetic dipole
moment. The Fermi energy is the nonrelativistic (NR)
expectation value of an atomic state with quantum num-
ber F for the total angular momentum (with projection
quantum numberMF ) composed of the total angular mo-
mentum j of the orbiting particle and the nuclear spin I,
EF = 〈FMF Ij|Hhfs|FMF Ij〉NR (3)
= α
gN
2
m
mp
ξNRe (j) [F (F + 1)− I(I + 1)− j(j + 1)] .
Here, m is the mass of the orbiting particle, andmp is the
mass of the nucleus (proton). The nonrelativistic value of
the ξ parameter can be inferred from Eq. (2), and reads
for a general nP1/2 and nP3/2 state,
ξNRe (
1
2
) ≡ ξNRe (nP1/2) =
4
9
(Zα)3m
n3
, (4a)
ξNRe (
3
2
) ≡ ξNRe (nP3/2) =
4
45
(Zα)3m
n3
. (4b)
The QED self-energy correction to the HFS can be con-
veniently expressed in terms of multiplicative corrections
to the quantity ξNRe (j),
ξNRe (j)→ ξ
NR
e (j) [1 + δξe(j)] . (5)
The corresponding corrections to the position of the HFS
sublevels are
δEHFS = EF δξe(j) , (6)
As explained in Ref. [6], the QED self-energy correction
to the HFS can be decomposed into a high- and a low-
energy part. The high-energy part can be treated using
electron form factors and reads, for general nP states,
δξHe (
1
2
) =
α
π
{
1
4
+ (Zα)2
[
19
144
+
7
8n
+
5
16n2
−2
n2 − 1
n2
ln
(m
2ǫ
)]}
, (7a)
δξHe (
3
2
) =
α
π
{
−
1
8
+ (Zα)2
[
−
109
2880
−
11
32n
+
1
30n2
]}
.
(7b)
For n = 3, we obtain
δξHe (3P1/2) =
α
π
{
1
4
+ (Zα)2
(
−
16
9
ln
(m
2 ǫ
)
+
11
24
)}
.
(8a)
The low-energy part can be expressed as a correction to
the Bethe logarithm [11] due to the HFS Hamiltonian (2).
As compared to the calculation of the unperturbed Bethe
logarithm [53], we have to introduce a perturbative cor-
rection to the Schro¨dinger binding energy E due to the
HFS interaction, and a further correction due to the
Hamiltonian H which is perturbed by the HFS. Further-
more, the nonrelativistic bound-state wave function Ψ
also receives a correction due to the HFS Hamiltonian.
For n = 3, the individual results for the contributions to
the low-energy part are found here and read
δξLE(3P1/2) =
α
π
(Zα)2
{
−
2
27
ln
(
ǫ
(Zα)2m
)
− 0.10840
}
,
(8b)
δξLH(3P1/2) =
α
π
(Zα)2
{
−
10
27
ln
(
ǫ
(Zα)2m
)
+ 0.44038
}
,
(8c)
δξLΨ(3P1/2) =
α
π
(Zα)2
{
−
4
3
ln
(
ǫ
(Zα)2m
)
+ 2.37607
}
,
(8d)
δξLJ (3P1/2) =
α
π
(Zα)2 (−0.58478) . (8e)
The total result for the low-energy part thus is
δξLe (3P1/2) =
α
π
(Zα)2
{
−
16
9
ln
(
ǫ
(Zα)2m
)
+ 2.12328
}
.
(8f)
Adding the high- and low-energy parts, the overlapping
parameter ǫ (see Sec. II) cancels, and we obtain the self-
energy correction
δξSE(3P1/2) = δξ
H
e (3P1/2) + δξ
L
e (3P1/2)
=
α
π
{
1
4
+ (Zα)2
[
−
16
9
ln
[
(Zα)−2
]
+ 3.81388
]}
.
(9)
5Together with a numerically small vacuum polarization
correction, which also has been evaluated in Ref. [6],
δξVP(3P1/2) =
α
π
(Zα)2
(
2
5
n2 − 1
n2
)
, (10)
we evaluate the QED correction of relative order α(Zα)2
as
δξe(3P1/2) = δξSE(3P1/2) + δξVP(3P1/2)
=
α
π
{
1
4
+ (Zα)2
[
−
16
9
ln
[
(Zα)−2
]
+ 4.16943
]}
.
(11)
According to Eq. (7b), the high-energy part for the 3P3/2
state is free from any logarithmic terms and reads
δξHe (3P3/2) =
α
π
{
−
1
8
+ (Zα)2
(
−
257
1728
)}
. (12a)
For 3P3/2, the individual results for the contributions to
the low-energy part are given as
δξLE(3P3/2) =
α
π
(Zα)2
{
−
2
27
ln
(
ǫm−1
(Zα)2
)
− 0.10840
}
,
(12b)
δξLH(3P3/2) =
α
π
(Zα)2
{
38
27
ln
(
ǫ
(Zα)2m
)
− 0.34371
}
,
(12c)
δξLΨ(3P3/2) =
α
π
(Zα)2
{
−
4
3
ln
(
ǫ
(Zα)2m
)
+ 2.37607
}
,
(12d)
δξLJ (3P3/2) =
α
π
(Zα)2 (−1.46194) . (12e)
The total result for the low-energy part is
δξLe (3P3/2) =
α
π
(Zα)2 (0.46202) , (12f)
One has to perform the calculation carefully because
the cancellation of the logarithmic term, which normally
serves as a check in analytic evaluation of QED effects
in atoms, cannot be used here as the logarithm acciden-
tally cancels. Adding the high- and low-energy parts, we
finally obtain for the 3P3/2 state,
δξSE(3P3/2) = δξ
H
e (3P3/2) + δξ
L
e (3P3/2)
=
α
π
{
−
1
8
+ (Zα)2 (0.31329)
}
. (13)
The vacuum polarization correction of order α(Zα)2 van-
ishes, as detailed in Ref. [6],
δξVP(3P3/2) = 0 , (14)
and we have for the total QED effect of relative order
α(Zα)2,
δξe(3P3/2) =
α
π
{
−
1
8
+ (Zα)2 (0.31329)
}
. (15)
It is instructive to compare the results
δξe(3P1/2) =
α
π
{
1
4
+ (Zα)2
[
−
16
9
ln(Zα)−2 + 4.16943
]}
,
δξe(3P3/2) =
α
π
{
−
1
8
+ (Zα)2 (0.31329)
}
, (16)
with the corresponding result for 2P states from Ref. [6],
δξe(2P1/2) =
α
π
{
1
4
+ (Zα)2
[
−
3
2
ln(Zα)−2 + 3.70343
]}
,
δξe(2P3/2) =
α
π
{
−
1
8
+ (Zα)2 (0.17198)
}
. (17)
As usual in QED calculations, the magnitude of the
coefficients grows with the principal quantum number.
For the hyperfine splitting of P states in muonic hydro-
gen, the corrections of order α(Zα)2 listed in Eqs. (16)
and (17) entail only a 10−6 correction and are thus only
of marginal significance. However, they imply that a pos-
sibly large double logarithmic correction, whose existence
had been conjectured in Refs. [39, 40], actually vanishes
and cannot possibly contribute to the explanation of the
observed experimental-theoretical discrepancy observed
in Ref. [4].
IV. CONCLUSIONS
In Sec. II, we have tried to elucidate general aspects
of QED theory, and also, to illustrate the application of
these concepts to a particular effect of relevance for the
spectrum of muonic hydrogen. We have stressed the ver-
satility of quantum electrodynamics for the description
of processes in atomic and laser physics. Within the dif-
ferent application areas in bound-state theory, Casimir
interactions, and laser-related processes, there are un-
derlying and unifying concepts, but each area is charac-
terized by different suitable approximations. The Furry
picture has recently been generalized and applied to the
case of a strong dressing laser field within a fully rela-
tivistic formalism. Indeed, the laser-dressed Furry pic-
ture represents the appropriate formalism for cases when
matter perturbs light (and not the other way around).
In the bound-state Furry picture, the binding Coulomb
field plays a dominant role and is included into the un-
perturbed Hamiltonian of the electron-positron (fermion)
field. The fundamental field operators describing the
fermion fields are constructed using solutions of a Dirac
equation that includes the nonperturbative, classical,
background field (laser or Coulomb). Still, there are huge
6differences in the treatment of various sources of diver-
gences and infinities that occur in the different subfields
of QED. The different physical reasons for their occur-
rence are also discussed in Sec. II.
In Sec. III, we apply the Furry picture formalism to the
calculation of the QED (self energy and vacuum polariza-
tion) correction of relative order α(Zα)2 to the hyperfine
splitting of P states in hydrogenlike systems. Our re-
sults given in Eq. (16) for 3P1/2 and 3P3/2 states confirm
a general trend: the magnitude of the coefficients grows
with the principal quantum number, and the logarith-
mic terms have been found to be in agreement with the
general formulas derived in Ref. [6] for general principal
quantum numbers. The final result eliminates a possible
source for a shift in the theoretical predictions in view of a
conjectured double logarithmic term [39, 40], which how-
ever is shown to be absent in the relative order α(Zα)2.
The corrections of relative order α have already been in-
cluded into the theoretical predictions for the hyperfine
splitting in Ref. [5] and are confirmed here.
Finally, let us remark that in view of the discrep-
ancy between theory and experiment recently observed
in muonic hydrogen, it would be very interesting to pro-
ceed in the high-precision QED experiments on muonic
systems, and, in particular, to realize the long planned
experiment on dimuonium, or true muonium [54], which
has been analyzed theoretically in a number of publica-
tions [55–57].
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