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Abstract 
The study describes a methodology for the analysis and design of turbomachinery components at 
low-fidelity level. This methodology is part of a broad, object-oriented environment developed at 
the Rolls-Royce VUTC. The approach described in this thesis is applicable to any axial 
turbomachinery configuration, however, main emphasis is made on compressors. The purpose of 
the research is to provide the opportunity to perform forced response, flutter and other unsteady 
analysis without the need for the expensive CFD runs. This is particularly demanded in the early 
stages of the aero-engine design process or in any other cases when the detailed information of the 
engine is not yet available, however, a broad unsteady parametric analysis based on the existing 
information is needed. 
The model uses a linearized form of the mass, momentum and energy budgets to relate small 
changes in the state of the gas at several positions in the machine to known disturbances at inlet or 
outlet, or to known changes in the geometry. The chosen approach allows usage of an arbitrary gas 
model without the assumption of constant gas properties. It also provides a straightforward way to 
obtain a steady-state solution in a minimal amount of iterations and to evaluate the exact values of 
the characteristic slopes. The unsteady solution methodology represents an extended and improved 
Semi-Actuator Disc model. The major improvements are the real geometry application, ability to 
handle rotating bladerows, loss models implementation and the cascade impedance model. As the 
solver is linearized, the harmonic perturbations are assumed to have small amplitude compared to 
the steady-state data and relatively long wavelength, compared to the blade measurements. Thus 
contributions of several perturbation sources may be superimposed within the model. 
The model has a block-wise structure, where every block represents a blade or an empty duct. Non-
reflecting boundary conditions are applied to the blocks boundary interfaces together with a 
thought-through method for the angular frequency scattering. This allows assembling a multi-
bladerow domain with both rotating and stationary bladerows for the unsteady analysis. 
A great deal of effort has been made to connect the system to a modern and general representation 
of the engine geometry. This data is then used to set up the domain geometry with minimal 
assumptions, thus considering the changes in areas, radii and the slope of the annulus. The complex 
blade profile information is accessible at any moment during the computation, thus allowing using a 
chosen set of loss and deviation models. The model uses the same geometry database as used for 
the CFD and FE analysis, however, any geometry data may be overridden on demand. 
The model has been validated on a variety of data, from the previous publications, for forced 
response and flutter and from alternative solvers for distorted casings. The agreement between the 
calculated results and the reference data is very satisfactory, with nearly exact match for a series of 
idealized cases. The improvements introduced in this approach, such as cascade impedance model 
and the loss and deviation model package extend and complete several statements made in 
previous publications regarding the effect of total pressure loss and presence of the passage end 
reflections. The model is also validated against more complex reference cases, such as 3D CFD 
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simulation of the LP turbine blade flutter, providing a good estimation of the damping curve slope in 
the low-ND region. Having a tip clearance loss model, the non-uniform casing simulations have been 
setup for evaluation of the relationship between the unsteady mass flow and pressure ratio 
perturbations. 
A thorough literature survey is made on the previous publications of the similar subject. The survey 
reviews a series of the modular systems for the axial turbomachinery analysis and then continues 
with the investigation of semi-empirical closures for the total pressure loss and outlet flow deviation 
modelling. The latter two play an essential role in this research as their implementation provides 
more realistic results, comparable to the heavy CFD runs. Greater part of the survey is devoted to 
the previous publications on various approaches for 1D and 2D unsteady turbomachinery modelling. 
The research completes with a thorough discussion of the features implemented and the results 
achieved, concluding with several future work proposals for the eventual further extension of the 
model as well as its applicability as a keystone for possible construction of a higher-fidelity solver. 
The primary programming object-oriented environment chosen for the model implementation is C++ 
with some parts written in FORTRAN. 
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Nomenclature 
 
 Variables 
𝐴 Area 
𝐻 Blade height 
𝐾 Incident wavenumber [rad/m] 
𝑀 Mach number 
𝑃 Pressure 
𝑇 Temperature 
𝑈 Blade cascade velocity 
  
ℎ𝑟 Rothalpy 
ℎ Enthalpy 
𝑎 Local speed of sound 
𝑐 Blade chord 
𝑔 Blade metal angle 
𝑔 Blade metal angle (at the leading or trailing edge) 
𝑘 Axial wavenumber [rad/m] 
𝑙 Tangential wavenumber [rad/m] 
𝑠 Entropy 
𝑡 Blade thickness 
𝑢 Velocity component in absolute frame 
𝑣 Velocity component in reference frame 
  
𝒈 Geometry variable vector 
𝒒 Primitive variable vector [𝑢𝑚 𝑢𝜃 𝑇 𝑃]𝑇 
𝒘 Characteristic variable vector 
𝓷 Unit-vector, defining normal direction to the reference frame 
𝓽 Unit-vector, defining tangential direction to the reference frame 
  
𝛺𝜌𝜌 Axial velocity-density ratio, 
𝜌2𝑢𝑚,2
𝜌1𝑢𝑚,1 
𝜃𝑚𝑚𝑚  Momentum thickness [m] 
𝜔𝑝 Total pressure loss, non-dimensionalized by inlet dynamic pressure 
𝛤 Circulation parameter 
𝛽 Relative flow angle [rad] 
𝛾 Blade stagger angle [rad] 
𝛿 Outlet flow deviation angle [rad] 
𝜁 Leakage jet angle [rad] 
𝜆 Wavelength 
𝜉 Chord-wise coordinate (evaluated in the direction of stagger, used for delay), or 
alt. displacement coordinate, used for the explicit flutter mode description 
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𝜌 Density 
𝜏 Tip clearance [m] 
𝜑 Angle of streamline (or streamtube slope) 
𝜓 Stage loading, Δℎ0/𝑈2 
𝜙 Blade camber angle [rad] 
 
 Subscripts 
0𝑥 Total quantity at the station 𝑥. 
1 Inlet station 
2 Outlet station 
𝑎𝑥 Axial component 
𝑐ℎ Channel flow quantity, 1D 
𝑓𝑓𝑚𝑓 Flow quantity 
𝑖𝑖 Ideal quantity, result of an isentropic process 
𝑚 Meridional component 
𝑛 Component, normal to the local frame of reference 
𝑡 Component, tangential to the local frame of reference 
𝑓 Wave quantity 
𝜃 Circumferential component 
 
 Miscellaneous 
GAU3x Conventional name for Virtual Engine GUI 
A. R. Author’s initials 
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1 Introduction 
1.1 General research description 
The theory subject of this publication attempts to provide a rigorous and efficient model of low 
fidelity level for turbomachinery instability and distortion transfer problems. The model should be 
able to investigate arbitrarily-patterned travelling distortion propagation along turbomachinery 
annuli where the sources of these distortions may vary. 
 
Figure 1-1, a ground vortex phenomenon on a Rolls-Royce engine 
Two main considerations in turbomachinery are blade forced response and flutter. Blade forced 
response occurs as a result of blade interaction with neighbouring blades (rotor-stator interaction) 
or with the annulus geometry (struts, asymmetric casing). As rotating bladerows pass through the 
wakes from the upstream or downstream bladerows (or struts), forced response may occur at 
integer multiples of the rotational frequency (Engine Order pulses). Low-engine order excitation due 
to uneven combustion, exit angles, etc. is also possible. When the rotor passing frequency coincides 
with the natural frequency of the blade, resonant vibration occurs. The consequences of forced 
response may be large enough to cause High-Cycle Fatigue (HCF) failure. 
Flutter is also a well-known self-excited aeroelastic instability phenomenon, occurring at frequencies 
close to natural frequencies of the blade. The reasons for flutter to occur are the interactions 
between the elasticity of the blade and aerodynamic forces acting on it. Flutter is observed when the 
blade is absorbing energy from the flow, rather than absorbing it from external unsteady forces. 
Aerodynamic damping in this case may be either positive or negative (stabilizing and destabilizing 
respectively). Should the amount of absorbed energy be greater than the dissipated energy 
(dissipated by the eventual mechanical and material damping), the blade amplitude grows 
exponentially. When limit cycle oscillation is reached, the vibration amplitudes are high enough to 
cause HCF failure.  
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Figure 1-2, fan/compressor characteristic map, showing different flutter regions: 1) Subsonic flutter, 2) Choke flutter, 3) 
Low back pressure (or supersonic unstalled) flutter, 4) High back pressure supersonic flutter, 5) Supersonic stall flutter 
Blade flutter may be caused by various flow conditions, such as flow separation, stalling, choked flow 
or shock presence, Figure 1-2 shows different types of flutter occurring at various mass flows and 
pressure ratios. 
Having the system’s natural frequencies known for different vibration modes, the Campbell diagram 
is used to determine the operation speeds that intersect the desired modes, causing resonance. 
Thus the resonant conditions risk may be determined at various speed ranges. Figure 1-3 shows a 
hypothetical Campbell diagram, displaying different design considerations such as forced response 
and flutter. 
 
Figure 1-3, an arbitrary Campbell diagram demonstrating design considerations 
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Figure 1-3 also includes non-synchronous vibrations (NSV) and separated flow vibrations (SFV) 
phenomena. These are newer classes of aeroelastic problems occurring when blade vibration is 
excited randomly due to the unsteady separated flow generated over a row of blades. NSV and SFV 
are similar; however NSV can also occur away from the stall conditions. Both NSV and SFV are 
beyond the scope of this research. 
In the latest years it has become very popular to perform unsteady analysis on both single- and 
multi-bladerow domains using high-performance computing (HPC). Modern state of the art 
techniques for stability and distortion transfer problems often require large-scale simulations with 
CFD. These techniques require high computing resources and long computation time. Moreover, 
high-fidelity models require a level of geometric detail which is not usually available early on during 
the design cycle. In the early stages of the aero-engine design it is often essential to obtain a steady-
state solution and then perform an unsteady forced response and/or flutter analysis having only 
minimal geometry data available. 
Earlier publications present several simple lower-fidelity approaches for blade flutter and forced 
response simulations based on the semi-actuator disk approach. The models, while being very 
efficient for simplest cases, have a great number of limitations, such as absence of loss and deviation 
consideration, assumptions of straight blade profiles and/or extremely short blade chord, inability to 
model flutter modes, ideal gas model assumptions, etc. This research attempts to fill most of the 
gaps found in earlier publications. 
Having these considerations in mind, an alternative method has been chosen to predict the 
performance and stability of an axial compressor. A rigorously designed low-fidelity model such as a 
linearized unsteady Mean Line solver could provide the distortion propagation along the annulus in a 
very short amount of time, without the need for powerful CPUs. This may facilitate the 
understanding of the designed geometry stability as well as provide the information of entropy, 
vorticity and acoustic waves’ propagation along the annulus, which is also essential for noise 
minimization studies. The model also makes the calculated flow quantities available for the purpose 
of simplified aero-mechanical analysis and provides a clear advantage over earlier methodologies 
using actuator disc and parallel compressor theories. 
The non-uniformities in the flow, caused by external causes, blade wakes and potential fields and 
possibly by the blades vibration, propagate inside the turbomachinery domain and are modelled as 
Entropy, vorticity and acoustic waves. The waves, within their cut-on frequency regions, caused by 
any of the distortion sources, may propagate along several bladerows. As an acoustic wave passes 
the bladed passage, it gets partially transmitted and partially reflected. In order to perform a 
rigorous analysis on multiple bladerows, a proper way of handling the boundary conditions at the 
domain interfaces is needed. A well-chosen set of loss and deviation correlations applied within the 
model would provide more realistic results when running cases on more complicated geometry. 
All the computational models subject of this work are included in the non-commercial in-house code 
currently being developed at the Rolls-Royce Vibration UTC (VUTC). The solvers are a Mean Line 
solver and a Through Flow solver with most attention paid to the first one. The solvers and their 
ancillary tools include facilities for annulus and blade geometry manipulation, design- and analysis 
calculation modes, blade section parameterization and a set of loss and deviation correlations. The 
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solvers are tested in a variety of steady-state cases on different kinds of input geometry and the 
results have been analysed and compared with reference data. 
Once the steady calculation routines setup is completed, every part of the solvers is linearized, 
including all the loss and deviation correlations. The linearization plays an important role in 
evaluating the slopes of the turbomachinery characteristics for any given working point. A distortion 
transfer analysis may thus be performed using a low-fidelity solver rather than making a CFD run 
that has a high cost in terms of time and computation power. 
The model is able to handle circumferential distortion patterns, as well as travelling patterns as 
boundary conditions. The desired boundary condition is represented as either an incident travelling 
wave or as a harmonic distortion of the equilibrium around a chosen bladed passage. As the 
magnitudes of the incoming distortion are assumed small in comparison to the steady values, the 
distortions (and their results) coming from different sources may be superimposed. 
The unsteady model construction starts with reproducing early works made on Actuator Disc models 
which allow obtaining unsteady results for forced response cases on simplified geometry with a 
higher precision and sensitivity to boundary conditions. The low fidelity model per se is not able to 
perform unsteady cases with harmonic distortions having a very short wavelength. Implementation 
of a cascade impedance model, however, allows capturing a clear distinction between cases for 
various incident wavelength-to-chord relations as well as captures bladed passage end reflections. 
Main advantages of the current model over the previous works are the ability to implement a 
package of interchangeable loss and deviation correlations as well as the ability to run on the real 
geometry (rather than thin flat cascades). This allows performing forced response simulations on 
loaded cascades and modelling the real-world problems, such as aero-engine fan-intake interaction. 
Another significant field of application for the unsteady model is simulation of flutter cases. The 
model is able to represent first order flutter modes, such as tangential, axial and pure vibration as 
well as torsional flutter. The boundary conditions for these cases come from a rigorous evaluation of 
the mass, momentum, enthalpy and entropy perturbations due to the physical harmonic movement 
of the blade profile (and eventually the frame of reference). A variety of cases have been setup and 
run on different blade geometries. The model has been verified against an alternative 2D solver 
(LINSUB), providing a very good comparison with reference data. 
A broad research has been performed in the importance of loss and deviation models. These are 
proven to be essential for obtaining a steady-state solution for real-world geometry cases, as well as 
play a significant role in unsteady simulations. The total pressure losses affect the magnitudes of the 
reflected and transmitted (force response) or emitted (flutter, non-uniform casing) acoustic waves. 
The effect becomes more pronounced in the wave cut-off regions for off-design cases. The deviation 
model plays an important role in the cut-off point definition of the region downstream of the blade, 
as the model may affect the steady-state conditions of that region quite drastically. The ability to 
implement the loss model in any unsteady simulation provided corrections on earlier statements on 
the effect of total pressure losses as well as allowed the reproduction of various unsteady cases, 
previously run on higher fidelity solvers. 
Incorporation of the loss models adds another important feature, namely the ability to perform the 
non-uniform casing simulations. The boundary conditions setup is similar to the one used in flutter 
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cases, however, main source of the distortion in this case is the unsteady total pressure loss, caused 
by the non-uniform casing of a given nodal diameter pattern. The solver does not account for the 
non-linear effects, however, provides a good estimation of the phase and magnitude relations 
between unsteady total pressure and mass flow rate. 
Thanks to the rigorously designed boundary interfaces of the blocks, the model uses non-reflecting 
boundary conditions that allow a simple and effective way of setting up the previously mentioned 
unsteady cases. Another advantage of these is the ability to link several blocks together, ending up in 
a multi-bladerow domain. This allows setting up the unsteady forced response and flutter 
simulations on a multi-stage domain, taking account for the inter-bladerow reflections of the waves. 
The approach includes a proper representation of the rotating blades, so that the correct handling of 
the frequency scattering is performed for the unsteady cases. This is particularly essential for the 
unsteady analysis on multiple blocks in order to obtain proper relations between rotating and 
stationary bladerows. 
The final version of the model extends and completes the existing analytical methods for the 
unsteady simulations, providing an innovative and generic approach, applicable to a broad range of 
cases in terms of setup conditions and geometry. 
The one-dimensional model may also be extended to two dimensions using the same approach as 
used for setting up the Through Flow solver. This would allow radial modes implementation and 
provide a more complete and detailed unsteady analysis results. 
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1.2 Role of the low-fidelity models in the Virtual Engine project 
The work presented in this report is part of the Virtual Engine project. The overall aim of the project 
is to build complete hierarchical numerical models of gas turbine engines. For this purpose, the 
system being developed as the Virtual Engine tries to accommodate all the different levels of 
representation used during a typical gas-turbine design cycle, from simple 1D models to large-scale 
3D models. The models are connected together by virtue of the commonality of their fundamental 
parts and by virtue of an exchange mechanism built into the system. Every computational model 
includes the solver, auxiliary programs (tools, pre-processors, etc) and methods to provide data for 
setup. The computational models have a similar outer interface but the internal content and solving 
routines of each may vary considerably. 
The main reason for using 1D models is that they are very cheap in terms of computation time. 
Having such a model, representing a compressor annulus as a single or number of streamlines 
together with wisely chosen set of loss correlations would provide a solution accurate enough for 
the current fidelity requirements. 
The Virtual Engine system is organized in such a way that results obtained from a lower-fidelity tool 
may be used as setup data for a higher-fidelity tool. As an example, the Through Flow solver may use 
results produced by the Mean Line solver as initial data, and its own results may be used as initial 
data by the 3D and 2D CFD solvers. 
Inside Virtual Engine every computation model is linked to the same geometry database. Typically 
access to the geometry database is delegated to plugins, which embody a particular setup style. For 
the analysis modules subject of this report, the data of interest are annulus slopes, blade section 
dimensions at a given fraction of blade span, etc. Specific computational geometry algorithms have 
been implemented to retrieve such information reliably and accurately. Access to external sources of 
data is not precluded, since the plugins are only loaded at runtime and can be replaced very easily. 
 
 
Figure 1-4, Connection between the geometry database and the solvers 
Geometry
B.C.
Plugin
Mean Line 
solver
Plugin
Through 
Flow 
solver
Plugin
CFD
B.C. B.C. …
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The Virtual Engine is supposed to be able to perform “one week runs” as well as “one second runs”, 
set up with the same geometry. The longer simulations are performed using the higher fidelity 
models such as 2D and 3D CFD solvers where the shorter runs are performed using the models 
subject of this research. Main goals are to make the “one second runs” able to provide both steady-
state and unsteady simulations results comparable with the data obtained from higher fidelity 
solvers. Having achieved that, the sensitivity of the overall engine model can be analysed much 
quicker. This allows analysis of greater amount of steady and unsteady operating conditions in a very 
short time, thus facilitating early stages of the aero-engine design process. 
The Virtual Engine can be run in command prompt mode or using the graphical interface (gAU3X). 
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2 Literature review 
The purpose of this research is to provide a generic approach for investigation of arbitrarily-
patterned travelling distortion propagation along single- or multi-bladerow domains, while making 
minimum assumptions about the nature of the gas or geometry. The source of the distortion may be 
a forced response boundary condition, or the changes on mass, energy and momentum balance due 
to the blade vibration. The scope of this research is broad and covers several important subjects, 
starting from the object oriented software design and ending in the detailed investigation of the 
total pressure loss models, blade profile geometry manipulation, blade vibration representation, etc. 
An overview of the studied publications and other literature related to the techniques, 
methodologies and approaches used for the mentioned above is presented in this section. 
The survey consists of several parts. The first part is to investigate previous progress and 
achievements in multi-fidelity level axial turbomachinery analysis systems. This part describes the 
systems similar to the Virtual Engine project, pros and cons of different approaches on both abstract 
and programming level and, most important, the capabilities of unsteady analysis of the systems (if 
any). The second part provides a review of loss and deviation correlations used throughout both 
steady and unsteady parts of the research, as a proper choice of the loss correlations would affect 
the simulation results drastically. The purpose of this study was to obtain a set of models that could 
be used (and improved, if necessary) for steady and unsteady analysis of various blade geometry 
families. The third and largest part gives a review on the latest works within unsteady aerodynamics 
in turbomachinery. This survey has been performed in order to analyse previous works on 1D 
models of unsteady analysis, understand their advantages and limitations as well as prospective 
ways of improvement. This part starts with a brief review of the previous approaches and continues 
with an in-depth study of some particular cases, also used as reference data for the validation of the 
model subject of this research. The last part comprises publications on modelling such unsteady 
phenomena as forced response, flutter and also pays attention to previous works on non-uniform tip 
clearance modelling, multi-bladerow domain analysis and rotor-stator interaction modelling. 
2.1 Modular systems for turbomachinery modelling 
The first part of the survey was to investigate previous publications on the aero engine modular 
systems. The latter was done due to the fact that these systems do not rely on CAD, as well as are 
much stronger for aerodynamic part. Publications, describing the modular systems for aero engine 
analysis have been analysed and a brief overview and comparison is presented below. Special 
attention has been paid to the projects, incorporating different fidelity level models, such as 
MOPEDS (2004, [23]), GSP (2000, [20]) or Onyx (1999, [21, 22]). The latter two are Object-Oriented 
environments, GSP written in Borland Delphi and Onyx written in Java. Both are capable of 
representing models at different levels of abstraction and solving the mechanical/structural and 
aero- and fluid-dynamic problems at 0-3D levels. 
The complexity levels vary considerably between the models mentioned above. Onyx is built on a 
hierarchical decomposition and standardized interfaces, which provide a flexible component-based 
representation of the whole turbine system. A hierarchy of models is integrated, allowing 
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representation of the system at different levels of abstraction. MOPEDS, in comparison to Onyx, is a 
less complicated system. According to the Authors [23], it fulfills four requirements: assessment of 
all major engine components and their interrelations, inclusion of all relevant disciplines, design over 
several operating points and model fidelity zooming. However, the Aerodynamic and Mechanical 
models included in this system are 0-, 1- and 2D (Through Flow), having no 3D CFD or FEM solvers. 
The GSP environment appears to have a very user-friendly interface. It is capable of performing a 
whole engine off-design analysis, however, the component models used inside this system are non-
dimensional. 
In comparison to the systems described above, the aim of the Virtual Engine project is to build a 
much more generic and complex, yet still user-friendly environment, capable of steady- and non-
steady analysis of a single or several engine components. The analysis can be performed on a wider 
range of systems and fidelity levels (including 3D CFD and FEM analysis, as well as the Secondary 
Flow system). Mean Line and Through Flow solvers presented in this research, as well as the most of 
the Virtual Engine is written in Object-Oriented language C++. 
The survey has found that several alternative approaches for object-oriented turbomachinery 
modelling are used. Models by Agresti [24], Martin [25] and Camporeale [26] are designed using 
Matlab-Simulink, which provides a user-friendly graphical environment and even capable to 
automatically generate a source code in C language (for faster computations), however none of 
those codes incorporates multi-level fidelity of the components. The works in references [24 – 26] 
deal mainly with dynamic simulations and represent rather simple approaches, compared to 
MOPEDS, GSP, Onyx or the Virtual Engine project. Running a wide-range parametric study on a 
Simulink-based model can also be more time-consuming compared to a generic environment, able 
to deliver the 1D-results in real-time, which was one of primary reasons to place a Simulink-
approach out of scope for the current research. 
Most of the analysed axial engine modelling environments are (or seem to be) oriented towards 
end-users. A big investment is often made into GUI development to facilitate the usage of the 
models. None of the publications presented any in-depth description of the computational routines 
on different fidelity levels (if present). Moreover, the majority of the multi-level fidelity models are 
oriented towards steady design and analysis cases, where the unsteady analysis is performed using 
either alternative tools, or not at all. 
2.2 Loss and deviation correlations 
The second part of the survey was to find the essential one-dimensional loss and deviation 
correlations. The basic flow representation in the Mean Line and Through Flow solvers relies on 
mass, tangential momentum and enthalpy conservation relations. These relations are 
complemented by suitable closures for the total pressure losses and outlet flow angle deviation. The 
loss relations represent the changes in entropy as the fluid flows through the passages and are the 
most convenient way to represent the entropy rise accordingly to the actual geometry and steady 
flow conditions. Therefore, a set of up-to-date loss and deviation correlations is needed. The survey 
comprised analysis of publications on loss models of all kinds (e.g. profile, secondary flow and tip 
clearance losses) and a number of correlations have been chosen for future usage in solvers. A 
summary of the nature and parameters of the loss and deviation models is shown in Table 2-1. 
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A loss model is normally presented as a semi-empirical function that takes inlet and outlet flow 
conditions and domain geometry as input variables and provides amount of total pressure loss as 
output. The geometry variables are often converted into the interim coefficients using formulae, 
normally based on a set of lookup tables and/or carpet plots with data coming from experiments, 
Figure 2-1. A deviation model is represented in a similar fashion, however, providing the amount of 
outlet flow deviation in degrees, as output. 
 
Figure 2-1, Schematic representation of a loss correlation 
When setting up a loss correlation package for the 1D model, separate models were used for the 
Profile, Secondary and Tip Clearance loss components. A deviation model has been chosen for 
blades outlet flow angles correction [33, 46, 53]. Before usage, all the models have been verified 
reproducing the results presented in respective papers. 
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Ref. # Geometric parameters Flow parameters Type of loss, usage 
[38] 𝑔1,𝑔2,𝐴1,𝐴2,𝑤𝑆,𝑒𝑓𝑓 ,𝜎, 𝜏𝑐 , 𝑡𝑐  Relative velocities (𝑢𝑚1,𝑢𝑚2,𝑢𝑡1,𝑢𝑡2),   𝜌1,𝜌2,𝑇1,𝑇2,𝑃1,𝑃2 Profile, design, subsonic flow. Can be used to estimate design loss parameters, DCA and CDA aerofoils 
[38], 
[41] 
𝑔1,𝑔2,𝐴1,𝐴2,𝑤𝑆,𝑒𝑓𝑓 ,𝜎, 𝜏𝑐 , 𝑡𝑐  Relative velocities (𝑢𝑚1,𝑢𝑚2,𝑢𝑡1,𝑢𝑡2),   𝜌1,𝜌2,𝑇1,𝑇2,𝑃1,𝑃2, 𝑖∗,  𝐷𝑒𝑞∗ , 𝜃𝑐∗ , 𝜌𝑚𝑎𝑥𝜌1 ∗  
Profile, off-design, subsonic flow. 
Should use the design loss 
parameters obtained with [38], DCA 
and CDA aerofoils 
[53] 𝜎, 𝜏
𝑐
, 𝐻
𝑐
  Relative velocities 
(𝑢𝑚1,𝑢𝑚2,𝑢𝑡1,𝑢𝑡2) Secondary flow loss, design and off-design cases, subsonic flow. 
[44] 𝜎, 𝜏
𝑐
, 𝐻
𝑐
, 𝛾,𝜓,𝐶𝐷,𝑈  Relative velocities 
(𝑢𝑚1,𝑢𝑚2,𝑢𝑡1,𝑢𝑡2) Tip clearance loss, design and off-design cases, subsonic flow. 
[33] 𝑔1, 𝑡𝑐 ,𝜎, 𝐻𝑐   Relative velocities (𝑢𝑚1,𝑢𝑚2,𝑢𝑡1,𝑢𝑡2) Turbine Profile loss, design/off-design, subsonic flow 
[33] 𝑔1, 𝑡𝑐 , 𝑟ℎ𝑢𝑏, 𝑟𝑐𝑎𝑠𝑖𝑛𝑔  Relative velocities (𝑢𝑚1,𝑢𝑚2,𝑢𝑡1,𝑢𝑡2) Turbine Secondary loss, subsonic flow 
[33] 𝜏
𝑐
, 𝐻
𝑐
  Relative velocities 
(𝑢𝑚1,𝑢𝑚2,𝑢𝑡1,𝑢𝑡2) Turbine tip clearance loss, subsonic flow 
[33] 𝜎, 𝑡𝑡𝑒
𝑐
  None Turbine trailing edge loss correction, 
subsonic flow 
[53] 𝜙,𝜎, 𝛾, 𝑡
𝑐
  Relative velocities 
(𝑢𝑚1,𝑢𝑚2,𝑢𝑡1,𝑢𝑡2), 𝜌1,𝜌2 Wright & Miller deviation, subsonic flow, best for DCA aerofoils 
[46] 𝜙,𝜎, 𝛾, 𝑡
𝑐
, 𝑎
𝑐
 (max camber height) None Carter’s rule deviation, subsonic flow, 
best for CDA aerofoils 
[6],[1], 
[2], [3] 
𝑈1,𝑈2, 𝑟1, 𝑟2,𝑔2,𝑤𝑓, 𝛿  Relative velocities 
(𝑢𝑚1,𝑢𝑚2,𝑢𝑡1,𝑢𝑡2) Workdone-factor based deviation model; should be applied together 
with the empirical correlations. 
Subsonic flow, any aerofoil type. 
[33] 𝑚
𝑐
, 𝑒
𝑐
,𝜎, 𝛾, 𝜏
𝑐
, 𝐻
𝑐
, 𝑡
𝑐
, 𝑟ℎ𝑢𝑏 , 𝑟𝑐𝑎𝑠𝑖𝑛𝑔  Relative velocities 
(𝑢𝑚1,𝑢𝑚2,𝑢𝑡1,𝑢𝑡2), 𝑀2 Ainley-Mathiesson deviation, subsonic flow, should be used 
together with Ainley-Mathiesson loss 
model for turbine blades 
Table 2-1, summary over loss and deviation correlations sources, input data and application ranges 
The description of the geometric parameters can be found in the Nomenclature section. A brief 
representation of the most commonly used ones is presented in Figure 2-2 and Figure 2-3. 
 
Figure 2-2, Aerofoil geometry parameters 
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Figure 2-3, Blade geometry parameters 
It is highly desirable that consistent loss correlations be applied both to the design and off-design 
cases. This consideration has led to the choice of König’s family of correlations for profile losses [38]. 
König’s correlations are also some of the most recent, and include values for CDA (Controlled 
Diffusion Aerofoil) blading, which represent the current design standard. König’s correlations 
incorporate the correlations by Lieblein [41] for the minimum-loss quantities such as momentum 
thickness or incidence. The latter can be used during the design processes for obtaining the blade 
inlet metal angle. The models chosen for the analysis and design modes as well as the linearization 
routines are described in detail in Appendix A. 
The correct choice of the outlet flow angle deviation correlation has appeared to be nearly more 
important than the choice of the proper loss model package. As the experiments show, an 
incorrectly chosen deviation correlation may provide unnecessary under- or overturning of the flow, 
thus resulting in the incorrect blade performance (discussed in more detail in 4.1). As it is very 
common to represent the blade profiles in 1D computational models using double-circular arc 
approach, the popular model by Wright and Miller [53] was chosen to be used as a primary 
correlation. However, when performing the steady analysis on modern compressor blades that have 
controlled-diffusion blade profiles, the validation of this deviation model against CFD data shows 
numerous digressions, mainly dependant on incorrectly predicted flow deviation. This is why the 
model had to be recalibrated to a newer version, more suitable for the CDA-blade geometry, 
Appendix A. 
2.3 Unsteady flow modelling 
The third part of the survey was on the articles, referring to the distortion propagation analysis in 
the axial compressors. The primary effort of this part was put on studying different techniques of 
capturing, modelling and analysing unsteady flows in turbomachinery. This section provides an 
overview of the studied publications, used as a golden source for the choice of the appropriate 
techniques to be applied, combined and/or improved during development of the models subject of 
this research. 
Greitzer (1980) has published a review on more than 70 different papers regarding axial compressor 
stall phenomena [7]. The reviewed techniques facilitate understanding of the unsteady flow 
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simulation and distortion transfer methodologies described in further publications. In this review 
Greitzer describes several types of fluid dynamic instabilities and phenomena that result from them 
(such as surge and rotating stall) and considers different methods of their prediction, such as 
empirical correlations, unsteady numerical calculations and linearized stability analyses. As for the 
latter, he states that these methods cannot be used as a predictive tool for compressor instability, 
unless the slopes of the compressor characteristics can be predicted with an adequate degree of 
precision. That is, according to Greitzer, extremely difficult to do accurately, especially for the cases 
of multistage compressors or transonic fans, this is also the reason why this method is so rarely used 
by designers. The linearized relations used in this research address this issue and provide analytical 
expressions for the slopes of the performance curves and the propagation properties of distortions, 
as shown in the following chapters. According to the Greitzer’s review also called for an increased 
effort towards the understanding the unsteady rotor response in the most heavily loaded regime – 
near stall. Thanks to the nature of the linearized relations used in this research, the slopes of the 
characteristics may be obtained at any point, provided that a steady-state solution is accessible. 
One of the classical methodologies in unsteady turbomachinery flow modelling is using a parallel 
compressor approach. The survey comprised studies of works by E. Y. K. Ng and N. Liu, who 
published a paper on compressor distortion propagation analysis using an integral method in 2002 
[14]. This method was later improved and developed by adding more appropriate aerofoil 
characteristics, as published in a follow-up paper in 2005 [15]. The study incorporates a parallel-
compressor approach and shows a good comparison with experiments by Kim, Marble and Kim 
(1996, [17]) The approach is simple and effective, however, due to the nature of the parallel 
compressor approach it is unable to handle arbitrary circumferential distortion patterns as boundary 
conditions. The publication authors, however, that this simple method may be very useful in the 
simulations of a very strongly distorted flow and propagating stall. Earlier works on the parallel 
compressor theory methods by R. S. Mazzawy have also been analysed. In 1997 a multiple segment 
parallel compressor model for circumferential flow distortion has been presented [16]. The approach 
is non-linear and applicable to large inlet distortions of temperature and/or pressure. The model 
provides a good explanation in linkage between rotating and stationary reference frames, as well as 
describes the procedure for the angular displacement evaluation at the block boundaries, which is 
frequently applicable for rotor-stator interaction computations. The publication also pays attention 
to the compressor stability criterion, considering the positive-sloped regions of static pressure rise 
characteristics as well as pointing out the effects of rotor blade losses, which become more 
important near the stall region. 
One of the sources of harmonic flow perturbations in axial turbomachinery is non-uniform blade tip 
clearance. One of the techniques of modelling this instability was presented by E. M. Graf et al. 
(1998, [9]), who published a paper on the effects of non-uniform rotor tip clearance on the axial 
compressor stability and performance. The paper describes a theoretical model developed to predict 
the non-uniform tip clearance effect, describing the steady and non-steady flow response. The 
method also provides the first non-linear treatment of the steady flow together with the analysis of 
the compressor stability. The publication considers stationary asymmetries (steady when viewed in 
the absolute, stationary frame of reference), such as off-centred rotor (1ND) and oval-shaped casing 
(2ND) and the results show a good agreement with reference data (experimental results). It also 
provides a good theoretical background about the phase lag between the pressure rise and mass 
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flow perturbations over a studied bladerow. The latter is used as a starting point in the current 
research for modelling of the tip clearance non-uniformities.  
A simple analytical model for non-uniform compressor flow due to the asymmetric tip clearance was 
published in 2000 by Seung J. S. et al, [10]. The model considers incompressible inviscid flow and 
only concentrates on 1ND perturbations. However, the study covers the cases of both “perturbed 
rotor” and “perturbed rotor and stator”, which is an advantage. The perturbation is assumed to be 
linear, which facilitates the comparison with the results, obtained in this research. Another 
publication was presented in 2010 by Young-Seok Kang [12], which describes the development of a 
numerical model to predict the flow perturbations in compressors with non-uniform tip clearance. 
The model also presents a mechanism for flow redistribution at both design and off-design 
conditions and results are compared with CFD data. This approach considers the tip-clearance loss 
model by Storer and Cumpsty [44] which has also been applied in various cases within this research. 
One of the latest sets of results for a non-uniform tip clearance simulation comes from a CFD 
simulation of an HP Compressor. A tip clearance variation simulation has been performed at Imperial 
College VUTC in 2008 using the in-house CFD code AU3D. The simulation shows compressor 
unsteady performance, where variable tip clearance is matching a sagged casing and is represented 
using a 2ND wave [11]. 
In 1982 N. A. Cumpsty and E. M. Greitzer presented a simple model for predicting full-span stall cells 
propagation speeds in axial compressors [8]. In the model attention is directed to the unsteadiness 
happening at the stall cell entering boundary (trailing edge) in order to determine the speed of the 
traveling stall cell as well as the overall characteristics of the flow field. The model is very simple, 
however, for most cases it does predict the trends in the stall cell speeds as well as the overall stall 
flow field characteristics reasonably well. The model pays a lot of attention towards understanding 
of the unsteadiness aspect around the stall cell trailing edge and is applicable for single- and multi-
stage compressor domain simulations. 
In 1994 J. P. Longley presented a review of non-steady two-dimensional flow models for compressor 
instability [18]. The attention is mainly paid to the examining small amplitude flow disturbances and 
several approaches are described, though, rather simplified versions of the flow field were used. As 
shown by examples in the review, the propagation rates depend on the assumptions made within 
the model. These assumptions are normally regarding the nature of gas and, more important, the 
complexity of the studied geometry and representation of the performance losses through total 
pressure loss and/or deviation models. The publication author states that idealized cases (having 
such assumptions as, for example, neglecting the empty ducts between the blades) show a 
significant difference from the more complex methods. In 1996 Longley presents a comparison of 
the results obtained with this model with the experimental data [19] where he also states that the 
model’s applicability is of interest for cases, where the flow through the compressor is assumed to 
be radially uniform. 
The approach used in this research, as it has already been mentioned, is based on representing the 
flow using a set of linearized relations. This would facilitate estimation of the compressor slopes for 
a given inlet flow or geometry perturbation with a high level of precision without any need for 
numerous CFD runs. The approach aims to be as rigorous as possible, which implies that every single 
relation should be derived from the prime principles. This applies to the whole representation of the 
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flow throughout the engine bladed passages. Transonic bladed passages which are, according to 
Greitzer [7], difficult to analyse accurately, may be represented as a chain of linearized relations 
(Rankine-Hugoniot, Continuity, Prandtl-Meyer) which allows to obtain the solution and the 
characteristic slopes more accurate and cheap (in terms of both time and computational cost). 
As the current approach is generic it would allow modelling of a single engine component (such as a 
single blade or stage) or several components in one case (multistage or a whole-engine analysis). The 
author believes that this would be useful for setting up the cases for the simulation of the unsteady 
rotor response in a near-stall regime (which Greitzer [7] mentions the need for in his review). 
As it has been mentioned [7], [18], the number of assumptions made within any approach affects 
the distortion propagation rate during the analysis, which is the reason for high priority of 
minimizing the number of assumptions throughout the presented approach. The Virtual Engine 
project uses a complete and very detailed geometry database, which is accessible for every model 
within the system. Having a set of plugins provided, geometry data can be extracted from the 
database with a high level of precision, considering as much geometry details as at all needed. The 
linearized approach allows usage of generic gas model, without forcing the user to consider gas with 
constant properties, which would also make a great advantage over the models presented in [18]. 
The current approach is able to handle arbitrary circumferential distortion patterns as well as 
travelling patterns, which is a real advantage over the Parallel Compressor theory, described in [14], 
[15]. Thus the cases with distortions represented as non-zero nodal diameter waves can be set up 
and run in a much shorter time. Considering the fact that a solution can be obtained almost at real-
time, a great number of inlet flow distortion patterns can be analysed, which cannot be done with 
currently available methods within a reasonable time margin. 
As the harmonic distortions, presented as travelling waves, pass the bladed passage, their reflection 
and transmission by the bladerows need to be considered rigorously. In order to perform a rigorous 
analysis on multiple bladerows, a proper way of establishing non-reflecting boundary conditions at 
the domain boundaries is essential, which is achieved using hyperbolic characteristic theory. Ways of 
applying the non-reflecting boundary conditions are described in report by M. Giles [55] which 
presents a good methodology for choosing the conditions far upstream on truncated domains, thus 
avoiding any non-physical reflections of the outgoing waves and being straightforward to implement 
numerically. Also, well-chosen boundary conditions aid in setting up a well-posed analytic problem 
as it is one of the major requirements for the numeric consistency and stability. The methodology 
described by Giles provides a distinction between various types of left and right eigenvectors which 
are needed for quick evaluation of the unsteady flow quantities. A brief description of the 
application of this method in the current research is shown in Appendix B. Properly setup boundary 
conditions allow a thought-through design of block boundary interfaces, which drastically facilitates 
the assembly of the multi-bladerow domains for the unsteady analysis. 
In 2003 Masanobu Namba has published a description of the recent findings of analytical studies in 
the unsteady aerodynamics, aeroacoustics and aeroelasticity of turbomachines [69]. The publication 
emphasizes the importance of low-fidelity models in the preliminary study of the new problems. It 
also provides several conclusions about modelling the multi-bladerow domains, such as the 
necessity of proper stator-rotor blades coupling for accurate sound field prediction in fan noise 
studies and influence of the neighboring moving blade cascades on the flutter boundaries. 
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In 1969, Kaji & Okazaki [59] have described a model, providing the magnitudes of the reflected and 
transmitted waves as they approach the blade cascade. The model is built using the semi-actuator-
disk theory and is simple yet very efficient for cases where the wavelength of the incident wave is 
much longer than the length of the blade chord. The approach by Kaji and Okazaki considers acoustic 
waves, incident at the staggered cascade of flat blades at various angles of incidence and show 
variations of the acoustic waves reflection and transmission coefficients with stagger angle, Mach 
number, incident wavelength-to-chord ratio, as well as provides some information about the cases 
with loaded cascades. The model does not consider the effects of the blade thickness and camber 
and assumes no total pressure losses or flow angle deviations. Even though the publication is dated 
1969 it is still used as a reference for the idealized cases validation. However, very few publications 
presented afterwards show trade studies for variations of the reduced frequency, stagger angle, 
Mach number, etc. which makes this particular publication nearly unique for the validation 
purposes. The semi-actuator disc model has been used as a starting point for the unsteady part of 
the methodology presented in this research. Several improvements of this model are presented in 
later chapters, providing more detailed trade studies for various parameters variation. 
In 1970 another work by Kaji & Okazaki was published [60]. The publication describes generation of 
sound by rotor-stator interaction as it is one of the main sources of the discrete noise coming from 
subsonic compressors. The method treats two types of blade interactions separately, namely the 
potential and wake interaction and provides a good theoretical base for future multi-bladerow case 
modelling. 
R. Amiet has published a simplified theory for evaluation of the reflection and transmission 
coefficients solely in 1971 [57]. This approach shows a good comparison with the semi-actuator disk 
model by Kaji & Okazaki for very long waves (wavelength-to-chord ratios 32 and above) which 
presumes that the blade chord length, as seen by the incoming wavefront, may be approximated to 
zero. The model is not suitable for shorter wavelengths and is thus limited, compared to the semi-
actuator disc theory. The theory presented by Amiet does not take into account the detailed blade 
geometry or varying radii. Wherever applicable, however, this theory provides desired results using 
much simpler methodology, providing the ability to obtain the reflection and transmission 
coefficients as simple functions of the input data in one single calculation. This is particularly useful 
for comparison and validation during the early development phases of the method, described in this 
research. 
In 1974 Amiet published another paper on transmission and reflection of sound by bladerows, this 
time with attention paid to the two-bladerow domains [58]. The described methodology, again, 
provides a very simple approach for evaluation of acoustic waves’ reflection and transmission by the 
domain consisting of two bladerows. The blade profiles are assumed flat, flow is assumed isentropic 
and the space between the bladerows is considered. The simplicity of the model, again, has its 
limitations thus it is applicable only to cases, then the incoming wavelength is much greater than the 
chord of either blades within the studied domain. The empty space between the blades is, however, 
considered to be of a comparable length with the incident wavelength and is varied in a parametric 
study. Amiet considers cases of both stationary and rotating bladerows and compares the results 
with his earlier published single-bladerow model, finding several inconsistencies. The publication 
results have been thoroughly studied and used for validation purposes for a multi-bladerow domain. 
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The inconsistencies found by Amiet have been reproduced and addressed with a reasonable 
explanation in Chapter 9. 
In 1977 N. A. Cumpsty and F. A. Marble presented the theory for the relations of entropy 
fluctuations with vorticity and acoustic waves in bladed passages [13]. The model accounts for the 
small perturbations in comparison with the steady pressure difference across the blade. The simple 
approach does not account for any phase shift as the waves pass through the cascade, thus also 
being suitable only for cases with incident waves having much longer wavelengths than the chord. 
No account for the blading details is taken, considering only the inlet and outlet flow directions, as 
well as the Mach numbers. Cumpsty & Marble, however, show a very good agreement with Kaji & 
Okazaki for the reflection and transmission coefficients of acoustic waves as functions of the wave 
incidence for longer wavelengths. 
The model presented by Kaji & Okazaki has been a very popular reference for the validation of many 
other published models on idealized example cases. One of the latest examples is the one-
dimensional linearized theory by M. Sajben and H. Said, presented in 2001 [62]. It considers not only 
the flow directions up- and downstream of the passage like most of the isentropic models, but also 
more complex blade geometry. The theory takes into account the annulus height change, as well as 
the total pressure losses and outlet flow deviation angle. However, this model is not able to handle 
travelling distortion patterns as input conditions and considers the 0ND cases only. The gas model is 
restricted to having constant properties, which results in approximate analytical formulae for 
calculating the acoustic reflection and transmission coefficients. Nevertheless, this is the only 
analytical model by far, that would calculate the blade forced response data considering the entropy 
rise due to the total pressure losses, thus the statements made by Sajben and Said were used for 
comparison for several unsteady simulations presented in this research. 
Other models, providing the idealized reflection and transmission evaluation methods are described 
by Pieter Jan Grooth in 1990 [30] and Sun et al in 2007 [61]. Pieter Jan Grooth presents a Master 
thesis, where the travelling wave reflection and transmission coefficients are presented as semi-
analytical relations for a given input conditions (frequency, nodal diameter pattern and steady flow 
quantities). The publication comprises only the simplest idealized cases (e.g. flat blades, isentropic 
flow) which are used for the validation of the model subject of this thesis. Sun et al concentrates 
their studies on the effect of the engine outlet guide vane on the aero-engine nacelle acoustic 
treatment. The published method models sound propagation through the lining sections and 
investigates the sound attenuation effects, however, also provides some reference results on 
idealized cases which are used for the validation purposes. 
In 1987 Whitehead [54] published an analytical 2D solution for the flat blade cascade forced 
response and flutter simulations. The blade is assumed to have zero camber and is represented as a 
series of vortices, thus providing the chord-wise distribution of unsteady flow quantities. Semi-
actuator disk methods are also used for evaluation of reflection and transmission coefficients as well 
as blade forcing for forced response and first-order vibration modes cases. The Fortran code LINSUB, 
based on this method, is capable to deliver the both distributed and integrated output data, where 
the latter is used as a reference for the validation of the presented model. Whitehead’s approach, 
when used for the “per-blade” flow quantities provides a quick solution on blade forcing and the 
amplitudes of the reflected and transmitted (emitted for flutter) waves. However, the approach is 
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applicable to the flat blades and considers the large wavelength-to-chord ratios on single bladerows 
only. A thorough comparison is performed between LINSUB and the current method for a variety of 
forced response and flutter cases and the advantages of both methods are listed in the discussion 
section. 
K. C. Hall and P. D. Silkowski have published a paper on the neighbouring blades influence on the 
unsteady aerodynamic cascade response [70]. This publication has been referred to in various works 
on the flutter numerical models development, especially due to the mechanism that is used for the 
representation of flutter circumferential periodicity. This method has been proven in the current 
research, however, an alternative and more complex method is suggested to be used instead and 
the discussion is provided in the Future Work section. 
A number of papers on unsteady flow modelling has been published by M. M. Logue and H. M. 
Atassi. In 2008 a publication on acoustic waves scattering by a rotor was made [67] that considers a 
3D model to examine the effects of the stator on incident acoustic modes scattering. The paper 
presents results for two different simulations – the full annulus and the narrow annulus, where the 
latter is used for comparison and validation within this research. In 2009 they have presented a 3D 
aerodynamic-aeroacoustic model with loaded blades, using the linearized Euler equations in the 
rotating frame of reference [66]. This publication examines the trapped modes capturing methods 
and also provides a good explanation of rotor frequency scattering which is applicable for 
simulations on multi-bladerow domains. 
As the presented method has minimal geometrical assumptions the empty space between the 
bladerows is never neglected. Several techniques have been analysed in order to obtain a proper 
evaluation of the inter-bladerow phase angle for the multi-bladerow unsteady analysis. One of the 
techniques studied was presented in 1991 by Gerolymos and Chapin [68] that provides a simple 
study of the chorochronic periodicity for arbitrary pitch ratios and velocity angles. 
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2.4 Survey Conclusions 
The previous works presented in this review serve as a strong theoretical and methodological base 
for choosing correct approaches when designing the unsteady models subject of this research. The 
review also provides the data for the results validation together with a broad discussion field. 
Several reviewed techniques have been chosen as a starting point for the unsteady model setup 
(such as the semi-actuator disk model, [59]). A thorough review of loss and deviation models has 
provided a package of correlations to be used for various steady and unsteady analyses. Moreover, 
the survey has revealed several interesting areas of research, such as investigation of the near-stall 
regions, loss- and deviation models impact on distortion transfer, real blade geometry unsteady 
analysis (flutter and forced-response) as well as non-uniform tip clearance modelling. 
The research attempts to provide a generic innovative approach for the propagation of arbitrarily-
patterned distortions along the single- and multi-bladerow domains. The flow distortions may be 
presented as boundary conditions for the forced response simulations, consequences of blade 
flutter of non-uniform annulus geometry. The model has a block structure, consisting of linearized 
gas relations that relate a state of gas to known changes in enthalpy, entropy and momentum. As 
the analysis considers small perturbations, a linearized approach becomes useful as any multiple 
sources of distortions may be superposed. 
As most of the previous low-fidelity models considered the blade geometry as nothing more than 
the flow vector change, a drastic improvement would be to use techniques representing detailed 
annulus and blade profile geometry instead. The presented model takes into account changes in 
area and radii across the blade cascade, thus being able to perform simulations on the non-uniform 
annuli. Blade geometry details, such as metal angles, solidity, thickness, camber height, etc. are 
calculated exactly given a blade geometry reference 3D object (or, alternatively, may be specified 
explicitly by user). The presented theory does not depend on any specific nature of the gas, thus 
being able to use gas models with varying properties. As previously mentioned, the model also 
includes a set of interchangeable loss- and deviation correlations that account for the total pressure 
loss across the blade and the corrected value of the Kutta-condition at the trailing edge. One of the 
main purposes of the presented approach is to capture the propagation of entropy, vorticity and 
acoustic waves across the bladed passage(s), taking into account the proper estimation of reflection 
and transmission coefficients, thus allowing a quick estimation of blade loading and effect on the 
passage flow induced by forced response or flutter. These analyses may be run in a parametric trade 
study, varying any input variable such as unsteady boundary conditions and/or geometry, providing 
valuable data for early-stage turbomachinery design. 
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3 Methods 
This chapter provides an insight about the nature of the solution methodologies and techniques 
used within this research. An overview of the steady version of the solver is provided, also 
incorporating the loss and deviation models theory. The section also shows the linearization of the 
solver and introduces the linearized relations as key blocks inside the solver’s structure. This is 
followed by an algebraic representation of the patterned flow distortions to represent forced 
response and flutter boundary conditions. Application of non-reflecting boundary conditions is 
described thoroughly, as well as their implementation for coupling several bladed passages for 
unsteady analysis. The section concludes with the representation of various flutter modes as well as 
the non-uniform tip clearance. 
3.1 Basic solver structure 
As has been mentioned previously, one of the primary goals of this research is to determine 
consistent approximations for steady and unsteady flows considering single- and multi-stage 
turbomachinery domains. This approximation falls within the family of approximations usually 
known as Mean Line solvers, as they state relations between mass averaged quantities at given 
stations along the flow path in the turbomachine annulus. The Mean Line solver technology has 
existed for many years and proven itself to be a quick and robust methodology within a number of 
limitations. This study aims to reduce the amount of limitations and extend the existing techniques, 
providing the ability to perform steady and unsteady simulations on a broader range of conditions 
flow- and geometry-wise 
3.1.1 Brief description of the algorithm 
The basic algorithm of the Mean Line solver implements solution of the integral form of the mass, 
angular momentum and enthalpy conservation equations. The flow path is subdivided in blocks. The 
blocks represent either blade-rows or gaps between them. Each block is given an independent 
computational model comprising the basic set of conservation equations as well as appropriate loss 
relations, see Figure 3-1. 
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Figure 3-1, Mean Line solver block structure 
All block models should have similar input/output interfaces. Every computational model, 
corresponding to a single block, includes the inlet-to-exit flow relations. These relations are going to 
be studied in-depth in a few pages, but it is important to notice that due to common input/output 
interfaces of the block, the computational models are interchangeable. Thus, a more sophisticated 
computational model (possibly including some sort of discretization along the block) may always be 
used, if needed. A very simple example of the single-stage case analysis setup for the Mean Line 
solver is shown in Figure 3-2. 
 
Figure 3-2, Single-stage Mean Line design, gAU3X 
Top part of the Figure 3-2 is a screenshot from the early version of the program graphical user 
interface (gAU3X). The diamond symbols on the line represent the block boundaries, or “stations” 
Block 1
Block type
(rotor/stator/gap)
Losses
Deviations
Computation 
model
Block 2
Block type
(rotor/stator/gap)
Losses
Deviations
Computation 
model
Block i
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and the spaces between them are the actual blocks themselves (the lower part of the figure shows a 
schematic illustration of the compressor stage). There are currently three main block types present 
in the Mean Line solver, namely Rotor block, Stator block and the Empty block (representing the gap 
between the blades). As the approach is object-oriented, a family of abstract classes is created and 
several child objects of the main Rotor, Stator and Empty blocks are derived, for the purpose of 
various analysis types. 
3.1.2 Linearized relations and steady-state calculation techniques 
The steady-state computations for both design and analysis modes start with the inlet station and 
proceed down the annulus block-wise. The flow conditions at the inlet boundary are provided, the 
rest of the solution is initialized using a set of reference data. At each block the flow quantities for 
the outlet station are obtained using a loop of Newton iterations. The computation is performed 
block-wise where the solution obtained at the outlet of the “𝑖”-th block is used as input for the 
“𝑖 + 1”-th block. 
 
Figure 3-3, Mean Line solver blockwise computation 
Depending on the block type, the details of the computation routines may vary (due to the rotors 
movement, for example) but the very basic thermodynamic relations used are very similar. 
The latest version of the solver is using a set of linearized gas relations which relate the states of gas 
at the inlet and outlet of the block to known changes in enthalpy, entropy and momentum.  
Considering the generic gas transformation, 𝐹𝑋(𝑞), with indexes “1” and “2” corresponding to the 
beginning and the end of the transformation, the following equation applies: 
𝐹𝑋(𝑞2) − 𝐹𝑋(𝑞1) = 0;     𝑞 = [𝑢𝑚 𝑢𝑡 𝑇 𝑃]𝑡   
Vector 𝐹𝑋  corresponds to a generic gas transformation and holds information about mass, 
momentum, enthalpy and entropy balances. For an ideal gas the relations between the states “1” 
and “2” can easily be inverted. However, for a gas with variable properties the solution is to be 
obtained numerically. The linearized form of the transformation can still be written, representing the 
change of the state of gas with respect to all other conditions, preserving the nature of the 
transformation. 
𝔄𝑋 𝑑𝑞 = 𝑑𝐹𝑋;    or   𝑑𝑞 = −𝔄𝑋−1𝑑𝐹𝑋  
In Mean Line solver each block is represented with the linearized relation, preserving continuity, 
momentum and energy. The simplest case to describe as an example would be the “lossless gap” 
between two blades. 
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𝐹𝐶 = �𝜌𝐴𝑢ℓ𝛼ℎ
𝑠
�;   𝔄𝐶  𝑑𝑞 = 𝑑𝐹𝐶  
where 
𝔄𝐶 =
⎣
⎢
⎢
⎢
⎢
⎢
⎡𝜌𝐴ℓ𝑚 𝜌𝐴ℓ𝑡 −
𝜌𝐴𝑢
𝑇
𝜌𝐴𝑢
𝑃
−
ℓ𝑡
𝑢
ℓ𝑚
𝑢
0 0
𝑢𝑚 𝑢𝑡 𝑐𝑝 00 0 𝑐𝑝
𝑇
−
ℛ
𝑃 ⎦
⎥
⎥
⎥
⎥
⎥
⎤
 
𝑞 = �𝑢𝑚𝑢𝑡ℎ
𝑠
�;   ℓ𝑚 = cos(𝛼) ;  ℓ𝑡 = sin(𝛼) ;  𝛼 = atan � 𝑢𝑡𝑢𝑚� 
In order to solve the continuity relation between two states (inlet and outlet of the block) the 
Jacobian matrix, 𝔄𝐶, needs to be inverted. Having obtained 𝔄𝐶−1 the solution for the outlet flow 
quantities can be obtained using a loop of Newton iterations. 
3.1.2.1 Analysis mode 
The loss models and deviation correlations used in the blocks representing physical blades are 
introduced as Schur complements. The governing matrix for calculating the outlet flow quantities for 
a stator block then becomes: 
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
0 00 0
𝔄𝐶,2 − 𝔄𝛿 0 0
−
𝜕𝑠
𝜕𝑇02
−
𝜕𝑠
𝜕𝑃02
𝜕ℎ0
𝜕𝑞2
−𝜕ℎ0
𝜕𝑇02
−𝜕ℎ0
𝜕𝑃02
𝜕𝑃𝑙𝑜𝑠𝑠
𝜕𝑞2
0 1 ⎦⎥⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
   
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑑𝑞2
𝑑𝑇0
𝑑𝑃0⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
=
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝜌𝐴2𝑢𝑚,2 − 𝜌𝐴1𝑢𝑚,1(𝑔2 + 𝛿) − 𝑔1
ℎ2 − ℎ1
𝑠2 − 𝑠02
ℎ2 − ℎ02
𝑃02 − 𝑃02,𝑖𝑖 + 𝑃𝑓𝑚𝑠𝑠 ⎦⎥⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
 
Where 𝔄𝛿 = �0 𝜕𝛿𝜕𝑞2 0 0�𝑡is the linearized relation for the flow deviation angle and 𝑃𝑓𝑚𝑠𝑠 is the 
loss in total pressure, formed by a sum of the component losses and defined as 
𝜔𝑝,𝑡𝑚𝑡𝑎𝑓 = 𝜔𝑝𝑟𝑚𝑓𝑓 + 𝜔𝑡𝑖𝑝𝑔𝑎𝑝 + 𝜔𝑠𝑐𝑛𝑖𝑟𝑦 
𝜔𝑝,𝑡𝑚𝑡𝑎𝑓 12𝜌𝑢12 = 𝑃02 − 𝑃02,𝑖𝑖 = 𝑃𝑓𝑚𝑠𝑠 
The relations for the rotor block are similar, however, the ideal outlet total pressure, 𝑃02,𝑖𝑖 should 
be treated separately. This is done through adding one more row and column in the Jacobian matrix  
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⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝔄𝑠𝑡𝑎𝑡𝑜𝑟
−1
𝜕𝑠2,𝑖𝑑
𝜕𝑇02 0 − 𝜕𝑠2,𝑖𝑑𝜕𝑃02,𝑖𝑑⎦⎥⎥
⎥
⎥
⎥
⎥
⎤
 
⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑑𝑞2,𝑠𝑡𝑎𝑡𝑚𝑟
𝑑𝑃0,𝑖𝑖 ⎦⎥
⎥
⎥
⎥
⎥
⎤
=
⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑅𝐻𝑆𝑠𝑡𝑎𝑡𝑚𝑟
𝑠2,𝑖𝑖 − 𝑠1 ⎦⎥
⎥
⎥
⎥
⎥
⎤
 
The reason for introducing the ideal total pressure is to be able to introduce the loss correlations 
based on total pressures and to use it for the entropy rise evaluation. 
𝐶𝑝
𝑇02
𝑑𝑇02 −
𝑅
𝑃02,𝑖𝑖 𝑑𝑃02,𝑖𝑖 − � 𝐶𝑝𝑇01 𝑑𝑇01 − 𝑅𝑃01 𝑑𝑃01� = 0 
As for the work done by the rotor, the rothalpy conservation relations are used instead of the 
enthalpy. To facilitate the explanation, one might say that the isentropic (e.g. lossless) 
computational model of rotor with the bladerow rotational speed set to zero would turn into the 
stator computational model. However, when considering the total pressure losses, different closures 
are to be used. Detailed information about the linearized relations may be found in Appendix C. 
3.1.2.2 Design mode 
The relations for the Design mode follow similar methodology. However, as the axial (or meridional) 
velocity distribution is one of the design conditions and its values are specified explicitly, the “core” 
continuity relation should be replaced with a hodograph one (see Appendix C). The continuity 
constraint is then added as a Schur complement, together with two additional rows and columns for 
inlet and outlet metal angles (that are parts of the design solution). 
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
0 0 0 0 00 0 0 0 0
𝔄𝐻 0 0 0 0 0
−
𝜕𝑠
𝜕𝑇02
−
𝜕𝑠
𝜕𝑃02
0 0 0
𝜕ℎ0
𝜕𝑞2
−𝜕ℎ0
𝜕𝑇02
−𝜕ℎ0
𝜕𝑃02
0 0 0
𝜕𝑃𝑙𝑜𝑠𝑠
𝜕𝑞2
0 1 −𝜕𝑃𝑙𝑜𝑠𝑠
𝜕𝐴2
−
𝜕𝑃𝑙𝑜𝑠𝑠
𝜕𝑔1
−
𝜕𝑃𝑙𝑜𝑠𝑠
𝜕𝑔2
𝜕(𝜌𝐴𝑢𝑚)
𝜕𝑞2
0 0 −𝜕(𝜌𝐴𝑢𝑚)
𝜕𝐴2
0 0
𝜕(𝛽1−𝑖𝑛𝑐)
𝜕𝑞2
0 0 −𝜕(𝛽1−𝑖𝑛𝑐)
𝜕𝐴2
−
𝜕(𝛽1−𝑖𝑛𝑐)
𝜕𝑔1
−
𝜕(𝛽1−𝑖𝑛𝑐)
𝜕𝑔2
𝜕(𝛽2−𝛿)
𝜕𝑞2
0 0 −𝜕(𝛽2−𝛿)
𝜕𝐴2
−
𝜕(𝛽2−𝛿)
𝜕𝑔1
−
𝜕(𝛽2−𝛿)
𝜕𝑔2 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
   
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑑𝒒2
𝑑𝑇0
𝑑𝑃0
𝑑𝐴2
𝑑𝑔1
𝑑𝑔2
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
=
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝑢𝑚,2 − 𝑢𝑚,𝑠𝑝𝑒𝑐
𝑢𝑡,2 − 𝑢𝑡,𝑠𝑝𝑒𝑐
ℎ2 − ℎ1
𝑠2 − 𝑠02
ℎ2 − ℎ02
𝑃02 − 𝑃02,𝑖𝑖 + 𝑃𝑓𝑚𝑠𝑠
𝜌2𝐴2𝑢𝑚,2 − 𝜌2𝐴2𝑢𝑚,1
𝛽1 − 𝑔1 − 𝑖𝑛𝑐
𝛽2 − 𝑔2 − 𝛿
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
 
 
The change between relations for the stator and rotor blocks for the design mode is similar to the 
one for analysis. An additional row and column are added to account for the ideal outlet total 
pressure. 
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⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
0 0 0 0 00 0 0 0 0
𝔄𝐻 0 0 0 0 0
−
𝜕𝑠
𝜕𝑇02
−
𝜕𝑠
𝜕𝑃02
0 0 0
𝜕ℎ0
𝜕𝑞2
−𝜕ℎ0
𝜕𝑇02
−𝜕ℎ0
𝜕𝑃02
0 0 0
𝜕𝑃𝑙𝑜𝑠𝑠
𝜕𝑞2
0 1 −1 −𝜕𝑃𝑙𝑜𝑠𝑠
𝜕𝐴2
−
𝜕𝑃𝑙𝑜𝑠𝑠
𝜕𝑔1
−
𝜕𝑃𝑙𝑜𝑠𝑠
𝜕𝑔2
𝜕𝑠2,𝑖𝑑
𝜕𝑇02
0 𝜕𝑠2,𝑖𝑑
𝜕𝑃02,𝑖𝑑 0 0 0
𝜕(𝜌𝐴𝑢𝑚)
𝜕𝑞2
0 0 −𝜕(𝜌𝐴𝑢𝑚)
𝜕𝐴2
0 0
𝜕(𝛽1−𝑖𝑛𝑐)
𝜕𝑞2
0 0 −𝜕(𝛽1−𝑖𝑛𝑐)
𝜕𝐴2
−
𝜕(𝛽1−𝑖𝑛𝑐)
𝜕𝑔1
−
𝜕(𝛽1−𝑖𝑛𝑐)
𝜕𝑔2
𝜕(𝛽2−𝛿)
𝜕𝑞2
0 0 −𝜕(𝛽2−𝛿)
𝜕𝐴2
−
𝜕(𝛽2−𝛿)
𝜕𝑔1
−
𝜕(𝛽2−𝛿)
𝜕𝑔2 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
   
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑑𝑞2
𝑑𝑇0
𝑑𝑃0
𝑑𝑃0,𝑖𝑖
𝑑𝐴2
𝑑𝑔1
𝑑𝑔2
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
=
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝑢𝑚,2 − 𝑢𝑚,𝑠𝑝𝑒𝑐
𝑢𝑡,2 − 𝑢𝑡,𝑠𝑝𝑒𝑐
ℎ2 − ℎ1
𝑠2 − 𝑠02
ℎ2 − ℎ02
𝑃02 − 𝑃02,𝑖𝑖 + 𝑃𝑓𝑚𝑠𝑠
𝑠2,𝑖𝑖 − 𝑠1
𝜌2𝐴2𝑢𝑚,2 − 𝜌2𝐴2𝑢𝑚,1
𝛽1 − 𝑔1 − 𝑖𝑛𝑐
𝛽2 − 𝑔2 − 𝛿
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
 
 
Where 
𝔄𝐻 =
⎣
⎢
⎢
⎢
⎡
ℓ𝑚 ℓ𝑡 0 0
−ℓ𝑡 ℓ𝑚 0 0
𝑢𝑚 𝑢𝑡 𝑐𝑝 00 0 𝑐𝑝
𝑇
−
ℛ
𝑃⎦
⎥
⎥
⎥
⎤ ;     𝐹𝐻 = �𝑢ℓ𝑢𝑡ℎ
𝑠
� ;     𝔄𝐻 𝑑𝑞 = 𝑑𝐹𝐻 
Design mode uses the same loss and deviation models as the Analysis mode. However, the profile 
loss component correlation used is slightly different. The model used in design mode delivers the 
minimum-loss incidence, 𝑖𝑛𝑐∗  , and the profile loss at that point, as well the optimal, design blade 
profile geometry that would provide minimal profile loss [41] 
All the loss and deviation correlations are linearized with respect to every input variable used. The 
correlations, their components and linearization techniques are discussed in detail in Appendix A. 
3.1.3 Basic runtime and architecture information 
The information about the block boundaries coordinates along the machine axis as well as the rest 
device information is read through a plugin at runtime. In most cases the relevant geometry 
information is extracted from the Virtual Engine database, but alternative sources can also be used. 
Normally the case is setup using the GUI and the studied domain may represent a single blade, 
stage, or several stages, forming a complete compressor or turbine unit. 
Each geometry unit may have a certain number of so called control points which coordinates can be 
manipulated through the GUI. This is especially useful during the design process, if one would like to 
modify the annulus stations coordinates or manipulate the blade profiles. The control points most 
commonly correspond to the stations, but also may be used for manipulating the bladerow profile 
geometry as an interpolatable object. The latter is going to be discussed in more detail in Appendix 
D. 
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The association between blocks and the corresponding models is established at the startup of the 
run and exploits the inheritance mechanisms of C++. Even if the external interfaces of all the block 
model objects is the same, since they all inherit from the same abstract class, the implementation of 
their methods varies according to the specific block they are meant to represent. 
All the necessary geometry data is handled in the input-plugin before commencing the computation. 
Once the geometry is read, all the curves (such as annulus hub and casing lines, blade section 
profiles, etc) are represented as interpolatable objects. This facilitates the calculation of the 
geometry parameters (such as metal angles, camber height, etc) needed for computation and 
enhances the calculation precision. A set of specific geometry manipulation tools has been derived 
to evaluate the most of the geometry data needed for the calculation with the highest precision. 
Thus, given an input file with blade geometry and span-wise and chord-wise fractions the data is 
calculated in the realtime and stored in memory. The plugin then delivers all the calculated 
geometry variables to the blocks and their computational models. 
The Design mode of the solver takes the design parameters (work done, air turning angles, 
meridional velocities etc.) and overall annulus information as input. The output data are ready-to-
use blade passage geometries together with the steady-state flow conditions. The Analysis mode 
needs the ready-to-use geometry (normally, but not necessarily, obtained from the geometry 
database) and the flow quantities at the inlet. After the computation, the flow quantities are 
evaluated at every station of the Mean Line domain studied. 
The model includes a set of semi-empirical closures for calculating total pressure losses and it is up 
to the user to decide which loss correlation should be used, or if any correlation should be used at 
all. The set of models available accounts for profile, secondary, and tip clearance total pressure 
losses, as well as the correlation for blade outlet flow angle deviation. The loss correlations and their 
implementation are discussed in further sections. 
3.2 Non-reflecting boundary conditions and wavenumbers 
When a numerical solution is obtained on a truncated domain, it is necessary to choose appropriate 
boundary conditions, which would prevent any non-physical reflection of outgoing waves (e.g. 
radiated waves for Flutter or reflected and transmitted waves for the Forced Response cases). 
Solving Euler equations for unsteady flows, the appropriate boundary conditions can be established 
using the hyperbolic characteristic theory.  
We start from the linearized unsteady two-dimensional Euler equations. 
𝜕𝒒
𝜕𝑡
= −[𝑨]𝜕𝒒
𝜕𝑥
− [𝑩]𝜕𝒒
𝜕𝑦
 
[𝑨] =
⎣
⎢
⎢
⎡
𝑣𝑛 𝜌
𝑣𝑛 1/𝜌
𝑣𝑛
𝜌𝑎2 𝑣𝑛 ⎦
⎥
⎥
⎤
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[𝑩] =
⎣
⎢
⎢
⎡
𝑣𝑡 𝜌
𝑣𝑡
𝑣𝑡 1/𝜌
𝜌𝑎2 𝑣𝑡 ⎦
⎥
⎥
⎤
 
Where 𝑦 = 𝜃𝑟 and 𝒒 = [𝜌 𝑣𝑛 𝑣𝑡 𝑇]𝑇, corresponding to the “small perturbations” of the gas 
variables. 
If one assumes a travelling wave solution, such as 𝒒 = 𝒒� 𝑒𝑖(𝑘𝑥+𝑓𝑦−𝜔𝑡), with a specified 𝜔, �𝑟𝑎𝑖
𝑠
� and 
𝑙 = 𝑁𝐷
𝑟
, �𝑟𝑎𝑖
𝑠
�, the tangential wavelength (in metres) is again obtained as 𝜆 = 2𝜋𝑟
𝑁𝐷
.  
Substituting this into linearized equation gives the dispersion relation: (−𝜔[𝑰] + 𝑘[𝑨] + 𝑙[𝑩]) 𝒒 = 0 det(−𝜔[𝑰] + 𝑘[𝑨] + 𝑙[𝑩]) = 0 
Now, in order to be able to specify the boundary conditions properly, it is important to find the right 
eigenvalues and eigenvectors that would represent characteristics of right- and left-propagating 
waves. 
Start by obtaining the eigenvalues det(−𝜔[𝑰] + 𝑘[𝑨] + 𝑙[𝑩])
= det
⎝
⎜
⎜
⎜
⎛
𝑘𝑣𝑛 − 𝑙𝑣𝑡 − 𝜔 𝑘𝜌 𝑙𝜌 00 𝑘𝑣𝑛 − 𝑙𝑣𝑡 − 𝜔 0 𝑘𝜌0 0 𝑘𝑣𝑛 − 𝑙𝑣𝑡 − 𝜔 𝑙𝜌0 𝑘𝜌𝑎2 𝑙𝜌𝑎2 𝑘𝑣𝑛 − 𝑙𝑣𝑡 − 𝜔⎠⎟
⎟
⎟
⎞ = 0 
Thus 
𝑘1 = 𝑘2 = 𝜔 − 𝑣𝑡𝑙𝑢  
𝑘3 = (𝜔 − 𝑣𝑡𝑙)�−𝑣𝑛 + 𝑎√𝑠�𝑎2 − 𝑣𝑛2  
𝑘4 = (𝜔 − 𝑣𝑡𝑙)�−𝑣𝑛 − 𝑎√𝑠�𝑎2 − 𝑣𝑛2  
Where 𝑠 = (𝜔 − 𝑣𝑡𝑙)2 − 𝑙2(𝑎2 − 𝑣𝑛2) and is the determinant for the cut-off criterion. Eigenvalues 
𝑘1−4 correspond to the axial wavenumbers of the four waves – Entropy, Vorticity and two acoustic 
waves. If 𝜔 and 𝑙 are specified in such combination that 𝑠 < 0, third and fourth eigenvalues become 
complex and the acoustic modes become decaying, while for positive 𝑠 the acoustic modes are 
propagating freely and their longitudinal wavenumbers are real. 
Now the appropriate right- and left eigenvectors should be obtained. Consider discretization in x-
direction, still assuming a travelling wave solution of the form 𝒒 = 𝒒� 𝑒𝑖(𝑘𝑥+𝑓𝑦−𝜔𝑡): 
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𝜕𝒒
𝜕𝑡
= −[𝑨]𝜕𝒒
𝜕𝑥
− [𝑩]𝜕𝒒
𝜕𝑦
  =>   𝑖(𝜔[𝑰] − 𝑙[𝑩])𝒒 = [𝑨]𝜕𝒒
𝜕𝑥
 
𝜕𝒒
𝜕𝑥
= 𝑖�𝜔[𝑨−1] − 𝑙�𝑨−𝟏�[𝑩]� 𝒒 
det ��𝜔[𝑨−1] − 𝑙�𝑨−𝟏�[𝑩]� − 𝑘[𝑰]� = 0 
Finding eigenvalues 𝑘𝑗 for this system would result in exactly the same four eigenvalues. However, if 
one would now obtain the eigenvectors for this system, the left eigenvectors, 𝑳𝑗 , would be 
orthogonal for each of the right eigenvectors, 𝑹𝑗, with the same 𝜔 and 𝑙 and different 𝑘. 
The Left- and Right eigenvectors for all four characteristics follow. 
𝑹1 = �1000� ;    𝑹2 =
⎣
⎢
⎢
⎢
⎢
⎡
0
𝑙
𝐾2
 
−
𝑘2
𝐾20 ⎦⎥⎥
⎥
⎥
⎤ ;    𝑹3 =
⎣
⎢
⎢
⎢
⎢
⎡
𝜌
𝑎�
𝑘3 κ3�
𝑙 κ3�
𝜌𝑎 ⎦
⎥
⎥
⎥
⎥
⎤ ;    𝑹4 =
⎣
⎢
⎢
⎢
⎡
𝜌
𝑎�
𝑘4 κ4�
𝑙 κ4�
𝜌𝑎 ⎦
⎥
⎥
⎥
⎤
 
𝑳1 = �𝑣𝑛 0 0 −𝑣𝑛𝑎2� 
𝑳2 = �0 𝑣𝑛 𝑙𝐾2 −𝑣𝑛 𝑘2𝐾2 1𝜌 𝑙𝐾2� 
𝑳3 = �0 𝜔 − 𝑣𝑡𝑙κ3 𝑣𝑛 𝑙κ3 𝑣𝑛𝜌𝑎� 
𝑳4 = �0 𝜔 − 𝑣𝑡𝑙κ4 𝑣𝑛 𝑙κ4 𝑣𝑛𝜌𝑎� 
Where 
𝐾2 = �𝑘22 + 𝑙2;      κ3 = 𝜔 − 𝑣𝑡𝑙 − 𝑣𝑛𝑘3𝑎 ;      κ4 = 𝜔 − 𝑣𝑡𝑙 − 𝑣𝑛𝑘4𝑎  
Orthogonality check shows that  
𝑳𝑖𝑹𝑗 = 0           for 𝑖 ≠ 𝑗 
And 
𝑳𝑖𝑹𝑖 = 𝑑𝑖  
In order to obtain the relation [𝑳][𝑹] = 𝑰, the left eigenvectors should be normalized by 𝑑𝑖. For the 
full derivation procedure of left eigenvectors, see Appendix B. 
Thus, the right and left eigenvectors are obtained. The Right eigenvectors provide the physical 
meaning of the perturbations in gas quantities, induced by a respective wave, propagating through 
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the gas, while the Left eigenvectors provide the changes in characteristic variables, corresponding to 
entropy, vorticity and acoustic waves. 
The implementation of the Right and Left eigenvectors into the system is very important. The Left 
eigenvectors provide the changes in characteristic variables, and the Right ones provide changes in 
primitive variables. Thus, 𝑳1 and 𝑹1 correspond to the changes due to the Entropy wave and the 
flow quantities due to this wave, 𝑳2 and 𝑹2 correspond to the Vorticity wave in the same manner 
and the same applies to the 𝑳3,4 and 𝑹3,4 and downstream- and upstream-propagating acoustic 
waves respectively. However, as the vorticity should follow the gradient of the axial velocity, its 
phase should have a 𝜋/2 phase lag compared to the acoustic waves. This is achieved through 
appropriate manipulation of the real and imaginary parts of the 𝑹2 and 𝑳2. 
𝑹�2 = � 0 1−1 0� �𝑅𝑒(𝑹2)𝐼𝑚(𝑹2)� ;        𝑳�2 = � 0 1−1 0� �𝑅𝑒(𝑳2)𝐼𝑚(𝑳2)� 
 
Now, let us examine the eigenvalues closely. Consider an arbitrary wave travelling “forward” in a 
chosen coordinate system at an angle 𝑖𝑓 between the axial direction and normal to the wavefronts, 
with an arbitrary frequency 𝑓 and wavenumber 𝐾 (Figure 3-4). 
 
Figure 3-4, an arbitrary wave in two-dimensional space 
The wavenumber 𝐾 may be split into its axial and tangential component, for convenience, so that 
𝐾 = �𝐾𝑥2 + 𝐾𝑦2 
And axial and tangential wavelengths are calculated accordingly, 
𝜆𝑥 = 1𝐾𝑥 ;      𝜆𝑦 = 1𝐾𝑦 
The same approach may be used for the wave, approaching a bladed cascade. Tangential coordinate 
is now 𝑟𝜃 instead of  𝑦 and is periodic between 0𝑟 and 2𝜋𝑟. The tangential wavenumber is now a 
function of number of nodal diameters of the wave pattern, as 
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𝜆𝜃 = 2𝜋𝑟𝑁𝐷 ;      𝑙 = 2𝜋𝜆𝜃  
→        𝑙 = 𝑁𝐷
𝑟
 
As has been shown a few pages earlier, for a non-zero-𝑁𝐷 case the axial wavenumbers are functions 
of 𝑙. Thus, a harmonic wave, approaching a bladed cascade with the angular frequency 𝜔 and 
forming 𝑁𝐷 nodes across the circumference may be easily represented through explicit definition of 
the axial and tangential wavenumbers, providing the wave incidence angle 𝑖𝑓𝑗;   𝑗 = [1. .4]. 
 
Figure 3-5, two-dimensional x-r𝜽 representation of the waves 
Where 𝑘𝑗 is the axial wavenumber, corresponding to the respective wave (entropy, vorticity or 
acoustic), 𝐾𝑗 = �𝑘𝑗2 + 𝑙2 is the incident wavenumber and 𝑖𝑓,𝑗 would be the incidence angle of the 
wave 𝑗. 
Having obtained axial wavenumbers and proper right and left eigenvectors, the one-dimensional 
unsteady flow may be represented, choosing appropriate conditions at the block boundaries. For 
example, a forced response case study with a downstream-going entropy wave hitting the blade is 
represented, providing the amplitude, frequency and circumferential pattern (ND) for the incident 
wave and setting rest of the right-going characteristics upstream of the blade and left-going acoustic 
wave downstream to zero. A more detailed description follows. 
3.3 Zero-chord blade model 
The method used for obtaining a two-dimensional solution along a streamline is based on the exact 
linearization of the algebraic relations. This approach is applicable for the Mean Line solver or, 
alternatively, may be used in an iterative manner in the higher fidelity models such as through flow 
solver. The relations may be used both for obtaining the steady-state solution and for evaluating the 
slopes of the characteristics about a provided (or previously calculated) steady-state point. 
Geometry implementation used within the model is extracted from the broader, object-oriented 
system for engine design and analysis on multiple fidelity levels, also known as Virtual Engine. 
First the simplest version of the blade model is introduced. The blade is represented as a semi-
impermeable barrier where no account is taken for the cascade impedance and the chord length. 
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This approach is simple, yet quite accurate for running cases with incoming waves having 
wavelength much greater than the chord. The flow is represented in two dimensions (axial and 
tangential) thus a maximum of four characteristics are possible – Entropy, Vorticity and two Acoustic 
waves. This approach has been implemented by Cumpsty and Marble [13] to model a blade cascade 
using an actuator disk theory, which provides good results applying the assumptions above. 
First, a steady-state is obtained around the cascade, so that both upstream and downstream flow 
quantities are known. Then, an arbitrary incident travelling wave is applied as a boundary condition 
(or alternatively – a blade flutter pattern, which is going to be discussed further) and the waves, 
emitted by the cascade are obtained as the result. 
For a uniform two-dimensional subsonic flow in the axial direction one may have three incident 
waves coming towards the blade from upstream (entropy, vorticity and acoustic) and one incident 
wave coming from downstream (acoustic). The same goes for the emitted waves – one has a 
(reflected) acoustic wave, travelling upstream and three waves travelling downstream, emitted by 
the blade. 
 
Figure 3-6, Boundary Conditions (black) and emitted waves from the blade (red) 
Using the linearized relations, describing changes of the gas state with respect to the changes in 
Enthalpy, Entropy and Momentum (in both axial and tangential directions), one has the following 
system to solve for the unknown, emitted, characteristics: [𝔐][𝔳] = [ℜ] 
where [𝔐] is the governing matrix, [𝔳] is an unknown variable vector and [ℜ] is a boundary 
conditions vector. An example of the system for zero-chord case with no cascade impedance is 
presented below. 
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Figure 3-7, a basic representation of the solution 
The 4x4 matrix 𝑨𝑐 contains four rows, corresponding to changes of the mass flow, flow angle, 
enthalpy and entropy due to the changes in flow variables, 𝒒. The system displayed in Figure 3-7 also 
implements loss- and deviation models. The equations, forming the system in Figure 3-7 are 
explained below. 
Let us consider a blade cascade of 𝑁𝑏 blades, sitting on a disk with a radius 𝑟𝑖, Figure 3-8. Now, let us 
study the mid-span section of the blades. The LE and TE points are then situated at 𝑟1 and 𝑟2 
(numbers “1” and “2” further refer to the positions of the blade leading- and trailing edges 
respectively). 
Assume an arbitrary incident travelling wave  
𝑤 = 𝑤�𝑒𝑖�𝑘𝑗𝑥+𝑓𝜃−𝜔𝑡� 
with 𝜔, �𝑟𝑎𝑖
𝑠
� as angular frequency,  𝑘𝑗, �𝑟𝑎𝑖𝑚 � as an axial wavenumber for the wave 𝑗 respectively and 
𝑙 as tangential wavenumber.  
The units for the tangential wavenumber are � 1
𝑚
� if the tangential coordinate is in radians and goes 
between 0 and 2𝜋. However, it is more convenient to have the tangential coordinate in metres (𝑎𝑛𝑔𝑙𝑒 ∗ 𝑟𝑎𝑑𝑖𝑢𝑠) and thus having same units for axial and tangential wavenumbers, �𝑟𝑎𝑖
𝑚
�. The 
wavelength (in metres) is then obtained as 𝜆𝑓 = 2𝜋𝑟𝑁𝐷 .  
The boundary conditions for the Forced Response cases are set up separating the waves into the 
incoming and outgoing modes. The axial wavenumbers, 𝑘𝑗 , are obtained for the four waves 
upstream and downstream of the blade.  
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Figure 3-8, basic nomenclature for a rotating cascade vibration pattern 
As the radius may vary along the turbomachinery annulus, it is decided to use the meridional 
coordinate for the blade cross-section-wise calculations instead of axial, where 𝑑𝑚 = √𝑑𝑥2 + 𝑑𝑟2. 
Thus, meridional velocity is used instead of axial, which is 𝑢𝑚 = �𝑢𝑚2 + 𝑢𝑟2. 
Now, the variables entering the system in Figure 3-7 are the primitive variable vector 𝒒 , 
characteristic variable vector 𝒘 and Jacobian matrix 𝑨𝑐. 
The model has a blockwise structure, where every block represents either a bladed passage (rotor or 
stator) or the empty duct. The calculations are performed at the block boundaries, where the 
directions of the normal and tangent vectors to the cascade (or block) planes are taken into account. 
The normal vector is, for most of the cases, parallel to the meridional direction, but may take any 
arbitrary value. The velocities, participating in the calculations, are needed to be corrected 
accordingly: 
𝑢𝑛 = [𝑢𝑚 𝑢𝜃][𝒏] 
𝑢𝑡 = [𝑢𝑚 𝑢𝜃][𝒕] 
𝑣𝑛 = 𝑢𝑛 − 𝑈𝑚;    𝑣𝑡 = 𝑢𝜃 − 𝑈𝜃  
Where 𝑈𝑚 and 𝑈𝜃  are the cascade velocities in the normal and tangential directions respectively 
(the former normally equals zero, but its derivative may take non-zero values in the flutter cases, 
Figure 3-9). 
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Figure 3-9, schematic representation of the cascade movement and normal and tangential vectors to its planes 
Now, the equations that form the matrix [𝔐] in Figure 3-7 become: 
𝑑𝒒 = �𝑑𝑢𝑚𝑑𝑢𝜃
𝑑𝑇
𝑑𝑃
� = [𝑹]
⎣
⎢
⎢
⎡
𝑑𝑤1
+
𝑑𝑤2
+
𝑑𝑤3
+
𝑑𝑤4
−⎦
⎥
⎥
⎤ ;               𝑨𝑐 =
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝜕(𝜌𝐴𝑣𝑛)
𝜕𝒒�
𝜕𝛼
𝜕𝒒�
𝜕𝑠
𝜕𝒒�
𝜕ℎ𝑟
𝜕𝒒�
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
 
[𝑹]
⎣
⎢
⎢
⎢
⎡
𝑘1
+
𝑘2
+
𝑘3
+
𝑘4
−⎦
⎥
⎥
⎥
⎤ [𝑳] = 𝑨 =
=
⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑘𝑣𝑛 − 𝑙𝑣𝑡 − 𝜔 𝑘𝜌 𝑙𝜌 00 𝑘𝑣𝑛 − 𝑙𝑣𝑡 − 𝜔 0 𝑘 1𝜌0 0 𝑘𝑣𝑛 − 𝑙𝑣𝑡 − 𝜔 𝑙 1𝜌0 𝑘𝜌𝑎2 𝑙𝜌𝑎2 𝑘𝑣𝑛 − 𝑙𝑣𝑡 − 𝜔⎦⎥⎥
⎥
⎥
⎥
⎤ 
Where is ℎ𝑟 is rothalpy and 𝑣𝑛 and 𝑣𝑡 are the relative velocities normal and tangent to the cascade 
plane and  [𝑹] and [𝑳] are matrices, containing Right and Left eigenvectors for the dispersion 
relation matrix. 
ℎ𝑟 = ℎ − 𝑈𝑡𝑢𝑡 − 𝑈𝑚𝑢𝑛 
𝑢𝑛 = [𝑢𝑚 𝑢𝜃][𝒏] 
𝑢𝑡 = [𝑢𝑚 𝑢𝜃][𝒕] 
𝑣𝑛 = 𝑢𝑛 − 𝑈𝑚;    𝑣𝑡 = 𝑢𝜃 − 𝑈𝜃  
𝛼 = atan �𝑣𝑡
𝑣𝑛
� 
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Total pressure loss and outlet flow angle deviation correlations (Appendix A) are also included in 
matrix [𝔐], which is why the vector [𝔳] needs to be extended with total and ideal gas quantities at 
both inlet and outlet stations. Thus, the matrix [𝔐] consists of the following governing equations 
(with 𝑅𝐻𝑆 set to zero for the forced-response cases): 
Mass and momentum and enthalpy conservation 
𝜌2𝐴2𝑛2 𝑑𝑢𝑚,2 + 𝜌2𝐴2𝑡2 𝑑𝑢𝜃,2 − 𝜌𝐴2𝑣𝑛,2𝑇2 𝑑𝑇2 + 𝜌𝐴2𝑣𝑛,2𝑃2 𝑑𝑃2
− �𝜌1𝐴1𝑛1 𝑑𝑢𝑚,1 + 𝜌1𝐴1𝑡1 𝑑𝑢𝜃,1 − 𝜌𝐴1𝑣𝑛,1𝑇1 𝑑𝑇1 + 𝜌𝐴1𝑣𝑛,1𝑃1 𝑑𝑃1� = 0 
𝜕𝛼
𝜕𝑣𝑛,2 𝑑𝑣𝑛,2 + 𝜕𝛼𝜕𝑣𝑡,2 𝑑𝑣𝑡,2 − (0) = 𝜕𝛿𝜕𝒒1 𝑑𝒒1 + 𝜕𝛿𝜕𝒒2 𝑑𝒒2 
𝑢𝑚,2𝑑𝑢𝑚,2 + �𝑢𝜃,2 − 𝑈𝜃�𝑑𝑢𝜃,2 + 𝐶𝑝𝑑𝑇2 − �𝑢𝑚,1𝑑𝑢𝑚,1 + 𝑢𝜃,1𝑑𝑢𝜃,1 + 𝐶𝑝𝑑𝑇1� = 0 
Entropy conservation through the ideal total variables 
𝐶𝑝
𝑇02
𝑑𝑇02 −
𝑅
𝑃02,𝑖𝑖 𝑑𝑃02,𝑖𝑖 − � 𝐶𝑝𝑇01 𝑑𝑇01 − 𝑅𝑃01 𝑑𝑃01� = 0 
Linking the total and static variables through the entropy and enthalpy conservation at respective 
station 
𝐶𝑝
𝑇2
𝑑𝑇2 −
𝑅
𝑃2
𝑑𝑃2 − �
𝐶𝑝
𝑇02
𝑑𝑇02 −
𝑅
𝑃02
𝑑𝑃02� = 0 
𝐶𝑝
𝑇1
𝑑𝑇1 −
𝑅
𝑃1
𝑑𝑃1 − �
𝐶𝑝
𝑇01
𝑑𝑇01 −
𝑅
𝑃01
𝑑𝑃01� = 0 
𝑢𝑚,2𝑑𝑢𝑚,2 + 𝑢𝜃,2𝑑𝑢𝜃,2 + 𝐶𝑝𝑑𝑇2 − �𝐶𝑝𝑑𝑇02� = 0 
𝑢𝑚,1𝑑𝑢𝑚,1 + 𝑢𝜃,1𝑑𝑢𝜃,1 + 𝐶𝑝𝑑𝑇1 − �𝐶𝑝𝑑𝑇01� = 0 
Loss of total pressure 
𝑑𝑃02,𝑖𝑖 − �𝜕Δ𝑃0𝜕𝒒2 𝑑𝒒1 + 𝜕Δ𝑃0𝜕𝒒1 𝑑𝒒1 + 𝑑𝑃02� = 0 
Where 𝑃02,𝑖𝑖,𝑟𝑚𝑡𝑚𝑟 corresponds to the isentropic total pressure rise and 𝑃02,𝑖𝑖,𝑠𝑡𝑎𝑡𝑚𝑟 = 𝑃01,𝑠𝑡𝑎𝑡𝑚𝑟. 
When the system is set up, it is applicable for cases with incoming wave wavelength much greater 
than the blade chord. 
3.4 Cascade impedance (finite chord) 
In order to account for the cascade impedance, the following assumptions about the cascade are 
made: 
- Mass flow and total enthalpy are conserved at the leading- and trailing edges 
- Flow direction at the trailing edge is determined by the Kutta-condition 
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- The flow inside the cascade is assumed to be one-dimensional, or channel-flow 
The conservation of enthalpy and mass flow at the leading edge, as described by Kaji & Okazaki [59] 
for the flat cascade yields: 
𝜌1𝑑𝑣𝑛,1 + 𝑣𝑛,1𝑑𝜌1 = �𝜌2𝑑𝑢𝑐ℎ,2 + 𝑢𝑐ℎ,2𝑑𝜌2�cos (𝛾) 
𝑑𝜌1
𝜌1
+ 𝑣𝑛,1𝑑𝑣𝑛,1 + 𝑣𝑡,1𝑑𝑣𝑡,1 = 𝑑𝜌2𝜌2 + 𝑢𝑐ℎ,2𝑑𝑢𝑐ℎ,2 
Where 𝛾 is the stagger angle of the flat blade cascade, 𝑢𝑐ℎ is the flow velocity in the chord-wise 
direction and indexes 0 and 1 refer to the positions upstream of the blade and the leading edge. 
Thus, an unsteady pressure coefficient singularity point is located at the leading edge. In case of non-
zero flow incidence, an isentropic flow turning at the leading edge is assumed. The way this is 
applied in the current model is described below. 
3.4.1 Step-by-step model setup 
The model is set up assuming that the flow inside the bladed passage is fully one-dimensional (and 
thus not having any vorticity wave inside). A digression from the “global” indexing system (where “1” 
and “2” refer to the block inlet and outlet stations) is made to facilitate the explanation of the setup. 
The Figure 3-10 explains the chain of the relations representing the bladed passage more 
thoroughly. The main interest lies in obtaining a system, that would relate the very inlet and outlet 
stations, here “𝑖” and “𝑣”, that are situated immediately up- and downstream of the blade row (and 
normally are referred to as “0” and “1”). The stations “𝑖𝑖” and “𝑖𝑣” are situated right on the leading- 
and trailing edges and represent the boundaries of the bladed passage channel. 
 
Figure 3-10, simplified channel flow representation inside the bladed passage 
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3.4.2 Equations 
Starting with a station 𝑖, the relations between the stations 𝑖 and 𝑖𝑖 should satisfy enthalpy and mass 
conservation. 
𝜌𝑖𝑑𝑣𝑛,𝑖 + 𝑣𝑛,𝑖𝑑𝜌𝑖 = �𝜌𝑖𝑖𝑑𝑢𝑐ℎ,𝑖𝑖 + 𝑢𝑐ℎ,𝑖𝑖𝑑𝜌𝑖𝑖�cos (𝛾) 
𝑑𝜌𝑖
𝜌𝑖
+ 𝑣𝑛,𝑖𝑑𝑣𝑛,𝑖 + 𝑣𝑡,𝑖𝑑𝑣𝑡,𝑖 = 𝑑𝜌𝑖𝑖𝜌𝑖𝑖 + 𝑢𝑐ℎ,𝑖𝑖𝑑𝑢𝑐ℎ,𝑖𝑖  
However, to facilitate the application of proper boundary conditions, the perturbation vectors at 
each station are used in characteristic form. Thus, a conversion between primitive and characteristic 
variables is performed, using Left and Right eigenvector matrices.  
𝑑𝒒 = [𝑹]𝑑𝒘;        𝑑𝒘 = [𝑳]𝑑𝒒 
𝒒 = [𝜌 𝑢𝑚 𝑢𝜃 𝑇]𝑇;        𝒘 = [𝑤1 𝑤2 𝑤3 𝑤4]𝑇 
with 𝑤1−4 corresponding to entropy, vorticity and two acoustic waves. 
 
A more detailed description of leading edge relations follows. Let us consider an arbitrary 
downstream-going wave. The characteristic variables for this wave are obtained at a position “𝑖”, 
just upstream of the blade, as boundary conditions. 
Knowing 𝑑𝒘𝑖 and, thus, 𝑑𝒒𝑖, one may easily obtain the 𝑑𝑅𝐻𝑆 vector, corresponding to the change 
in mass flow, flow angle, enthalpy and entropy due to the incident wave. These changes are 
calculated in the cascade plane at station “𝑖”, which is orthogonal to the axial direction, so that the 
appropriate vectors 𝒏 and 𝒕 are used. 
[𝑨𝑖] 𝑑𝒒𝑖 = 𝑑𝑅𝐻𝑆𝑖;        [𝑨𝑖] = 𝑓(𝒒𝑖,𝒏𝑖, 𝒕𝑖,𝐴𝑖);      [𝑨𝑖] =
⎣
⎢
⎢
⎢
⎢
⎡
𝜕?̇?
𝜕𝒒00
𝜕ℎ
𝜕𝒒 ⎦
⎥
⎥
⎥
⎥
⎤
 
As the flow inside the cascade is considered to be a channel flow, the mass flow, enthalpy and 
entropy perturbations at the leading edge (station “𝑖𝑖”) should be the same as upstream, however, 
there should be no perturbation in the flow angle 
𝑑𝑅𝐻𝑆𝑖𝑖 = 𝑑𝑅𝐻𝑆𝑖;     𝜕𝛼𝜕𝒒𝑖 = 0 
For a generic blade with non-zero camber angle, the flow angle will not be the same throughout the 
cascade. As a first approximation, the passage between the blades is considered to be a straight duct 
with the slope of the mean line equal to the stagger of the blade. The gas steady-state quantities at 
the mid-point (station “𝑖𝑖𝑖”) are calculated, assuming conservation of the mass, enthalpy and zero 
entropy rise for future use in the left-and right eigenvectors. 
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Having accessible the changes of the mass flow, enthalpy and entropy at the leading edge (station 
“𝑖𝑖”), the perturbations in flow quantities may now be obtained, calculated in the chord-wise 
direction, which is assumed to be equal to the blade stagger throughout the passage. 
𝒏𝑖𝑖 = 𝒏𝑖𝑖𝑖 = 𝒏𝑖𝜌;        𝒕𝑖𝑖 = 𝒕𝑖𝑖𝑖 = 𝒕𝑖𝜌 
And 
𝒒𝑖𝑖 = 𝒒𝑖𝑖𝑖 = 𝒒𝑖𝜌;        𝑨𝑖𝑖 = 𝑨𝑖𝑖𝑖 = 𝑨𝑖𝜌 
As the flow inside the passage is assumed one-dimensional, the primitive variable vector 𝒒 and the 
characteristic variable vector 𝒘 would have only three variables each: 
𝒒 = [𝜌 𝑢𝑐ℎ 𝑇]𝑇 
𝒘 = [𝑤1 𝑤2 𝑤3]𝑇 
Where 𝑢𝑐ℎ is the flow velocity in the chord-wise direction and 𝑤1−3 correspond to the entropy and 
two acoustic waves, as the vorticity wave is not present inside the channel. 
𝑑𝒒𝑖𝑖 = �𝑨𝑖𝑖−1�𝑑𝑅𝐻𝑆𝑖𝑖;        𝑨𝑖𝑖 = 𝑓(𝒒𝑖𝑖,𝒏𝑖𝑖, 𝒕𝑖𝑖,𝐴𝑖𝑖);        𝑨𝑖𝑖 =
⎣
⎢
⎢
⎢
⎡
𝜕?̇?
𝜕𝒒0
𝜕ℎ
𝜕𝒒 ⎦
⎥
⎥
⎥
⎤
 
𝑑𝒘𝑖𝑖 = [𝑳𝑖𝑖]𝑑𝒒𝑖𝑖  
Once the perturbations of the characteristics are obtained at the leading edge, the delay may be 
applied. The three-dimensional delay-matrix, [𝑫𝟑], is set up in the following way. 
The flow inside the bladed passage is considered to be one-dimensional and the waves are 
expressed as 
𝑤 = 𝑤1𝐷 𝑒𝑖𝑓𝑟𝜃 = 𝑤�𝑒𝑖�𝑘3𝑐ℎ,𝑗𝜉−𝜔𝑡� 𝑒𝑖𝑓𝑟𝜃;         𝜕𝒒𝜕𝑡 = −[𝑨]𝜕𝒒𝜕𝑥 
−𝑖𝜔𝒒 = −[𝑨]𝜕𝒒
𝜕𝑥
;        𝒘𝑖𝜌 = 𝒘𝑖𝑖𝑒𝑖𝜔 ∫ �𝑘3𝑐ℎ,𝒋−1 �𝑖𝜉𝑖𝑣𝑖𝑖  
Or rather 
𝑒𝑖𝑓𝑟𝜃𝑖𝑣𝒘1𝐷,𝑖𝜌 = 𝑒𝑖𝑓𝑟𝜃𝑖𝑖𝒘1𝐷,𝑖𝑖𝑒𝑖𝜔∫ �𝑘3𝑐ℎ,𝒋−1 �𝑖𝜉𝑖𝑣𝑖𝑖  
Thus 
𝒘1𝐷,𝑖𝜌 ≅ 𝑒−𝑖𝑓Δ(r𝜃)𝒘1𝐷,𝑖𝑖𝑒𝑖𝜔�𝑘3𝑐ℎ,𝒋−1 �𝑎𝑣𝑐 
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In matrix form the delay relations become 
𝑑𝒘𝑖𝜌 = [𝑫𝟑]𝑑𝒘𝑖𝑖 = [𝑫𝟑+ + 𝑫𝟑−]𝑑𝒘𝑖𝑖 =
= �𝑒−𝑖𝑓Δ(r𝜃)𝑒𝑖𝜔∫ �𝑘3𝑐ℎ,𝟏−1 �+𝑖𝜉𝑖𝑣𝑖𝑖 𝑒−𝑖𝑓Δ(r𝜃)𝑒𝑖𝜔∫ �𝑘3𝑐ℎ,𝟐−1 �+𝑖𝜉𝑖𝑣𝑖𝑖
𝑒−𝑖𝑓Δ(r𝜃)𝑒𝑖𝜔∫ �𝑘3𝑐ℎ,𝟑−1 �−𝑖𝜉𝑖𝑣𝑖𝑖 � 𝑑𝒘𝑖𝑖 ≅
≅ �
𝑒−𝑖𝑓Δ(r𝜃)𝑒𝑖𝜔�𝑘3𝑐ℎ,𝟏−1 �𝑎𝑣+ 𝑐
𝑒−𝑖𝑓Δ(r𝜃)𝑒𝑖𝜔�𝑘3𝑐ℎ,𝟐−1 �𝑎𝑣+ 𝑐
𝑒−𝑖𝑓Δ(r𝜃)𝑒𝑖𝜔�𝑘3𝑐ℎ,𝟑−1 �𝑎𝑣− 𝑐�  𝑑𝒘𝑖𝑖 
Where 𝜉  is the chord-wise coordinate, 𝑐  is the chord length in metres and 𝑘3𝑐,𝑗  is the one-
dimensional eigenvalue for the 𝑗𝑡ℎ characteristic 
𝒌𝟑𝑐ℎ = �𝑘3𝟏+𝑘3𝟐+
𝑘3𝟑−� = �
𝑢𝑐ℎ
𝑢𝑐ℎ + 𝑎𝑖𝑖𝑖
𝑢𝑐ℎ − 𝑎𝑖𝑖𝑖
� ;        𝑢𝑐ℎ = �𝑢𝑚,𝑖𝑖𝑖𝑢𝑡,𝑖𝑖𝑖 � ∙ [𝒏𝑖𝑖𝑖] 
The angular phase shift due to the blade stagger is represented through 𝑒−𝑖𝑓Δ(r𝜃), where  
Δr𝜃 = 𝑐ℎ𝑜𝑟𝑑 sin(𝛾) 
The delayed characteristic variables are now obtained for the trailing edge (station “𝑖𝑣”), which may 
be converted into primitive variables using the right eigenvector matrix, evaluated at this station. 
The last step is to apply the relations at the trailing edge, that would provide the perturbations of 
the primitive and characteristic variables in plane, orthogonal to the axial direction. 
The relations at the trailing edge should satisfy the equations for conservation of mass, momentum, 
enthalpy and entropy. 
𝜌𝜌𝐴𝜌𝑛𝜌 𝑑𝑢𝑚,𝜌 + 𝜌𝜌𝐴𝜌𝑡𝜌 𝑑𝑢𝜃,𝜌 − 𝜌𝐴𝜌𝑣𝑛,𝜌𝑇𝜌 𝑑𝑇𝜌 + 𝜌𝐴𝜌𝑣𝑛,𝜌𝑃𝜌 𝑑𝑃𝜌
− �𝜌𝑖𝜌𝐴𝑖𝜌𝑛𝑖𝜌 𝑑𝑢𝑚,𝑖𝜌 + 𝜌𝑖𝜌𝐴𝑖𝜌𝑡𝑖𝜌 𝑑𝑢𝜃,𝑖𝜌 − 𝜌𝐴𝑖𝜌𝑣𝑛,𝑖𝜌𝑇𝑖𝜌 𝑑𝑇𝑖𝜌 + 𝜌𝐴𝑖𝜌𝑣𝑛,𝑖𝜌𝑃𝑖𝜌 𝑑𝑃𝑖𝜌� = 0 
𝜕𝛼
𝜕𝑣𝑛,𝜌 𝑑𝑣𝑛,𝜌 + 𝜕𝛼𝜕𝑣𝑡,𝜌 𝑑𝑣𝑡,𝜌 − (0) = 0 
𝑢𝑚,𝜌𝑑𝑢𝑚,𝜌 + 𝑢𝜃,𝜌𝑑𝑢𝜃,𝜌 + 𝐶𝑝𝑑𝑇𝜌 − �𝑢𝑚,𝑖𝜌𝑑𝑢𝑚,𝑖𝜌 + 𝑢𝜃,𝑖𝜌𝑑𝑢𝜃,𝑖𝜌 + 𝐶𝑝𝑑𝑇𝑖𝜌� = 0 
𝐶𝑝
𝑇𝜌
𝑑𝑇𝜌 −
𝑅
𝑃𝜌
𝑑𝑃𝜌 − (0) = 0 
Having the perturbations in primitive variables at the station 𝑖𝑣, the changes in the gas state are 
obtained [𝑨𝑖𝜌] 𝑑𝒒𝑖𝜌 = 𝑑𝑅𝐻𝑆𝑖𝜌;        𝑨𝑖𝜌 = 𝑓(𝒒𝑖𝜌 ,𝒏𝑖𝜌 , 𝒕𝑖𝜌 ,𝐴𝑖𝜌) = 𝑨𝑖𝑖 
𝑑𝑅𝐻𝑆𝜌 = 𝑑𝑅𝐻𝑆𝑖𝜌 
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And then, the primitive and characteristic variables downstream of the cascade are 
𝑑𝒒𝜌 = [𝑨𝜌−1]𝑑𝑅𝐻𝑆𝜌;        𝑨𝜌 = 𝑓(𝒒𝜌 ,𝒏𝜌 , 𝒕𝜌,𝐴𝜌) =
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝜕?̇?
𝜕𝒒
𝜕𝛼
𝜕𝒒
𝜕𝑠
𝜕𝒒
𝜕ℎ
𝜕𝒒 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
 
𝑑𝒘𝜌 = [𝑳𝜌]𝑑𝒒𝜌 
In order to be able to solve the problem iteratively for various distortion patterns as boundary 
conditions and/or a number of different working points, the governing matrix [𝔐], which is, yet 
again, set up: 
3.4.3 Matrix setup 
First, the relations between leading and trailing edge stations (“𝑖𝑖” and “𝑖𝑣”) are obtained. Those are 
simply the same as for the empty duct, with a 𝑫 matrix acting as the delay of each wave as is passes 
through. 
𝑑𝒘𝑖𝜌 = [𝑫𝟑+ + 𝑫𝟑−]𝑑𝒘𝑖𝑖 
The next step is to add the relation between stations “𝑖” and “𝑖𝑖” as well as “𝑖𝑣” and “𝑣”, which 
would turn our system into the relation between stations “𝑖” and “𝑣”. As the flow inside the bladed 
passage is considered to be one-dimensional, or channel flow, there should not be any vorticity 
wave inside. The three characteristic variables, referring to the stations 𝑖𝑖, 𝑖𝑖𝑖 and 𝑖𝑣, are Entropy and 
Right- and Left-going Acoustic waves. Thus all matrices, relating to the stations 𝑖𝑖, 𝑖𝑖𝑖, 𝑖𝑣 should be 
sized 3x3: 
�[𝑨𝐢][𝑹𝑖]�∗ 𝑑𝒘𝑖 = [𝑨𝟑𝑖𝑖][𝑹𝟑𝑖𝑖]𝑑𝒘𝑖𝑖 
Where matrices [𝑨𝟑𝑖𝑖]  and [𝑹𝟑𝑖𝑖]  are the 3x3 Jacobian and right-eigenvector matrix. Matrix 
�[𝑨𝑖][𝑹𝑖]�∗ is a 4x3 matrix, obtained by suppressing the second row from matrix [𝑨𝑖] (the one 
relating to change of the flow angle, 𝑖𝛼
𝑖𝒒𝑖
). Matrix [𝑨𝟑𝑖𝑖] is computed in the reference plane normal to 
the direction of the chord and matrices [𝑹𝟑𝑖𝑖], [𝑨𝑖] and [𝑹𝑖] are computed in the plane, normal to 
the axial direction. Writing this in matrix form yields 
 
Figure 3-11, LE-relations in matrix form 
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A dummy variable has been added in order to preserve the 4x4 block matrix structure, which 
facilitates modelling in the C++ environment. Similarly for the trailing edge: 
�[𝑨𝟑𝑖𝜌][𝑹𝟑𝑖𝜌]�∗ 𝑑𝒘𝑖𝜌 = [𝑨𝜌][𝑹𝜌]𝑑𝒘𝜌 
Where a 3x3 matrix product [𝑨𝟑𝑖𝜌][𝑹𝟑𝑖𝜌] has one empty row added, corresponding to the zero flow 
angle change. The matrix [𝑨𝟑𝑖𝜌] is computed in the normal-to-chord plane. The matrix system for 
the trailing edge yields 
 
Figure 3-12, TE-relations in matrix form 
Now, knowing the relations between stations 𝑖 − 𝑖𝑖, 𝑖𝑖 − 𝑖𝑣 and 𝑖𝑣 − 𝑣, a governing matrix [𝔐] is 
assembled. The matrix is written using the global indexing, where “1” and “2” refers to the block 
inlet and exit respectively. The mid-chord variables inside the bladed passage have index “m” and 
are multiplied by the matrices [𝑫𝟑+] and [𝑫𝟑−] respectively. 
 
Figure 3-13, the solution matrix for the lossless case with a finite chord 
Now the lossless model with a finite chord is set up, accounting for the delay of the wave inside the 
bladed passage as a function of the wave speed and the chord length, as well as for the angular 
phase shift due to the blade stagger.  
3.4.4 Relations between wavelength of the incident wave upstream and inside the 
bladed passage 
An acoustic wave may approach the bladed passage at an arbitrary wave incidence angle, which is 
estimated as a function of 𝑁𝐷 and 𝜔. As the wave passes the singularity point at the Leading edge it 
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partially gets reflected, and partially transmitted. As the transmitted wave enters bladed passage, it 
is then treated as a one-dimensional wave until it passes the trailing edge point, where the Kutta-
condition applies. When calculating the cascade impedance for relatively low cambered blades (such 
as compressor blades) it may be assumed that the blades have zero camber and have stagger angle 
equal to the mid-chord camber line tangent angle, 𝛾𝑚𝑐 (seeFigure 3-14). 
 
Figure 3-14, comparison of incident wave wavelengthes inside and outside the passage 
The normal to the wavefronts inside the bladed passage is then parallel to the “straight” blades used 
for the passage approximation. In other words, it is assumed that inside the passage the waves are 
travelling with a constant incidence angle 𝛾𝑚𝑐, which is geometry-dependant. This yields the fact 
that the incidence angle of the wave before it hits the bladerow may differ from the one inside the 
bladed passage. 
𝑖𝑓,𝑚𝑢𝑡𝑠𝑖𝑖𝑒 = 𝑎𝑟𝑏𝑖𝑡𝑟𝑎𝑟𝑦, [−90𝑚; 90𝑚] 
𝑖𝑓,𝑖𝑛𝑠𝑖𝑖𝑒 = 𝛾𝑚𝑐 = 𝑐𝑜𝑛𝑠𝑡 
Δ𝑖𝑓 = 𝑖𝑓,𝑚𝑢𝑡𝑠𝑖𝑖𝑒 − 𝑖𝑓,𝑖𝑛𝑠𝑖𝑖𝑒 
In order for this to apply, the wavelengths and the wavenumbers outside and inside the bladed 
passage should differ. The relation between them is illustrated by a simple example. 
Consider a cascade of very thin, flat, stationary blades, staggered at the angle 𝛾. Consider the 
subsonic steady-state conditions with arbitrary 𝑀𝑖𝑛 < 1.0 and 𝑖𝑓𝑓𝑚𝑓 = 0, thus 𝛽𝑖𝑛 = atan �𝜌𝑡𝜌𝑛� = 𝛾. 
Now let an acoustic wave approach the passage from upstream with an arbitrary angle 𝑖𝑓. 
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Figure 3-15, an example with wave incidence angle equal flat blade stagger angle 
For a particular case with 𝑖𝑓 = 𝛾 (Figure 3-15) it is self-clear that 𝜆𝑢𝑝𝑠𝑡𝑟𝑒𝑎𝑚 = 𝜆𝑖𝑛𝑠𝑖𝑖𝑒, as the wave 
simply passes through the passage with no reflection and 100% transmission.  
 
Figure 3-16, an example with an arbitrary wave incidence angle 
However, for the case with 𝑖𝑓 ≠ 𝛾 (Figure 3-16) the relation between wavelengths would be 
ℛ𝜆
+ = 𝜆𝑚𝑢𝑡𝑠𝑖𝑖𝑒
𝜆𝑖𝑛𝑠𝑖𝑖𝑒
+ = �𝑢𝑚2 + 𝑢𝜃2 cos�Δ𝑖𝑓 − 𝑖𝑓𝑓𝑚𝑓� + 𝑎𝑢𝑐ℎ + 𝑎  
The ratio ℛ𝜆
+ holds for the downstream incident wave and transmitted wave. The wavelength ratio 
between incident downstream wave and upstream-going wave inside the passage would be 
ℛ𝜆
− = 𝜆𝑚𝑢𝑡𝑠𝑖𝑖𝑒
𝜆𝑖𝑛𝑠𝑖𝑖𝑒
− = �𝑢𝑚2 + 𝑢𝜃2 cos�Δ𝑖𝑓 − 𝑖𝑓𝑓𝑚𝑓� + 𝑎𝑢𝑐ℎ − 𝑎  
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In one particular case �𝑢𝑚2 + 𝑢𝜃2 = 𝑢𝑐ℎ as the flow makes no turn and approaches the blades at zero 
incidence �𝑖𝑓𝑓𝑚𝑓 = 0�. Thus it is clearly seen that the wavelength inside the passage appears longer 
or equal to the one that approaches from upstream.  
This relation also holds for a loaded cascade, when the 𝑖𝑓𝑓𝑚𝑓 ≠ 0 and �𝑢𝑚2 + 𝑢𝜃2 ≠ 𝑢𝑐ℎ. This is 
illustrated in Figure 3-17, where LHS and RHS of the equation 1
�𝑢𝑚2 + 𝑢𝜃2 ((𝑢𝑐ℎ + 𝑎𝑐ℎ)ℛ𝜆+ − 𝑎) = cos�Δ𝑖𝑓 − 𝑖𝑓𝑓𝑚𝑓� 
are plotted for the case an acoustic wave incident on the flat cascade with 60𝑚 stagger. Various 
𝑁𝐷′𝑠 provide variation in wave incidence angle, 𝑖𝑓. Two different flow incidence angles are tested, 
𝑖𝑓𝑓𝑚𝑓 = 0 and 𝑖𝑓𝑓𝑚𝑓 = 10𝑚. 
 
Figure 3-17, illustration of the wavelengths' ratio versus wave incidence angles difference 
The fact that the wavelength of the incident wave changes as the wave enters the passage, as 
presented in the current model, is very important and will be paid attention to in later sections. 
3.4.5 Implementation of loss and flow deviation correlations 
One-dimensional models for evaluating the outlet flow deviation as well as the loss correlations take 
in the information about the gas state at inlet (LE) and outlet (TE) stations only. Thus, the model 
does not provide the information about how the desired loss is distributed along the cascade chord-
wise. It is therefore assumed that the distortion propagation occurs isentropically along the bladed 
passage, and all total pressure loss happens at the trailing edge.  
The non-zero deviation angle would affect the Kutta-condition at the trailing edge, thus 
underturning of the flow. This is also evaluated at the trailing edge station. Both loss and deviation 
linearized correlations require perturbations of the primitive variables and/or geometry at both inlet 
and outlet stations. 
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The equations, needed to complement the model with non-zero cascade impedance are same as for 
the zero-chord blade model: 
Entropy conservation through the total quantities of the ideal state 
𝐶𝑝
𝑇02
𝑑𝑇02 −
𝑅
𝑃02,𝑖𝑖 𝑑𝑃02,𝑖𝑖 − � 𝐶𝑝𝑇01 𝑑𝑇01 − 𝑅𝑃01 𝑑𝑃01� = 0 
Linking the total and static variables through the entropy and enthalpy conservation at respective 
station 
𝐶𝑝
𝑇2
𝑑𝑇2 −
𝑅
𝑃2
𝑑𝑃2 − �
𝐶𝑝
𝑇02
𝑑𝑇02 −
𝑅
𝑃02
𝑑𝑃02� = 0 
𝐶𝑝
𝑇1
𝑑𝑇1 −
𝑅
𝑃1
𝑑𝑃1 − �
𝐶𝑝
𝑇01
𝑑𝑇01 −
𝑅
𝑃01
𝑑𝑃01� = 0 
𝑢𝑚,2𝑑𝑢𝑚,2 + 𝑢𝜃,2𝑑𝑢𝜃,2 + 𝐶𝑝𝑑𝑇2 − �𝐶𝑝𝑑𝑇02� = 0 
𝑢𝑚,1𝑑𝑢𝑚,1 + 𝑢𝜃,1𝑑𝑢𝜃,1 + 𝐶𝑝𝑑𝑇1 − �𝐶𝑝𝑑𝑇01� = 0 
Loss of total pressure 
𝑑𝑃02,𝑖𝑖 − �𝜕Δ𝑃0𝜕𝒒2 𝑑𝒒1 + 𝜕Δ𝑃0𝜕𝒒1 𝑑𝒒1 + 𝑑𝑃02� = 0 
Where 𝑃02,𝑖𝑖,𝑟𝑚𝑡𝑚𝑟 corresponds to the isentropic total pressure rise and 𝑃02,𝑖𝑖,𝑠𝑡𝑎𝑡𝑚𝑟 = 𝑃01,𝑠𝑡𝑎𝑡𝑚𝑟. 
The governing matrix [𝔐] is now completed with extra rows and columns, representing the 
equations above. The variable vector [𝔳] is also completed with changes of the total and ideal flow 
variables (temperature and pressure). The system is illustrated in Figure 3-18. 
 
Figure 3-18, The solution matrix for a single blade passage with loss and deviation models implementation 
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The uppercase ∗ next to the product matrices, such as �[𝑨1][𝑹1]�∗ indicates a row rearrangement in 
order to satisfy the placement of variables in the vector [𝔳]. The linearized flow relations in 
characteristic form are indicated using red frame. Linearized total pressure loss models and 
deviation correlations are indicated blue and yellow respectively. Entropy conservation through the 
ideal gas state is indicated green. The system also shows the linkage between the total and static 
variables for each station. 
Solving the system above, provided a set of boundary conditions, one obtains the modes radiated 
from the blade row as well as the one-dimensional characteristics inside the bladed passage. The 
latter are obtained for the position right downstream of the leading edge and may be delayed by 
multiplication by a matrix [𝑫𝟑] to obtain the one-dimensional modes right upstream the trailing 
edge. 
The above system may be set up for any arbitrary blade, thus facilitating coupling of several blade 
rows to perform a multi-bladerow analysis. 
3.5 Vibration modes 
For the flutter analysis one assumes that there are no waves that are incident on the cascade, thus 
the boundary conditions for the incident waves are set to zeros.  
Having one or more of the vibration modes, the values of 𝑑𝑅𝐻𝑆 are calculated as changes of 
Enthalpy, Entropy and Momentum due to the blade physical movement. The blade vibration effect 
on the loss- and deviation correlations may also be considered and is going to be discussed deeper in 
further chapters. The routines for representing mode shapes follow. 
It is assumed that the chord of the studied cascade has a finite length, contrary to some of the 
forced response experiments, where the chord length (and thus the cascade overall impedance) was 
neglected, assuming a very long wavelength of the incoming wave. Using a finite chord length for 
the flutter cases, one still has to satisfy the general assumption of the low-fidelity models, where the 
circumferential wavelength still has to be long in comparison to the chord and pitch. The model as 
such is capable to produce results for higher ND’s, however, the results are expected to be not that 
trustworthy. 
The physical movement of the blades is represented as a system of coupled equations, that relate 
the positions of leading- and trailing edge points in space, preserving the constant blade chord and 
camber angle and modifying reference planes’ normal and tangent vectors, blade stagger angle, 
annulus areas and other necessary geometry variables accordingly with the desired vibration mode. 
The model is capable of representing first order modes only, thus the bending and pitching modes 
are validated. 
3.5.1 Tangential bending mode 
In tangential bending mode positions of the leading- and trailing edges of each blade vary 
consistently as a travelling wave. As the direction of travel is tangential, the easiest way to represent 
the tangential bending mode is to do it as a perturbation in blade tangential displacement, 𝜃′. 
𝜃′ = 𝜃0𝑒𝑖(𝑓𝜃−𝜔𝑡) 
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Perturbation in 𝜃  affects the cascade tangential velocity explicitly, as well as it affects the 
perturbation of the cascade surface area. These quantities enter the computation routines for 
obtaining 𝑑𝑅𝐻𝑆 which, in turn, is used for obtaining waves emitted by the blade. 𝑑𝑅𝐻𝑆 represents 
the changes of enthalpy, entropy and momentum caused by the blade physical movement. 
To begin with, we introduce the coordinate system of the studied reference frame for a generic axial 
position. For an unperturbed case, the axial coordinate is constant, when the tangential varies 
between 0 and 2𝜋.  
 
Figure 3-19, stationary reference frame boundary (left), blade in a tangential bending mode (middle) and deformation of 
the oscillating reference frame and areas (right) 
�
𝑥
𝑦� = �𝑐𝑜𝑛𝑠𝑡𝜃 �          →        𝒕 = �𝜕𝑥𝜕𝜃𝜕𝑦
𝜕𝜃
� = �01� 
Now, assuming that the tangential displacement behaves as a travelling wave, we have: 
�
𝑥
𝑦� = �𝑐𝑜𝑛𝑠𝑡 + 0𝜃 + 𝜃′ �          →        𝒕 = �𝜕𝑥𝜕𝜃𝜕𝑦
𝜕𝜃
� = 𝒕 + 𝒕′ = �01� + � 0𝜕𝑓𝜃
𝜕𝜃
� ;         𝑓𝜃(𝜃) = 𝜃0𝑒𝑖(𝑓𝜃−𝜔𝑡) 
It is more convenient to represent the tangential displacement of the blade as a perturbation in 
area, 𝑑𝐴, where 𝐴𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑠𝑝𝑎𝑛 = 𝑟 2𝜋𝑛𝑏        →      𝑑𝐴 = 𝑟 𝑑𝜃. 
Thus 
𝒕 = �𝜕𝑥𝜕𝜃𝜕𝑦
𝜕𝜃
� = 𝒕 + 𝒕′ = �01� + �00� ;         𝐴′ = 𝑖𝑙 𝑟 𝑓𝜃(𝜃) 
As the blade is staggered, there need to be a phase shift in area perturbation between the leading- 
and trailing edges positions. For a tangential bending mode the phase shift is constant and is a fun-
ction of blade stagger angle, chord and current location radius, 𝜑 = 1
𝑟
𝑐 sin(𝛾) 
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Figure 3-20, deformation of the reference frame de to the blade oscillation in tangential direction 
 
Thus, the function 𝑓𝜃(𝜃) is going to be different for inlet and outlet stations, namely: 
𝑓𝜃,1(𝜃) = 𝜃0𝑒𝑖(𝑓𝜃−𝜔𝑡) = 𝑓𝜃(𝜃) = 𝑑𝐴1 
𝑓𝜃,2(𝜃) = 𝜃0𝑒𝑖(𝑓(𝜃−𝜑)−𝜔𝑡) = 𝑓𝜃(𝜃) 𝑒−𝑖𝑓𝜑 = 𝑑𝐴2 
Now, as the cascade is oscillating in the tangential direction, the values for the tangential velocities 
at each station should be corrected. For a non-oscillating case, the values of the velocity 
components are 
𝑢𝑛 = [𝑢𝑚 𝑢𝜃][𝒏];       𝑢𝑡 = [𝑢𝑚 𝑢𝜃][𝒕] 
Where 𝒏 and 𝒕 are column vectors for the normal and tangent to the reference frame. 
For an oscillating cascade 𝑢𝑛 and 𝑢𝜃 should be corrected by adding the ?̇? and ?̇?, which are the axial 
and tangential harmonic velocities of the reference frame, and equal to 
𝑥′̇ 𝑗 = 𝜕𝑥′𝜕𝑡 = 0;        ?̇?′𝑗 = 𝜕𝑦′𝜕𝑡 = −𝑖𝜔 𝑓𝜃,𝑗(𝜃);         𝑗 = [1; 2] 
Then the corrected values of the flow velocities for a cascade, oscillating in axial direction are 
𝑣𝑛 = [𝑢𝑥 𝑢𝜃][𝒏] − ?̇?;        𝑣𝑡 = [𝑢𝑚 𝑢𝜃][𝒕] − ?̇? 
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3.5.2 Axial bending mode 
In axial bending mode the position of the blade varies axially as a travelling wave. One of the ways to 
represent this is to introduce a perturbation of the reference frame coordinates, as well as the 
relations between the axial frame movement and the speed of the flow. 
We again introduce the same coordinate system of the studied reference frame for a generic axial 
position.  
 
Figure 3-21, stationary reference frame boundary (left), blade in an axial bending mode (middle) and deformation of the 
oscillating reference frame (right) 
�
𝑥
𝑦� = �𝑐𝑜𝑛𝑠𝑡𝜃 �          →        𝒕 = �𝜕𝑥𝜕𝜃𝜕𝑦
𝜕𝜃
� = �01� 
Assuming that the axial displacement of the reference frame behaves as a travelling wave, we have: 
�
𝑥
𝑦� = �𝑐𝑜𝑛𝑠𝑡 + 𝑓𝑥(𝜃)𝜃 + 0 �          →        𝒕 = �𝜕𝑥𝜕𝜃𝜕𝑦
𝜕𝜃
� = 𝒕 + 𝑑𝒕 = �01� + �𝜕𝑓𝑥(𝜃)𝜕𝜃0 � ;         𝑓𝑥(𝜃) = 𝑎0𝑒𝑖(𝑓𝜃−𝜔𝑡) 
As the blade is staggered, there need to be a phase shift between the leading- and trailing edges 
stations. For an axial bending mode the phase shift is constant and is a function of blade stagger 
angle, chord and reference frame location radius, 𝜑 = 1
𝑟
𝑐 sin(𝛾) 
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Figure 3-22, deformation of the reference frame due to the blade oscillation 
Thus, the function 𝑓𝑥(𝜃) is going to be different for inlet and outlet stations, namely: 
𝑓𝑥,1(𝜃) = 𝑎0𝑒𝑖(𝑓(𝜃+0.5𝜑)−𝜔𝑡) = 𝑓𝑥(𝜃) 𝑒0.5𝑖𝑓𝜑 
𝑓𝑥,2(𝜃) = 𝑎0𝑒𝑖(𝑓(𝜃−0.5𝜑)−𝜔𝑡) = 𝑓𝑥(𝜃) 𝑒−0.5𝑖𝑓𝜑 
And the tangent vectors to the reference frame are now obtained for both stations as 
𝒕1 = �01� + �𝑖𝑙 𝑓𝑥,1(𝜃)0 � ;      𝒕2 = �01� + �𝑖𝑙 𝑓𝑥,2(𝜃)0 � 
Now, as the cascade is oscillating in the axial direction, the values for the axial velocities at each 
station should be corrected. For a non-oscillating case, the values of the velocity components are 
𝑢𝑛 = [𝑢𝑚 𝑢𝑡][𝒏];       𝑢𝑡 = [𝑢𝑚 𝑢𝑡][𝒕] 
Where 𝒏 and 𝒕 are column vectors for the normal and tangent to the reference frame. 
For an oscillating cascade 𝑢 and 𝑣 should be corrected by adding the ?̇? and ?̇?, which are the axial and 
tangential harmonic velocities of the reference frame, and equal to 
𝑑𝑥?̇? = 𝜕𝑑𝑥𝜕𝑡 = −𝑖𝜔 𝑓𝑥,𝑗(𝜃);         𝑑?̇?𝑗 = 𝜕𝑑𝑦𝜕𝑡 = 0;         𝑗 = [1; 2] 
Then the corrected values of the flow velocities for a cascade, oscillating in axial direction are 
𝑣𝑛 = [𝑢𝑥 𝑢𝑡][𝒏] − ?̇?;        𝑣𝑛 = [𝑢𝑚 𝑢𝑡][𝒕] − ?̇? 
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3.5.3 Pure bending mode 
Primary reason for using the linearized approach is assuming the perturbations of every quantity to 
be small compared with their steady-state values. Thus contribution from perturbations coming 
from several sources may be superimposed. This approach is used, when performing the pure 
bending mode analysis. 
In pure bending the blade is assumed to oscillate in the direction orthogonal to the stagger line 
which may easily be composed through superposition of the axial- and tangential bending modes 
contributions. 
 
Figure 3-23, pure bending mode decomposition 
Important thing to bear in mind, though, is that the phases of both tangential and axial bending 
modes should be the same and their magnitudes should satisfy the relations 
𝑑𝑥 = 𝑑(𝑝𝑜𝑠) sin(𝛾) 
𝑑𝜃 = 𝑑(𝑝𝑜𝑠) cos(𝛾) 
Contributions to changes in enthalpy, entropy and momentum from both tangential and axial 
bending modes are obtained separately and superimposed 
𝑑𝑅𝐻𝑆𝑝𝑢𝑟𝑒 = 𝑑𝑅𝐻𝑆𝑥−𝑏𝑒𝑛𝑖 + 𝑑𝑅𝐻𝑆𝜃−𝑏𝑒𝑛𝑖 
The system is then solved as usual, obtaining the magnitudes and phases of the emitted waves, 
blade forcing, etc. 
3.5.4 Pitching mode 
In pitching mode the blade stagger angle is oscillating as a travelling wave. This will affect the 
perturbations of the tangent and normal vectors of the reference frame and the phase shift between 
them, 𝜑, as well as the perturbations of blade metal angles. 
We introduce the stagger angle perturbation: 
𝑑𝛾 = 𝛾�𝑒𝑖(𝑓𝜃−𝜔𝑡) 
Now, tangent vectors to the reference plane are obtained as functions of 𝑑𝛾. 
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Figure 3-24, stationary reference frame boundary (left), blade in a pitching mode (middle) and deformation of the 
oscillating reference frame (right) 
First, an axial displacement, 𝑑𝑥 is calculated: 
𝑑𝑥 = 0.5𝑐(cos(𝛾 + 𝑑𝛾) − cos(𝛾)) = −0.5𝑐 sin(𝛾)𝑑𝛾 
Tangential displacement 𝑑𝜃 is obtained in a similar way and non-dimensionalised by the radius: 
𝑑𝜃 = 0.5𝑐 1
𝑟
(sin(𝛾 + 𝑑𝛾) − sin(𝛾)) = 0.5𝑐 1
𝑟
cos(𝛾)𝑑𝛾 
Now, the boundary of the reference frame can be described as 
�
𝑥
𝑦� = �𝑐𝑜𝑛𝑠𝑡 + 𝑓𝑥(𝜃)𝜃 + 𝑓𝜃(𝜃) �          →         𝒕 = �𝜕𝑥𝜕𝜃𝜕𝑦
𝜕𝜃
� = 𝒕 + 𝑑𝒕 = �01� + �𝜕𝑓𝑥𝜕𝜃𝜕𝑓𝜃
𝜕𝜃
� ;         𝑓𝑥(𝜃) = 𝑑𝑥
𝑓𝜃(𝜃) = 𝑑𝜃 
The phase shift between the leading- and trailing edges stations is no longer constant and varies 
harmonically as a function of 𝜃, around the constant mean value 𝜑 = 1
𝑟
𝑐 sin(𝛾). However, this 
variation does not enter the system as will be shown on the next pages. 
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Figure 3-25, reference frame deformation due to the blade oscillation in pitching mode 
Thus, the function 𝑓𝑥(𝜃) is going to be different for inlet and outlet stations, namely: 
𝑓𝑥,1(𝜃) = 𝑑𝑥1 = 0.5𝑐 sin(𝛾)𝑑𝛾 𝑒𝑖𝑓0.5(𝜑+𝑖𝜑) 
𝑓𝑥,2(𝜃) = 𝑑𝑥2 = −0.5𝑐 sin(𝛾)𝑑𝛾 𝑒−𝑖𝑓0.5(𝜑+𝑖𝜑) 
Or, expanded, for 𝑒𝛼(𝑥+𝑖𝑥) = 𝑒𝛼𝑥(1 + 𝛼 𝑑𝑥) and 𝑑𝜑 = 𝑑𝜃:  
𝑓𝑥,1(𝜃) = 0.5𝑐 sin(𝛾)𝑑𝛾 𝑒𝑖𝑓0.5 𝜑(1 + 𝑖𝑙0.5 𝑑𝜑) = 0.5𝑐 sin(𝛾)𝑑𝛾 𝑒𝑖𝑓0.5 𝜑(1 + 𝑖𝑙0.5 𝑑𝜑) = 0.5𝑐 sin(𝛾)𝑑𝛾 𝑒𝑖𝑓0.5 𝜑 �1 + 𝑖𝑙0.5 �0.5𝑐 1
𝑟
cos(𝛾)𝑑𝛾�� = 0.5𝑐 sin(𝛾)  𝑒𝑖𝑓0.5 𝜑 𝑑𝛾 + 𝐻.𝑂.𝑇 
𝑓𝑥,2(𝜃) = −0.5𝑐 sin(𝛾) 𝑒−𝑖𝑓0.5 𝜑 𝑑𝛾 + 𝐻.𝑂.𝑇 
As the Higher Order Terms are omitted, so is the explicit effect of 𝑑𝜑.  
The function 𝑓𝜃(𝜃) also has different values at inlet and outlet stations, namely: 
𝑓𝜃,1(𝜃) = −0.5𝑐 1𝑟 cos(𝛾)𝑑𝛾 𝑒0.5𝑖𝑓𝜑 
𝑓𝜃,2(𝜃) = 0.5𝑐 1𝑟 cos(𝛾)𝑑𝛾 𝑒−0.5𝑖𝑓𝜑 
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Tangent vectors to the reference frame are now obtained for both stations as 
𝒕1 = �01� + �𝜕𝑓𝑥,1𝜕𝜃𝜕𝑓𝜃,1
𝜕𝜃
� = �01� + �𝑖𝑙 𝑓𝑥,1(𝜃)𝑖𝑙 𝑓𝜃,1(𝜃)� 
𝒕2 = �01� + �𝜕𝑓𝑥,2𝜕𝜃𝜕𝑓𝜃,2
𝜕𝜃
� = �01� + �𝑖𝑙 𝑓𝑥,2(𝜃)𝑖𝑙 𝑓𝜃,2(𝜃)� 
Now, as the vectors, tangential and normal to the cascade surface should have unit length, only the 
perturbation orthogonal to the vector itself is allowed (in this case 𝜕𝑓𝑥,1
𝜕𝜃
). The perturbation in the 
direction, parallel to the vector is then treated as the change of the passage area. Thus, 
𝒕1 = �01� + �𝜕𝑓𝑥,1𝜕𝜃0 � = �01� + �𝑖𝑙 𝑓𝑥,1(𝜃)0 � ;        𝑑𝐴1 = 𝜕𝑓𝜃,1𝜕𝜃 = 𝑖𝑙 𝑓𝜃,1(𝜃) 
𝒕2 = �01� + �𝜕𝑓𝑥,2𝜕𝜃0 � = �01� + �𝑖𝑙 𝑓𝑥,2(𝜃)0 � ;        𝑑𝐴2 = 𝜕𝑓𝜃,2𝜕𝜃 = 𝑖𝑙 𝑓𝜃,2(𝜃) 
And, as before, the velocities should also be corrected by the speeds of the domain surface, which 
are 
𝑑?̇?𝑥,𝑗 = 𝑑𝑓𝑥,𝑗(𝜃)𝑑𝑡 = −𝑖𝜔 𝑓𝑥,𝑗(𝜃);         𝑑?̇?𝑥,𝑗 = 𝑑𝑓𝜃,𝑗(𝜃)𝑑𝑡 = −𝑖𝜔𝑓𝜃,𝑗(𝜃);         𝑗 = [1; 2] 
Then the corrected values of the flow velocities for a cascade, oscillating in pitching mode are 
𝑣𝑛,𝑗 = [𝑢𝑥 𝑢𝑡][𝒏] − ?̇?𝑥,𝑗;        𝑣𝑡,𝑗 = [𝑢𝑚 𝑢𝑡][𝒕] − ?̇?𝑥,𝑗;         𝑗 = [1; 2] 
 
3.6 Multi-bladerow domain setup for unsteady simulations 
As described previously, the single-bladerow model has a thought-through boundary condition 
interface. This is done to allow application of non-reflecting boundary conditions, as well as to 
facilitate proper coupling of several single-bladerow models into one multi-bladerow model. As the 
waves get transmitted through or emitted from one blade and go towards a neighbouring one, they 
get delayed as it takes a certain time to pass the empty space between the blades. The delay model 
is generic and interchangeable. The initial version accounts for the time it takes a respective wave to 
pass a certain distance and the application of acoustic damping is possible in future. Once obtained, 
the delayed characteristics are used as boundary conditions for the neighbouring bladed passage to 
evaluate reflection and transmission coefficients. This approach is iterated along the whole multi-
bladerow domain. 
The underlying principles (e.g. the application of linearized relations) are the same when setting up a 
governing matrix for both single- and multi-bladerow domain, for both steady and unsteady cases. 
The solution technique is slightly different though. The steady-state solution for a multi-bladerow 
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domain is obtained in an iterative fashion, where a “smaller” governing matrix is solved separately 
for each block, starting at inlet. The unsteady solution (presuming that the steady-state solution is 
already obtained and known) is obtained via coupling all “smaller” governing matrices into one 
“large” matrix which, upon inversion, provides necessary data. 
Thus, the governing equations, corresponding to each bladerow and gap need to be coupled 
together into one system. This means, that in order to obtain the transmission coefficient for the 
multi-bladerow domain, for example, one does not simply assemble all the transmission coefficients 
for each bladerow and multiply them. As the waves pass the first blade, they get partially reflected 
from the second one, turned back, delayed again and then used as the boundary conditions for the 
first one. Same goes for the wave that passes through the second bladerow and gets reflected from 
the third, turned back, partially transmitted through the second and finally hits the first bladerow. 
 
Figure 3-26, schematic representation of an acoustic wave passing the multi-bladerow passage 
In order to capture all the effects of wave reflection and transmission coefficients throughout the 
whole domain, the linearized relations for and between the bladerows need to be properly coupled 
in one governing matrix of equations, which is solved at once. 
An example forced-response case for an incident downstream-going acoustic wave is schematically 
shown in Figure 3-26. It needs to be taken into the consideration that the bladerows may not be 
stationary, but also may rotate with a given speed. The velocity of the blade due to its rotation may 
vary between leading and trailing edges as the annulus radii are not necessarily same 
𝑈𝑡 = −𝑟Ω 
As the incident wave with a known nodal diameter pattern and angular frequency 𝜔 approaches a 
rotating cascade, the relative angular frequency 𝜔𝑟𝑒𝑓  should be used to evaluate the delay as the 
wave passes the bladed passage. The relations between 𝜔 and 𝜔𝑟𝑒𝑓  follow. 
𝜔𝑟𝑒𝑓 = 𝜔 −𝑁𝐷 Ω 
Figure 3-27 provides a schematic representation of the angular frequencies, seen in the relative or 
absolute frames. For single bladerow analysis it is common to use the relative reference frame, 
where for a multiple bladerow analysis an absolute frame of reference is preferable due to possible 
one or several rotating bladerows. 
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Figure 3-27, a schematic representation of the frequency scattering for the forced response cases for a rotating 
bladerow 
Performing the flutter cases, the similar relations between relative and absolute angular frequencies 
apply. Assuming that the angular frequency of the travelling distortion pattern, 𝜔, is known, it is 
used to calculate the cascade impedance. As for the eigenvalues and eigenvectors corresponding to 
the domain outside of the bladed passage, the absolute angular frequency 𝜔𝑎𝑏𝑠 should be used. The 
Figure 3-28 gives a schematic representation of these relations. 
𝜔𝑎𝑏𝑠 = 𝜔 + 𝑁𝐷 Ω 
 
Figure 3-28, a schematic representation of the frequency scattering for the flutter cases for a rotating bladerow 
When the waves pass the empty space between the blades (for this particular example case – 
between stations 1 and 2, shown in Figure 3-26), no attenuation is assumed but the phase shift of 
the wave due to the delay is considered. The latter is evaluated using the two-dimensional 
wavenumbers 𝑘1−4, which are obtained using the steady-state flow quantities inside the duct as well 
as the absolute wave angular frequency, 𝜔𝑎𝑏𝑠 (or just 𝜔 for the forced response cases). 
𝒘2 = 𝒘1𝑒𝑖𝜔∫ �𝑘𝑗−1�𝑖𝑥21 ≅ 𝒘1𝑒𝑖𝜔�𝑘𝑗−1�𝑎𝑣Δ𝑥 
Having these considerations in mind, a governing system of equations may be set up for the whole 
domain, providing the boundary conditions, based on the incoming waves or the blade physical 
movement as the right-hand side. The general system itself is a block-diagonal matrix, where each 
block corresponds to the relations between two neighbouring stations. 
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Figure 3-29, schematic representation of the annulus station nomenclature 
To illustrate the assembly of the general governing matrix, a case with 𝑛 bladerows has been chosen, 
Figure 3-29. The space between the bladerows is assumed to be of the finite length. The simplest 
model for the empty-duct relations (using block between 1st and 2nd bladerows shown in Figure 3-29 
as an example) yields [𝐷4]𝒘1 − [𝑰]𝒘2 = 0 
Where 
[𝐷4] ≅
⎣
⎢
⎢
⎢
⎡𝑒
𝑖𝜔�𝑘1
−1�(1−2),𝑎𝑣𝑥1−2
𝑒𝑖𝜔�𝑘2
−1�(1−2),𝑎𝑣𝑥1−2
𝑒𝑖𝜔�𝑘3
−1�(1−2),𝑎𝑣𝑥1−2
𝑒𝑖𝜔�𝑘4
−1�(1−2),𝑎𝑣𝑥1−2⎦⎥
⎥
⎥
⎤
 
Where �𝑘𝑗
−1�(1−2),𝑎𝜌  is an average value for the wavenumber, corresponding to the 𝑗𝑡ℎ 
characteristic. For relatively straight annuli and short inter-bladerow distances using an average 
value gives a sensible result. For cases with annuli curved, expanding or contracting intensively, the 
integral ∫ �𝑘𝑗
−1�𝑑𝑥
2
1
 needs to be solved using an appropriate numerical scheme. The boundary 
conditions for the forced response cases are constructed, assuming the incident waves to come from 
the far-field upstream and downstream of the studied domain. 
Now, when the inter-bladerow relations are known and the blockwise relations for bladerows are 
the same as the ones used in a single-bladerow model, the final governing matrix is assembled. 
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Figure 3-30, a schematic view over a governing matrix for a multi-bladerow domain, consisting of 𝒏 blocks 
The blocks, corresponding to the relations between blade leading and trailing edges are highlighted 
with green in Figure 3-30. The inter-bladerow relations are highlighted with red and the blocks that 
define the forced responce boundary conditions are highlighted with blue colour. The terms 𝐴𝑐𝑅 
represent the linearized continuity relations, similar to the single-bladerow case, multiplied by the 
right eigenvector. This is obtained for each axial station, using respective steady-state conditions. 
The contents of the blocks, corresponding to the losses, deviations have been omitted for brevity as 
well as the linkage between total and static variables. 
The right-hand side of the matrix consists of the block-wise perturbations of mass, momentum, 
enthalpy and entropy balances, just as in the single-bladerow case. All the 𝑑𝑅𝐻𝑆 terms are equal to 
zero for the forced response cases as the boundary conditions come from [𝑩𝑪] vector. 
In case of flutter simulation, the [𝑩𝑪] vector is zero as no waves come towards the domain from the 
far-field upstream and downstream. Assuming that blade 𝑚  flutters in a chosen mode, the 
respective 𝑑𝑅𝐻𝑆 vector becomes non-zero. The values of this 𝑑𝑅𝐻𝑆 vector are evaluated using the 
same routines as for the one-dimensional flutter modes representation and the system is solved as 
usual. 
Once the system is solved, the characteristic variables are obtained at each station, corresponding to 
the entropy, vorticity and acoustic waves. A conversion to the primitive variables is, as always, done 
through multiplying them by the right eigenvector matrices evaluated at the respective station. 
Blade forcing perturbations are then obtained as 
𝑑𝐹𝑥 = 𝑑Δ�(𝜌𝑢2 + 𝑝)𝐴� 
𝑑𝐹𝑦 = 𝑑Δ(𝜌𝑢𝑣𝐴) 
Where “Δ” stands for the difference between values at outlet and inlet stations. 
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3.7 Non-uniform tip clearance representation 
In 1998 Graf et al has published the results of the axial compressor non-uniform tip clearance 
analysis [9]. The approach considered the compressor with non-axisymmetric tip clearance as a 
series of compressors with different tip clearances which has a straightforward connection with the 
parallel compressor theory. The theory subject of this thesis considers the nodal distribution of the 
tip clearance non-uniformity through the total pressure loss models. 
In an aircraft engine tip clearance non-uniformities may occur due to various reasons, such as casing 
distortion, or rotor eccentricity. The clearance non-uniformities are split into two categories, namely, 
stationary and rotating non-uniformities. The latter refer to the non-uniformities that appear 
rotating when viewed in the absolute frame and may be generated by the non-uniform blade 
heights, damaged rotor shaft or by whirling rotor. The stationary non-uniformities refer to the casing 
deformations (e.g. oval-shaped or egg-shaped casing) as well as to the relative displacement of the 
rotor. This study considers the stationary non-uniformities of 1 and 2 nodal diameters, as they are 
shown in Figure 3-31. 
 
Figure 3-31, stationary non-uniformities. Rotor displacement, 1-ND (left) and oval-shaped casing, 2-ND (right) 
Previous studies [9]-[12] consider the non-uniform tip gap analysis as a series of compressors with 
various tip clearances (and thus various performances) spread circumferentially. Increased tip 
clearance leads to the increased total pressure loss, thus reducing the bladerow performance. 
Therefore, for the largest tip clearance, 𝜏𝑚𝑎𝑥, the pressure ratio over the bladerow would be smaller 
than average and vice versa. Thus axial velocity and mass flow ratio would vary as well. 
We assume that for a given blade height and a steady mean value of the tip clearance, the tip 
clearance non-uniformity is varying about its mean value, as shown in Figure 3-32. Assuming that the 
chord is constant, it is more convenient to treat all the dimensions as fractions of chord. During the 
whole analysis, the blade mid-span geometry quantities have been used. 
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Figure 3-32, illustration of the blade geometry and tip clearance variation 
The non-uniformity is stationary in the absolute reference frame and the blade rotates about the X-
axis with the angular velocity Ω. It is therefore more convenient to perform the unsteady analysis in 
the blade relative reference frame, where the nodal diameter pattern is provided (1ND or 2ND, as 
shown in Figure 3-31) and the angular frequency is linear with the blade rotational velocity. 
𝜔 = 𝑈𝑡
𝑟
𝑁𝐷 = Ω 𝑁𝐷 
𝑙 = 𝑁𝐷
𝑟
 
The circumferential tip clearance non-uniformity can thus be seen as a travelling wave: 
𝜏′ = 𝜏0𝑒𝑖(𝑓𝜃−𝜔𝑡) = 𝜏0𝑒𝑖𝑓(𝜃−Ω𝑟𝑡) = 𝜏0𝑒𝑖𝑓(𝜃−𝑈𝑡𝑡) 
Where 𝜏′ is the unsteady oscillating tip clearance perturbation. 
The tip clearance change affects the total pressure loss, which, in turn, affects the blade 
performance. Mass flow rate is also affected, due to the change in velocity vectors. Ideally, there 
should be a phase lag of about 𝜋
2
 between the changes of mass flow and total pressure ratio. The 
reasons to this are shown in Figure 3-33. Chosing a point on the steady-state characteristic, the 
unsteady part will travel around it along an ellipse, which boundaries are defined by the mass flow 
rate and pressure ratio amplitudes and the slope is defined by the phase lag. 
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Figure 3-33, a schematic view of the possible pressure ratio versus mass flow ratio variations across the circumference 
for one period 
Simplest way to represent the effect of various tip clearance in the current approach is using the tip 
clearance total pressure loss model. The model is provided by Storer and Cumpsty [44] and 
described in detail in Appendix A. Given the amplitude of the tip clearance perturbation, number of 
blades, nodal distribution (or the unsteady case) and the rotational speed of the shaft, the unsteady 
total pressure loss is obtained, as a part of the 𝑑𝑅𝐻𝑆  vector in the governing matrix. No 
perturbation comes towards the domain from the far-field, therefore the 𝐵𝐶 vector is zero. The 
system is then solved normally and complex values for the characteristic and primitive variables are 
obtained. 
The solution is run NB times, where NB is the number of blades along the circumference. Each 
circumferential position, corresponding to the respective blade, provides a different phase angle of 
the perturbation (input data). 
𝜑 = atan�𝐼𝑚(𝜏′)
𝑅𝑒(𝜏′)� 
𝜑𝑗 = 𝜓0 + 𝑗 2𝜋𝑁𝐵𝑁𝐷 
Where 𝑗 is the number of the blade. 
As the solver is linearized and is applicable for the cases, where the amount of distortions is much 
less than the steady-state values, the value of the perturbation is chosen small. The amplitudes of 
the obtained complex solution for blade 𝑗 and blade 𝑘 would appear same, due to the linear nature 
of the solution. The phases, however, would differ, due to the phase change of the input values. 
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4 Steady-state testing and model 
validation 
The methodology mentioned above has been implemented step-wise, starting from simplest and 
ending with more complicated components. This and further sections provide validation and test 
data for all the Mean Line solver functionality. This section presents a number of steady-state test 
cases for the model, looking in detail at losses, deviations and overall solver performance. The cases 
vary in terms of geometry and flow conditions and are followed by a discussion. Results for both 
Analysis and Design modes are provided. 
4.1 Mean Line solver steady-flow analysis application and results 
The solver was tested on the existing geometry. A modern HP and IP compressor of 300kN thrust 
class engine geometries were considered. The annulus and blades geometry data came from Rolls-
Royce and is exactly same data as the one that would normally be used for the 3D analysis. Each 
blade was represented as a number of sections stacked on top of each other and each section 
consisted of a number of support points, given the coordinates in 3D. The geometry has been 
represented as a number of interpolatable objects so that all the variables needed for computation 
could be obtained with high accuracy using the written routines for geometry handling. 
The steady part of the model has been validated against 3D CFD results and against an alternative 
Mean Line solver, coming from the Company. A comparison for the characteristics is made for the 
design airspeed of the engine. The validation has been performed on both HP and IP compressor 
geometries. The HP compressor data is presented first. 
4.1.1 HP Compressor analysis 
The annulus Mean Line was taken at the half blade span. The radial variation was considered, thus, 
for a contracting annulus, for example, the actual (different) values of radial coordinates have been 
used at the Leading- and Trailing edge stations. A parametric study has been made, varying a 
number of airspeeds versus a range of inlet mass flow rates. All the loss and deviation models were 
applied and a variable work-done factor has been set on rotor blades (97-95%). Nominal rotor tip 
clearances were assumed. 
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Figure 4-1, overall HP Compressor total pressure ratio for design airspeed, A.R. Mean Line solver VS AU3D (CFD). 
 
Figure 4-2, stage-wise HP Compressor total pressure ratio for design airspeed, A. R. Mean Line solver VS AU3D (CFD). 
The results were then compared to the AU3D runs and are found reasonable. The slopes of the 
curves are the same, and the differences in data mainly depend on the choice of the deviation 
model. The greatest differences in the behaviour of the curves is found for the stage 6, where the 
obtained total pressure curve is more steep than the reference one. The deviation model used in this 
current case was the “trained” model, using the curve-fittings based on previous 3D CFD analysis. 
The amount of the deviation and loss is obtained within the reasonable range, however, the trends 
of the curves, as seen, are not always predictable when compared to the proper 3D analysis. 
A comparison with another Mean Line solver was needed to investigate the applicability range of the 
model. Another set of parametric runs has been set up, now with the input geometry of the same 
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engine HP compressor used in alternative Mean Line solver used at Rolls-Royce. The geometry used 
in that solver was the result of the design run for DCA-blades, so the blades are considered as 
double-circular arcs and thus the geometry values differ a lot from the ones extracted directly from 
the geometry database. Therefore, even though the geometry came from the “same” engine, the 
actual values entering the computational models were different. The industrial solver runs have 
been reproduced using the Mean Line solver discussed here and a validation has been made. All the 
loss models have been applied and a deviation correlation by Wright and Miller has been used (this 
time – the version for the DCA blade profiles). A variable work-done factor has been set on the rotor 
blades (95-90%) and a annulus blockage factor of 95% has been considered. Nominal rotor tip 
clearances were assumed. 
Various airspeeds have been analysed at a range of inlet mass flows and compared to the reference 
data (Figure 4-3). As seen, the comparison is best for the higher airspeeds, whereas for the lower 
airspeeds the characteristics tend to reach the surge region at lowed mass flow rates, promising 
higher total pressure rise. This is due to the nature of the loss models used in both solvers – no data 
about the type(s) of the loss models used in reference model was provided, however, a detailed 
comparison has been performed, as will be shown further. 
 
Figure 4-3, HP Compressor overall (inlet to exit) total pressure ratio as function of non-dimensionalized mass flow. 
Validation against VU59 for various airspeeds. 
A design airspeed (97.53% airspeed) has been chosen for the more detailed (stage-wise) validation. 
As this particular airspeed is not the least different from the reference data, the comparison will 
show the reasons behind a higher overall total pressure rise for the smaller inlet mass flow rates. 
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Figure 4-4, overall HP Compressor characteristic for design airspeed. A. R. Mean Line solver VS VU-59 (Mean Line). 
Figure 4-5 shows the overall total pressure rise and efficiencies for the design airspeed of the HP 
compressor. The overall efficiency is slightly higher and so is the total pressure ratio. Both solvers 
indicate approximately same choking regions, however, have some differences in slopes of the total 
pressure curves. 
 
Figure 4-5, stage-wise HP Compressor characteristics for design airspeed. A. R. Mean Line solver VS VU-59 (Mean Line). 
The stage-wise distribution shows that the first and second stages of the HP compressor provide 
higher pressure rise for lower inlet mass flow which is, again, a consequence of the loss correlations 
applied. The stages have roughly same choking regions (when comparing data from different solvers 
for same stages) and according to current model are slightly more efficient. 
Overall, as the comparison shows, the solver delivers sensible numbers as compared to VU-59, set 
up for the same case. As no information was provided about the loss and deviation models used in 
VU-59 solver, the detailed explanation about the differences between the results and the reference 
data is difficult. However, the overall look of loss models components and deviation angles is made 
and shows a reasonable agreement with the reference data. 
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Figure 4-6, HP Compressor blades incidences and deviations, A. R. Mean Line solver. 
 
Figure 4-7, HP Compressor blades incidences and deviations, VU-59 (Mean Line). 
The ranges of per-blade inlet flow incidence and outlet flow deviation angles are very similar to the 
reference data, as Figure 4-6 and Figure 4-7 show. This is can be explained by nothing more than the 
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same deviation correlation used in both solvers. As no information about the loss and deviation 
models used in VU-59 solver was provided, the similarity of the curves indicates a good coincidence. 
 
Figure 4-8, HP compressor rotor blades loss breakdown, A. R. Mean Line solver. 
 
Figure 4-9, HP compressor rotor blades loss breakdown, VU-59 reference solver. 
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The loss component breakdown, however, provides different values between two solvers. For 
brevity, only rotor blades are considered here, providing a complete loss breakdown as functions of 
MRTP and blade number (Figure 4-8, Figure 4-9). The largest differences occur in the tip clearance 
loss model which in case of the reference solver appears to be more mass-flow dependent. 
Another interesting observation is that the reference solver produces lower pressure rise for a lower 
total pressure loss value, compared to the current mean line solver. A reverse-calculation of the 
reference solver results have been performed and the results show that some kind of work-done 
factor must have been applied to tune the results to their actual values. This may also explain the 
differences in efficiency between the two solvers. 
4.1.2 IP Compressor analysis 
IP compressor geometry of the same engine has been analysed. The steady-state results are 
obtained for various working lines after a series of parametric runs on the whole-annulus domain on 
various airspeeds and inlet mass flow rates. The results have been compared to the reference data, 
coming from an alternative solver, VU-59. 
 
Figure 4-10, IP Compressor overall (inlet to exit) total pressure ratio as function of non-dimensionalized mass flow. 
Validation against VU59 for various airspeeds. 
Again, no information about the nature of the loss models used in VU-59 solver was available. The 
design airspeed (100%) has been analysed in more detail. 
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Figure 4-11, stage-wise IP Compressor characteristics for design airspeed. A. R. Mean Line solver VS VU-59 (Mean Line). 
As seen in Figure 4-11, a decently good comparison with reference data is achieved for all the stages 
except the first one. The first IP compressor stages appears to provide a much lower total pressure 
rise, which affects the overall compressor pressure rise, as seen in Figure 4-10. 
The reasons for this are high blade profile losses on the first stage rotor blade. At this airspeed the 
blade operates in its transonic region with Mach numbers approaching unity. The Koenig loss model 
is best suitable in lower Mach number regions, however, a high total pressure loss for a high Mach 
number is quite sensible. 
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Figure 4-12, IP compressor per-blade loss breakdown, rotors, A. R. Mean Line solver. 
Another reason affecting the profile loss is the inlet flow incidence. Again, for higher shaft rotation 
speeds the incidence angles increase, which also contributes to the increased profile loss 
component. Figure 4-13 shows incidence and deviation angles for the IP compressor rotors. 
 
Figure 4-13, IP compressor per-blade inlet flow incidence and outlet flow deviation angles, rotor blades, A. R. Mean Line 
solver. 
The examples above show a very brief overview of the Mean Line solver steady part application 
field. Other areas of application, apart from the common steady-state analysis, are parametric 
studies (eventually with optimization algorithms), blade profile design optimization and blade 
lossloops. 
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4.2 Mean Line solver Design mode results 
The design mode of Mean Line solver provides steady-state data at the design point for all stations, 
as well as it provides the geometry data, which can be used for the future off-design analysis. The 
geometry is delivered in terms of explicit variable values (such as metal angles, annulus lines, etc.) as 
well as a set of interpolatable objects representing the blade profiles. After a successful run a set of 
flow angles is provided for every station. These, together with the minimum loss data (such as 
minimal loss incidence angles, 𝑡
𝑐
 ratios, etc.) provide a good base for preliminary aerofoil design. 
Each blade profile is designed in the solver output plugin after the steady-state solution and all the 
blade geometry values are calculated. The profiles are designed using the parametric section class 
(see Appendix D). The obtained design data applies at the annulus mid-span, however, a desirable 
span-wise twist distribution may be applied, together with the stacking line coordinates (e.g. mid-
chord or leading edge). The obtained geometry can then be directly used as input for a Through Flow 
or blade-to-blade solver. The Figure 4-14 shows an example of the designed mid-span blade sections 
and the annulus boundaries. 
 
Figure 4-14, blade and annulus geometry as interpolatable objects, a part of Mean Line solver Design mode output. 
The aerofoil geometry in Figure 4-14 is designed using Bezier-curves, however, several different 
approaches are possible (see Appendix D). The side view of Figure 4-14 indicates that the design has 
been performed with three streamtubes (any integer number may be used). Choosing the stacking 
line at leading edge and supplying the twist angle, provides the blade profiles for all the 
streamtubes. An example of the HP compressor twisted blades design output is shown in Figure 
4-15. 
 
Figure 4-15, HP compressor multi-aerofoil design, stacking line at LE, span-wise twisting. 
The designed geometry is saved in the common format used throughout all Virtual Engine 
computational models and may be used for 2D or 3D CFD analysis. This particular design, shown in 
Figure 4-14, is used in further chapters for distortion transfer analysis, unsteady flow. 
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4.3 Discussion 
The steady versions of both solvers perform well within their application areas. The main emphasis 
within this publication, however, is shifted towards the Mean Line solver due to its simplicity and 
stability, compared to the Through Flow solver. The Mean Line or single-streamtube analysis may, in 
practice, be performed at any fraction of the blade span, provided the appropriate domain 
geometry, where the latter may represent hub-to-tip inlet and outlet geometry for a Mean Line 
analysis of the streanline-to-streamline information for a single-streamtube run. This may already 
provide an idea about the span-wise flow variation if needed. 
The future version of the Mean Line solver might also be extended in order to to represent the radial 
distortion distribution and thus to perform a higher-order distortion analysis. The author believes 
that the rigorously designed linearized Mean Line solver presented in this research might be a 
keystone for the future research and expansion of the presented 1D methodology into 2D. 
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5 Linearization testing 
This section describes the simplest application area of the linearized solver – the evaluation of the 
characteristics slopes. Normally the slope of any turbomachinery characteristic is calculated using 
the finite difference approach. In order to do that, one is required to run the solver twice, providing 
the input conditions for the steady-state solution for the first run and the modified input conditions 
for the second. The smaller the difference in input values, the better the approximation. The 
computational time required to perform this evaluation equals to two full steady-state runs. 
The linearized approach allows to shorten the computation time required, as well as to obtain the 
exact value of the characteristic slopes. The first run is a normal steady-state run, where the 
governing matrix is solved in an iterative manner, performing a loop of Newton iterations in order to 
obtain the solution. The obtained solution provides the steady-state data in the desired point. In 
order to obtain the slope of the characteristics, the governing matrix is solved once, for the 
perturbation in the right-hand side [𝐴𝑐]𝑑𝒒 = [𝑑𝑅𝐻𝑆] 
𝑑𝑅𝐻𝑆 is the vector, holding the perturbation of mass, momentum, enthalpy and entropy balances at 
the desired domain station(s). These perturbations are calculated using the usual thermodynamic 
relations, using the previously obtained steady-state solution and the perturbed quantities. The 
simplest application of the linearized approach would be to provide a distortion at the inlet and see 
how it would propagate along the domain. The solution is obtained in steps, solving the governing 
matrix around each station separately, using the output values of each block as input data for the 
next one: [𝐴𝑐]𝑑𝒒𝟎 = [𝑑𝑅𝐻𝑆0−1] [𝐴𝑐−1][𝑑𝑅𝐻𝑆0−1] = 𝑑𝒒𝟏 
Thus, the Analysis mode of the Mean Line solver delivers a steady-state solution for a given 
corrected spool speeds and flow (NRT and MRTP). Now, having every single bit of the solver 
linearized, a distortion transfer analysis may be performed for a given inlet perturbation of the flow, 
or any perturbation of the geometry at the inlet or along the annulus. This application is a perfect 
way to estimate the slope of any compressor characteristic as a function of any other variable 
distortion. 
5.1 Case setup 
This study is based on the core compression system of a model two-shaft, high-bypass ratio, aero 
engine in the 80kN thrust class. The compression system has been designed using the Mean Line 
solver (design mode). The system consists of a fan, 4-stage booster and a 10-stage HP compressor. 
All the loss and deviation models described have been used. A judicious distribution of annulus area 
blockage and rotor work-done factors has been made and passed through several optimization 
iterations. The designed geometry has previously been shown in Chapter 3.1.2.2. The parametric 
83 
 
study varying inlet mass flow rate has been performed to see the overall and stage characteristics. 
The blue symbol at Figure 5-1, Figure 5-2 indicates the point where the compressor has been 
designed at (inlet mass flow 89.2 kg/s). 
 
Figure 5-1, Model two-spool compression system compressor, overall characteristics 
 
Figure 5-2, Model two-spool compression system compressor, stage-wise characteristics 
Several studies have been performed on this geometry giving a perturbation in flow or geometry and 
observing how the flow conditions would change further downstream. As have been previously 
mentioned, the solver is capable of having perturbed any flow or geometry quantity at any position 
along the annulus for distortion transfer analysis. The studies performed so far were inlet mass flow 
rate perturbation, tip clearances perturbation on all / some rotor blades, solidity ratio and stagger 
angle. The experiments with the inlet mass flow rate and tip clearance perturbation are going to be 
briefly discussed here. 
5.1.1 Inlet mass flow rate perturbation 
As a first test of the linearized solver a +0.01% perturbation of the inlet mass flow rate has been 
applied in the design point. The propagation of the flow distortions along the annulus is observed 
and the slopes of the stage characteristics are plotted. The charts show the percentile change of 
each quantity at every domain station as a fraction of the steady-state quantity at this station. 
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Figure 5-3, Stage total pressure ratio characteristics slopes at the design point 
 
Figure 5-4, Flow quantities distortions expressed in percent of the steady-state values at the respective station 
Figure 5-3 shows the slopes of the total pressure ratio characteristics shown in Figure 5-2. It is clearly 
seen that all the slopes have negative values. The slopes for the HP compressor characteristics 
increase towards end of the domain almost linearly and the IP compressor slopes appear to be more 
flat. Figure 5-4 shows the percentile changes of the flow quantities for every domain station. The 
sign is conserved, thus the perturbation in tangential velocity changes sign after every bladerow and 
makes the space between the IP and HP compressors to appear more visual as the rotating speeds 
of the shafts are opposite. It is seen that the magnitudes of the distortions increase slowly until 
station 36 and after that their growth becomes somewhat exponential. 
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Figure 5-5, Blade-wise distribution of the distortion propagation. Losses, deviation, flow angles and pressure ratios. 
Already at this stage one may observe that the distortions increase after the first stages of HP 
compressor. The IP compressor values are not perturbed that much, as seen in Figure 5-4 and Figure 
5-5, however, as the latter shows, the magnitudes of the perturbation start growing drastically. In 
order to investigate this deeper, the same analysis has been performed for several working points. 
 
Figure 5-6, Set of working lines chosen to be analysed for 0.01% inlet mass flow distortion 
The working points chosen to be analysed are shown in Figure 5-6. The inlet mass flow has been 
perturbed by same percentile amount (+0.01%) on each of them, again, as a fraction of the steady-
state inlet mass flow for the respective working point. 
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A stage-wise distribution of the analysed working points is also shown in Figure 5-7. A closer look on 
the stage-wise distribution of the total pressure curves shows that the blade that reaches the surge 
region first is the HP Compressor first rotor (working line ?̇? = 86.0 𝑘𝑔
𝑠
 reaches the “flat” region for 
the HP stage 1, as indicated by the light-blue symbols). 
 
Figure 5-7, Stage-wise total pressure ratios (left) and isentropic efficiensies (right) for the whole core compressor unit 
with the analysed working points indicated. 
In order to investigate this even further, a more detailed study is made, plotting the perturbations in 
the flow quantities for all four working points displayed in Figure 5-6. 
 
Figure 5-8, Flow quantities distortions along the annulus given the 0.01% perturbation of inlet mass flow rate for the 
working lines 88.0 kg/s (left) and 87.0 kg/s (right) 
As seen from Figure 5-8, going from 88 to 87 kg/s already changes the look of the distortion 
propagation curves. The main change is happening after the first stages of the HP compressor. As 
the total pressure characteristic slopes decrease, the magnitudes of the velocities and pressure 
perturbations decrease as well. 
87 
 
 
Figure 5-9, Flow quantities distortions along the annulus given the 0.01% perturbation of inlet mass flow rate for the 
working lines 86.0 kg/s (left) and 84.0 kg/s (right) 
Decreasing the steady-state mass flow rate even further results in distortions slopes appear flat after 
the HP compressor first stages. As seen in Figure 5-7, this is the mass flow rate where the first stage 
of HP compressor reaches the surge region. Further decrease of mass flow rate, as seen in Figure 
5-9, changes the trends of the perturbations propagation so that their magnitudes start decaying. 
Thus, the analysis shows that for a mass flow perturbation at the higher mass flow rates (and at the 
design point particularly) the meridional velocity tends to increase throughout the annulus, which 
makes sense knowing that the annulus height of the compressor decreases. For lower mass flow 
rates the distortion trends tend to change direction after the station 36-37 (where the HP 
Compressor rotor 1 is located). For the highest working line (84.0 kg/s) we see that the distortion in 
mean velocity reaches 0.025% at the HPC Rotor-1 and then goes down almost to the inlet value. 
The compressor stage characteristics in Figure 5-2 show that HPC stage 1 is the one most loaded. 
The direction change of the distortion distribution curves occurs after the peak point on the HPC 
stage 1 so that the HP Rotor-1 is operating in the surge region. 
5.1.2 Tip clearance perturbation analysis 
As a first experiment, the tip clearances have been increased (perturbed by +0.01%) on all the rotor 
blades. Same working lines as in the previous chapter were analysed. The results follow. 
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Figure 5-10, Flow quantities distortions along the annulus given the 0.01% perturbation of all rotor blades tip clearances 
for the working lines 88.0 kg/s (left) and 87.0 kg/s (right) 
 
Figure 5-11, Flow quantities distortions along the annulus given the 0.01% perturbation of all rotor blades tip clearances 
for the working lines 86.0 kg/s (left) and 84.0 kg/s (right 
In comparison with the mass flow perturbation analysis, the trends of the curves do not change that 
rapidly between different working lines. The magnitudes, though, do decay with decreased inlet 
mass flow. However, it is clearly visible that a huge jump occurs after the Rotor-1 and the gradients 
of the distortions propagation increase. This applies to all four working points analysed. 
To investigate the reason behind this “per-rotor” distortions have been plotted, paying special 
attention to the loss components breakdown. As seen in Figure 5-12, the charts show an obvious 
increase in Tip Clearance loss component due to the increased clearance which stays almost intact 
for various mass flows. Interestingly, a rapid increase in secondary total pressure loss component for 
first two stages of the HP Compressor is observed and increases with a higher working line. 
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Figure 5-12, Rotor variables distortions given the 0.01% perturbation of all rotor blades tip clearances for the working 
lines 86.0 kg/s (left) and 84.0 kg/s (right) 
The next analysis was to perturb the rotor tip clearances for the first two stages of HP Compressor 
only. The purpose of this was to compare the amount and trends of the distortion propagation along 
the HP compressor in case of all perturbed rotors versus HP Compressor first two. The magnitudes of 
the perturbation remained the same (0.01%) and the results are presented in Figure 5-13. 
 
Figure 5-13, flow quantities distortions along the annulus given the 0.01% perturbation of HPC Stage 1 and 2 rotor tip 
clearances for the working lines 88.0 kg/s (left) and 87.0 kg/s (right) 
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Figure 5-14, flow quantities distortions along the annulus given the 0.01% perturbation of HPC Stage 1 and 2 rotor tip 
clearances for the working lines 86.0 kg/s (left) and 84.0 kg/s (right) 
The nature of distortion propagation in this case is slightly similar to the case with all rotor blades tip 
clearances perturbed. As the working line goes up (and mass flow rate decreases), the perturbation 
magnitudes tend to flatten out towards the end of the compressor, as seen in Figure 5-13 and Figure 
5-14. The previous experiment provided same behaviour (Figure 5-10, Figure 5-11), however, the 
“flattening” appeared to be less pronounced. This is due to the fact that all rotor blades had their tip 
clearances perturbed, contrary to HP rotor 1 and 2 only. 
Analysis of the total pressure loss components breakdown shows that for the first two HP 
compressor rotor blades the amount of perturbation of secondary flow and profile loss is nearly 
same. Further downstream the annulus both of these components become negative, yet have a very 
small amplitude that decreases towards the end (Figure 5-15). The differences in changes of the per-
rotor variables is almost negligible for various mass flow rate. 
 
Figure 5-15, Rotor variables distortions given the 0.01% perturbation of HPC Stage 1 and 2 blades tip clearances for the 
working lines 86.0 kg/s (left) and 84.0 kg/s (right) 
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Figure 5-15 also explains that the increase in secondary loss component does not necessarily depend 
on the tip clearance changes upstream and mainly depends on what happens to the tip clearance for 
the actual blade (applies to the chosen loss model). 
As seen from the experiments, for this particular engine design the most loaded blades (HP rotor 1 
and 2) are the ones that cause most trouble as they enter the surge region first for the increased 
working line. Suggested technique for improving the performance would be an optimization 
algorithm for re-running the preliminary design of the blade profiles for HP Rotor 1 and 2. A series of 
lossloops is possible to obtain using the steady version of the solver to facilitate the process. 
5.1.3 Distortion transfer analysis given other perturbations 
As mentioned in section 3.1.1, any geometry of flow quantity may be perturbed for downstream 
flow distortion analysis. A number of studies have been performed so far, perturbing solidity and/or 
stagger of all or several chosen blades. The results can be presented in a similar fashion as shown 
previously, namely as magnitudes of distortion propagations along the annulus for the flow 
quantities, per-blade quantities, loss components and the slopes of the characteristics. This can later 
be used together with a chosen optimisation technique for a better engine design. 
5.2 Discussion 
The linearized relations used throughout this research play a vital role in the unsteady analysis. This 
section has proven that having a steady-state solution available, the slope of virtually any 
characteristic may be obtained in the realtime. What this tells us is exact information on how the 
flow properties downstream are affected by the change in the flow properties upstream. Having 
achieved this, the next step is to build a rigorous method for representation of the arbitrary 
circumferential distortion patterns as well as traveling patterns. This would provide the opportunity 
to simulate unsteady cases of forced response and flutter, representing an arbitrary distortion not 
just as a scalar perturbation of a desired quantity, but as a travelling wave. Another important point 
to be considered is a way of handling the inter-bladerow wave reflection and transmission 
coefficients. The methods to perform all above are discussed in the following chapters. 
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6 Forced response testing and validation 
This chapter describes the one-dimensional model for blade Forced Response simulation. The Flutter 
simulation setup, which is going to be discussed in further chapters, follows the similar strategy. The 
section starts with the validation of the simplest model, proceeding with testing of the cascade 
impedance, loss and deviation models implementations. 
A description of background methodology used to set up a governing solution system is described in 
previous chapters. The system (also referred to as the governing matrix), is generic and its setup 
follows same main principles for any stable or unstable analysis case. The differences come in the 
steady flow conditions, geometry conditions, boundary conditions and the inlet flow. 
6.1 Zero-chord model 
For the forced response case no perturbation of the flow is performed by the blade itself, which is 
why the 𝑑𝑅𝐻𝑆 part of the boundary conditions vector of the matrix [𝔐] is set to zero. A non-zero 
boundary condition is chosen for the incident characteristic and the equation system is then solved, 
providing the data for amplitudes and phases of the emitted waves in terms of the characteristic 
variables. The flow quantities are obtained by multiplying the characteristic variables with the matrix [𝑅] for the respective station. 
The model has been compared to well-known reference data, coming from publications of Cumpsty 
& Marble [13] and Kaji & Okazaki [59] for different Mach numbers. Unfortunately, only few sets of 
data are available for cases where the incident wave is much longer than the chord. A comparison 
between the current system and the reference data is presented below. The charts show reflection 
and transmission coefficients for an incident acoustic wave of unit amplitude and zero phase, 
coming from up- and downstream. The implementation of loss and deviation models is not 
considered. 
 
Figure 6-1, reflection and transmission coefficients for an upstream going acoustic wave, M 0.5, stagger angle 60 
degrees, flat blades, zero flow incidence angle 
As charts in Figure 6-1 show, the results coincide well with the reference data. The solid line 
represents results obtained from the model subject of this research and the “dots” represent the 
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reference results. The model presented by N. Cumpsty [13] does not account for the blade chord 
length either. Kaji and Okazaki [59] in their publication present several curves, corresponding to the 
incident waves of different wavelengths. The longest available has been chosen for comparison, 
having the ratio 𝐾𝑐 = 𝜋
16
 where 𝐾 is the incident wavenumber. 
 
Figure 6-2, reflection and transmission coefficients for a downstream going acoustic wave, M 0.5, stagger angle 60 
degrees, flat blades, zero flow incidence angle 
Figure 6-2 shows similar charts for the downstream going acoustic wave. Reference results in [13] 
contained only the information for an upstream-going acoustic wave for one particular Mach 
number. 
The charts also show the phases of the reflected and transmitted waves respectively (the phases are 
only presented for the A. R. model). As the model does not account for the cascade impedance and 
the incident wave phase is zero, the phases of reflected and transmitted waves are 0 or –𝜋. 
The arguments of the wavenumbers, corresponding to the incident and transmitted waves, are 
plotted on the same charts as the wave phases. When the argument of the wavenumber 𝑘𝑗 is 0 or 𝜋, 
the imaginary part is zero due to the positive determinant for the cut-off criterion, thus the waves 
are cut-on. 
 
Figure 6-3, reflection and transmission coefficients for an upstream going acoustic wave, M 0.1, stagger angle 60 
degrees, flat blades, zero flow incidence angle 
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Figure 6-4, reflection and transmission coefficients for a downstream going acoustic wave, M 0.1, stagger angle 60 
degrees, flat blades, zero flow incidence angle 
Charts on Figure 6-3 and Figure 6-4 show reflection and transmission coefficients, as well as phases, 
for a similar case with a lower inlet Mach number. The designed model seems to have a very good 
comparison with reference data, accounting for the “long-wave cases”. Next step is to add the 
cascade impedance and compare the results of the cases with shorter incident waves, as well as 
Mach number and stagger angle variations. 
The cases described in this section are the most simplistic ones, as the distortion amplitude is so 
large that the chord is barely visible by the wave and may thus be approximated to zero. These cases 
are very often met in other publications, used for the validation purposes, where they also show a 
100% or nearly 100% comparison. Most recent ones are mentioned in the Literature Review chapter 
and are the publications by R. Amiet [57], X. Sun et al [61] and Pieter Jan Grooth [30]. The author 
omits the charts displaying validation against these publications, as the differences between them 
and the results presented in Figure 6-1 – Figure 6-4 are completely negligible. 
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6.2 Cascade impedance model validation 
The updated model is, again, validated against the reference data by Kaji & Okazaki [59], now for 
different values of incident wave wavenumber, various stagger angles and Mach numbers. Cases 
with loaded flat cascade (non-zero flow incidence angle) are also presented. During the validation 
isentropic conditions have been assumed (e.g. no loss and deviation models have been used due to 
the absence of those in the reference data). 
6.2.1 Wavelength-to-chord matching methods 
In order to satisfy the reference data conditions, the incident wave angle should vary, keeping the 
value of the incident wavenumber 𝐾 (and thus, the wavelength) constant, when multiplied by the 
chord. 
𝐾𝑐 = 𝜋
𝑍
= 𝑐𝑜𝑛𝑠𝑡;          𝑖𝑓 ∈ �𝑖𝑓,𝑚𝑖𝑛 ∶ 𝑖𝑓,𝑚𝑎𝑥� 
Where 𝐾 = �𝑘𝑗2 + 𝑙2  is the incident wavenumber, 𝑐  is the chord length and 𝑍  is an integer, 
determinant for the ratio between wavelength and the chord. For a constant chord, larger 𝑍 means 
smaller wavenumber and thus a longer wave. 
6.2.1.1 Tangential wavenumber variation (𝝎 = 𝒄𝒐𝒏𝒔𝒕) 
The wave incidence angle, 𝑖𝑓, is obtained as 
𝑖𝑓,𝑗 = atan� 𝑙𝑘𝑗� 
Where 𝑘𝑗  is the axial wavenumber for the wave 𝑗 and 𝑙 is the tangential wavenumber. During 
calculation of 𝑘𝑗 , the tangential wavenumber 𝑙  and angular frequency 𝜔  are used as input 
arguments. One may write that 
𝑘𝑗 = 𝑓𝑘,𝑗(𝜔, 𝑙,𝒒) 
Where 𝒒 represents the vector for all the flow and auxiliary variables, needed for the calculation. If 
the frequency 𝜔 is kept constant, variation in 𝑙 would provide variation in 𝑘𝑗 and thus, various 𝑖𝑓,𝑗. 
However, this way of obtaining various incidence angles would also change the value of the incident 
wavenumber, 𝐾. This may be neglected for the cases where no account for the finite chord length is 
made, however, in order to satisfy a desired wavelength-to-chord ratio, the chord length must be 
modified together with the tangential wavenumber. 
Thus, there are two ways of satisfying the wavelength-to-chord ratio for various incidence angles. 
The first one is to keep 𝜔 constant and modify the chord length a posteriori and the second one is to 
keep the chord length constant and to vary 𝜔 accordingly with 𝑙 (where 𝜔 variation should be a 
function of 𝑙 for specific flow conditions, e.g. Mach number, etc). 
This is illustrated by an example case, where all four characteristics are in turns incident on a 
cascade of flat blades with various incidence angles. The steady conditions are: 
𝑀𝑖𝑛 = 0.5;    𝛾 = 60𝑚;    𝜔 = 200 𝑟𝑎𝑑𝑠 = 𝑐𝑜𝑛𝑠𝑡;      𝐾𝑗𝑐𝑐𝑚𝑟𝑟 = 𝜋2 
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The wavelength-to-chord value is chosen arbitrarily. The tangential wavenumber has been varied on 
a chosen interval, where the axial wavenumbers 𝑘𝑗 and thus incident wavenumbers 𝐾𝑗 and wave 
incidence angles 𝑖𝑓,𝑗 have been recalculated for each point for all four waves respectively. The chord 
length is then corrected to satisfy 𝐾𝑗𝑐𝑐𝑚𝑟𝑟 = 𝜋2. Wavenumbers, wave incidence angle and and the 
new chord length are plotted as a function of tangential wavenumber 𝑙. 
     
Figure 6-5, axial wavenumber, wave incidence angle and the corrected chord as functions of the varying tangential 
wavenumber for the 1st and 2nd characteristic (Entropy and Vorticity waves). Frequency is held constant, 200 rad/s. 
As seen from Figure 6-5, the relations between the tangential and incidence wavenumber are nearly 
linear. The wave incidence angle and the corrected value of the chord have exponential shapes, 
which is sensible, according to the corresponding equations. 
     
Figure 6-6, axial wavenumber, wave incidence angle and the corrected chord as functions of the varying tangential 
wavenumber for the 3rd characteristic (Downstream-going acoustic wave). Frequency is held constant, 200 rad/s. 
What is clearly observed (and is quite straightforward from Figure 6-6), is that 𝑘2 (and thus 𝐾2) is no 
longer represented as a linear function of 𝑙 (taking into account that rest of the variables are 
constant). This explains the reason why the shapes of the wave incidence 𝑖𝑓 and corrected chord 
length 𝑐𝑐𝑚𝑟𝑟 no longer have the exponential function shape, as they do for the first and second 
characteristics. What is observed in the regions of the highest and lowest values of 𝑙 in Figure 6-6 is 
that the curves start changing their direction abruptly when approaching the cut-off regions (only 
cut-on regions, e.g. all-real values of 𝑘𝑗, are presented here for brevity). Similar behaviour is 
observed for the 4th characteristic (upstream-going acoustic wave), Figure 6-7. 
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Figure 6-7, axial wavenumber, wave incidence angle and the corrected chord as functions of the varying tangential 
wavenumber for the 4th characteristic (Upstream-going acoustic wave). Frequency is held constant, 200 rad/s. 
Even though the relations between 𝑙 and 𝑘𝑗 are complex, a corrected value of the chord length may 
be easily obtained for every point (every value of 𝑙) so that the wavelength-to-chord ratio is held 
constant and the analysis may be performed and compared with reference data. 
6.2.1.2 Tangential wavenumber variation (𝒄=const) 
Another way to hold the wavelength-to-chord ratio is to hold the chord length constant and vary the 
frequency together with the tangential wavenumber. This approach may seem more natural from 
abstract point of view, however, it involves some difficulties evaluating appropriate value of 𝜔 in 
order to satisfy the desired wavelength-to-chord ratio. 
As the function 𝑘𝑗 = 𝑓𝑘,𝑗(𝜔, 𝑙,𝒒) is non-linear for 𝑗 = 3; 4, it is not that straightforward to evaluate a 
desired value of 𝜔 to hold 𝐾𝑗𝑐 = 𝜋𝑍 constant. However, using an iterative approach, a relation 
between 𝜔 and 𝑙 has been obtained, as 
𝜔𝑐𝑚𝑟𝑟,𝑗 = 𝑔(𝑙,𝑍, 𝑗,𝒒,𝒂𝒖𝒙) 
Where 𝑔() is simply the eigenvalue equation, solved for 𝜔 iteratively. 
In order to satisfy the broad range of incidence angles, the range of tangential wavenumbers should 
be broad as well. The corrected frequency is plotted as a function of tangential wavenumber for the 
same conditions, keeping the chord constant at 𝑐 = 0.1𝑚 = 𝑐𝑜𝑛𝑠𝑡. 
    
Figure 6-8, wave incidence angle and the corrected frequency as functions of the varying tangential wavenumber for the 
1st and 2nd characteristic (Entropy and Vorticity waves). The chord length is held constant, 0.1m 
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Figure 6-8 shows that the 𝜔 as a function of 𝑙 is nearly a straight line for the first and second 
characteristic. These relations, however, differ a lot from the similar ones, corresponding to the 
travelling acoustic waves. Figure 6-9 shows that the wave incidence angle and corrected frequency 
curves start changing their directions closer to the cut-off regions. 
    
Figure 6-9, wave incidence angle and the corrected frequency as functions of the varying tangential wavenumber for the 
3rd characteristic (downstream-going acoustic wave). The chord length is held constant, 0.1m 
    
Figure 6-10, wave incidence angle and the corrected frequency as functions of the varying tangential wavenumber for 
the 4th characteristic (upstream-going acoustic wave). The chord length is held constant, 0.1m 
Similar trends are found for the 4th characteristic as Figure 6-10 shows. A properly chosen 
combination of 𝜔 as a function of 𝑙 would result in a wavelength-to-chord ratio held constant. The 
function for 𝜔3,4 is non-linear. 
6.2.1.3 Wavelength-to-chord matching – Conclusion 
Thus, two ways are present to reproduce the cases of a wave with constant wavelength-to-chord 
ratio incident at a bladerow at different wave incidence angles. One may choose whichever is more 
convenient for the purpose of creating a computer-based numerical solver and depending on the 
case studied. Both cases are illustrated schematically in Figure 6-11. 
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Figure 6-11, a schematic representation of two ways to hold the wavelength-to-chord ratio constant for various 
tangential wavenumbers: Keeping the  chord length fixed and choosing appropriate frequencies (left), or keeping 
frequency constant and changing the chord accordingly (right) 
Both ways have been tested and shown to return numerically same results for the same incidence 
angles and constant 𝐾𝑗𝑐 = 𝜋𝑍. This means, that if the user would like to perform a forced response 
simulation on a bladed cascade for a chosen 𝑖𝑓,𝑐ℎ𝑚𝑠𝑒𝑛  and 𝑍𝑐ℎ𝑚𝑠𝑒𝑛  – it would not make any 
difference whether to choose a constant chord length and to adjust 𝜔, or vice versa. 
The results in the next section have been tested on both approaches, however, the author would 
use the second approach (constant 𝜔 and various chord) for the forced-response simulations of 
various wave incidence angles, as this facilitates input into the numerical forced-response solver. 
The expression “various chord” applies only and only to the length of the chord-wise distance used 
for calculation of the delay of the waves, passing through the bladed passages exclusively in the 
cases of the constant wavelength-to-chord ratio. All other cases, like the real-geometry tests, flutter 
cases validation, etc. are performed using the true value of the chord. 
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6.2.2 Wavenumber variation 
A case, presented in reference data [59] is reproduced, obtaining the reflection and transmission 
coefficients for waves of various wavelength-to-chord ratio (and thus various wavenumber), shot at 
different incidence angles at the cascade. The simulation has been performed at two different Mach 
numbers (𝑀𝑖𝑛 = 0.5 and 𝑀𝑖𝑛 = 0.1) on a cascade of flat, unloaded blades (camber=0, 𝑖𝑓𝑓𝑚𝑓 = 0). 
 
Figure 6-12, reflection and transmission coefficients for an acoustic wave, incident from upstream at 𝑴 = 𝟎.𝟏, 𝜸 = 𝟔𝟎, 
for various wavenumbers 
 
Figure 6-13, reflection and transmission coefficients for an acoustic wave, incident from downstream at 𝑴 = 𝟎.𝟏, 
𝜸 = 𝟔𝟎, for various wavenumbers 
The charts in Figures Figure 6-12 and Figure 6-13 show reflection and transmission coefficients as 
functions of the wave incidence angle, obtained at different incident wavenumbers and low Mach 
number, 𝑀 = 0.1. Lower parts of the charts also show the phases of the reflected and transmitted 
waves respectively (as the phase is shown for illustratory purpose, only the phase of the shortest 
wave is plotted. The fact that the phase is no longer constant clearly indicates the effect of the wave 
delay caused by the implementation of the finite chord). 
For low Mach numbers the results match the reference data almost in full. A small digression in 
reflection coefficients is observed for longer waves (𝐾𝑐 = 𝜋
32
). However, as has been shown on 
Figure 6-3 and Figure 6-4, a full match is achieved when assuming infinitely long wave compared to 
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the chord length, which leads to a conclusion that the presented model is more sensitive regarding 
the wavelength-to-chord ratio variation. 
Validation of the results for the higher Mach number show that this sensitivity is also observed for 
shorter waves. 
 
Figure 6-14, reflection and transmission coefficients for an acoustic wave, incident from upstream at 𝑴 = 𝟎.𝟓, 𝜸 = 𝟔𝟎, 
for various wavenumbers 
 
Figure 6-15, reflection and transmission coefficients for an acoustic wave, incident from downstream at 𝑴 = 𝟎.𝟓, 
𝜸 = 𝟔𝟎, for various wavenumbers 
Figure 6-14 and Figure 6-15 show the results of the similar case, run at Mach number 0.5, compared 
with the reference data. A very good match is obtained for the long waves, and down to the 
wavenumber 𝐾 = 𝜋
4𝑐
. The reference publication [59] states clearly that the curves for all the waves, 
having wavenumber greater than 𝜋
4𝑐
 should coincide with it. However, once the results for the 
wavenumber 𝜋
2𝑐
 have been obtained and plotted together with the rest (purple line in the charts), an 
asymmetry has been observed. 
Given a closer look at the reflection coefficient curves in Figure 6-14, one may observe that the 
result digress from the reference ones slightly, for shorter wavelengths. 
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Interestingly, the digression seems to amplify for higher Mach numbers and be almost negligible for 
lower. Incident waves of a wavenumber 𝐾 = 𝜋
2𝑐
 show very good comparison for Mach number 0.1, 
whereas for Mach number 0.5 the shapes of the curves differ. 
To investigate this phenomenon deeper, another validation test has been performed. 
6.2.3 Mach number variation 
Kaji and Okazaki [59] also present results of Mach number variation. An incident acoustic wave is 
shot from upstream and downstream at the same blade cascade (𝛾 = 60, flat blades, unloaded) at 
different Mach numbers, holding the wavenumber constant throughout all the experiments, 𝐾 = 𝜋
2𝑐
. 
 
Figure 6-16, reflection and transmission coefficients for an acoustic wave, incident from upstream at 𝑲 = 𝝅
𝟐𝒄
, 𝜸 = 𝟔𝟎, for 
various Mach numbers 
 
Figure 6-17, reflection and transmission coefficients for an acoustic wave, incident from downstream at 𝑲 = 𝝅
𝟐𝒄
, 𝜸 = 𝟔𝟎, 
for various Mach numbers 
In Figure 6-16 and Figure 6-17, the curves for Mach number 0.5 and 0.1 are the same as shown in 
Figure 6-12 - Figure 6-15 for 𝐾 = 𝜋
2𝑐
. However, plotting the reflection and transmission coefficients 
for various Mach numbers shows a clear tendency in appearance of “wobbles”. It appears that the 
curves oscillate against some “mean” value, where the oscillation frequency increases with a higher 
Mach number, holding the wavenumber constant. Similar behaviour is also observed when 
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performing the same experiment at different wavenumbers, however, longer waves show less 
oscillations. The same behaviour is obtained for the transmission coefficient curves, however, the 
amplitude of the oscillations is very small, yet still noticeable. 
A closer investigation has led to the conclusion that there is a clear connection between the ratio of 
the wavelength inside the passage to the blade chord (the wavelength changes as the wave enters 
the passage) and the amount and intensity of the observed oscillations. 
 
Figure 6-18, wavelengths as fractions of chord (considering the domain inside the passage) for 𝑲 = 𝝅
𝟐𝒄
, 𝑴 = 𝟎.𝟗. 
Acoustic wave incident from upstream (left) and downstream (right). 
The passage contains two acoustic waves, going up- and downstream. The upstream-going wave has 
a much lower velocity and thus its wavelength is shorter. One may find several wavelengths inside 
the passage and at some conditions (e.g. incidence angle, thus a combination of 𝜔, 𝑙 and chord 
length) an integer value of the upstream-going waves is obtained. 
It appears that the oscillations on the reflection and transmission coefficients curves perform exactly 
one period each time the amount of upstream-going waves inside the passage hits an integer value 
(Figure 6-18). 
As the flow inside the passage is one-dimensional and the wavelengths are 
𝜆+ = 2𝜋(𝑢𝑐ℎ + 𝑎)
𝜔
;      𝜆− = 2𝜋(𝑢𝑐ℎ − 𝑎)
𝜔
 , 
it is clear that the amount of upstream-going wavelengths that fits inside the passage would be 
higher for a higher Mach number as the wave becomes much shorter. 
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6.2.4 Stagger angle variation 
Reflection and transmission coefficients have also been obtained for various stagger angles, holding 
the rest of the case conditions intact. The flow incidence angle has been changing together with the 
blade stagger, thus flow incidence angle was zero and the flat blade cascade was unloaded. 
The simulation has been performed at Mach number, 𝑀 = 0.5. The results are obtained for two 
cases – upstream- and downstream-going incident acoustic wave. 
The reference data states that the wavenumber used for the experiment was 𝐾 = 𝜋
2𝑐
 (which, 
according to the reference data authors, should produce the same results as the 𝐾 = 𝜋
4𝑐
). However, 
the above results show that the results for these two wavenumbers differ, which is why the 
reference data has been compared against cases with both wavenumbers 𝐾 = 𝜋
2𝑐
 and 𝐾 = 𝜋
4𝑐
. 
As Figures Figure 6-19 and Figure 6-20 show, the oscillatory behaviour is present for the shorter 
wave, not depending on the stagger angle. This makes sense, as the wavelength-to-chord ratio 
inside the passage still depends on the wave incidence angle and other input characteristics and the 
chord is kept constant in comparison to the incident wavenumber. 
 
 
Figure 6-19, reflection coefficients for a downstream-going incident acoustic wave hitting the blade cascade at various 
stagger angles, 𝑴 = 𝟎.𝟓, 𝑲 = 𝝅
𝟒𝒄
 (left) and 𝑲 = 𝝅
𝟐𝒄
 (right) 
105 
 
 
Figure 6-20, transmission coefficients for a downstream-going incident acoustic wave hitting the blade cascade at 
various stagger angles, 𝑴 = 𝟎.𝟓, 𝑲 = 𝝅
𝟒𝒄
 (left) and 𝑲 = 𝝅
𝟐𝒄
 (right) 
The same tendency is also observed for the upstream-going incident wave.  
 
Figure 6-21, reflection coefficients for a upstream-going incident acoustic wave hitting the blade cascade at various 
stagger angles, 𝑴 = 𝟎.𝟓, 𝑲 = 𝝅
𝟒𝒄
 (left) and 𝑲 = 𝝅
𝟐𝒄
 (right) 
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Figure 6-22, transmission coefficients for a upstream-going incident acoustic wave hitting the blade cascade at various 
stagger angles, 𝑴 = 𝟎.𝟓, 𝑲 = 𝝅
𝟒𝒄
 (left) and 𝑲 = 𝝅
𝟐𝒄
 (right) 
6.2.5 Loaded cascades 
The effect of steady aerodynamic loading is examined and very briefly presented in the reference 
publication. In a semi-actuator theory it is assumed that a singularity point lies at the leading edge, 
where all the flow turning occurs. The simulations are performed for a series of circulation factors, 
𝐶𝑎 where 𝐶𝑎 represents the non-dimensionalized circulation around the blade. 
𝐶𝑎 = 𝑣𝑡,𝑖𝑛 − 𝑣𝑡,𝑐ℎ
𝑣𝑛,𝑐ℎ 1cos(𝛾) 
Where 𝑣𝑛 and 𝑣𝑡 are the normal- and tangent  components of the channel velocity, expressed in the 
same coordinate frame as the inlet velocity components. Similar cases have been set up, where the 
appropriate flow incidence angles 𝑖𝑓𝑓𝑚𝑓 have been chosen to obtain the desired circulation factors. 
 
Figure 6-23, velocity vectors used for the circulation factor evaluation 
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The simulation has been performed for two Mach numbers, 𝑀 = 0.5 and 𝑀 = 0.1. Only the cases 
with an upstream-going incident wave have been tested. The incident waves in the reference data 
had an incident wavenumber 𝐾 = 𝜋
2𝑐
 which, as have been shown earlier, shows oscillatory behaviour 
of the reflection and transmission coefficients as functions of wave incidence for the higher Mach 
numbers but provides normally very good comparison for lower ones. 
As the reference data states that for 𝑀 = 0.5 waves with incident wavenumbers 𝐾 = 𝜋
2𝑐
 and 𝜋
4𝑐
 
should provide same results (which differs from the results obtained with the current model), a 
validation against reference data has been made for both wavenumbers, Figure 6-24. 
As before, the curves appear more asymmetric for shorter wave, which is the clear indication of the 
oscillatory behaviour. However, the charts provide an overall higher transmission coefficient for the 
loaded cases (𝐶𝑎 > 0), as well as the shape of the reflection coefficient curves differs from reference 
data. The curves still show the same trends for load variation and clearly indicate the cut-off 
positions of the waves. 
 
Figure 6-24, flow incidence angle variation for an incident upstream-going acoustic wave, 𝑴 = 𝟎.𝟓, 𝜸 = 𝟔𝟎𝒐, a 
comparison between wavenumber 𝑲 = 𝝅
𝟐𝒄
 (left) and 𝑲 = 𝝅
𝟒𝒄
 (right). 
Lower Mach number experiments normally show better comparison with reference data, however, 
in case of the loaded cascade, some difference is still present. Figure 6-25 shows that the 
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magnitudes of the transmitted waves are still slightly higher for the loaded cascades. Reflection 
coefficients curves look similar; however, the scatter of the zero-reflection points differs for cases 
with highest loading. 
As displayed previously, for lower Mach numbers the reflection and transmission coefficients data 
should differ between 𝐾𝑐 = 𝜋
2
 and 𝜋
4
, which is confirmed in Figure 6-25. 
The reason for such difference is not completely understood, as the reference literature does not 
provide any detailed information about the loaded cascade cases setup and results evaluation. 
 
Figure 6-25, flow incidence angle variation for an incident upstream-going acoustic wave, 𝑴 = 𝟎.𝟏, 𝜸 = 𝟔𝟎𝒐, a 
comparison between wavenumber 𝑲 = 𝝅
𝟐𝒄
 (left) and 𝑲 = 𝝅
𝟒𝒄
 (right). 
 
6.2.6 Forced response comparison with LINSUB 
A Fortran code LINSUB that solved various kinds of problems for linearized subsonic unsteady flows 
in blade cascades was presented In 1984 by Whitehead D. S. [54]. The methodology provides 
pressure jumps across the blade, representing the aerofoil as a series of vortices. It also provides the 
magnitudes of the reflected and transmitted acoustic waves as well as the blade forcing due to the 
forced response analysis, using a long-wavelength semi-actuator disk approach. LINSUB is also 
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capable of performing simulations on first-order flutter modes which are described in detail in the 
following chapter. 
In order to validate the presented model against LINSUB, a number of similar cases have been set 
up. LINSUB does not consider the variation of ND-pattern as the variation of the incidence angle, 
rather holds the reduced frequency 𝜔𝑐
𝑈𝑓𝑟𝑒𝑒𝑠𝑡𝑟𝑒𝑎𝑚
 constant while varying the inter-blade phase angle. 
Assuming a finite number of blades, the inter-blade phase angle may be easily converted to the ND-
pattern and a comparison between LINSUB and the presented method may be performed. The 
reduced frequency, geometry and the steady-state flow conditions are held same. 
As a first experiment, a short-chord forced response simulation has been performed at various Mach 
numbers. Cases with an incident vorticity and acoustic waves have been run. The results follow. 
 
Figure 6-26, reflection and transmission coefficients for an acoustic wave, incident from upstream, 𝜸 = 𝟔𝟎,flat blade 
cascade, various inlet Mach numbers, assuming short-chord 
As seen in Figure 6-26, for the cases where the blade chord is assumed very short compared to the 
incident wavelength, a very good comparison is achieved. Some slight digression from the reference 
results is, however, observed for M=0.5 and M=0.7. This may be explained by the fact that LINSUB 
assumes very short, but finite chord, while the current approach has been run assuming zero-chord 
(and thus zero-delay of the characteristics due to the cascade impedance). 
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Figure 6-27, reflection and transmission coefficients for an acoustic wave, incident from downstream, 𝜸 = 𝟔𝟎,flat blade 
cascade, various inlet Mach numbers, assuming short-chord 
Similar case with the acoustic wave, incident from downstream shows an even better comparison 
with reference data. Worth noting though, that LINSUB is not calculating the reflected and 
transmitted waves for the regions beyond the cut-off point where the presented method does, as 
seen in Figure 6-26 and Figure 6-27. 
As a next comparison of the current method with LINSUB, a case with low-wavelength incident 
acoustic wave at high Mach number has been set up. Similar comparison with results by Kaji & 
Okazaki is presented earlier, in [59]. 
An unloaded cascade of thin flat blades, staggered at 60 degrees is assumed. Inlet M=0.9 and 
wavelength of the incident acoustic wave is assumed short. The incident wave is coming from 
upstream, hawing the wavelength-to-chord ratio 𝐾𝑐 = 𝜋
𝑍
, with various 𝑍. The results are also 
compared to the short-chord solution. 
 
Figure 6-28, reflection coefficients for an acoustic wave, incident from upstream, 𝜸 = 𝟔𝟎,flat blade cascade, M=0.9, 
various “Z” for 𝑲𝒄 = 𝝅
𝒁
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As the Figure 6-28 shows, the short-chord solution, again, returns a nearly 100% match. As soon as 
the incident wave has a shorter wavelength, the end reflections are observed, as the curves start 
having oscillatory behaviour, similar to the ones displayed in Figure 6-16 and Figure 6-17. 
6.2.7 Rotor-Stator interaction 
In 2008 Logue & Atassi have performed a rotor-stator interaction simulation, using a 2D CFD code 
[67]. Their results are validated against the data coming from their own developed linear flat 
cascade theory and are used here as reference. The set of results presented considers the narrow 
annulus case only. The model provided the reflection and transmission coefficients of the 
perturbations, coming from the rotor, as they hit the stator blades.  
The blades with three different camber angles were used, namely 0, 12 and 20 degrees. The chord 
length was 2𝜋
24
 and the Mach number used was 0.3 for all of the tests. According to the reference 
information, the rotor blade row had 16 blades, thus only cases with ND=8 were considered, warying 
the reduced frequency 𝜔𝑐
𝑈𝑓𝑟𝑒𝑒𝑠𝑡𝑟𝑒𝑎𝑚
 between 2𝜋 and 6𝜋. In order to attempt to match the results, a 
similar case has been setup using the method subject of this research. The loss- and deviation 
models have not been used for this first experiment. 
 
Figure 6-29, reflection coefficient as a function of reduced frequency for a stator bladerow, 𝜸 = 𝟒𝟓, 𝑴𝒊𝒏 = 𝟎.𝟑, various 
camber angles 
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Figure 6-30, transmission coefficient as a function of reduced frequency for a stator bladerow, 𝜸 = 𝟒𝟓, 𝑴𝒊𝒏 = 𝟎.𝟑, 
various camber angles 
Despite the fact that the current model should not be applicable in the region of higher nodal 
diameters, a fairly good comparison has been achieved. The trends of the curves look similar for 
both low and high reduced frequency regions. The influence of the loss and deviation models in this 
particular case was small, as will be shown in the next chapter. 
6.3 Discussion 
The model is capable to represent a variety of forced response cases, starting from the very-
idealized ones and concluding with the real geometry simulations. For a rigorous case setup non-
reflecting boundary conditions are applied at the domain interfaces, thus providing a simple yet 
efficient way of representing the incoming modes. 
As a wave travelling in two-dimensional flow enters the bladed passage (where flow is one-
dimensional), it changes its wavelength. The passage contains two acoustic waves, where the 
upstream-going one is always shorter. As the Mach number increases, the wavelength of the 
upstream-going wave becomes much shorter than the blade chord, allowing cases when the passage 
contains an integer number of upstream-going wavelengths. 
The model has shown itself to be very sensitive to such cases, resulting in reflection- and 
transmission coefficients curves oscillating around some mean value. The intensity of oscillations is 
directly proportional to the incident wavenumber and Mach number as these factors affect the 
wavelength. 
The oscillatory nature of the curves for shorter waves and higher Mach numbers explains the 
digression from reference data in Figure 6-14 and Figure 6-15. Similar behaviour is observed varying 
the blade stager angle and running the cases with loaded cascades. Stagger angle variation does not 
seem to affect the characteristics of the oscillations. Nature of these oscillations is strongly 
dependant on the wavelength-to-chord ratio inside the annulus, which has a broader region of 
variance for higher Mach numbers and shorter incident wavelengths, displaying the end-reflections 
inside the passage. 
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As for the loaded cascades, the model delivers slightly higher values of the transmission coefficients. 
Due to the lack of sufficient reference data and setup information in [59] it has not been possible to 
perform a more rigorous validation. However, the model delivers expected trends and behaviour of 
the reflection and transmission coefficients. 
The model is also more sensitive when running cases with higher wavelength-to-chord ratio, as the 
results approach a constant (zero-chord) value asymptotically, rather than providing same line after 
a given checkpoint. 
Comparison with 2-dimensional codes, representing a rotor-stator interaction, shows similar trends 
for the behaviour of the reflection and transmission coefficients. This is remarkable, as the isentropic 
one-dimensional model treats the bladed passage as a semi-actuator disk with the delay implied, 
however, still returns results comparable to a CFD solution. 
The next chapters will explain how the same approach is used to represent the blade flutter, as well 
as provide a methodology for the total pressure loss and outlet flow angle deviation application, 
describing the effects of loss and deviation on the unsteady results. 
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7 Flutter modes verification 
Flutter, as described in the methodology section, is represented by introducing the boundary 
conditions sourced from the mass, momentum, enthalpy and entropy equilibrium perturbations due 
to the physical blade movement. This chapter presents basic flutter modes validation against an 
alternative solver. 
7.1 Validation against LINSUB 
The validation of the presented methodology is made against various reference data. The first 
experiments are made, setting up similar cases with the current method and LINSUB. Given a flutter 
case, LINSUB provides the magnitudes of the emitted waves and the lift force perturbation, acting on 
the blade, where the blade is allowed to flutter in the pure bending or pitching modes only. 
7.1.1 Bending mode 
A cascade of flat blades, having various stagger angles was analysed at three different inlet Mach 
numbers. The analysis was to validate the bending flutter modes of the current model. Setting up a 
reference case with LINSUB, reduced frequency 𝜔𝑐
𝑈
 and number of blades were chosen to scale the 
abscissa axis so that results from both methods are comparable. However, in order to satisfy the 
compatibility, the reduced frequency was kept low, 𝜔𝑐
𝑈
≪ 1 . As LINSUB considers the long 
wavelength cases only, a relatively short chord has been chosen. 
The lift force 𝐹𝑦 and the magnitudes of the emitted acoustic waves, have been non-dimensionalized 
accordingly to the way they are represented in LINSUB, so that the presented quantities are 
𝑃𝑛𝑚𝑛𝑖,𝑝𝑢𝑟𝑒 𝑏𝑒𝑛𝑖𝑖𝑛𝑔± = 𝑃±
𝑐𝜌𝑈𝑓𝑟𝑒𝑒𝑠𝑡𝑟𝑒𝑎𝑚
𝜕�𝑑(𝑝𝑜𝑠)�
𝜕𝑡
 
𝐹𝑦,𝑛𝑚𝑛𝑖,𝑝𝑢𝑟𝑒 𝑏𝑒𝑛𝑖𝑖𝑛𝑔 = 𝐹𝑦
𝜌𝑈𝑓𝑟𝑒𝑒𝑠𝑡𝑟𝑒𝑎𝑚
𝜕�𝑑(𝑝𝑜𝑠)�
𝜕𝑡
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Figure 7-1, comparison of magnitudes of the emitted acoustic waves and the lift force acting on the blade for a pure 
bending flutter mode (𝑴𝒊𝒏 = 𝟎.𝟓, 𝝎𝒄𝑼 = 𝟎.𝟎𝟏𝟏𝟔, various stagger angles) 
As seen from Figure 7-1, the amplitudes of the emitted waves show very good comparison with 
LINSUB. The lift force perturbation acting on the blades also shows a good agreement. Correct 
magnitude scaling has been achieved choosing appropriate (yet still short) chord length, as the 
charts in figures show non-dimensionalized values. 
7.1.2 Pitching mode 
Same cascade of flat blades has been analysed in different mode, again providing comparison of 
emitted waves magnitudes as well as the lift force perturbation. LINSUB provides very small 
difference between a blade oscillating in pitching or bending mode and the results, again, show very 
good comparison with reference data. Analysis has been, again, performed on three different Mach 
numbers(M=0.1, M=0.5 and M=0.9, only M=0.5 is displayed below for brevity), varying the stagger 
angle. The results follow. 
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Figure 7-2, comparison of magnitudes of the emitted acoustic waves and the lift force acting on the blade for a torsional 
flutter mode (𝑴𝒊𝒏 = 𝟎.𝟓, 𝝎𝒄𝑼 = 𝟎.𝟎𝟏𝟏𝟔, various stagger angles) 
The magnitudes of the lift force and the acoustic waves are, again, non-dimensionalized accordingly 
to the way they are presented in LINSUB. 
𝑃𝑛𝑚𝑛𝑖,𝑝𝑖𝑡𝑐ℎ𝑖𝑛𝑔± = 𝑃±
𝑐𝜌𝑈𝑓𝑟𝑒𝑒𝑠𝑡𝑟𝑒𝑎𝑚
2 𝜕(𝛾)
𝜕𝑡
 
𝐹𝑦,𝑛𝑚𝑛𝑖,𝑝𝑖𝑡𝑐ℎ𝑖𝑛𝑔 = 𝐹𝑦
𝜌𝑈𝑓𝑟𝑒𝑒𝑠𝑡𝑟𝑒𝑎𝑚
2 𝜕(𝛾)
𝜕𝑡
 
7.1.3 Effect of the finite chord 
One of the conditions, essential to perform a proper validation against LINSUB, was that the reduced 
frequency would be much less than one, 𝜔𝑐
𝑈
≪ 1. Running a zero-chord case with a finite and 
constant 𝜔 would imply that the reduced frequency is zero and would return the results, matching 
117 
 
the LINSUB’s data to 100%. However, as soon as the finite chord length is introduced, the results 
start to differ from the reference ones. As a comparison, a pure bending flutter case has been set up 
having 𝑐 = 0 and 𝑐 = 0.01𝑚. Stagger angle has been held constant at 60 degrees. All the results 
have been non-dimensionalized by 1
𝜌𝑈𝑓𝑟𝑒𝑒𝑠𝑡𝑟𝑒𝑎𝑚
𝜕�𝑑(𝑝𝑜𝑠)�
𝜕𝑡
. 
For lower Mach numbers the presence of the finite chord is nearly negligible, especially in the cut-on 
region. The downstream-propagating acoustic wave is barely affected. The upstream-going acoustic 
wave shows a clear difference after passing the cut-off point.  
 
Figure 7-3, effect of the finite chord length on the emitted acoustic waves and the lift force acting on the blade for a 
pure bending flutter mode (𝑴𝒊𝒏 = 𝟎.𝟓, 𝝎 = 𝟐𝟎𝟎, various stagger angles) 
As soon as the Mach number goes up, the upstream-going acoustic wave gets affected drastically. A 
remarkable difference is now observable in both cut-on and cut-off regions. Most important effect is 
that the curves for non-zero stagger angles never reach zero magnitude. This behaviour may also be 
observed for a lower Mach number, however, the difference is not that pronounced as for M=0.9. 
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Figure 7-4, effect of the finite chord length on the emitted acoustic waves and the lift force acting on the blade for a 
pure bending flutter mode (𝑴𝒊𝒏 = 𝟎.𝟗, 𝝎 = 𝟐𝟎𝟎, various stagger angles) 
The downstream-going acoustic wave is barely affected in the cut-on region. A remarkable effect is 
observed on the lift force, acting on the blade. The presence of the finite chord increases the force 
magnitude a small amount in the cut-on region, and after passing the resonance point, the force 
gets damped. 
7.2 Discussion 
The representation of the first-order flutter modes in one dimension is a simple yet efficient way to 
perform the flutter analysis for lower values of the reduced frequency. More complex modes may be 
set up superimposing the contributions of the componential modes (such as a superposition of the 
plunging and pitching motion of the blade). The model incorporates a previously described cascade 
impedance model which provides a great advantage over previously published methods. However, 
an important thing to consider is the applicability region of the model. As no direct linkage between 
the number of the blades and the inter-blade phase angle is provided (due to the semi-actuator disc 
119 
 
approach as a fundamental stone) the model is applicable only to the cases of distortions, having a 
wavelength much longer than the pitch. This means that the most trustworthy results in the cut-off 
region would be the ones with lower ND values. 
As validation results show, the current method is capable to reproduce the idealized flutter cases. 
One of the next steps would be to reproduce the flutter of a real blade, however, a deeper 
introduction to the loss models and their implementation within this research is needed first. 
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8 Loss and Deviation models in unsteady 
analysis 
As mentioned previously, the current approach is complemented with semi-empirical closures for 
total pressure loss and outlet flow angle deviation. This chapter describes the application of these in 
the unsteady flow analysis as well as provides some discussion on importance of the presence of loss 
and deviation models in the calculation process. 
Several forced response and flutter cases are compared below, using both isentropic solution and 
applying loss and/or deviation models in order to estimate the importance of the loss effect on the 
output data. 
8.1 Single bladerow forced response 
In a one-dimensional model a bladed passage is represented using two points, namely, the leading 
and trailing edge points. Thus the isentropic solution only has the information about the flow angles 
at these points (presuming that all the conservation laws are satisfied, as well as the Kutta-condition 
at trailing edge). The detailed information about the blade profile geometry enters through the loss 
and deviation models, which take this data as input parameters. This means that even for a simplest 
case of a flat blade, its thickness may be implemented through the loss models. 
A set of cases has been set up, evaluating the reflection and transmission coefficients for both flat 
and cambered cascades, testing how the loss and deviation correlations would affect the results. 
8.1.1 Flat cascade 
An acoustic wave is incident on a cascade of flat blades of various stagger angles from upstream and 
downstream. The Mach number is varied between 0.3 and 0.7, and two different solutions are 
compared: 
- Isentropic solution 
- Implementing loss models 
The deviation model is not used in this case, as the blade camber angle is zero. The studied results 
are the reflection and transmission coefficients for the incident waves, as well as the perturbation in 
the blade lift force (acting normal to the direction of stagger). 
𝐹𝑓 = 𝐹𝜃 ∗ cos(𝛾) − 𝐹𝑥 ∗ sin(𝛾) 
The geometry of the studied cascade is shown in Table 8-1. 
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Geometry Dimension 
𝐴1,𝐴2 1.0 𝑚2  
𝑟1, 𝑟2 1.0 m 
𝑈𝑡  0 m/s(stator) 
𝜎 1.0 
𝑤𝑆𝑒𝑓𝑓
𝑐
 0.05 
𝐻
𝑐
 2 
𝑡/𝑐 0.01 
𝜏 0.0 m 
𝑐 0.01 m 
𝜙 0 deg 
𝜔 200 rad/s 
Table 8-1, studied stationary flat bladerow cascade geometry 
The blade is assumed to be stationary, which is why 𝑈𝑡 = 0. Maximum camber efficiency height, 
𝑤𝑆𝑒𝑓𝑓, is calculated according to Figure 8-1 and is used in Koenig’s blade profile loss model. 
 
Figure 8-1, effective suction side height, 𝒘𝑺𝒆𝒇𝒇 of a blade shape 
The flow incidence was assumed to be zero at all times, thus the inlet flow angle has been changing 
together with the stagger angle. 
𝛽1 = 𝛽2 = 𝛾 
The presence of the total pressure loss models inside the model changes the steady-state 
downstream of the blade and is expected to be the main reason for obtaining results, different from 
the lossless cases. 
 
Figure 8-2, amount of total pressure loss, 𝝎𝒑 = 𝑷𝟎𝟐,𝒊𝒅−𝑷𝟎𝟐𝑷𝟎𝟏−𝑷𝟏 , at a steady state for various Mach numbers and stagger angles 
The amount of total pressure loss for these cases is shown in Figure 8-2. We clearly see that for 
lower Mach numbers the loss does not vary a lot and stays within 2% range. A slight increase is 
observed for a higher stagger angle though. Once the Mach number increases to 0.7, the amount of 
loss doubles and this occurs to be more pronounced for higher stagger angles. 
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The loss influence is very small at such low Mach number, as 0.3. A slight difference is observed, but 
its percentile value is so tiny that it can be neglected. A higher Mach number shows a similar 
influence of total pressure losses, which is expected, as the magnitude of the loss differs marginally. 
 
Figure 8-3, reflection and transmission coefficients and lift force perturbation for an acoustic wave, incident from 
upstream (left) and downstream (right), 𝑴 = 𝟎.𝟓 
We see that overall the losses tend to damp the acoustic wave transmission and increase its 
reflection. This is observed in Figure 8-3, which shows the data for the M=0.5 and is even more 
pronounced for a higher Mach number, M=0.7. As seen in Figure 8-4, the difference between 
isentropic case and the one using losses, has become larger. For a wave, incident from upstream, 
there are also regions, where the reflection coefficient (so as the lift force perturbation) gets 
damped. This contradicts the statement, earlier observed by Sajben & Said [62], 2001. Basing on the 
results obtained using their model, they have made a conclusion that the reflection coefficient is 
always increased, having the loss models incorporated in the system, when compared with the 
isentropic case. As Figure 8-4 (left part) shows, for an acoustic wave, incident from downstream, for 
a higher Mach number this statement is valid only for certain Nodal Diameters. 
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Figure 8-4, reflection and transmission coefficients and lift force perturbation for an acoustic wave, incident from 
upstream (left) and downstream (right), 𝑴 = 𝟎.𝟕 
Overall, for a Mach number as high as 0.7, a significant change in reflection and transmission 
coefficients behaviour is observed. Closest to the isentropic case is the transmission coefficient for 
an downstream-going acoustic wave. However, even this curve shows a significant difference in the 
cut-off regions. As for the cases with an acoustic wave incident from downstream, not only 
magnitude, but also the behaviour of the curves becomes different near the cut-off region. The 
transmission coefficients provide a peak before reaching zero point (in the negative ND region). This 
is due to the fact that the steady-state conditions downstream of the bladerow have changed 
significantly, with total pressure loss of circa 4%. This effect becomes more pronounced for 
cambered blades, especially when applying the deviation correlation. 
8.1.2 Influence of loss models on reflection coefficients at 0ND. 
Another experiment has been performed, keeping the zero nodal diameter patterns and varying the 
wave frequency. This has shown that the reflection coefficient becomes increased due to the total 
pressure loss only beyond the certain frequency which, again, completes the statement by Sajben & 
Said. The experiment has reproduced on a flat blade cascade, as well as on a rotor blade of the 
modern design IP compressor, the geometry is shown in Table 8-2 
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Geometry Dimension 
𝜙 12 deg 
𝛾 49 deg 
𝜎 1.4123 
𝑟1 = 𝑟2 0.42 m 
𝑡/𝑐 0.0345 
𝑀𝑖𝑛 0.5 
𝑐 0.111 m 
𝜔 824 rad/s, constant 
𝑖𝑓𝑓𝑚𝑓  0 deg 
Table 8-2, modern IP compressor rotor blade configuration used for 0-ND cases. 
For a IP-rotor bladerow a non-zero flow incidence angle has also been applied, to give an additional 
loading to the blade. The results are presented in Figure 8-5, where it is clearly seen that the 
reflection coefficients increase with the increased pressure loss for longer wavelengths. As the 
incident waves become shorter, the reflection coefficient is damped thus providing lower amplitude 
for the reflected wave, compared with an isentropic case. As the waves become really short, the 
reflection coefficients start increasing again. The trends for two geometries are alike; however, a 
straight blade shows higher difference magnitudes. 
 
Figure 8-5, effect of total pressure loss on the reflection coefficient for a downstream-going incident acoustic wave with 
𝒊𝒘 = 𝟎 and 𝒍 = 𝟎. 
8.1.3 Cambered blade cascade 
Similarly to the flat cascade cases studied in 8.1.1, the same tests have been performed on a 
cambered cascade. The blade profile geometry is mostly similar (as presented in Table 8-3), however 
a camber angle has been added, thus modifying the inlet and outlet metal angles. For simplicity, a 
DCA-profile has been assumed, thus 
𝛽1 = 𝑔1 = 𝛾 + 𝜙2 
𝑔2 = 𝛾 − 𝜙2  
𝛽2 = 𝑔2 + 𝛿 
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Geometry Dimension 
𝐴1,𝐴2 1.0 𝑚2  
𝑟1, 𝑟2 1.0 m 
𝑈𝑡  0 m/s(stator) 
𝜎 1.0 
𝑤𝑆𝑒𝑓𝑓
𝑐
 0.05 
𝐻
𝑐
 2 
𝑡/𝑐 0.01 
𝜏 0.0 m 
𝑐 0.01 m 
𝜙 10 deg 
𝜔 200 rad/s 
Table 8-3, studied stationary flat bladerow cascade geometry 
Again, cases with an acoustic wave coming from both up- and downstream have been studied, 
assuming various blade stagger angles and Mach numbers. The following results are compared: 
- Isentropic solution 
- Implementing loss and deviation models 
The importance of the deviation model implementation is that it corrects the Kutta-condition at the 
trailing edge, thus modifying the steady-state conditions, when compared to the lossless case. The 
studied results are, again, reflection and transmission coefficients for the incident waves, as well as 
the perturbation in the blade lift force (acting normal to the direction of stagger). 
 
Figure 8-6, amount of total pressure loss, 𝝎𝒑 = 𝑷𝟎𝟐,𝒊𝒅−𝑷𝟎𝟐𝑷𝟎𝟏−𝑷𝟏  and outlet flow deviation [deg] at a steady state for various 
Mach numbers and stagger angles, assuming camber angle 10 degrees. 
Even though the overall magnitude of total pressure losses is smaller in this case, compared to the 
flat cascade results, the similar trends are observed when the Mach number is increased above 0.5. 
The percentile amount of loss is nearly doubled, compared to the lower Mach number cases. The 
deviation model does not seem to be that dependent on Mach number. An almost linear increase in 
flow deviation angle is observed as the Mach number increases. The stagger angle, however, affects 
the deviation model more drastically, as shown in Figure 8-6. 
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The low Mach number case, contrary to the flat cascade results, shows a significant difference when 
the results are compared with the lossless ones. The magnitudes of the reflection coefficients are 
greater and the transmission of the acoustic waves is damped, for both upstream- and downstream 
travelling waves. The blade lifting force also shows a higher magnitude, when compared to the case 
without loss and deviation models, Figure 8-7. 
 
Figure 8-7, reflection and transmission coefficients and lift force perturbation for an acoustic wave, incident from 
upstream (left) and downstream (right), 𝑴 = 𝟎.𝟑 on a cambered cascade of DCA-blades, 𝝓 = 𝟏𝟎. 
However, most significant difference is the overall shift of the “zero-points” (ND’s where the curve 
shows a zero-magnitude) which is observed on all the six charts of Figure 8-7. This is due to the fact 
that the flow angles, used for the calculation of eigenvalues, wavelengths and total pressure losses 
are now influenced by the deviation correlation. The steady-state conditions downstream of the 
blade now differ from the lossless case more significantly. This difference makes larger influence for 
a higher stagger angle, as seen both for cases with M=0.3 and M=0.5. 
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Figure 8-8, reflection and transmission coefficients and lift force perturbation for an acoustic wave, incident from 
upstream (left) and downstream (right), 𝑴 = 𝟎.𝟓 on a cambered cascade of DCA-blades, 𝝓 = 𝟏𝟎. 
As the Mach number increases, the influence of the loss and deviation models becomes more 
significant. As seen in Figure 8-8, none of the reflection coefficient curves for an incident wave from 
downstream reaches zero-magnitude in the negative ND region, with losses and deviation models 
“switched on”. The blade appears to reflect more sound however the resonance peak in the 
negative ND region is shifted, due to the presence of the deviation model. Already at M=0.5 we 
clearly see that the magnitude of the reflection coefficient is not necessarily increased due to the 
presence of losses. 
The right part of Figure 8-8 shows increased magnitudes of the reflection coefficients and damped 
transmission of the sound wave, coming from downstream. The shift of the cut-off point is also 
present, however, due to the direction of the wave travel (upstream) it is observed in the positive 
ND range and its magnitude is not as high, when compared to the downstream-going wave case. 
For both M=0.5 and M=0.7 cases, the least affected is the transmission coefficient of the 
downstream-going acoustic wave. 
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Figure 8-9, reflection and transmission coefficients and lift force perturbation for an acoustic wave, incident from 
upstream (left) and downstream (right), 𝑴 = 𝟎.𝟕 on a cambered cascade of DCA-blades, 𝝓 = 𝟏𝟎. 
For the highest Mach number studied, the trends of the curves remain same, however, the effect is 
significantly increased. Even the normally least affected transmission coefficient for a downstream-
going acoustic wave is affected both in terms of magnitude and in terms of the cut-off point shift. 
The effect of both becomes more pronounced for a higher stagger angle, Figure 8-9. 
The reflection coefficient, just as for the case of M=0.5, becomes increased only beyond a certain ND 
Below this range it is damped and the resonance point is, again, shifted due to the corrected Kutta-
condition at the outlet. 
Cases with an incident acoustic wave, coming from downstream, show similar trends with increased 
effects of the cut-off point shift and magnitude change. 
8.1.4 Fan-intake interaction 
A mid-span section of a fan blade of a 80 kN thrust class modern engine has been analysed in several 
forced response cases. The purpose of this study was primarily to identify the influence of the 
incoming entropy and/or vorticity waves on the intake flow (reflected acoustic wave), bypass duct 
flow (transmitted wave) as well as the blade forcing. 
The tests have been performed at different points along the characteristic, thus varying the inlet 
mass flow, Mach number and flow incidence angle. 
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Figure 8-10, static pressure ratio for a mid-span section of a modern 80kN thrust class engine front fan. Various 
airspeeds and operating points. 
An unsteady analysis is performed in every working point shown in Figure 8-10, assuming various 
engine orders and an inlet distortion as a downstream-travelling entropy, vorticity or acoustic wave. 
The system is studied in the relative frame, which is why the static pressure rise is shown on Figure 
8-10. The studied aerofoil is assumed to be a DCA-type with 29 degrees camber angle. Further 
information about the studied geometry is presented in Table 8-4, after being simplified. 
Geometry Dimension 
𝐴1,𝐴2 5.64 𝑚2  
𝑟1, 𝑟2 0.82 m 
𝜎 1.98 
𝑤𝑆𝑒𝑓𝑓
𝑐
 0.083 
𝐻
𝑐
 1.91 
𝑡/𝑐 0.037 
𝜏/𝑐 0.001 m 
𝑐 0.51 m 
𝜙 29.0 deg 
𝛾 25.6 deg 
Table 8-4, fan midspan-section simplified geometry 
The easiest way to distinguish between the results, when comparing them to each other is to 
analyse them as a function of inlet flow incidence angle. When varying working points, the flow 
tangential velocity is kept same (for a constant airspeed). The inlet mass flow differs, thus affecting 
the mass flow, incidence angle and inlet Mach number. Thus, working points presented in Figure 
8-10 may also be viewed as shown in Figure 8-11, where the left part shows the static pressure ratio 
and the right part shows non-dimensional mass flow and Mach numbers as a function of incidence 
angle. 
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Figure 8-11, steady-state working points as a function of inlet flow incidence angle 
As the real blade geometry was used, the loss and deviation models have been applied for all 
analyses. The steady-state values of total pressure losses and outlet flow angle deviation are 
presented in Figure 8-12. 
 
Figure 8-12, steady-state total pressure losses and outlet flow angle deviations for various working points VS airspeeds 
The losses are generally higher for higher rotation speeds of the shaft and are additionally increased 
having a negative flow incidence. Cases with higher flow incidence return a higher amount of flow 
deviation, which results in smaller overall flow turning angle which in turn provides lower total 
pressure loss. As has been shown previously, the largest impact of the losses is made in the “very 
off-design” points, whereas the presence of the flow deviation seems to affect the results quite 
drastically, overall. 
Two sets of experiments are performed, namely, with the cascade impedance model switched on 
and off. The reasons for that are explained below. 
8.1.4.1 Zero cascade impedance 
The zero cascade impedance cases are studied first. The incoming disturbance is assumed to come 
from a series of perturbation sources, uniformly distributed along the circumference, forming the 
nodal diameter pattern. The perturbation sources are assumed stationary where the bladerow is 
rotating. The system is easily converted into relative frame, assuming stationary bladerow and a 
travelling distortion pattern, as shown in Figure 8-13. 
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Figure 8-13, a schematic representation of incoming unsteady perturbation in relative and absolute reference frames 
As the engine order is an ND-multiple, the ratio between the tangential wavenumber and angular 
frequency remains same for a constant airspeed. 
𝑙
𝜔
= 1
Ω𝑟
 
In the case of zero cascade impedance there is no delay of the waves as they pass through the 
bladed passage. This results that all engine orders come provide same results for unsteady forced 
response analysis. Each working point, shown in Figure 8-10 would then provide only one unique 
result for a constant tangential-wavenumber-to-frequency ratio (means constant airspeed). 
 
Figure 8-14, a schematic representation of the working points, providing same results for unsteady analysis 
The response of the cascade has been analysed in each working point for entropy, vorticity and 
acoustic waves are incident from upstream. The results are presented in terms of magnitudes and 
phases of the blade lifting force, reflected acoustic wave and propagated acoustic, entropy and 
vorticity waves. The blade forcing is directly coupled with blade stability and the reflected acoustic 
wave, as the measure of noise coming from the engine front. 
Blade forcing in these cases is calculated as 
𝑑𝐹𝑓 = 𝑑𝐹𝜃 cos(𝛾) −𝑑𝐹𝑥sin (𝛾) 
𝑑𝐹𝑥 = 𝑑�Δ(𝜌𝑢𝑚𝑢𝜃)� 
𝑑𝐹𝜃 = 𝑑�Δ(𝜌𝑢𝑚2 + 𝑝)� 
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Figure 8-15, blade lifting force perturbation as a function of flow incidence angle and shaft speed. Incident entropy wave 
of unit amplitude, zero phase, zero cascade impedance. 
 
Figure 8-16, emitted waves as functions of flow incidence angle and shaft speed, indexes 1-2-3-4 correspond to Entropy, 
Vorticity Down- and Upstream going acoustic waves respectively. Incident entropy wave of unit amplitude, zero phase, 
zero cascade impedance. 
As seen from Figure 8-15, the magnitude of the lifting force perturbation grows almost linearly 
together with the shaft speed increase. The phase diagram shows the regions where the sign of the 
phase angle would change, however, the imaginary part of the lifting force perturbation is still 
relatively small compared to the real one. Figure 8-16 shows sudden phase sign changes for higher 
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airspeeds for the entropy and acoustic waves. This occurs due to the sign change of the real part, 
which is observed by the “nod” in the same incidence angles region at the magnitude charts. The 
vorticity waves look almost similar for all working points, however, reduce in magnitude closer to 
the choking region. 
 
Figure 8-17, blade lifting force perturbation as a function of flow incidence angle and shaft speed. Incident acoustic wave 
(from upstream) of unit amplitude, zero phase, assuming zero cascade impedance. 
134 
 
 
Figure 8-18, emitted waves as functions of flow incidence angle and shaft speed, indexes 1-2-3-4 correspond to Entropy, 
Vorticity Down- and Upstream going acoustic waves respectively. Incident Acoustic wave (from upstream) of unit 
amplitude, zero phase, assuming zero cascade impedance. 
The blade forcing for an incident acoustic wave (from upstream) also varies linearly with shaft speed, 
however, in this case the magnitude gets reduced as the speed increases and vice versa. The phase 
angle is quite steady around 1
2
𝜋 and changes sign for low pressure ratios in the highest airspeed 
case, as the flow approaches the choking condition. As for the emitted waves, the entropy wave 
magnitude seems to be offset in terms of incidence angle with an increased shaft speed. Similar 
behaviour is observed for the vorticity and acoustic waves – the magnitude variation as a function of 
airspeed is clearly observable. 
8.1.4.2 True chord length (cascade impedance) 
The next experiment is to investigate the effect of the true chord length. The analysis, again, has 
been performed on several airspeeds, choosing a number of points on each line corresponding to 
various inlet flow incidence angles and Mach numbers respectively. As the true chord length has 
been used, the effects of the cascade impedance were different results for different engine orders. 
Now, if one would choose any incidence angle from Figure 8-11 and perform unsteady analysis for 
various airspeeds, varying the engine orders would not provide same results, as expected. 
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Figure 8-19, a schematic representation of the working points, providing different results for various engine orders 
unsteady analysis 
The forced response analysis has been performed for all airspeeds and incidence angles shown in 
Figure 8-11 for incident entropy, vorticity and acoustic wave from downstream. However, only one 
of the airspeeds is presented here for brevity (72.44% design airspeed). Engine orders are chosen to 
vary from 1 to 10. Trustworthiness of the higher engine orders results coming from the current 
model are questionable due to the long-wavelength limit, however, they are still presented here to 
demonstrate the capability of the model. The shorter engine orders should provide sensible results, 
as the study is performed within or close to the cut-on regions both upstream and downstream of 
the cascade. As previous validation results show, the model is performing very well in these regions. 
The cascade geometry is kept same, however, a finite chord length of 0.51m has been added. The 
setup of the experiments is same, when the ratio between the Nodal Diameter pattern and angular 
frequency is kept constant 
𝜔 = Ω𝑁𝐷 
However, for each engine order various values of 𝜔 are obtained, which will affect the delay of the 
waves, as they pass through the bladed passage. This leads to different results for different engine 
orders and is presented in figures below. 
 
Figure 8-20, blade lifting force perturbation due to an incident entropy wave (unit amplitude, zero phase), 72.44% design 
airspeed, various flow incidence angles (and thus Mach numbers) 
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Figure 8-21, emitted waves as functions of flow incidence angle and engine order (72.44% design airspeed), indexes 1-2-
3-4 correspond to Entropy, Vorticity Down- and Upstream going acoustic waves respectively. Incident entropy wave of 
unit amplitude, zero phase. 
It is clearly seen that up to third engine order, the amplitude of the lifting force perturbation is 
growing rapidly. The phase goes towards −𝜋
2
 which indicates growing negative imaginary component 
of the lifting force. After the fourth engine order and up to the tenth, the force magnitudes obtain 
parabola-shapes, hitting zero amplitude near engine orders 6 and 7 (the latter for higher inlet flow 
incidence). 
Similar trends are observed for all the emitted waves (both reflected and transmitted). The 
amplitude grows up to the third engine order, after which a somewhat parabola-like behaviour is 
observed. As for the phase, a rapid change in its magnitude and in some cases even sign is observed 
between engine orders 3 and 4. 
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Figure 8-22, blade lifting force perturbation due to an incident acoustic wave from upstream (unit amplitude, zero 
phase), 72.44% design airspeed, various flow incidence angles (and thus Mach numbers) 
 
Figure 8-23, emitted waves as functions of flow incidence angle and engine order (72.44% design airspeed), indexes 1-2-
3-4 correspond to Entropy, Vorticity Down- and Upstream going acoustic waves respectively. Incident acoustic wave 
from upstream of unit amplitude, zero phase. 
Analysis with an incident acoustic wave provides similar trends as functions of engine orders. Around 
engine orders 3-4 a rapid change in the magnitudes’ behaviour is observed, followed by parabola-
shaped curves for higher engine orders. The phases also show similar behaviour around those 
points. 
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From the numerical point of view, the only difference between the cases with and without the 
cascade impedance model is the delay of entropy and up- and downstream going acoustic waves 
inside the blade passage (the flow inside the passage is assumed one-dimensional and thus does not 
have a vorticity wave). The delay, or phase change, depends on two components – the blade stagger 
or the tangential shift of the wave and the time it takes a wave to pass along the stagger line. 
𝒘1𝐷,𝑖𝜌 ≅ 𝑒−𝑖𝑓Δ(r𝜃)𝒘1𝐷,𝑖𝑖𝑒𝑖𝜔�𝑘3𝑐ℎ,𝒋−1 �𝑎𝑣𝑐 
Where 
𝒌𝟑𝑐ℎ = �𝑘3𝟏+𝑘3𝟐+
𝑘3𝟑−� = �
𝑢𝑐ℎ
𝑢𝑐ℎ + 𝑎𝑖𝑖𝑖
𝑢𝑐ℎ − 𝑎𝑖𝑖𝑖
� 
Δ(r𝜃) is the angular distance between blade leading and trailing edges and 𝜔 is the angular 
frequency of the travelling pattern. 
When analysing various engine orders for a chosen working point, the steady-state flow conditions 
remain constant. The stagger angle is also unperturbed, thus the only variable that changes for 
various engine orders is the angular frequency, 𝜔 = Ω𝑁𝐷. The upstream-travelling acoustic wave 
has the slowest speed, thus its phase change is affected with greatest effect. As the angular 
frequency variation range is quite large as well, at some conditions the phase change of the 
upstream-travelling acoustic wave reaches values of ±𝜋. The delay hits this value at around engine 
orders 3-4, where a great amplification in the blade response is observed. As the frequency grows 
with increased engine order, the phase delays change, which makes the curves amplitudes decay. 
However, when approaching engine order 10, the phase delay of the upstream-going pressure wave 
makes a half-circle and the similar increase in response is observed. This behaviour is captured for 
other airspeeds as well. 
8.1.5 Single bladerow analysis – conclusions 
Even though the flat blade models may be useful for the steady-state analyses, showing only 
marginal difference compared with the real geometry, this chapter shows clearly that presence of 
the blade camber provides a significant difference for the unsteady analysis. This difference is 
additionally emphasized by the presence of loss models, coupled with the deviation models. Thus, 
for the same inlet conditions upstream, one obtains a completely different picture downstream of 
the cascade, which affects the key points in the unsteady analysis, such as cascade impedance, 
eigenvalues and wavelengths. The ability to use real geometry in an unsteady 1D analysis should 
greatly improve the results, making them more realistic. 
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8.2 Fan flutter 
One of the key important features of the low-fidelity models is to be able to predict essential data 
during preliminary analysis. Thus, these models may be used to evaluate the forcing and thus 
aerodamping of the blade for given boundary conditions. Having the steady-state conditions and 
solution available and the blade natural frequency known (or assumed) the effect of change of the 
frequency can be investigated as a function of nodal diameter pattern. 
The aerodynamic damping is directly bound to the imaginary part of the blade forcing. Here, both 
real and imaginary parts of the blade forcing are provided, both non-dimensionalized by 𝜔2. 
A mid-span cross-section of a 80 kN thrust class engine front fan is considered. The geometry is 
modified to become a DCA-style in order to be more eligible for the loss models. 
Geometry Dimension 
𝐴1,𝐴2 5.64 𝑚2  
𝑟1, 𝑟2 0.82 m 
𝜎 1.98 
𝑤𝑆𝑒𝑓𝑓
𝑐
 0.083 
𝐻
𝑐
 1.91 
𝑡/𝑐 0.037 
𝜏/𝑐 0.001 m 
𝑐 0.51 m 
𝜙 29.0 deg 
𝛾 25.6 deg 
Table 8-5, fan midspan-section simplified geometry 
A close-to-transonic steady state point is chosen so that the rotation speed of the fan was 2155 RPM 
with inlet mass flow 1385.9 kg/s. Relative Mach number at the blade inlet was 0.8 with 2 degrees 
flow incidence. When evaluating the steady-state solution for the case using loss and flow deviation 
models, quite large values are obtained. The total pressure loss was greater than 8% and the 
deviation angle was 9.5 degrees. As these values affect the downstream conditions quite drastically 
and provide great differences in output data when compared to the isentropic cases, both isentropic 
case and the case using loss and deviation models are presented. An isentropic case with zero 
cascade impedance is also presented here to once again, emphasize the importance of the finite 
chord length application. 
First-order tangential bending mode flutter has been analysed. The unsteady solution has been 
evaluated both in relative and absolute frames of reference, taking into account the necessary 
correction of the angular frequency 
𝜔𝑎𝑏𝑠 = 𝜔𝑟𝑒𝑓 + 𝑁𝐷 ∗ Ω 
Where 𝜔𝑟𝑒𝑓  has been chosen to be within the region close to the natural frequency of the blade for 
the first-order bending mode. 
The purpose of this particular experiment is to investigate how changing of the natural frequency 
would affect the blade aerodynamic damping and loading. To do that, the range of the relative 
frequencies has then been varied between 345 and 1245 rad/s at nodal diameter patterns, ranged 
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from -5 to 5 ND. This approach has allowed covering cut-on and cut-off frequency ranges in regions 
both upstream and downstream of the blade. 
 
Figure 8-24, non-dimensionalized lift force perturbation at 𝝎 = 𝟑𝟒𝟓 rad/s, for various ND’s. Various cases are shown, 
split into real (left) and imaginary (right) components. Lower parts of the charts show the cut-on/cut-off boundaries 
upstream and downstream of the blade. 
A tangential flutter analysis has been performed at the close-to-natural angular frequency 
𝜔 = 345 𝑟𝑎𝑑/𝑠 first, for various ND’s. This was mainly to demonstrate the regions that the analysed 
points fall within. When performing an experiment at an integer ND, it is essential to know whether 
the acoustic waves in the respective region are cut-on of cut-off. As shown in Figure 8-24, both 
positive and negative integer values of ND’s may fall in all four kinds of regions, corresponding to the 
conditions of acoustic waves upstream and downstream, namely: 
- Both cut-on 
- Cut-on upstream, cut-off downstream 
- Cut-off upstream, cut-on downstream 
- Both cut-off 
Figure 8-24 shows non-dimensionalized blade lift forces split into real and imaginary parts. The data 
is shown for three different cases: 
a) Isentropic, zero cascade impedance. These calculations have been made without 
consideration for any total pressure losses, outlet flow deviation and the delay for the waves 
passing between leading and trailing edges. 
b) Isentropic, true chord. These calculations have been, again, made with no total pressure 
losses and zero outlet flow deviation. However, a true finite value of the chord length was 
used for delaying the waves as they pass through the bladed passage. 
c) Losses, deviation, true chord. These calculations have been made taking account for the total 
pressure losses, outlet flow deviation and the finite chord length. 
What is shown in Figure 8-24 happens for one particular angular frequency only. The picture will 
change once the frequency is changed. To illustrate that, cases a, b and c have been run for various 
frequencies at constant values of ND, varying between 1 to 5 and -5 to -1. 
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Figure 8-25, results for case "a", positive ND range. 
 
Figure 8-26, results for case "b", positive ND range. 
 
Figure 8-27, results for case "c", positive ND range. 
As seen in Figure 8-25 – Figure 8-27, the results obtained for different cases differ among themselves 
a lot. The charts demonstrate the variation in non-dimensionalized blade lift force (real and 
imaginary components) as a function of reduced frequency. In all three figures the curves have 
visible “notches” or peaks, corresponding to the points, where acoustic waves upstream or 
downstream turn from cot-on to cut-off and vice versa. This is observed for all the curves, however, 
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the points appear shifted for various ND’s. In order to investigate this effect further, a comparison 
between the “zero-chord” case and all the rest of the cases is made. 
The largest effect observed is the introduction of the non-zero cascade impedance. Curves, shown in 
Figure 8-25, corresponding to various ND’s, are actually all one and the same results, when rescaled 
properly. This makes sense as the “zero-chord” isentropic model is reduced to a simplest actuator 
disk model, which only accounts for the instantaneous flow turning. The phase change between the 
leading- and trailing edge positions is zero, thus the variation in results only depends on the ratio 
between 𝜔 and 𝑙 = 𝑁𝐷
𝑟
. 
 
Figure 8-28, results for case "a", positive ND range. X-axis rescaled by 𝟏
𝑵𝑫
. 
To illustrate that, the curves for the case “a” are replotted with the X-axis rescaled by 1
𝑁𝐷
, Figure 
8-28, using a respective value of 𝑁𝐷 for each curve. Thus the resonance points appear at the same 
values of 𝜔𝑐
𝑈 𝑁𝐷. However, examining the charts thoroughly, one may still find similarities between the 
curves, corresponding to various ND’s, as their trends look the same. 
 
Figure 8-29, results for case "a", positive ND range. X-axis rescaled by 𝟏
𝑵𝑫
, Y-axis rescaled by 𝑵𝑫. 
After having the Y-axis rescaled by 𝑁𝐷, all the curves collapse onto one and the same curve, as 
mentioned previously. 
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The same experiment has been performed for cases “b” and “c”. Contrary to the case “a”, the curves 
do not collapse onto the same curve as the finite chord lengths delays the waves as they pass the 
bladed passage. This provides yet another way of showing the importance of the cascade impedance 
model. 
 
Figure 8-30, results for case "b", positive ND range. X-axis rescaled by 𝟏
𝑵𝑫
. 
 
Figure 8-31, results for case "c", positive ND range. X-axis rescaled by 𝟏
𝑵𝑫
. 
The differences between the various ND curves are visible for both cases “b” and “c” already after 
the X-axis rescaling (Figure 8-30, Figure 8-31). For the case “c” the amplitudes and the positions of 
the peaks of the oscillations for lower reduced frequency ranges appear different. For case “b” the 
largest differences are also observed in the low reduced frequency region. The resonance points, as 
expected, appear at the same rescaled reduced frequencies. 
As for the case “a”, the curves have also been plotted with both X and Y axes rescaled accordingly. 
The results are shown in Figure 8-32 and Figure 8-33. 
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Figure 8-32, results for case "b", positive ND range. X-axis rescaled by 𝟏
𝑵𝑫
, Y-axis rescaled by 𝑵𝑫. 
 
Figure 8-33, results for case "c", positive ND range. X-axis rescaled by 𝟏
𝑵𝑫
, Y-axis rescaled by 𝑵𝑫. 
As seen from the charts, even after the Y-axis rescaling, the curves appear different, as change in ND 
changes the amount of delay, caused by the finite chord and this, in turn, affects the final results. 
It is interesting to note the effect of loss and deviation, when comparing the results for cases “b” and 
“c”. The presence of loss seems to damp the magnitudes of the blade loading. Due to the flow 
deviation, the flow is turned by a smaller amount in case “c”, which provides different downstream 
conditions, when compared to the case “b”. This shifts the cut-off point towards a higher reduced 
frequency and is observed comparing the left cut-on peaks on Figure 8-32 and Figure 8-33 (shift 
from 𝜔𝑐
𝑈 𝑁𝐷 = 0.75 to about 0.78. 
The curves on both Figure 8-32 and Figure 8-33 tend to converge to one for higher reduced 
frequency. Lower reduced frequencies cause oscillatory behaviour. This makes sense, as the lower 
reduced frequencies (or lower wavelengths) cause bladed passage end-reflections to be visible, just 
as in the forced response cases with a low incident wavelength-to-chord ratio. 
The same experiments have been performed on negative ND’s. The results follow. 
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Figure 8-34, results for case "a", negative ND range 
 
Figure 8-35, results for case "a", negative ND range. X-axis rescaled by 𝟏
𝑵𝑫
 
 
Figure 8-36, results for case "a", negative ND range. X-axis rescaled by 𝟏
𝑵𝑫
, Y-axis rescaled by 𝑵𝑫. 
Figure 8-34, Figure 8-35 and Figure 8-36 show that similar behaviour is obtained for negative ND’s. 
When considering case “a”, the curves corresponding to various nodal diameters are nothing more 
than the same results rescaled with 𝑁𝐷 and 1
𝑁𝐷
 for Y and X axes respectively. 
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Figure 8-37, results for case "b", negative ND range. 
 
Figure 8-38, results for case "b", negative ND range. X-axis rescaled by 𝟏
𝑵𝑫
 
 
Figure 8-39, results for case "b", negative ND range. X-axis rescaled by 𝟏
𝑵𝑫
, Y-axis rescaled by 𝑵𝑫. 
The effect of the cascade impedance is visible and most pronounced for the lower reduced 
frequencies (Figure 8-37 – Figure 8-39). For higher reduced frequencies the curves for different ND’s 
converge to same value, which is completely similar trend to the positive ND cases. The oscillatory 
behaviour is also observed in the lower reduced frequency ranges and is mostly pronounced for 
higher ND’s. 
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Figure 8-40, results for case "c", negative ND range. 
 
Figure 8-41, results for case "c", negative ND range. X-axis rescaled by 𝟏
𝑵𝑫
 
 
Figure 8-42, results for case "c", negative ND range. X-axis rescaled by 𝟏
𝑵𝑫
, Y-axis rescaled by 𝑵𝑫. 
Adding the total pressure losses together with the outlet flow deviation makes the curves for various 
nodal diameters look more diversified. In case “c”, as seen in Figure 8-42, the oscillatory behaviour 
of the imaginary parts of the curves is very pronounced. This makes the rescaled results still to 
converge to the same values, however, at much higher reduced frequencies. 
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8.3 Turbine blade flutter using real geometry (verification against CFD) 
Having performed all validations of the model against idealized cases simulated with LINSUB, yet 
another test of the model was performed. This time the real geometry flutter simulation has been 
setup. An LP turbine blade was induced to a first order flutter mode, simulated in the 3D unsteady 
solver AU3D, providing the aerodynamical damping as a function of the nodal diameter, which was 
used for validation. The blade belongs to a LP turbine rotor, of a modern design aero-engine. The 
real geometry data has been used for estimation of the blade parameters, however, several 
assumptions have been made. 
8.3.1 Case description and setup 
The studied blade had a reaction-type profile and the camber angle 𝛾 was higher than 100 degrees. 
This makes Koenig’s total pressure loss model inapplicable which is why Ainley & Mathieson’s loss 
and deviation models were used. The necessary aerofoil data has been obtained exactly using the 
geometry manipulation tools in order to evaluate the losses in a most rigorous way. The simulation 
has been performed at a low Mach number, 𝑀𝑖𝑛 = 0.5 with an inlet flow incidence 𝑖 = 1𝑚 , 
attempting to represent the AU3D flow conditions in full. 
 
Figure 8-43, aerofoil configuration, blade profile, camber line directions and metal angles 
As Figure 8-43 shows, the gas stream path inside the bladed passage is curved and appears to be 
longer than if it would have been approximated with a straight line from leading to trailing edge. 
This fact implies that the simple cascade impedance model used within this research might be not 
the best suitable choice. However, as the blade chord is quite short this should not be the problem 
for the low-order ND calculations. The detailed blade information is presented in Table 8-6. 
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Geometry Dimension 
𝑔1 47𝑚  
𝑔2 −58𝑚  
𝛾 −25𝑚  
𝑟1, 𝑟2 0.375𝑚, 0.380𝑚  
𝐴1,𝐴2 0.219𝑚2, 0.237𝑚2  
𝜎 1.26875  
𝑡/𝑐 0.112  
𝑡𝑇𝐸/𝑐 0.0243  
𝑤𝑒𝑓𝑓/𝑐 0.35  
𝑐ℎ𝑜𝑟𝑑 0.021𝑚  
𝑟ℎ𝑢𝑏/𝑟𝑐𝑎𝑠𝑖𝑛𝑔 0.775  
Ω 290.37 𝑟𝑎𝑑/𝑠  
𝑁𝐵 146  
Table 8-6, blade properties at mid-span 
The analysis considered the mid-span information about the blade, extracted from the 3D blade 
object that the CFD analysis has been run on. The inlet flow boundary conditions were chosen to 
match the reference data. The analysis has been performed both isentropically and involving the loss 
and deviation models, as well with the cascade impedance models switched on and off. 
The vibration mode has been extracted from the 3D mode shape used by the reference solver. This 
included full three-dimensional blade displacement information for every point on the mesh. Two 
points have been chosen to represent the leading and trailing edges and the respective information 
has been extracted to represent the modal displacement. 
                
Figure 8-44, blade mesh used for the 3D CFD analysis with the leading and trailing edges at mid-span indicated (left) and 
the schematic illustration of the blade modal displacement (right). 
One way to represent the first order flutter modes in 2D is described in Chapter 7. This approach 
implies first to decide the nature (plunging or pitching), direction (axial, tangential or chord-normal), 
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magnitude and phase of the vibration. This information provides the complex displacements of the 
leading and trailing edges, which real and imaginary parts are then converted to the perturbations in 
passage area, reference frame normal vectors and speed of the blade. The obtained data is used to 
evaluate the perturbations in mass, momentum and energy equilibrium which are then used as the 
right-hand side for the governing matrix. 
The mode shape in this particular case, however, is a superposition of both pitching and plunging 
motion. The magnitudes of 𝑑𝑥2 and 𝑑𝑦2 are different from 𝑑𝑥1 and 𝑑𝑦1 as may be seen in Figure 
8-44, which implies a pure higher-order magnitude pure bending mode together with a lower-order 
magnitude torsional mode (the latter would have a centre of rotation upstream of the blade, several 
chord lengths in the direction of stagger). However, the splitting the mode into its components in 
order to find out the displacements for bending and torsion separately is not necessary, as the 
superimposed complex modal displacements are available directly. 
Direction Reference value Rescaled value [m] 
𝑅𝑒(𝑑𝑥1) 0.862 0.100 ∗ 10−3 
𝑅𝑒(𝑑(𝑟1𝜃1)) 1.547 0.179 ∗ 10−3 
𝑅𝑒(𝑑𝑥2) 1.117 0.130 ∗ 10−3 
𝑅𝑒(𝑑(𝑟2𝜃2)) 2.065 0.240 ∗ 10−3 
𝐼𝑚(𝑑𝑥1) ≈ 0 ≈ 0 
𝐼𝑚(𝑑(𝑟1𝜃1)) ≈ 0 ≈ 0 
𝐼𝑚(𝑑𝑥2) ≈ 0 ≈ 0 
𝐼𝑚(𝑑(𝑟2𝜃2)) ≈ 0 ≈ 0 
Table 8-7, modal displacements extracted from AU3D, both reference and rescaled data 
Table 8-7 shows the displacements in axial and tangential direction. The data has been rescaled in 
order to represent the axial displacement of the 0.1mm at leading edge. The displacements in radial 
(or 𝑧) direction have been omitted as the rigid body motion was assumed. However, their presence 
should not be forgotten when comparing the reference date with the calculated results. 
The reference run provides aerodynamical damping, computed for a range of nodal diameters, 
corresponding to the inter-blade phase angle range [−180: 180]. In AU3D the damping is calculated 
as 
𝜂 = 𝑊𝑖2𝜋𝑈 = 𝛿𝜋 
Where 𝜂 is the damping ratio and 𝑈 is the total strain energy, 𝑈 = 0.5𝑚𝜔2|?̇?|2 with modal mass 𝑚 
and displacement direction 𝜉. If the modal mass and amplitude are chosen so that 𝑚 = |?̇?| = 1, 
then 
𝜂 = 𝑊𝑖
𝜋𝜔2
= 𝛿
𝜋
        ⇔         𝛿 = 𝑊𝑖
𝜔2
 
Where the dissipated energy is 
𝑊𝑖 = �𝐹?̇?𝑑𝑡 = 𝜋�𝑅𝑒(𝐹) ∗ 𝐼𝑚(𝜉) − 𝐼𝑚(𝐹) ∗ 𝑅𝑒(𝜉)�  
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As in this particular case the imaginary parts of the displacement are zero, the damping becomes 
𝛿 = 𝜋
𝜔2
�−𝑅𝑒(𝜉) ∗ 𝐼𝑚(𝐹)� 
The blade moves in both axial and tangential direction, which is why the 𝑊𝑖,𝑥 and 𝑊𝑖,𝑦 are easiest 
calculated separately and superimposed. 
𝛿 = 𝑊𝑖,𝑥 + 𝑊𝑖,𝑦
𝜔2
= − 𝜋
𝜔2
�𝑅𝑒(𝑑𝑥) ∗ 𝐼𝑚(𝐹𝑥) − 𝑅𝑒(𝑑𝑦) ∗ 𝐼𝑚�𝐹𝑦�� 
Where the tangential coordinate corresponds to the variation in 𝑟𝜃 keeping the radius constant 
accordingly to its axial location. 
8.3.2 Turbine blade flutter results 
In order to test the capabilities of the model, three different calculations have been performed, 
namely: 
a) Isentropic, zero cascade impedance. No consideration for any total pressure losses, outlet 
flow deviation or the delay for the waves passing between leading and trailing edges. 
b) Isentropic, true chord c=0.021m. Same as case (a), but now implementing the delay due to 
the finite chord. 
c) Losses, deviation, true chord c=0.021m. These calculations have been made taking account 
for the total pressure losses, outlet flow deviation and the finite chord length. 
The steady state run provided the 3.8% total pressure loss and 7.7 degrees outlet flow angle 
deviation which has affected the cut-off conditions downstream of the bladed passage as the results 
show. 
 
Figure 8-45, isentropic run with no cascade impedance (zero chord) compared to the AU3D results, full ND span (left) 
and a zoom into the [-10:10] ND region (right). 
As the calculation method subject of this research is based on the semi-actuator disk theory, the 
applicable range of nodal diameters for this particular case is quite narrow. Moreover, with no 
cascade impedance the results become linear in the cut-off regions, providing a nearly straight line 
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throughout the studied range of nodal diameters as Figure 8-45 shows. When zoomed into the ND 
region closer to 0ND, the cut-off points for the acoustic waves upstream and downstream of the 
blade are clearly visible. Beyond the left-most and right-most peaks on the damping curve, the data 
becomes linear quite quickly, but not abruptly. 
As the most trustworthy data is presented close to the cut-on region, a comparison of the damping 
curve slopes with reference data is of interest. However, the reference dataset has the closest-to-
0ND points corresponding to +/- 10ND and a straight line between them. This may be quite a rough 
approximation for evaluation of the damping curve slope at 0ND from the reference data as the 
curve is not smooth in the nearby region as the current method shows. Nevertheless, a comparison 
between two calculation methods shows a decently good agreement. 
 
Figure 8-46, isentropic run with cascade impedance (chord = 0.021m) compared to the AU3D results, full ND span (left) 
and a zoom into the [-10:10] ND region (right). 
Implementation of the finite chord improves the slope of the damping curve in the near-0ND region, 
however, for larger values of ND the results no longer show any good comparison. A very important 
observation is the lack of cyclic periodicity which makes the damping curve not to have a sinusoidal 
shape. The reason for that is the fundamental approach used within this computational model. 
Even though the method, when compared to the previously published models, includes 
enhancements like the flow turning, rothalpy conservation, cascade impedance model and a 
package of loss models, the bladerow is still treated as a semi-actuator disk. This implies that the 
direct linkage between the inter-blade phase angle and a nodal diameter pattern is missing. When 
the nodal diameter pattern is applied to the bladerow, the latter is treated as a very dense lattice of 
the very thin blades (where the blade thickness may appear through the loss models, if any applied) 
without consideration for the real number of blades along the circumference. 
As previously said, the boundary condition (a travelling wave) is supposed to have a wavelength 
much larger than the blade pitch which in this case corresponds to the lowest ND values. The model, 
thus, is still capable of calculating results for any arbitrarily provided nodal diameter, however, the 
best results are always obtained near the cut-on region. 
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On a positive side – the model is capable of handling any (real) values of ND, which allows estimation 
of the resonance points very precisely and provides a direct visible effect of the loss and deviation 
models application, as seen in Figure 8-47 and Figure 8-48. 
 
Figure 8-47, run with cascade impedance (chord = 0.021m) and a full loss and deviation package (AM), compared to the 
AU3D results, full ND span (left) and a zoom into the [-10:10] ND region (right). 
After switching on the loss and deviation models, two observations are made directly. The first one 
is the overall look of the curve, which now seems to have an initiated oscillatory behaviour closer to 
the cut-on region (ND ranges 10-30) and a larger slope for the larger values of ND. The second 
observation is that the implementation of the loss and deviation models provided a shift of the cut-
off point downstream of the blade, as the steady-state conditions beyond the blade trailing edge 
have changed. 
 
Figure 8-48, a summary of all three runs compared to the AU3D results, small ND values. Zoom into the [-10:10] ND 
region (left) and a very close zoom on the near-cut-on region (right). 
Figure 8-48 shows an overview of all three cases for the narrow ND region. All three cases provide 
positive damping which coincides with the reference data however, the magnitude is much lover. 
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The reasons behind this are not particularly understood and the author believes that this is caused 
by the simplifications applied to the mode shape during the setup (such as rigid body assumption 
and absence of the 3D effects). Another reason for that may be the lack of exact numerical reference 
data for ND < 10 and, especially, in the cut-on region. 
Investigating the cut-on region closer, it is clearly seen that the cascade impedance model does not 
affect the slope of the damping curve around 0ND. The presence of total pressure loss, however, 
does, as seen in the right part of Figure 8-48. The 8 degrees deviation angle was primary reason for 
the shift of the downstream cut-off condition closer to zero as well as change in the curve behaviour 
in the cut-off regions. The slope near 0ND is changed slightly, however, is still comparable with the 
reference data. 
As the model is linear, increasing the magnitude of the perturbation 𝑑𝜉 would directly affect the 
magnitudes of the emitted waves, thus increasing the unsteady blade loading. The same effect, 
however, is achievable decreasing the angular frequency 𝜔, however followed by an inevitable shift 
of the cut-off points for both upstream and downstream regions. Case “b” have been analysed in a 
small trade study, varying both the displacement and angular frequency magnitudes. 
 
Figure 8-49, isentropic run with cascade impedance (chord = 0.021m) compared to the AU3D results. Cases presented 
are the reference case, doubled 𝒅𝝃, doubled 𝝎 and doubled both 𝒅𝝃 and 𝝎. 
As seen in Figure 8-49, increasing both the displacement and the frequency magnitudes by the same 
factor provides a new curve with the same slope. A detail zooming into the close-to-0ND region 
shows that the magnitude of the damping is somewhat increased which is expected, as the obtained 
curve has exactly the same trends and look as the reference one, but with the changed scale on both 
axis. 
8.4 Discussion 
Implementation of total pressure loss and outlet flow angle deviation models has made a significant 
effect on the steady-state results as the previous chapters have shown. This chapter illustrates that 
the presence of the losses affect the unsteady results as well, especially in the cut-off region. Both 
losses and deviations change the steady-state downstream of the blade, thus changing the slopes of 
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the respective characteristics and shifting the cut-off point. The direct effect of the loss models have 
been investigated and the effect of the entropy rise on the acoustic waves magnitude has been 
studied. 
The techniques presented in previous chapters provide a step-by-step strategy for a single-bladerow 
unsteady simulation setup, allowing to approach the real results much closer than it was possible 
with the previously published techniques. This is possible due to the presence of the cascade 
impedance model, rothalpy conservation (and thus rotating bladerow analysis), real blade geometry 
and loss and deviation models. The model is modular, thus any component of the model (such as the 
cascade impedance or a deviation model is easily interchangeable. As each block has a thought-
through boundary interface, implementing non-reflecting boundary conditions, proper coupling 
several blocks makes a multi-bladerow analysis is achievable, which is discussed in further chapters. 
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9 Multiple bladerow forced response 
validation and testing 
This chapter will describe application of the relations normally used on single bladerows on the 
multiple bladerow domains. The primary approach is to apply the same methods on each bladerow 
separately, implement the delays as the waves pass the empty space between the passages and 
then to couple all the equations into one unified system. The boundary conditions are applied 
accordingly to the same routines as for the single passage analysis, however, as the neighbouring 
blocks may have different frames of reference (stationary and rotating one) the proper frequency 
scattering between the blocks needs to be considered. The methodology is described below in detail 
and the forced response cases are analysed as an example. 
9.1 Validation and test 
The model has been validated on a multi-bladerow domain for forced response cases with an 
incoming acoustic wave as a boundary condition. The validation of the current method against 
previously published results by Amiet [58] has been performed. As the reference model was 
applicable to the straight blades only, its limitations have been taken into account. A domain, 
consisting of two bladerows, assuming flat blades (zero camber) with finite spacing between 
bladerows and inlet free stream Mach number 0.6 was considered. An acoustic wave was incident 
from upstream and its reflection and transmission coefficients have been plotted for the domain 
(e.g. amplitudes of the wave emitted upstream of the first blade and downstream of the last blade 
as fractions of the incident wave amplitude). 
One of the limitations of the reference model was that incident wavelength had to be much greater 
than the blade chord. In order to achieve that, zero cascade impedance was used. The spacing 
between the bladerows, however, should be comparable to the incident wavelength. 
 
Figure 9-1, a schematic illustration of a Stator-Stator case, unstaggered blades 
The first experiment was with both bladerows unstaggered (𝛾1,2 = 0) and varying the parameter 𝐿, 
where Δ𝑥 is the axial distance between the bladerows (meaning, actually changing the axial distance 
between the blades). 
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𝐿 = 𝜔Δ𝑥
𝑎𝑖𝑛
 
As Figure 9-2 and Figure 9-3 show, for this idealized case the validation shows a 100% match to the 
reference data. 
 
Figure 9-2, reflection coefficient for an acoustic wave, incident from upstream on a two-stator stage, 𝑴𝒊𝒏 = 𝟎.𝟔, 
𝜸𝟏,𝟐 = 𝟎 
 
Figure 9-3, transmission coefficient for an acoustic wave, incident from upstream on a two-stator stage, 𝑴𝒊𝒏 = 𝟎.𝟔, 
𝜸𝟏,𝟐 = 𝟎 
When Δ𝑥, and thus 𝐿, is varied, the reflection curves maintain their minimum reflection (for zero 
wave incidence angle). Similar thing happens with the transmission coefficient curves, that hit the 
maximum at 0 degrees wave incidence angle. However, for non-zero wave incidence angle the 
curves start looking somewhat oscillatory. This is a similar behaviour to the one seen in the single 
bladerow forced response cases with the cascade impedance model, when the incident wavelength 
was not very long compared to the length of the bladed passage, measured in the direction of 
stagger. In the case, shown in Figure 9-2 and Figure 9-3 the blades are non-staggered, which is why 
the curves have symmetrical appearance about zero-incidence. As later experiments show, this 
symmetry disappears when the stagger angle of one of the bladerows is changed. 
Important to notice that for the case with Δ𝑥 = 𝐿 = 0, the results show an exact match with a 
single-bladerow case (assuming zero-chord, or that 𝜆𝑖𝑛𝑐 ≫ 𝑐). This makes sense, as the cascade 
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impedance is neglected and the only relations that guide the behaviour of the reflected and 
transmitted waves are the two-dimensional eigenvectors and eigenvalues obtained at the inlet and 
exit of the domain(s). In other words, the waves with a long wavelength would “see” this domain as 
a single actuator disk, no matter how many blades it consists of, as long as the conditions mentioned 
above apply. Thus, the conclusion is that for isentropic forced response cases with very high incident 
wavelength-to-chord ratios, results for 𝑛 straight unloaded stationary blades with same stagger 
angle will be equal to the results for a single similar blade. 
 
Figure 9-4, forced response cases on multiple bladerows of similar kind (straight blades, unloaded, stators) would return 
the same result as a similar case on one such blade (assuming isentropic flow and zero cascade impedance(s)) 
The same experiment is performed on a two-blade stage, where the first blade is stationary and the 
second one is rotating. The rotation and stagger of the second blade row are such that 
−Ω𝑟 = 𝑢𝑓𝑟𝑒𝑒𝑠𝑡𝑟𝑒𝑎𝑚 tan(𝛾2) 
𝛾2 = 30𝑚 
If this applies for the case with 𝛾1 = 0, then no work is done by the rotor and the blades have zero 
load. The results are shown in Figure 9-5 and Figure 9-6. 
As seen from the results, the curves are no longer symmetric, which makes sense. The minimal 
reflection coefficient point is around −10𝑚 wave incidence angle (and gets shifted for various values 
of 𝐿). A higher amount of reflection is noticeable for increased 𝐿 at higher positive wave incidence 
angles. In the negative wave incidence angles region the amount of reflection is almost same for all 
but the highest Δ𝑥, where the latter starts showing oscillations (Figure 9-5). The transmission 
coefficient curves also show oscillatory behaviour for increased 𝐿 (Figure 9-6). 
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Figure 9-5, reflection coefficient for an acoustic wave, incident from upstream on a stator-rotor stage, 𝑴𝒊𝒏 = 𝟎.𝟔, 
𝜸𝟏 = 𝟎, 𝜸𝟐 = 𝟑𝟎, zero load. 
 
Figure 9-6, transmission coefficient for an acoustic wave, incident from upstream on a stator-rotor stage, 𝑴𝒊𝒏 = 𝟎.𝟔, 
𝜸𝟏 = 𝟎, 𝜸𝟐 = 𝟑𝟎, zero load. 
The reference publication compares one specific case of the Stator-Rotor case results (Δ𝑥 = 𝐿 = 0) 
with two cases: 
- Case where the second bladerow is stationary, 𝛾2 = 30𝑚 and Δ𝑥 = 𝐿 = 0 
- Single bladerow case, 𝛾 = 30𝑚 
These results are found to differ from the Stator-Rotor case. No detailed description of the reasons 
for this difference or the cases themselves has been provided. The author, however, has reproduced 
those cases and will try to clarify the differences and the reasons behind. 
The Stator-Rotor case for a zero axial inter-blade spacing is schematically shown in Figure 9-7. The 
space between the bladerows is illustrated just to give a sense of how the flow passes through the 
stator. As neither total pressure losses, nor outlet flow deviation are not considered in this particular 
case, the turning is zero, thus the flow is straight just after leaving blade 1. Due to the rotation speed 
of the second bladerow, no load is applied on the second bladerow and the flow is still straight after 
leaving the domain. 
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Figure 9-7, a schematic illustration of the Stator-Rotor case 
The velocity vectors in Figure 9-7 are same as in Figure 9-1. If Δ𝑥=0 and the cascade impedance(s) 
are neglected. Thus, the first assumption would be that these two cases should return the same 
results. However, as the charts in Figure 9-2, Figure 9-3 and Figure 9-5, Figure 9-6 (cases with 𝐿 = 0) 
show, this is not the case. Different results are obtained due to the frequency scattering which takes 
place w-hen setting up the linearized relations for the second blade row in the stator-rotor case 
(Figure 9-8). This is a good illustration of importance of the frequency scattering incorporation that 
appears already in the simplest cases (zero inter-blade spacing and no cascade impedance). 
 
Figure 9-8, an illustration of importance of frequency scattering, even for simplest cases with similar velocity vectors, 
zero inter-blade spacing and no cascade impedance. 
The conclusions above give an idea why comparison of the stator-rotor case with a stator-stator case 
provides different results. The inequality in Figure 9-8 also applies to the cases with finite inder-
blade spacing. 
Finally, the results are compared with two more cases – a Stator-Stator case with zero inter-blade 
spacing and a single stationary bladerow case. The results for both of these cases are also plotted in 
Figure 9-5 and Figure 9-6 as the reference literature mentions them and also provides the reflection 
and transmission curves. As seen in the charts, these results are exactly same, however, they differ 
from the Stator-Rotor case (the one with 𝐿 = 0). The numerical match of the results is explained by 
the same principles as in the first conclusion – the multi- or single-blade domain is “seen” by the 
waves as same actuator disk, as the blades are stationary, incident wavelength is long and the 
velocity vectors upstream and downstream of the domain are same (Figure 9-9). 
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Figure 9-9, single stator case (left) and two-stator case with zero inter-blade spacing (right), 𝜸 = 𝜸𝟐. 
Comparing Figure 9-9 with Figure 9-7 gives a good explanation why the reflection and transmission 
coefficients for the Stator-Rotor case are so different from the cases sketched in Figure 9-9. The 
reasons are straightforward – different velocity vectors and absence of the blade rotation. 
The final experiment was performed on the same two-bladerow Stator-Rotor domain, however, the 
stator blades are given a small amount of stagger, so that the flow hits the rotor blades at an 
incidence angle. The rotor rotational speed is kept intact, according to equation above. Same Mach 
number 𝑀𝑖𝑛 = 0.6 was used. The stator row was staggered at 10 degrees, thus providing a load 
coefficient ~0.03 on the rotor blades. 
 
Figure 9-10, reflection coefficient for an acoustic wave, incident from upstream on a stator-rotor stage, 𝑴𝒊𝒏 = 𝟎.𝟔, 
𝜸𝟏 = 𝟏𝟎, 𝜸𝟐 = 𝟑𝟎, 𝝍 = 𝟎.𝟎𝟑. 
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Figure 9-11, transmission coefficient for an acoustic wave, incident from upstream on a stator-rotor stage, 𝑴𝒊𝒏 = 𝟎.𝟔, 
𝜸𝟏 = 𝟏𝟎, 𝜸𝟐 = 𝟑𝟎, 𝝍 = 𝟎.𝟎𝟑. 
As Figure 9-11 shows, even the small blade loading creates a significant effect on the transmission 
coefficient. The overall magnitudes are increased and the “zero-point” for negative incidence angles 
is no longer zero. The conclusion is that a loaded stage would transmit much more sound upstream 
in general, given the same boundary condition. The reflection coefficients amplitudes are a very 
small amount lower than for the unloaded case, as seen in Figure 9-10. Thus, loading seems to damp 
the sound reflection a small amount, which seems to progress with an increased loading. 
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9.2 Discussion 
The model is applicable to multi-bladerow domains. Using the approach shown in Figure 3-30 for 
coupling the relations for all the blocks, a domain of virtually any number of blocks may be 
constructed for the unsteady analysis, as long as the steady-state solution is achievable. The proper 
handling of the rotating bladerows and the angular frequency scattering shows a clear distinction 
between cases with stationary and rotating blades. The validation cases are reproduced in full and 
the results provide a very good match. The differences and similarities between single- and multi-
bladerow cases with similar velocity vectors are studied and discussed. The effect of the blade 
loading is investigated and appears to affect the transmission of sound greatly, especially in the low 
wave incidence angle ranges, assuming long incident wavelength. 
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10 Non-uniform casing simulation 
The linearized model subject of this research may take virtually any perturbed quantity as a 
boundary condition for the unsteady flow analysis. Most common ones are the perturbations of the 
characteristic variables for forced response analysis, or the mass, energy and momentum balance 
perturbations as results of the blade vibrational physical movement (flutter cases). However, as 
previously said, this analytical model is capable to provide unsteady data for a harmonic 
perturbation of virtually any variable that appears in the governing matrix (both flow data and/or 
geometry). Thus, one of the alternative ways of using this model would be to simulate cases with 
non-uniform casing, which is introduced as a perturbation in blade tip clearance. 
10.1 Setup description 
The model has been tested on real blade geometry with minimal simplifications. A full package of 
loss models and deviation model was used throughout the experiments. The impedance of the 
cascade has been evaluated using the actual value of the blade chord. Cases of rotor displacement (1 
ND) and oval casing (2 ND) have been simulated. 
For testing purposes a modern HP compressor geometry of the 80kN thrust class engine has been 
used. Rotor blades of the HP compressor stage 6 were chosen and a few steady-state cases have 
been performed at first in order to provide a good field for the proper choice of the operating point 
for future unsteady analysis. As mentioned previously, all experiments were performed in the blade 
relative frame of reference. The blade geometry is provided in Table 10-1. 
Geometry Dimension 
𝐴1,𝐴2 0.039 m 
𝑟1, 𝑟2 0.28m 
𝜎 1.2 
𝑡/𝑐  0.042 
𝑤𝑒𝑓𝑓/𝑐 0.064 
𝐻/𝑐 0.69 
𝜏/𝑐 0.0156 
𝑐 0.032 
𝑁𝐵 66 
𝑎/𝑐 0.41 
𝑔1 64 deg 
𝑔2 40 deg 
Table 10-1, rotor blade mid-span geometry used for the steady and unsteady non-uniform tip clearance analysis 
The speed of the rotating shaft was 924 rad/s or approximately 8830 RPM. This provided angular 
frequencies for the unsteady analysis for both cases, 𝜔𝑁𝐷1 and 𝜔𝑁𝐷2. 
𝜔𝑁𝐷1 = 1Ω = 924 𝑟𝑎𝑑𝑠  
𝜔𝑁𝐷2 = 2Ω = 1848 𝑟𝑎𝑑𝑠  
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Tip clearance has been set to 500 micron (or 0.0156 as a fraction of blade chord). The amplitude of 
the perturbation has been set to 100 micron (or 0.003125 as a fraction of blade chord). 
 
10.1.1 Steady-State analysis 
The rotor blade has been analysed for various inlet mass flow ratios. Assuming that the tangential 
flow velocity is constant, 𝑢𝑡 = Ω𝑟, the axial velocity had to be varied, thus providing changes in the 
relative flow angle, incidence angle and inlet relative Mach number. Values for inlet temperature 
and pressure have been chosen using the results of the full-HPC steady-state analysis. 
Geometry Dimension 
𝑇𝑖𝑛 419 ℃ 
𝑃𝑖𝑛 330.6 kPa 
Table 10-2, rotor blade inlet temperature and pressure 
Mach number was varied between 0.73 and 0.8. Variations in inlet flow incidence made a significant 
effect on the total pressure loss. Outlet flow deviation remained constant due to the nature of the 
model, which assumes that the deviation angle does not depend on the inlet flow incidence, Figure 
10-1. 
 
Figure 10-1, incidence angle, total pressure loss and deviation angle as functions of non-dimensionalized mass flow at 
inlet 
As the charts show, the total pressure loss reaches its minimum at about -8 degrees incidence. Two 
points have been chosen for the unsteady analysis. The approach for choosing the points comprised 
using both sides of the “minimum loss” point, as well as to use the points with different total 
pressure gradients, as Figure 10-2 shows. 
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Figure 10-2, pressure ratio as function of inlet mass flow rate 
The chosen points correspond to flow incidence angles -5 and -10 degrees. Even though the pressure 
ratio curve is quite flat (which can be evaluated by looking at the Y-axis of Figure 10-2), the pressure 
ratio gradients vary a bit between the points, which should return different unsteady results. 
10.1.2 ND Variation 
The model may take any real number as an input value of the nodal diameter or perturbation 
angular frequency, therefore a various ND analysis has been performed at first. The nodal diameter 
value was varied between -2.1 and +2.1, to estimate the behaviour of the emitted waves and check 
whether the acoustic waves upstream and downstream of the blade are cut-on or cut-off. The tip 
clearance perturbation was held 100 micron and its phase was 0 throughout all the ND range. Both 
working points “1” and “2” have been analysed. 
 
Figure 10-3, amplitudes for the upstream and downstream emitted acoustic waves as functions of ND for 𝝎 = 𝟗𝟐𝟒 𝑵𝑫. 
Two working points studied, for 𝒊 = −𝟓 (left) and 𝒊 = −𝟏𝟎 (right). 
As lower part of the Figure 10-3 shows, the acoustic waves upstream and downstream of the 
cascade are cut-off for both flow incidence angles. The amplitudes of all the emitted waves have a 
tendency to increase towards a larger value of ND, as seen from Figure 10-3. The orders of 
magnitudes are overall significantly larger for the working point with 𝑖 = −5. 
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Figure 10-4, perturbations of mass flow (left) and static pressure ratio (right) as functions of ND for working point 
𝒊 = −𝟓. 
 
Figure 10-5, perturbations of mass flow (left) and static pressure ratio (right) as functions of ND for working point 
𝒊 = −𝟏𝟎. 
Charts in Figure 10-4 and Figure 10-5 show perturbations of mass flow rate and pressure ratio over 
the bladerow for both working points. Again, the amplitudes are much greater for the first point 
(𝑖 = −5). Mass flow perturbation is zero for a 0ND point, due to the representation of the tip 
clearance non-uniformity through the loss model. The mass flow perturbation is calculated as 
𝜕�Δ(𝜌𝑢𝑥𝐴)�, where Δ-operator means a finite difference between leading and trailing edge 
stations. The perturbed quantities 𝜕𝜌, and 𝜕𝑢𝑥 are the results of the governing matrix solution. 
10.1.3 Displaced rotor case 
A simulation of the displaced rotor has been performed first. To represent that, the nodal diameter 
pattern was fixed at 𝑁𝐷 = 1. The chosen bladerow had 66 blades along the circumference, thus the 
solver has been run in a loop, changing the phase of the boundary conditions when jumping from 
blade 𝑗 to 𝑗 + 1 by 1 2𝜋
66
𝑗. The analysis has been performed for both incidence angles of interest (-5 
and -10 degrees). 
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Figure 10-6, Real parts of the perturbations of tip clearance, pressure ratio, entropy rise, mass flow and emitted acoustic 
waves. 𝑵𝑫 = 𝟏, 𝒊 = −𝟓 
 
Figure 10-7, Imaginary parts of the perturbations of tip clearance, pressure ratio, entropy rise, mass flow and emitted 
acoustic waves. 𝑵𝑫 = 𝟏, 𝒊 = −𝟓 
As can be seen in Figure 10-6, the pressure rise increases for a decreased tip clearance and vice 
versa. The phase difference between these perturbations is 𝜋, which is sensible. The entropy rise is 
almost completely in phase with the tip clearance perturbation. The reason for that is that the 
entropy rise depends on the total pressure loss, which consists of several components, namely: 
profile, secondary flow and tip clearance loss. A perturbation in the tip gap explicitly affects the tip 
clearance loss, however, the other loss components are affected implicitly through the perturbations 
in flow quantities at the trailing edge. 
The pressure ratio and mass flow rate perturbations have a phase difference of somewhat close to 0.5𝜋. This is expected, by looking at Figure 10-2. The diameter ratio of the ellipse is defined by the 
amplitudes of the mass flow and pressure ratio perturbations and will be analysed in detail, just as 
the phase difference. 
 
Figure 10-8, Real parts of the perturbations of tip clearance, pressure ratio, entropy rise, mass flow and emitted acoustic 
waves. 𝑵𝑫 = 𝟏, 𝒊 = −𝟏𝟎 
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Figure 10-9, Imaginary parts of the perturbations of tip clearance, pressure ratio, entropy rise, mass flow and emitted 
acoustic waves. 𝑵𝑫 = 𝟏, 𝒊 = −𝟏𝟎 
Going to a different incidence angle affects the amplitudes of the oscillations, as predicted 
preciously and also seen in Figure 10-3 and Figure 10-5. The phase differences are also affected. 
Thus, for example, the phase lag between the tip clearance and the entropy rise became slightly 
greater for 𝑖 = −10  compared to 𝑖 = −5 . This means that the implicit contribution of loss 
components other than the tip clearance one became greater. The phase lag between pressure ratio 
and mass flow perturbations also has changed, but is still near 0.5𝜋. 
 
Figure 10-10, phases of the perturbations of tip clearance, pressure ratio, entropy rise, mass flow and emitted acoustic 
waves. 𝑵𝑫 = 𝟏, 𝒊 = −𝟓 
 
Figure 10-11, phases of the perturbations of tip clearance, pressure ratio, entropy rise, mass flow and emitted acoustic 
waves. 𝑵𝑫 = 𝟏, 𝒊 = −𝟏𝟎 
Figure 10-10 and Figure 10-11 show phases of the perturbed quantities as functions of the blade 
number along the circumference. The phase lag differences are easily observed and also presented 
in Table 10-3. 
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 𝒊 = −𝟓𝒐 𝒊 = −𝟏𝟎𝒐 
𝜑𝑚′̇ − 𝜑𝑃𝑅′ 0.61𝜋 0.57𝜋 
�𝑚′̇ �/|𝑃𝑅′| 16.77 : 1 17.23 : 1 
Table 10-3, phase differences and amplitude ratios between pressure ratio and mass flow rate perturbations for 
different incidence angles, 𝑵𝑫 = 𝟏. 
10.1.4 Oval casing 
Same simulation procedure has been performed for the oval casing representation (2-ND case). The 
nodal diameter pattern was fixed at 𝑁𝐷 = 2 and the phase of the boundary conditions was different 
for each blade along the circumference, following the relation 
Δ𝜑𝜏′ = 2 2𝜋66 
Where Δ represents the difference between two neighbouring blades. 
The analysis, again, has been performed for both incidence angles of interest (-5 and -10). 
 
Figure 10-12, Real parts of the perturbations of tip clearance, pressure ratio, entropy rise, mass flow and emitted 
acoustic waves. 𝑵𝑫 = 𝟐, 𝒊 = −𝟓 
 
Figure 10-13, Imaginary parts of the perturbations of tip clearance, pressure ratio, entropy rise, mass flow and emitted 
acoustic waves. 𝑵𝑫 = 𝟐, 𝒊 = −𝟓 
For ND-2 case, the amplitudes of the disturbance oscillations change, having peak values as 
presented in Figure 10-3 – Figure 10-5. The phase lags also change slightly, however these 
differences are difficult to spot from charts directly. The phase lag between mass flow and pressure 
ratio perturbations is near 0.5𝜋 and the entropy raise perturbation is almost in phase with the tip 
clearance variation. 
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Figure 10-14, Real parts of the perturbations of tip clearance, pressure ratio, entropy rise, mass flow and emitted 
acoustic waves. 𝑵𝑫 = 𝟐, 𝒊 = −𝟏𝟎 
 
Figure 10-15, Imaginary parts of the perturbations of tip clearance, pressure ratio, entropy rise, mass flow and emitted 
acoustic waves. 𝑵𝑫 = 𝟐, 𝒊 = −𝟏𝟎 
Changing the working point to a different incidence angle provides the same trends for the curves as 
for the 1-ND case. The phase lags increase slightly and the amplitudes change accordingly. 
 
Figure 10-16, phases of the perturbations of tip clearance, pressure ratio, entropy rise, mass flow and emitted acoustic 
waves. 𝑵𝑫 = 𝟏, 𝒊 = −𝟓 
 
Figure 10-17, phases of the perturbations of tip clearance, pressure ratio, entropy rise, mass flow and emitted acoustic 
waves. 𝑵𝑫 = 𝟏, 𝒊 = −𝟏𝟎 
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The phase lag changes are better observable in Figure 10-16 and Figure 10-17. Their exact values 
differ from the 1-ND case as both phase lags got larger, but the difference is very small. The 
amplitude ratios between the mass flow distortion and the pressure ratio became much larger. 
 𝒊 = −𝟓 𝒊 = −𝟏𝟎 
𝜑𝑚′̇ − 𝜑𝑃𝑅′ 0.62𝜋 0.59𝜋 
�𝑚′̇ �/|𝑃𝑅′| 62.39 : 1 62.47 : 1 
Table 10-4, phase differences and amplitude ratios between pressure ratio and mass flow rate perturbations for 
different incidence angles, 𝑵𝑫 = 𝟐. 
  
173 
 
10.2 Validation 
Non-uniform tip clearance representation using the loss model is (in the scope of this research) a 
simple and efficient approach. However, it is reasonably anticipated that a higher fidelity level, tip-
clearance flow-oriented model would provide a much better picture. 
The 1D model has been verified against a 3D time-accurate unsteady CFD solver using a similar case 
as a reference (published by Di Mare in 2009 [11]). The CFD model incorporated moving mesh to 
accommodate moving boundaries representing the non-uniform tip clearance. The reference data 
used is the one provided for the stage-6 rotor blade row of a large diameter high-pressure 
compressor at its design airspeed and the geometry and flow conditions are same as presented in 
10.1.4. The tip clearance is allowed to vary +/- 50% from its nominal value. The reference data is 
provided for a quarter-circumference of a 2ND case study (oval casing) for two working lines (see 
Figure 4 in [11]). 
 
Figure 10-18, validation of both analysed points (𝒊 = −𝟓, 𝒊 = −𝟏𝟎) against reference data. Mass flow variation. 
Figure 10-18 shows variation in unsteady mass flow as a fraction of the nominal mass flow, 𝑚+𝑖?̇?
𝑚
, as 
a function of blade number. The black solid curve is a schematic illustration of the 𝜏+𝑖𝜏
𝜏
 variation to 
accent the areas of increased and decreased tip clearance.  
Both CFD and 1D models show that the mass flow perturbation lags the variation in the tip clearance 
somewhat. The phase lag, however, is not exactly same for different operating points and differs 
from the reference data. Due to the linear nature of the 1D model, the unsteady mass flow variation 
(as a fraction of nominal mass flow) oscillates around unity. The mean values for both reference data 
working lines are lower than unity and the higher reference working line never actually reaches 
unity. This indicates a mass flow ”leak” that is captured due to the complexity and higher fidelity 
level of the 3D model. 
Working line change barely affects the phase lag of the mass flow perturbation in the reference 
cases. The amplitude is approximately same and the mean value appears to be lower for a higher 
working line. An attempt to replicate this behaviour was done, running a 1D oval casing simulation at 
a lower rotational speed (and thus lower angular frequency). 
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Figure 10-19, lower working line experiment for both 𝒊 = −𝟓 and 𝒊 = −𝟏𝟎.. 
The angular frequency has been lowered from 924 to 800 rad/s; the scale of the reduction is chosen 
to illustrate the trends of the curves. As seen in Figure 10-19, the phase lag is also barely affected 
and the overall curves outlook remains same, however, the magnitudes have changed. For operating 
point 𝑖 = −5 lower angular frequency shows a great reduction in oscillation magnitude. The 
reduction is also observed for 𝑖 = −10 but is less pronounced. The reasons for such a difference 
may be explained by Figure 10-3, Figure 10-4 and Figure 10-5 that show the magnitudes of the mass 
flow perturbation for both points as a function of ND. As has been shown in previous chapters, the 
simplest case of the linearized model (no cascade impedance, losses or deviations) provides same 
results for experiments with a constant 𝜔
𝑁𝐷
. Implementation of losses, deviations and the cascade 
impedance change the overall picture but the trends remain same subject to the low ND range. 
Thus, looking at Figure 10-4 and Figure 10-5, one may expect a reduction in perturbation magnitudes 
with a reduced 𝜔 and the steepness of the curves as a function of ND explains the reasons for the 
amplitude reduction to be more pronounced for the case 𝑖 = −5. 
10.3 Conclusions – non-uniform casing 
The unsteady solver is able to perform the small-amplitude non-uniform tip clearance analysis. The 
main advantage is that the solver is not limited to any fixed number of nodal diameters and may be 
run using virtually any input. However, as the solution is linear, the results are most trustworthy in 
the cases of small distortion amplitude compared to the steady values. 
As the boundary conditions in this particular case come from the tip clearance loss model, a wise 
choice of the appropriate semi-empirical closure is essential. Using the loss model unsuitable for the 
studied geometry and/or flow conditions may affect the results drastically. 
Due to the nature of the solver, a quick estimation of the amplitudes of such quantities as emitted 
waves and perturbation in flow variables is possible. This provides a good set of data to evaluate 
unsteady blade forcing and can be done for various nodal diameters nearly in realtime. The model 
also provides circumferential distribution of the distortion phase for a given nodal diameter pattern. 
The amplitudes and phases for pressure ratio and mass flow rate distortions have been obtained and 
an approximate visualisation of the tip-clearance variation is plotted on the pressure ratio chart. 
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Figure 10-20, an approximate sketch of the mass flow and total pressure variation ellipses for different flow incidence 
angles and nodal diameter patterns. 
The data used for ellipses in Figure 10-20 should come from Table 10-3 and Table 10-4. However, as 
the actual amplitude ratios are quite large, only an illustrative representation has been done, 
keeping an approximate scale. In reality, the ellipses would nearly faint into straight lines for the 
naked eye. The slope of the ellipses though is observable. 
Validation of the non-uniform tip clearance experiments against 3D CFD reference data provides 
satisfactory results, even though the reference data comes from a time-accurate solver 
incorporating moving mesh and the 1D model relies on nearly-explicit entropy perturbations only. 
Mass flow perturbations show similar trends and phase lag that differ slightly for different working 
points on a constant working line. The reduction of the angular frequency, however, provides 
reduced magnitudes of the mass flow distortion which are explained by the linearized nature of the 
1D model. 
The entropy distortion lies almost in-line with the tip clearance perturbation which is sensible, as the 
main source of the distortion is the tip clearance loss model. Other sources of loss are also perturbed 
but not explicitly, which is why their distortion magnitudes are much lower (see Chapter 5.1.2). 
Incorporation of a different loss model may affect the unsteady results and provide a different 
picture, which is why a wise choice of the loss model package VS geometry is recommended. 
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11 Discussion and future work proposals 
The research has provided a generic model for both steady and non-steady axial turbomachinery 
design and analysis at low-fidelity level. The methodology is diversified, in the meaning of a broad 
applicability field. The range of application varies from the early-stage engine design for given steady 
operating conditions with possible optimization, to an unsteady analysis, involving forced response 
and flutter simulations on a multi-bladerow domain. Considering the limitations of the one-
dimensional approach, the model is capable to predict the design and off-design compressor 
performance of any arbitrarily specified geometry. 
The steady simulations are validated against alternative solvers and the results provided a good 
agreement with the reference data. One of the most important factors in estimation of the 
compressor performance is a set of wisely chosen loss and deviation models. The results show that a 
change in a loss model may affect the results drastically, which is why each such semi-empirical 
closure has to be chosen with a serious consideration of the analysed geometry and flow conditions. 
The research comprises a set of the latest one-dimensional models applicable to different aerofoil 
types and also provides the improved deviation model for the modern-family blade analysis. 
A great effort has been invested in the development of the geometry manipulation routines and the 
blade representation via interpolatable objects. This, together with the set of loss models, allows a 
quick and intuitive 2D design of the new aerofoils created for the loss minimization and maximum 
efficiency. 
The fundamental structure of the solver is based on a set of the linearized relations. The ultimate 
idea behind that is to set up a set of relations with thought-through boundary interfaces, so that 
several instances of various such relations could model most of the thermodynamic turbomachinery 
situations and/or phenomena. This approach has proven itself to be very efficient, as different 
computational models (representing a part of the computation domain) may be set up with ease and 
combined for a more complex analysis (e.g. combination of stator and rotor into a stage, 
combination of stages into a compressor unit, etc). 
The linearization of the entire solver brings several important advantages. The first one is the ability 
to apply an arbitrary gas model without any assumption of the constant gas variables. The solution is 
then obtained numerically using Newton iterations, which is much faster than the ordinary algebraic 
iteration method and benefits from the solver linearization explicitly in order to obtain all the 
derivatives. Another great advantage is the ability to obtain a slope of any characteristic for a 
previously calculated steady-state solution. The slopes are calculated exactly and the operating 
range is only limited by the solver convergence. Thus the exact data for the compressor 
characteristic slopes may be obtained in near-stall regions as soon as the steady-state solution is 
achievable. 
The exact evaluation of the characteristics, used together with a hyperbolic characteristic theory and 
a thought-through technique for establishing non-reflecting boundary conditions at the domain 
interfaces allows performing more complex one-dimensional unsteady studies, such as forced 
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response and flutter. The source of the perturbation may be an arbitrary travelling harmonic 
distortion with a circumferential pattern. The distortion may come either from outside the domain, 
representing the forced response analysis, or be generated inside the domain by movement of one 
of the blades, representing flutter. A simple yet efficient version of the cascade impedance model is 
used, allowing distinction between cases of different reduced frequencies (subject to the 
applicability region of the model). 
The approach involves proper coupling of all the objects (blades and/or gaps) within the studied 
domain, thus accounting for frequency scattering and the inter-bladerow wave reflections. This 
allows direct evaluation of the acoustic waves’ propagation through a multi-stage domain instead of 
the per-blade evaluation approach. The waves generated (i.e. emitted or reflected and transmitted) 
by blades are converted into the complex values of the primitive variables. Thus the gas state 
distortions at every domain station are obtained, which may provide data as the unsteady blade 
loading, etc. 
The total pressure loss and outlet flow angle deviation models mentioned earlier are also fully 
linearized. This allows the unsteady values of the losses and deviations to be obtained (e.g. to obtain 
the slope of a lossloop curve) which may be handy for the optimization purposes. The semi-empirical 
models for losses and deviation are incorporated throughout the model on a switch-on/off basis, so 
the user may at any time decide whether to use them or not. The models are also interchangeable 
which facilitates the prospective simulation of the more complex cases. 
A great number of the validation cases have been performed using the approach subject of this 
research. Most of the standardized cases have provided nearly perfect or a very good comparison 
with the reference data. The model provides a good prediction of the single and multiple bladerow 
forced response according to the comparison with earlier works within this field. The cascade 
impedance model has allowed correcting previous results and capturing the end reflections for the 
cases of higher reduced frequencies. The presence of the loss models, and the ability to handle more 
complex geometries has allowed drawing a set of conclusions about the effects of the total pressure 
loss on the magnitudes of the emitted acoustic waves. Real-geometry validation cases for the stator-
rotor interaction also have shown a good comparison with the reference data coming from a 2D 
solver. The first-order mode flutter simulation results have shown a nearly 100% match with 
reference data, coming from a 2D solver LINSUB. However, a clear advantage over the reference 
solver is the ability to use the model in cases of more complex geometries, representing the close-
to-realistic flow conditions (e.g. using loss and deviation models). 
The model is capable to provide the preliminary results for the real-world problems, such as the fan-
intake interaction case (estimation of the amount of sound reflected and transmitted down the duct 
as well as the fan blade forcing) and the fan flutter frequency analysis (performing a trade study for 
the blade vibration frequency at chosen values of ND). Yet another advantage of incorporating the 
linearized loss models is the ability to perform the non-uniform tip clearance simulations, where the 
non-uniformity is introduced through the tip clearance loss model. 
The developed one-dimensional approach, with all its advantages, has a certain number of 
limitations. The first one is the model applicability region. As the model is based on the linearized 
relations, the magnitude of the perturbation is assumed to be much smaller than the values of the 
respective steady data. This, however, allows superimposing the contributions of several flow 
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distortions for more complex analysis cases. Another limitation comes from the semi-actuator disc 
approach, which is the chosen approach for the unsteady bladerow modelling. The primary 
assumption of the semi-actuator disk is that the bladerows are situated very closely to each other 
(pitch → zero) and have a very short chord (chord → zero), thus it is presumed that the wavelength 
of the harmonic distortion is much longer than the blade pitch (tangentially) and the blade chord 
(axially). The latter is addressed in this research by implementation of the interchangeable cascade 
impedance model, which has allowed running of the forced response cases with incidence 
wavelength-to-chord fractions down to 4. The former, however, is one of the fields for the future 
work. 
Having the fundamental assumption that the circumferential wavelength is much greater than the 
blade pitch, the results are most trustworthy for lower ND values (and, of course, for the cut-on 
region that lies within the range, that shows a nearly 100% successful validation). The “far cut-off” 
results, however, lay beyond the applicability region of the model, which is illustrated by the turbine 
blade flutter case, compared to the 3D CFD results (AU3D solver). To address the problem the actual 
version of the cascade impedance model may be extended or exchanged with a more complex 
method, taking account for the direct linkage between the inter-blade phase angle and the nodal 
diameter pattern. 
Another proposal for the future work may be a span-wise extension of the current one-dimensional 
model. The working version currently represents a single-streamtube analysis (where the 
streamtube may be an actual streamtube or the annulus taken at mid-span) with the minimal 
technique required to set up a through flow simulation. The author proposes one of the next steps 
to be the implementation of the linearized radial equilibrium, span-wise mixing and annulus 
blockage relations. These, together with a rigorous technique for the radial mode representation 
may provide a quick yet efficient approach for the unsteady two-dimensional analysis. 
The methodology is applicable within the Virtual Engine framework, providing the preliminary 
and/or initialization data for higher-fidelity solvers both for steady and unsteady flow cases. The 
model interfaces and the linkage to the general geometry database allows a real-time data exchange 
which is beneficial for the more complex cases analysis, validation and/or optimization runs. 
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Appendix A: loss and deviation correlations 
A number of loss and deviation models have been studied. All the currently used models are 
presented below. 
Compressor loss and deviation models 
Total Pressure loss models 
The general definition of the total pressure loss is 
𝜔𝑝 = 𝑃02,𝑖𝑖 − 𝑃02𝑃01 − 𝑃1  
 As all the loss components follow his definition, the resulting loss components can, afterwards, be 
simply added to each other 
𝜔𝑝,𝑡𝑚𝑡𝑎𝑓 = 𝜔𝑝,𝑝𝑟𝑚𝑓𝑖𝑓𝑒 + 𝜔𝑝,𝑡𝑖𝑝𝑐𝑓𝑟 + 𝜔𝑝,𝑠𝑒𝑐𝑓𝑓𝑓 
The total pressure loss as it enters the computation loop is defined as 
𝜔𝑝,𝑡𝑚𝑡𝑎𝑓 12𝜌𝑢12 = 𝑃02 − 𝑃02,𝑖𝑖 = 𝑃𝑓𝑚𝑠𝑠 
A brief description of all the loss components follows. 
Blade Profile loss by W. M. König 
To calculate blade profile loss a correlation by W. M. König is used. The correlation is applicable to 
the DCA-series blades [38] and takes the minimum-loss arguments (such as incidence, diffusion ratio, 
etc.) from correlations by S. Lieblein [41]. 
Equivalent diffusion ratio 𝐷𝑒𝑞 = 𝜌𝑚𝑎𝑥𝜌2  
From continuity: 
𝜌1𝐴1𝑣1 sin𝛽1 =  𝜌2𝐴2𝑣2 sin𝛽2 
𝑣2 =  𝑣1 𝜌1𝐴1 sin𝛽1𝜌2𝐴2 sin𝛽2 
𝐷𝑒𝑞 = 𝑣𝑚𝑎𝑥𝑣2 = 𝑣𝑚𝑎𝑥𝑣1 𝜌2𝐴2𝜌1𝐴1 sin𝛽2sin𝛽1 
Circulation parameter at the design conditions 
𝛤inc
∗ = 2
𝜎
sin2 𝛽2∗ �𝜌1𝐴1𝜌2𝐴2 cot𝛽2∗ − cot𝛽1∗� 
Assuming non-uniformly cambered aerofoils (MCA, CDA) (𝛤inc∗ ≤ 0.2) 
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�
𝑣𝑚𝑎𝑥
𝑣1
�inc
∗ = −1.180𝛤inc∗ 2 + 1.446𝛤inc∗ + 1.000 
 
Off-design case 
�
𝑣𝑚𝑎𝑥
𝑣1
�inc = 0.0117(𝛽1 − 𝛽1∗)1.43 �𝑣𝑚𝑎𝑥𝑣1 �inc∗  
Boundary layer momentum thickness correlation – design case 
⎩
⎨
⎧�
𝜃
𝑐
�
∗ = 0.0017𝐷𝑒𝑞∗ − 0.0029;   if 1 ≤ 𝐷𝑒𝑞∗ < 2
�
𝜃
𝑐
�
∗ = 0.1786𝐷𝑒𝑞∗ 2 − 0.7071𝐷𝑒𝑞∗ + 0.711;  if 2 < 𝐷𝑒𝑞∗  
Boundary layer momentum thickness correlation – off-design case 
�
𝜃
𝑐
� − �
𝜃
𝑐
�
∗ = 𝐾�𝐷𝑒𝑞 − 𝐷𝑒𝑞∗ �2 
𝐾 = 𝑐𝑒𝑖�𝑀1−𝑀𝑟𝑒𝑓� �𝑐 = 0.032,𝑑 = 10.109 𝑖𝑓 �𝐷𝑒𝑞 − 𝐷𝑒𝑞∗ � > 0
𝑐 = 0.016,𝑑 = 16.864 𝑖𝑓 �𝐷𝑒𝑞 − 𝐷𝑒𝑞∗ � < 0 
⎩
⎨
⎧𝑀𝑟𝑒𝑓 = −1.464�𝑤𝑆𝑒𝑓𝑓𝑐 + 1.043 if  �𝐷𝑒𝑞 − 𝐷𝑒𝑞∗ � > 0
𝑀𝑟𝑒𝑓 = −1.464�𝑤𝑆𝑒𝑓𝑓𝑐 + 1.198  if  �𝐷𝑒𝑞 − 𝐷𝑒𝑞∗ � < 0 
Final form of profile loss coefficient  
𝜔𝑝 = 𝑃01 − 𝑃01𝑃01 − 𝑃1 = 2𝜎 �𝜃𝑚𝑚𝑚𝑐 �𝐴12𝐴22 sin2 𝛽1sin3 𝛽2 𝜌1𝜌2 
Profile design loss model 
This correlation is used in solvers Design modes to deliver Incidences, Diffusion ratios and the loss 
coefficients at the design conditions. Design conditions are assumed to be cases having the design 
incidence, which is obtained using the correlations by S. Lieblein [41]. 
𝑖∗ = 𝑖0 + 𝑛 ∗ 𝛼𝑐𝑚𝑏 
𝑖0 = 𝑖01𝐾𝑐𝑚𝑟𝑟𝐾𝑠ℎ 
Where 𝐾𝑠ℎ = 0.7 for DCA blades, 𝐾𝑐𝑚𝑟𝑟, 𝑖01 and 𝑛 are obtained from [41] as functions of thickness 
ratio, inlet flow angle and solidity. 
After the minimum-loss incidence is calculated, the inlet design flow angle 𝛽∗ is obtained. After that 
all the rest of the design loss model parameters are calculated as shown above. 
Secondary flow loss model by Wright / Miller 
The model was taken from [53]. The Diffusion factor and clearance-to-chord ratio are defined as 
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𝐷𝐹 = 1 − 𝑢2
𝑢1
+ 0.5 1𝜎 (𝑢𝑡1 − 𝑢𝑡2)
𝑢1
;      𝑔𝑟 = 𝜏
𝑐
 
Having obtained the diffusion factor and the clearance-to-chord ratio, the endwall loss parameter is 
obtained, using Fig. 3 in [53]. The two-dimensional chart is digitized and represented as a polynomial 
for more convenient usage. 
𝑙𝑝 = 𝑓(𝐷𝐹,𝑔𝑟) 
After the loss parameter is obtained, the loss coefficient is calculated as 
𝜔𝑝,𝑠𝑒𝑐𝑓𝑓𝑓 = 𝑙𝑝 ∗ 1𝐻 𝑐� 𝑢22𝑢12 
Tip clearance loss model by N. A. Cumpsty and J. A. Storer 
A simple model for calculation of blade total pressure loss, created by the tip clearance flow [44]. 
𝜔𝑝,𝑡𝑖𝑝𝑐𝑓𝑟 = 𝜒 sin(𝜁) �2 + 𝜒 sin(𝜁) − 2 cos(𝜁)(1 + 𝜒 sin(𝜁))2 � cos2(𝛽1)cos2(𝛽2)  
Where 𝜒 is the clearance area parameter, corrected by discharge coefficient, 𝐶𝐷, which is expressed 
in terms of the cascade geometry. 
𝜒 = 𝐶𝐷 𝜎 �𝜏𝑐�
�
𝐻
𝑐 � cos(𝛾) ;      𝐶𝐷 = 0.8 
𝜁 is the angle of leakage jet with respect to the mainstream. Here, mean value for the angle is used, 
𝜁,̅ which is obtained as 
tan(𝜁)̅ = cos(𝛽2)�2𝜓/ (𝑢𝑚𝑈 )   𝜎 cos(𝛾)   
Deviation correlations 
Blade deviation model – Wright & Miller 
A deviation model by P. I. Wright and D. C. Miller is used [53], which is a modified form of Carter’s 
rule [46]. 
There are currently two versions of the model, one accounting for axial velocity ratio, another 
modified even further, and accounting for the axial velocity density ratio. Both models provide 
comparable results, however the latter one does not give any change in deviation angle varying the 
mass flow.  
𝛿 = 1.13𝑚 �𝜙�1
𝜎
+ 3� + 10 �1 − 𝑢𝑚2
𝑢𝑚1
� 
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𝛿 = 1.13𝑚 �𝜙�1
𝜎
+ 3� + 𝑚1 �1Ω − 1.0� + 𝑚2 �𝑡𝑐 − 0.05� + 0.8 
The parameters 𝑚, 𝑚1, and 𝑚2 are functions of the blade stagger angle, and are obtained from Fig.7 
[53]. The functions are digitized and are represented as polynomials for more convenient usage. 
Blade deviation model – Carter’s rule 
A well-known Carter’s rule [46] for computing blade outlet flow deviation angle has been used. The 
correlation as such is strictly geometry-dependant and yields 
𝛿𝑐 = 𝑚𝜙
√𝜎
 
Where  𝑚 = 𝑓 �𝛾, 𝑎
𝑐
� is a deviation coefficient, a function of blade stagger angle and position of 
maximum camber height along the blade chord. The function for the deviation coefficient was 
obtained digitizing the chart in respective chart in [46] and representing it as a polynomial. 
Carter’s model delivers decent numbers for deviation angle when applied to the DCA-shaped 
aerofoils. However, it seems to overpredict the deviation angle when applied to Controlled-Diffusion 
aerofoils as the comparison with reference data shows. 
In order to obtain the appropriate characteristics running the analysis on the Controlled-Diffusion 
blades the deviation correlation needed to be modified. Steady CFD solution data is obtained from 
multi-bladerow, single-passage steady-state computations with mixing planes, performed using the 
VUTC in-house code AU3D. The deviation angles at the blades’ mid-span were taken as reference 
values and the deviation coefficient function has been modified to 
𝑚𝐶𝐷𝐴 = 𝑓𝐶𝐷𝐴 �𝛾,𝑎𝑐� 
The curve-fitting studies have resulted in the following curve: 
𝑚𝐶𝐷𝐴 = 𝑓𝐶𝐷𝐴 �𝛾,𝑎𝑐�= 𝒂 + 𝒃𝛾 + 𝒄𝛾2 + 𝒅�4 �𝑎
𝑐
�
2
� + 𝒇 �4 �𝑎
𝑐
�
2
� 𝛾 + 𝒈�4 �𝑎
𝑐
�
2
� 𝛾2 + 𝒉�4 �𝑎
𝑐
�
2
�
2
+ 𝒊 �4 �𝑎
𝑐
�
2
�
2
𝛾 + 𝒋 �4 �𝑎
𝑐
�
2
�
2
𝛾2 
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Where 
𝑎 = 4.3862𝐸 + 01 
𝑏 = −3.0375𝐸 + 00 
𝑐 = 4.4283𝐸 − 02 
𝑑 = −1.1733𝐸 + 02 
𝑓 = 8.1687𝐸 + 00 
𝑔 = −1.1934𝐸 − 01 
ℎ = 7.8692𝐸 + 01 
𝑖 = −5.4919𝐸 + 00 
𝑗 = 8.0423𝐸 − 02 
 
Work-done factor deviation 
In order to be consistent with all the calculation, the work-done factor is represented as under-
turning of the flow for the rotor blades, as an extra deviation. The work done by rotor is defined as 
𝑑ℎ = 𝛺𝜌𝜌�𝑟2𝑢𝑡,2 − 𝑟1𝑢𝑡,1� 
Where 𝑢𝑡2 is the outlet absolute tangential speed, calculated with the blade outlet metal and 
deviation angles. Now, in relative frame  
𝑢𝑡,2 = 𝑢𝑚,2 tan(𝑔2 + 𝛿). 
Having an extra deviation angle would give us higher relative (and thus lower absolute) tangential 
velocity. 
𝑢𝑡,2,𝑓𝑓 = 𝑢𝑚,2 tan�𝑔2 + 𝛿 + 𝛿𝑓𝑓� 
From definition of the work done 
Δ𝑢𝑡 = 𝑢𝑡,2,𝑓𝑓 − 𝑢𝑡,2 = (1 −𝑤𝑓)𝑑ℎΩ𝑟2  
And finally, the work-done factor deviation is 
𝛿𝑓𝑓 = atan� Δ𝑢𝑡𝑢𝑚,2 + tan(𝑔2 + 𝛿) �𝑢𝑚,2 tan(𝑔2 + 𝛿) − Δ𝑢𝑡�� 
 
Turbine loss models 
Ainley-Mathiesson loss model 
An Ainley-Mathiesson turbine loss model has been chosen to begin with [33]. Equation for total 
pressure loss yields  
𝜛𝑇 = �𝑌𝑝 + 𝑌𝑠 + 𝑇𝑡𝑓�𝜒𝑡𝑒 
𝜒𝑡𝑒 is the trailing edge coefficient and obtains from [33], Fig.9. 
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At the design point profile loss is calculated using the equation below: 
𝑌𝑝(𝑖=0) = �𝑌𝑝(𝑔1=0) + �𝑔1𝛽2�2 �𝑌𝑝(𝑔1=𝛽2) − 𝑌𝑝(𝑔1=0)��� 𝑡𝑐0.2�
−
𝑔1
𝛽2
 
For 𝑌𝑝(𝑔1=0) and 𝑌𝑝(𝑔1=𝛽2) see [33], Fig.4. 
For off-design conditions the profile loss is obtained as 
𝑌𝑝 = 𝜒𝑖𝑌𝑝(𝑖=0) 
Where 𝜒𝑖  is the incidence coefficient, which is obtained via Fig.2.3.3 and Fig.2.3.4. from [33]. 
Secondary loss coefficient is calculated as 
𝑌𝑠 = 𝜆�𝐶𝐿𝑡
𝑐
�
2
�
cos2 𝛽2cos3 𝛽𝑚� 
Where 
𝐶𝐿 = 2 𝑡𝑐 (tan𝛽1 − tan𝛽2) cos𝛽𝑚𝑒𝑎𝑛 
𝛽𝑚𝑒𝑎𝑛 = tan−1 �(tan𝛽1 + tan𝛽2)2 � 
And 𝜆 is an empirical factor, defining secondary loss, obtained from [33] p.26. 
Tip leakage loss is calculated as 
𝑌𝑡𝑓 = 𝐵 𝜏𝐻 4(tan𝛽1 − tan𝛽2)2 �cos2 𝛽2𝛽1 �2 
Where coefficiend 𝐵 equals 0.25 for unshrouded and 0.5 for shrouded blades. 
Other loss models 
The Ainley and Mathiesson loss model can then be replaced to a more recent one by Dunham & 
Came [1970] [34, 32] or the one by Kacker & Okapuu [1982] [35, 32]. 
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Loss models linearization 
As the loss and deviation correlations form an essential part of the computational model, a proper 
linearization is vital in order to obtain the changes in losses with respect to any perturbation 
provided. The perturbation may come from any source and may involve flow perturbations, 
geometry perturbations or both. 
To begin with, a generic loss correlation is represented as a function of multiple variables 
𝑤𝑝 = 𝑃02,𝑖𝑖 − 𝑃02𝑃01 − 𝑃1 = 𝑓𝑓𝑝�𝒒1,2,𝒈1,2,𝑎� 
Where 𝒒 is the flow variable vector, 𝒈 is the vector holding all the geometry variables, stations 1 and 
2 correspond to inlet and outlet indexes and 𝒈𝑎 stands for annulus geometry. 
Each of the loss models has been linearized with respect to all of the input variables, so that 
𝑑𝑓𝑓𝑝 = 𝜕𝑓𝑓𝑝𝜕𝒒1 𝑑𝒒1 + 𝜕𝑓𝑓𝑝𝜕𝒒2 𝑑𝒒2 + 𝜕𝑓𝑓𝑝𝜕𝒈1 𝑑𝒈1 + 𝜕𝑓𝑓𝑝𝜕𝒈2 𝑑𝒈2 + 𝜕𝑓𝑓𝑝𝜕𝒈𝑎 𝑑𝒈𝑎 
Or rather 
𝑑𝑤𝑝 = 𝑑𝑓𝑓𝑝�𝒒1,2,𝒈1,2,𝑎,𝑑𝒒1,2,𝑑𝒈1,2,𝑎� 
This approach is applicable to every loss model within this research and once all the changes in the 
loss components are known, the change in the overall total pressure loss is calculated through their 
superposition 
𝑑𝑤𝑝,𝑡𝑚𝑡𝑎𝑓 = 𝑑𝑤𝑝,𝑝𝑟𝑚𝑓𝑖𝑓𝑒 + 𝑑𝑤𝑝,𝑡𝑖𝑝𝑔𝑎𝑝 + 𝑑𝑤𝑝,𝑠𝑒𝑐𝑚𝑛𝑖𝑎𝑟𝑦 
The linearization approach is applicable wherever the input data (or the amount of perturbation) is 
considered to be small compared to the steady-state quantities. 
The routines for the deviation model linearization are absolutely similar 
𝛿 = 𝑓𝛿�𝒒1,2,𝒈1,2,𝑎� 
𝑑𝑓𝛿 = 𝜕𝑓𝛿𝜕𝒒1 𝑑𝒒1 + 𝜕𝑓𝛿𝜕𝒒2 𝑑𝒒2 + 𝜕𝑓𝛿𝜕𝒈1 𝑑𝒈1 + 𝜕𝑓𝛿𝜕𝒈2 𝑑𝒈2 + 𝜕𝑓𝛿𝜕𝒈𝑎 𝑑𝒈𝑎 
The detailed differentiation routines for loss and deviation models are straightforward and omitted 
for brevity. 
 
  
190 
 
Appendix B: Left and Right eigenvectors 
This section describes evaluation of the proper set of left and right eigenvector for a continuity 
matrix, which is one of the essential parts of the governing matrix subject of this research. The left 
and right eigenvectors are used for conversion from primitive to characteristic variables which 
facilitates application of non-reflecting boundary conditions for forced response and flutter cases. 
These boundary conditions must produce a well-posed problem, as this is a primary requirement for 
the system to provide a solution. 
We start with considering a general two-dimensional hyperbolic PDE: 
𝜕𝒒
𝜕𝑡
+ [𝐴]𝜕𝒒
𝜕𝑥
+ [𝐵] 𝜕𝒒
𝜕𝜃
= 0  (1) 
Where [𝐴] and [𝐵] are the NxN square matrices and 𝒒 is the variable vector of N components. For 
the presented methodology [𝐴] and [𝐵] are the two-dimensional Euler Jacobian matrices and 𝒒 is 
the flow primitive variable vector. The coordinate system is chosen accordingly to the area of the 
application of this methodology. 
We assume a travelling wave solution of the form 
𝒒(𝑥,𝜃, 𝑡) = 𝒒0𝑒𝑖(𝑘𝑥+𝑓𝜃−𝜔𝑡) (2) 
Where 𝑙 and 𝜔 are assumed to be known and real. 
Substituting equation (2) into (1) we get the dispersion relation (−𝜔[𝐼] + 𝑘[𝐴] + 𝑙[𝐵])𝒒 = 0 
→  det(−𝜔[𝐼] + 𝑘[𝐴] + 𝑙[𝐵]) = 0 (3) 
The definition of the right and left eigenvectors yields that for any NxN matrix [𝐶] [𝐶]𝑢𝑛𝑅 = 𝜆𝑛𝑢𝑛𝑅          𝑢𝑛𝐿 [𝐶] = 𝜆𝑛𝑢𝑛𝐿  (4) 
Where 𝜆𝑛 is the corresponding eigenvalue and 𝑛 is the number of the eigenvalue (and respective 
eigenvector) between 0 and N. The right eigenvectors are column vectors and the left eigenvectors 
are the row vectors. Both right and left eigenvectors are the null-vectors of the following singularity 
criterion ([𝐶] − 𝜆𝑛[𝐼])𝑢𝑛𝑅 = 0       𝑢𝑛𝐿([𝐶] − 𝜆𝑛[𝐼]) = 0 (5) 
A very important property of the eigenvectors (which is essential to keep in mind in the scope of the 
current research as will be seen in a few steps) is the orthogonality criterion. When the eigenvalues 
are different, each left eigenvector is orthogonal to all of the right eigenvectors, except for the one, 
corresponding to the same eigenvalue. This is proven by (𝜆𝑛 − 𝜆𝑚)𝑣𝑛𝐿𝑢𝑚𝑅 = (𝑣𝑛𝐿[𝐶])𝑢𝑚𝑅 − 𝑣𝑛𝐿([𝐶]𝑢𝑚𝑅 ) = 0 
𝑚 ≠ 𝑛;      𝜆𝑚 ≠ 𝜆𝑛;     𝑣𝑛𝐿𝑢𝑚𝑅 = 0 (6) 
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Now, let us turn back to the dispersion relation shown in (3). The right eigenvectors that are 
required would be the null-eigenvectors for the matrix (−𝜔[𝐼] + 𝑘[𝐴] + 𝑙[𝐵]), so that (−𝜔[𝐼] + 𝑘[𝐴] + 𝑙[𝐵])𝑢𝑅 = 0 (7) 
Where 𝑢𝑅 is a right eigenvector for the matrix (𝑘[𝐴] + 𝑙[𝐵]) with an eigenvalue 𝜔. 
Now, the equation (7) is pre-multiplied by the inverse of matrix [𝐴], providing (−𝜔[𝐴−1] + 𝑘[𝐼] + 𝑙[𝐴−1][𝐵])𝑢𝑅 = 0 (8) 
Thus 𝑢𝑅 is also a right eigenvector for the matrix (−𝜔[𝐴−1] + 𝑙[𝐴−1][𝐵]) with an eigenvalue 𝑘. This 
property is very significant, when compared to a similar for the left eigenvectors. 
The left eigenvectors for this problem are split in two sets. The first set are the left eigenvectors for 
the matrix (𝑘[𝐴] + 𝑙[𝐵]) and are labelled 𝑢𝐿. The second set are the left eigenvectors of the matrix (−𝜔[𝐴−1] + 𝑙[𝐴−1][𝐵]) which are labelled 𝑣𝐿. Recalling the definition of the eigenvectors, we 
obtain that 
𝑢𝐿(−𝜔[𝐼] + 𝑘[𝐴] + 𝑙[𝐵]) = 0 (9) 
𝑣𝐿(−𝜔[𝐴−1] + 𝑘[𝐼] + 𝑙[𝐴−1][𝐵]) = 0 (10) 
By rewriting the equation (10) we obtain that 
𝑣𝐿[𝐴−1](−𝜔[𝐼] + 𝑘[𝐴] + 𝑙[𝐵]) = 0 (11) 
Thus 
𝑣𝐿 = 𝑢𝐿[𝐴]     ↔      𝑢𝐿 = 𝑣𝐿[𝐴−1] (12) 
The difference between two sets of eigenvectors lies in the orthogonality relations. Vector 𝑢𝐿, which 
is a left eigenvector of the matrix (𝑘[𝐴] + 𝑙[𝐵]) will be orthogonal to all the right eigenvectors of 
this matrix, except for the ones with the same 𝜔. Thus, the 𝒖𝐿 set of left eigenvectors is orthogonal 
to 𝒖𝑅 for the same 𝑙, 𝑘 but different 𝜔. Vector 𝑣𝐿, in turn, is a left eigenvector of the matrix (−𝜔[𝐴−1] + 𝑙[𝐴−1][𝐵]) with an eigenvalue 𝑘 and thus the 𝒗𝐿 set of left eigenvectors is orthogonal 
to 𝒖𝑅 for same 𝑙 and 𝜔, but different 𝑘. 
In the methodology subject of this research sets of left and right eigenvectors are used to setup the 
boundary conditions for the unsteady simulation cases provided that the distortion travelling 
pattern parameters are known. This means that 𝜔  and 𝑙  are known a-priori and the 𝑘𝑗  are 
calculated, solving the dispersion relation problem. 
Therefore, for same values of 𝑙  and 𝜔 , two different eigenvalues 𝑘𝑚  and 𝑘𝑛  would hold the 
following relation: 
𝑣𝐿(𝜔,𝑘𝑛, 𝑙)𝑢𝑅(𝜔,𝑘𝑚, 𝑙) = 0 (13) 
For the wave propagation problems this allows the distinction between the waves propagating in 
different directions and having different propagation speeds. For a two-dimensional Euler equation 
problem eigenvalues (and respective right and left eigenvectors) 𝑘1−4 would correspond to the 
Entropy, Vorticity, and Right- and Left-travelling acoustic waves. Each of these four waves would 
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have same 𝜔 and 𝑙 and for the purpose of setting up a proper well-posed problem with non-
reflecting boundary conditions it is the 𝒖𝑅 and 𝒗𝐿 eigenvectors that should are of interest. 
It is possible to evaluate 𝒗𝐿 directly as a left null-vector of matrix (−𝜔[𝐴−1] + 𝑙[𝐴−1][𝐵]), however, 
this requires inversion of [𝐴] which may cause some difficulties. An alternative way to calculate 𝒗𝐿 is 
to obtain 𝒖𝑅  and 𝒖𝐿  as null-vectors of the matrix (𝑘[𝐴] + 𝑙[𝐵]) first. Having done that, 𝒗𝐿  are 
obtained using the equation (12). 
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Appendix C: linearized relations 
The most important parts of the numerical solvers subject of this research, are the linearized 
relations, relating the state of gas to the conditions of enthalpy, entropy and momentum. This 
section describes a set of the most common relations used within the model for bladed passage or 
duct representations. The linearized flow elements are used in Newton iteration loop in order to 
obtain steady-state solution, and also used in the unsteady versions of the codes. 
For a generic transformation 𝐹𝑋(𝑞) between the states 1 and 2 following applies: 
𝐹𝑋(𝑞2) − 𝐹𝑋(𝑞1) = 0;     𝑞 = [𝑢𝑚 𝑢𝑡 𝑇 𝑃]𝑡   
Assuming non-constant gas properties, the numerical solution is required. The linearized form yields 
𝔄𝑋 𝑑𝑞 = 𝑑𝐹𝑋;    or   𝑑𝑞 = −𝔄𝑋−1𝑑𝐹𝑋  
Where 𝔄𝑋 is the Jacobian matrix for the transformation 𝑋. 
The linearized relations between the states of gas apply along the streamtube direction, which is 
why it is straightforward to represent the changes of the velocities referring them to the directions, 
based on the streamtube control surfaces. The vector component normal to the control surface is 
defined as 𝓵 and the tangential component as 𝓽. In two-dimensional coordinates the orthogonality 
condition yields 
�
𝓉1
𝓉2
� = �−ℓ2ℓ1 � 
ℓ1𝑑ℓ1 + ℓ2𝑑ℓ2 = 0 
Hodograph transformation 
A transformation in the Hodograph plane describes the changes in the velocity components, 
preserving the normal and tangent velocities as well as entropy and enthalpy. 
𝔄𝐻 �
𝑑𝑢1
𝑑𝑢2
𝑑𝑇
𝑑𝑃
� =  �𝑑𝑢ℓ𝑑𝑢𝓉
𝑑ℎ
𝑑𝑠
� −  𝔄𝐻𝑊 �𝑑ℓ1𝑑ℓ2� 
Where 𝔄𝐻 and 𝔄𝐻𝑊 are the Jacobian matrices with respect to the perturbations in flow quantities or 
geometry respectively. 
𝔄𝐻 =
⎣
⎢
⎢
⎢
⎡
ℓ1 ℓ2 0 0
−ℓ2 ℓ1 0 0
𝑢1 𝑢2 𝑐𝑝 00 0 𝑐𝑝
𝑇
−
ℛ
𝑃⎦
⎥
⎥
⎥
⎤ ;      𝔄𝐻𝑊 = �𝑢1 𝑢2𝑢2 −𝑢10 00 0 � 
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The Hodograph transformation is useful to apply when the flow needs to be turned isentropically or 
for the conversion between total and static gas quantities (temperature and pressure) by setting the 
velocities to zero and preserving enthalpy and entropy. 
Hodograph transformation may also be rewritten, basing on the Mach numbers in normal and 
tangential directions to the reference plane. 
𝔄𝑀 �
𝑑𝑢1
𝑑𝑢2
𝑑𝑇
𝑑𝑃
� =  �𝑑𝑀𝑛𝑑𝑀𝑡
𝑑ℎ
𝑑𝑠
� −  𝔄𝑀𝑊 �𝑑𝑛1𝑑𝑛2� 
Where 
𝔄𝑀 =
⎣
⎢
⎢
⎢
⎢
⎢
⎡
1
𝑎
𝑛1
1
𝑎
𝑛2 −𝑀𝑛
12𝑇 0
−
1
𝑎
𝑛2
1
𝑎
𝑛1 −𝑀𝑡
12𝑇 0
𝑢1 𝑢2 𝑐𝑝 00 0 𝑐𝑝
𝑇
−
ℛ
𝑃⎦
⎥
⎥
⎥
⎥
⎥
⎤
;      𝔄𝑀𝑊 = �𝑀1 𝑀2𝑀2 −𝑀10 00 0 � 
Continuity relations 
A continuity relation represents the conservation of mass flow rate, tangential momentum, enthalpy 
and entropy. As the mass flow is conserver, another geometrical property needs to be introduced, 
namely A, the cross-sectional area. 
𝔄𝐶 �
𝑑𝑢1
𝑑𝑢2
𝑑𝑇
𝑑𝑃
� =  �𝑑𝜌𝐴𝑢ℓ𝑑𝑢𝓉
𝑑ℎ
𝑑𝑠
� −  𝔄𝐶𝑊 �𝑑ℓ1𝑑ℓ2
𝑑𝐴
� 
Where 
𝔄𝐶 =
⎣
⎢
⎢
⎢
⎢
⎡𝜌𝐴ℓ1 𝜌𝐴ℓ2 −
𝜌𝐴𝑢ℓ
𝑇
𝜌𝐴𝑢ℓ
𝑃
−ℓ2 ℓ1 0 0
𝑢1 𝑢2 𝑐𝑝 00 0 𝑐𝑝
𝑇
−
ℛ
𝑃 ⎦
⎥
⎥
⎥
⎥
⎤ ;      𝔄𝐶𝑊 = �𝜌𝐴𝑢1 𝜌𝐴𝑢2 𝜌𝑢𝑛𝑢2 −𝑢1 00 0 00 0 0 � 
The continuity relation is the most commonly used one, as it may represent isentropic relations 
between the duct inlet and outlet. Given the necessary amount of turning, the relation is useful to 
represent relations between stator leading and trailing edges and changing the enthalpy 
conservation into rhotalpy conservation, application on rotating bladerows becomes possible. 
Rankine-Hugoniot relations 
The Rankine-Hugoniot relations are used to represent the jump conditions at discontinuities, such as 
shock waves. As the entropy changes across an very small distance, it cannot be stated explicitly. 
However, the longitudinal momentum conservation equation can be used. 
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𝔄𝑅 �
𝑑𝑢1
𝑑𝑢2
𝑑𝑇
𝑑𝑃
� =  � 𝑑𝜌𝑢ℓ𝑑𝑢𝓉𝑑ℎ
𝑑( 𝜌𝑢ℓ2 + 𝑃)� −  𝔄𝑅𝑊 �𝑑ℓ1𝑑ℓ2� 
Where 
𝔄𝑅 =
⎣
⎢
⎢
⎢
⎢
⎡ 𝜌ℓ1 𝜌ℓ2 −
𝜌𝑢ℓ
𝑇
𝜌𝑢ℓ
𝑃
−ℓ2 ℓ1 0 0
𝑢1 𝑢2 𝑐𝑝 02𝜌𝑢ℓℓ1 2𝜌𝑢ℓℓ2 −𝜌𝑢ℓ2𝑇 1 + 𝜌𝑢ℓ2𝑃 ⎦⎥⎥
⎥
⎥
⎤ ;      𝔄𝑅𝑊 = � 𝜌𝑢1 𝜌𝑢2−𝑢2 𝑢1𝑢1 𝑢2
𝜌𝑢ℓ𝑢1 𝜌𝑢ℓ𝑢2
� 
Rankine-Hugoniot relation, chained with hodograph and/or continuity relations, may build up a 
model for evaluating relations over an oblique shock or transonic nozzle. 
Prandtl-Meyer relations 
The last section of this appendix will show how the linearized relations may be used in order to 
represent different aerothermodynamic phenomena. One of the applications for the Hodograph 
transformation is to build the computational model for the Prandtl-Meyer relations. 
The flow through a Prandtl-Meyer expansion is isentropic. As the pressure drops, the flow gets 
accelerated while turning. This is often used modelling the transonic flow along the blade suction 
side. As the flow turns, it passes through a series of expansion waves. 
 
Figure 1, illustration of an infinitesimal Prandtl-Meyer expansion wave 
Figure 1 shows an infinitesimal Prandtl-Meyer expansion, where the flow is getting turned by an 
angle 𝑑𝜈 (measured positive down). When the flow approaches the expansion wave, it is split into 
the normal and tangential components to the wave. As there is no mechanism that would change 
the tangential velocity component, only the normal component is perturbed (Figure 2). The relations 
between the turning angle and the velocity changes are 
𝑑𝜈 = �𝑀2 − 1𝑑𝑉
𝑉
 
The derivation of this relation is omitted for brevity and may be found in [4]. 
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Figure 2, velocity vectors for an infinitesimal Prandtl-Meyer expansion 
Provided that the flow needs to be turned by the angle 𝜈, the user decides a number of small steps, 
each step comparable to a single infinitesimal turning, shown in Figure 2. 
Each step starts with obtaining 𝑉𝑛+1 = 𝑉𝑛 + 𝑑𝑉 which is done using a fourth order Runge-Kutta 
method. 
𝑑𝑉 = 𝑉
√𝑀2 − 1𝑑𝜈 
Thus, for a small angular step with magnitude Δ𝜈 
𝑉𝑛+1 = 𝑉𝑛 + 16 (𝑘1 + 2𝑘2 + 2𝑘3 + 𝑘4) 
Where 
𝑘1 = Δ𝜈 𝑉𝑛
��
𝑉𝑛
𝑎𝑛
�
2
− 1 
𝑘2 = Δ𝜈 𝑉𝑛 + 0.5𝑘1
��
𝑉𝑛 + 0.5𝑘1
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Once the 𝑉𝑛+1  and thus velocity vectors are obtained, the relations for the Hodograph 
transformation are solved in Newton iterations to match the corresponding right-hand side. 
𝑅𝐻𝑆𝐻,𝑛+1 = �𝑉𝑛+1 cos(𝜙)𝑉𝑛+1 sin(𝜙)00 � 
Having done that, the flow quantities vector 𝒒  is obtained, together with the changes in 
temperature, pressure, density and thus the speed of sound. The entropy and enthalpy remain 
intact. 
The procedure is iterated until a desired number of steps is reached and the final flow conditions are 
obtained. 
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Appendix D: Geometry handling routines 
Interpolatable objects 
A large number of geometric manipulations required in the Mean Line and Through Flow solvers 
involve operations on smooth planar curves. It is therefore convenient to encapsulate the most 
commonly used operations in an abstract class and use different derived classes to represent 
different specific parameterizations. Since the most basic property of a smooth planar curve is the 
ability to return the location of a point and a tangent vector at a given value of the curvilinear 
coordinate along the curve, we refer to these objects as “interpolatable” objects. 
 
Figure 1, an example of a generic two-variable interpolatable object with an arbitrarily chosen point 
Figure 1 shows an example of a generic interpolatable object. The object may hold any number of 
variables (two in this particular example) and given the curvilinear position ”𝑠” returns the local 
values of all the variables held, as well as their first derivatives. To facilitate the handling of 
coordinates along the object, the curvilinear coordinate is non-dimensionalized and holds values 
between 0 and 1. Thus, an interpolatable object representing a 2D geometry object may provide 
coordinates and slopes for any arbitrary position along its contour. The user may also obtain such 
data as normal direction, curvature radius, etc. using a set of functions, that solve respective 
geometrical tasks. Intersection and interpolation predicates are also supported. 
Two interpolatable objects commonly used in Mean Line and Through Flow solvers are cubic splines 
(open or closed) and Bezier curves. All the interpolatable objects have a similar interface and a 
method, so that the annulus and blade geometry may be represented using both. 
Using these methods the blade section geometry can be obtained with very high precision. Given the 
blade profile, for example, represented with a closed cubic spline object, one may easily construct a 
camber line by scattering the points at the mid-profile position. Finding the intersection with the 
blade profile the Leading- and Trailing edge points are obtained. The blade profile spline curvatures 
at those points would provide the Leading- and Trailing edges radii. 
A similar approach is used in the input plugin for obtaining all the blade geometry needed for 
computations. 
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Section parameterization 
A number of parametric section classes have been created to allow the user to design own blade 
profiles. When using a parametric section, the aerofoil is created in the parametric plane where its 
length is set to unity and the stagger angle is zero. After the profile is constructed the blade is 
staggered and scaled appropriately. The common algorithm for geometry preparation is shown in 
Figure 2. 
 
Figure 2, an illustration of the blade geometry setup using several sources 
Thus, the blade profile geometry is always stored as an interpolatable object, unless the user 
overrides the data with the explicit values (may be needed for exceptional validation cases). 
Provided that the span-wise position does not change for the mid-span analysis, the blade geometry 
data remains same throughout the whole computation. For the Through Flow solver, however, the 
span-wise position is updated with every iteration, every time providing exact geometry data with 
minimal assumptions. 
The difference between several parametric section classes lies mainly in the types of curves used 
(Splines or Bezier curves), number of control points and the definition of the support curves (which 
may represent the Pressure and Suction sides directly or contain data about the camber line shape 
and thickness distribution along the chord). 
The latest version of the parametric section uses two Bezier curves – one for the camber line 
definition and another for the thickness distribution along the blade – and circular arcs for the 
leading- and trailing edges. The curves provide an array of support points which is then used to 
create a closed Spline objects, representing the ready-to-use blade profile. 
Several support points are provided (five in the example below, endpoints are hardcoded to 0 and 1 
and middle three are free to move) when the camber line is setup using the Bezier curve. Leading 
and Trailing edge metal angles are obtained as the slopes of the camber line at the boundaries. 
 
Figure 3, blade section camber line Bezier curve in the parametric plane 
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A thickness-distribution Bezier curve is created using a set of another five control points assuming 
the camber line straight. Thus a normal-to-camber-line thickness distribution is obtained. Having 
that together with the camber line the pressure and suction sides regions are obtained.  
 
Figure 4, blade section thickness distribution Bezier curve in the parametric plane 
The geometrical relation between the thickness distribution curve and camber line endpoints gives 
the Leading- and Trailing edges radii and wedge angles that are used directly to create the Leading 
and Trailing edge region points. Thus complete profile geometry is obtained resulting in a Spline 
object. 
Parametric sections can be created either manually, manipulating the control points through the 
GUI, or automatically, following the design run of a Mean Line or a Through Flow solver. The latter is 
very convenient for performing trade-studies varying one or several blade geometry parameters and 
checking how that would affect the performance. An example of such trade study is shown in Figure 
5 and Figure 6. 
 
Figure 5, Model two-spool compression system" HPC Stage 3 rotor blade geometry parameters trade study: Aspect, 
Thickness and Solidity ratios 
 
Figure 6, Model two-spool compression system HPC Stage 3 stator blade geometry parameters trade study: Aspect, 
Thickness and Solidity ratios 
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After each blade has been designed, three geometry parameters have been varied one-by-one, 
redesigning the blade at each step and obtaining a new local steady-state solution. Comparing the 
solutions provides a picture on how the blade performance is affected. 
As we can see from Figure 5 and Figure 6, the rotor solidity value has been chosen too high. 
Changing that to a lower value might improve the stage and compressor overall characteristic. The 
solidity trade study on the stator blade indicates that the optimal values are used. However, the 
studies above have been performed on each blade separately, without taking into account the 
influence on other blades downstream. 
Having an effective optimizer one may use these utilities to find an optimal compressor 
configuration with an improved performance and minimized overall losses. 
 
