Abstract: After more than thirty years of its first introduction, conceptual modeling remains an important research field, which has been recently addressed by the literature on semantic interoperability in its various forms (model integration, service interoperability, knowledge harmonization, taxonomy alignment), domain engineering and the creation of conceptual models through Natural Language Processing (NLP), to name a few. In the database conceptual design, the designer must learn the language used in the Universe of Discourse (UoD) to be modeled, along with its underlying concepts, and then represent such concepts in a modeling language. Thus, the conceptual modeling process can be seen as a translation. For the resulting model to be both detailed and unambiguous, the designer must represent the UoD in a generative language which constructs can convey the same concepts represented in the respective natural language. For the whole process to be effective, we argue that the adoption of modeling languages and methodologies that are based on well-founded ontological theories is required. We propose the use of a linguistic approach for conceptual modeling from natural language texts, and illustrate how it may be applied using the well-founded modeling language OntoUML.
In order to make conceptual modeling a more objective process, Chen [2] enunciated eleven rules for the translation of data requirements from a natural language (in this case English) to an ER model. Based on such rules, many projects have proposed tools and heuristics to automate the modeling activity. Examples can be found in [3] and [4] .
The Linguistic Approach
The projects mentioned above work from the perspective of the meta-model structure; they turn to linguistics to try and establish rules as to what natural language construct should be mapped to which representation language construct. Although linguistics has a supportive role, such works tend to overlook semantic and syntactic details that are present in the natural language data requirement representation but that cannot be equally represented in the conceptual model. As so, representations tend to not be well evaluated in terms of correctness and completeness.
The first mapping rule presented by Chen [2] , states, for instance, that "A common noun in English corresponds to an entity type in an ER diagram". Although one can relate to this rule in a very natural way (after all, "employee" and "vehicle", for instance, are indeed common nouns), words like "date", "water", "red" and "size", to name a few, are also common nouns -should they all be represented as entities? From a linguistic perspective such subtleties become more evident, as does the need for a well-founded ontological language to represent them. From the linguistic perspective, accurate and complete conceptual data models must be represented in an ontological, generative language, in such a way that the reading of the model can be the same as that of the natural language represented requirements.
Using the same words of the example above, a well-founded ontological language as OntoUML [5] differentiates "employee" from "water", for instance. The first common noun represents a kind, i.e., the construct that corresponds to concrete common nouns, a concept composed and identified by its characteristics. The second would be represented by a quantity, that inheres the idea of a mass (or uncountable) noun.
