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ABSTRACT
Assessment of Bivariate Normality
by
Pejmon Sadri
Dr. Malwane Ananda, Examination Committee Chair 
Professor of Mathematics and Statistics 
University of Nevada, Las Vegas
There are three methods, which are most commonly used to assess the bivariate 
normality o f paired data, two of which are also used to assess the multivariate normality. 
Nevertheless, none of the methods is very efficient or conclusive in their assessment of 
bivariate normality. In this thesis we are proposing a new method to test bivariate 
normality. This new method makes use o f a set o f if  and only if  conditions inherent in 
the theory of bivariate normal distribution. The proposed new method is highly efficient, 
accurate, and very easy to apply using any available standard statistical software.
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When dealing with random events of one variable, many such events exhibit normal 
distribution. Similarly, when dealing with random events of two variables, many such 
events exhibit bivariate normal distribution. Moreover, just like univariate normal 
distribution, bivariate normal distribution can be used to approximate the distribution of 
many statistics. The wide spread applicability o f bivariate normal distribution makes the 
distribution an important and appealing topic of study in theoretical statistics. Thus, the 
purpose of this paper is to investigate methods by which one can determine whether or 
not a set of observations follows bivariate normal distribution.
Research Questions
The bivariate normal distribution of two random variables z, and z^  has probability 
density function (pdf):
p{z, , z j  = -------- U— T exp
where
7  —  ( ^ 1  A t )  A i ) ( ^ 2  Ml)  I ( ^ 2  Mt)
2  2  ’  0”| ^ 1^ 2 ^2
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/f, = Population mean of z^
P 2 = Population mean of
CT| = Population standard deviation for z,
(Tj = Population standard deviation for z^  
p  = Correlation coefficient of z, and
Thus, given the above probability density function, a question to be considered is how 
can a given set of observations be assessed for bivariate normality.
Significance of Studv
The significance of this study is closely tied with the facts mentioned in the beginning 
of this chapter. The fact that bivariate normal distribution has many real life applications, 
alone, makes studies of this sort significant. Once the distribution of a set of data has 
been determined to be o f a certain kind, then it will be very easy to determine the 
probability of occurrence of a particular data or a range o f data points. Furthermore, such 
probability outcomes may be used in decision making in many service and manufacturing 
industries. Such informed decision making processes will in turn lead to savings of 
resources, and even lives.
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CHAPTER 2
REVIEW OF RELATED LITERATURE 
When searching through the literature on tests for bivariate normality, it becomes 
clear that all such tests involve the verification of a combination o f a set o f conditions 
before concluding bivariate normality.
The primary goal is to, as best as it can possibly be done, verify that all linear 
combinations of the bivariate observation vectors are normally distributed. It should be 
noted that two of the three methods that are eurrently applied, are used for assessing 
multivariate normality as well as bivariate normality, and the third method, called the 
radii and angles methods, is used specifically for assessment o f bivariate normality. All 
these three methods have eomputational inefficiencies, as well as inaccuracies which 
stem from the fact that the assessment techniques are mostly graphical in nature, by­
passing the classical hypothesis testing methods, entirely. That is, no test size approach, 
as in classical testing of the null hypothesis, has ever existed for assessment o f bivariate 
normality. Thus, we are proposing a new method, which is based on the verification of 
three if and only if conditions inherent in the theory of bivariate normality. Furthermore, 
because in this new method, we are statistically testing three conditions, as opposed to 
merely graphically checking the normality of all linear combinations in a set o f bivariate 
observations, the computational efficiency and the accuracy of the new method proves to 
be far superior to the other three methods.
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In the remaining portion of this chapter, the theoretical background behind the three 
most commonly used methods of assessment for bivariate normality, will be discussed, 
first. It will be shown in the coming pages that neither one of these methods can truly 
give us a guaranteed proof for the existence o f bivariate normality. This is because there 
may be some data sets which do not have bivariate normal distribution, and yet, whose 
components may pass some or all conditions applied in each one o f the currently used 
methods. The most powerful method for assessing bivariate normality, however, is 
described as the fourth method, which is proposed in this paper, for the very first time 
ever. The fourth method takes on the task of assessing for bivariate normality through 
verification o f a set o f if  and only if conditions that lay in the theory o f bivariate 
normality. Each one of the three conditions tested under the new proposed method may 
be tested using the classical hypothesis testing methods. Thus, the new proposed method 
does not put its reliance entirely on graphical methods. Hence, the fourth method is by 
far the most superior method among the four methods available for assessing bivariate 
normality of paired data.
First Method: The Most Common Method
One o f the two most commonly used methods, which may be used for assessing 
multivariate normality as well as bivariate normality, tests for four conditions 
(Gnanadesikan (1977)). First, quantile-quantile (q-q), or probability plots are used to 
verify the normality of all marginal distributions (Minitab, Inc. (2000)). If the q-q, or 
probability plots are not linear, the assumption o f bivariate normality must be rejected. 
Second, a scatter plot of all pairs is generated. Density regions in the scatter plot should
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be roughly elliptic (Johnson and Wichem (1988)). Third, an arbitrary linear combination 
of the variables is tested for normality. Earlier it was stated that the first method is not a 
guaranteed method for assessing bivariate normality. This is because, in theory, every 
possible linear combination of both variables must be checked for normality. But, in 
reality, this is impossible to accomplish, and so because o f this condition the method 
cannot yield a full proof result. To test the fourth condition, when both, the number of 
observations, and the number of observations minus the number of random variables, are 
larger than 25, which is often the case, then we must check to see if the standardized 
squared distances about the population mean vector are distributed as chi-square with 2 
degrees of freedom (Johnson and Wichem (1988)). This means that a q-q chi-square 
distribution plot must be linear for bivariate normal data. Earlier it was stated that the 
first, the second, and the third methods are not very efficient. This is because the 
verification of these four conditions are time consuming, and laborious. In any case, 
when the results from testing o f all these four conditions are positive, then one usually 
concludes that the data is bivariate normal.
Second Method: The First Method Applied To Principal Components
Another common method for assessing bivariate data for bivariate normality, implicit 
in the writings o f Gnanadesikan, is when we test those very exact conditions as 
mentioned under the first method on principal components. Thus all the short comings 
present in the first method are also present here. Nevertheless, the idea here is based on 
the fact that, through principal component analysis, a new set o f variables are generated 
using data on the original variables (Venables and Ripley (1999)). These new variables
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are in fact rotations of the original ones, and they have been rotated so that they can 
explain the variability in the data better than the original variables. Thus, the data 
associated with these new variables, which are the scores from principal component 
analysis, can be tested under the explained conditions for hivariate normality.
Third Method: The Radii and Angles Method
As it was mentioned previously, the first two methods discussed can be used to assess 
multivariate normality as well as bivariate normality. The radii and angles method, 
however, is designed specifically for the assessment of bivariate normality. In this 
method, the original pairs of observations (zpZj) are transformed into the elements, ,
and 6 .  For bivariate normal data, , and 0 must approximately have and uniform 
distributions, respectively. Here, the condition o f verifying for having an
approximate distribution, is identical to verifying o f the same distribution on the 
squared distances about the population mean vector in the previous two methods. Thus, 
one would be dealing with the same inefficiency in the procedure as the previous two 
methods (4^ '’ condition of the two previous methods). Nevertheless, we note at this point 
that the radii and angles method tests for an additional condition, absent from the test of
t/,t^ = (z^ -z ) used by the previous two methods. This additional
condition, as mentioned above, is the verification of the angle that scaled residuals make 
with the abscissa direction of the coordinate system, 9 , follows an approximate uniform 
distribution on the interval (0,27t).
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Fourth Method: The New Proposed Method
This method is entirely original to this paper, and it is being proposed here for the 
very first time ever as the easiest, most efficient, and most credible method among all the 
previously discussed three methods. Furthermore, it is the only one, which makes use of 
a set of if  and only if  conditions that lay in the theory o f bivariate normality. In this 
method, the original bivariate data (Z[,Z 2 ) is decomposed into two vectors (Y, , )
through linear transformation. Under the assumption o f bivariate normality, (Z ,,Z 2 )is
bivariate normal if and only if ~ iV(0,l), ~ Y (0,1), and ^  = 0 . As it can be
seen clearly, under this new method, we abandon the notion o f graphical assessment for 
bivariate normality, and conduct our analysis based on the classical hypothesis testing 
methods.
In the next chapter, we will explain each method in detail. Furthermore, for the 
proposed method, we will show actual type I error rates using simulations. In chapter 4, 
using simulated data sets we will demonstrate the efficiency of the proposed method.
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
CHAPTER 3 
METHODOLOGY
Collection and Treatment of Data
To put the findings discussed in the previous seetion to the test, a set of data whose 
bivariate normality is known was needed. To generate such data, first, two independent 
standard normal random variables, were generated using the Minitab software;
400 pairs o f data were generated in this step (see Appendix A); Box-Muller 
transformation may also be used for this purpose. Next, the following transformation 
was used to obtain the variables (zpZ j), whose bivariate normality is known (Hogg and 
Craig (1995)).
•^1 ~ Ai
%2 = /J2+P^2^l +<^2V ï- ÿ ? %2 ’
where all the terms in the transformation have been defined, previously.
Having generated 400 pairs of data from bivariate normal distribution, each 
assessment method may now be used for analysis.
First Method: The Most Common Method
The goodness-of-fit measure used in this method in order to test for normality 
depends on which software package is being used for the analysis o f data. The Minitab’s 
probability plots use Anderson-Darling Statistic as a measure o f how far the plot points
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fall from the fitted line in a probability plot (Minitab, Inc. (2000)). The smaller the value 
of the Anderson-Darling statistic, the better the data fits a selected distribution. On the 
other hand, the S-Plus software package uses q-q plots, which are based on order 
statistics. Let us examine each methodology.
A. Normalitv Test Using the Anderson-Darling Test Statistic 
The Anderson-Darling test is defined as:
= - N - S
where
i = l  ^
and
Hg = The data follow a given distribution
= The data do not follow the given distribution 
Y. = The ordered data
F  -  The cumulative distribution function of the given distribution.
For continuous distribution functions, F(x) ,  is defined as follows:
F(;c)=
When this algorithm is used in a normality analysis, besides the graphical output, 
which is of course of interest for our purpose, the p-value may also be looked at as a 
quantitative means o f verifying results.
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B. Normalitv Test Using Q-Q plots of Normal Distribution 
A number of statistical packages, including S-Plus, use q-q plots as a measure of a 
goodness-of-fit test. Now, let us see how q-q normal distribution plots work.
a. First, observations are listed in an ascending order (i.e.
X(l) — X(2) — — -^ (n) •)
b. Second, the proportion of the distribution that is less than or equal to the
value of each order statistic is estimated. One such an estimate can be 
computed using the following formula:
f - 1 / 2
n
where i, is the rank of each observation.
c. Next, the expected quantités from a normal distribution are computed 
As follows:
^ z - 1 / 2 ^- 1= o
where is the inverse of the standard normal cumulative 
distribution function,
d. Finally, the observed quantités, , are plotted versus the expected 
quantités, , and checked for the linearity of the plot.
Once the marginal distributions have been tested positive for normality using 
either one of the previous algorithms, then we may appropriately move forward to check 
the remaining conditions. The second condition dictates that the scatter plot o f all pairs 
should, approximately, be elliptic. This is an straightforward procedure using any 
statistical software package. Next, an arbitrary linear combination of the bivariate
10
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variables (obtained through linear transformation) must be derived, and its normality 
must be checked using any one of the previously discussed algorithms. It is impossible, 
though, to check all possible linear combinations, as the theory calls for. Thus this latter 
condition falls short of being a full proof condition. The last condition to be checked is 
the fact that, for bivariate normal data, standardized squared distances about the 
population mean vector are distributed as approximately chi-square with degrees of 
freedom 2 (or exponential with mean 2.) In vector notation, this means that
(z - p )  [ z -  p ) ~  x l -  By estimating p  and E by z and S , approximately
^ z - z j  5"“' ( z - z j  follow a chi square distribution with degrees of freedom 2. This
approximation is commonly used to test the bivariate / multivariate normality (Johnson 
and Wichem (1988)) using q-q p l o t . To check this condition we use this commonly used 
procedure to constmct our q-q plot.
Gnanadesikan and Kettenring (1977) showed that the exact distribution of
^ z - z j  5 “' ^ z - z j  can be written using beta variables. Even if  one uses the exact
distribution o f ^ z - z j  S~  ^^ z - z j  instead o f using the previously mentioned approximate
chi-square distribution, this eondition alone is not sufficient enough to guarantee the 
bivariate normal distribution. In fact, as mentioned earlier, this condition is only one of 
the many conditions implied by the bivariate normal distribution.
As we have mentioned earlier, in this paper, we apply the most common assessment 
method by replacing E by 5". To construct q-q plot, let
for k= l, 2, . . .  n.
11
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After obtaining the « x l vector of (400x1 in this study) the following
theoretical steps should be followed to check for its normality.
a. Order the squared distances as: ^  ^
b. Compute expected quantités, , from the x l  distribution, 
^ ( - 1 / 2 ^
where =%2
c. Plot d ^  versus . This plot should be linear.
It should be mentioned that testing this is a time consuming task, and also it is another 
reason why the fourth method is superior to this one. Once the time has been spent and
dj^ s have been obtained, however, one can easily combine and check the three steps just 
mentioned by using q-q chi-square distribution plots, or probability plots available in a 
standard statistical package. This completes all conditions, which should be checked as 
part o f this assessment method. The next method is strikingly similar, with one 
exception.
Second Method: The First Method Applied to Principal Components
The only distinction between this method and the first one is that instead of using the 
original observations to check the four conditions, the scores from the principal 
components analysis are used. Because of this approach, this method is slightly more 
conservative than the previous one, but it also suffers from the shortfalls and 
inefficiencies of the first method. In this method, the principal components analysis is 
used to generate new variables, which are in fact the result of rotation of the original
12
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observations in the direction o f maximum variance. In other words, these are the 
coordinates along which the data show their greatest variability (Gnanadesikan (1977)).
When performing principal components analysis using a statistical software package, 
there is a choice of whether to use the correlation matrix or the covariance matrix. This is 
because principal components are not invariant under linear transformation. Thus the 
principal components of the covariance matrix are not the same as the ones computed 
using the correlation matrix. Some suggest using the correlation matrix at all times, since 
for one thing, the principal components of the correlation matrix are invariant under 
separate scaling of the original variables. Also, another reason for this suggestion has to 
do with numerical computations. Nevertheless, for other reasons, among which are 
classical statistical inference, and distribution theory, it is often preferable to use the 
covariance matrix. Moreover, in this project it is assumed that both variables are scaled 
in a similar manner. Thus, the covariance matrix was used.
In a statistical software package, such as Minitab, principal component scores may be 
stored after a principal components analysis has been conducted. To explain what scores 
are, a minor detail with respect to the principal components themselves must be covered. 
The components themselves are the weighted linear combination of the original variables, 
and the weights used to generate these components are the eigenvectors of the 
characteristic equation. The principal component scores, then, are the value of each 
principal component at each observation, and it is the scores, which will replace the 
original observations in the assessment for bivariate normality under this method.
13
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Third Method: The Radii and Angles Method
The radii and angles method, least known for its name, is designed specifically for 
assessing bivariate normality of paired data. Under this method two conditions must be 
checked. One condition is identical to checking to see if the squared distances about the 
population mean vector follow an approximate %\ distribution. The second condition is 
to check and see if the angle, 0, that scaled residuals, dk,
- z ) ,  k = \ , . . . , n ,
make with the abscissa direction of the coordinate system follows a uniform distribution 
on the interval (0,27c), (Gnanadesikan (1977) and Hutchinson & Lai (1997)).
The term ^  may be obtained by, first, taking the Cholesky decomposition of the
covariance matrix, and then inverting the square root matrix obtained in that process. 
The Cholesky decomposition of the covariance matrix can be obtained conveniently 
using the command, chol(x,F = TRUE) , in the S-Plus software package. The term, x, in 
the command must be the name of the data file which contains the covariance matrix. 
The checking o f this condition is unique to the radii and angles method, and because o f it, 
the method is more reliable than the 4*^  condition of the two previous methods.
Fourth Method: The New Proposed Method
So far, all three methods that have been discussed for assessing bivariate normality of 
paired data are based on the verification of a set of conditions, which either may not be 
tested thoroughly, or they can be tested but the testing process is fairly laborious and time 
consuming. Another point that needs to be made is that the testing of each one of the 
formerly discussed conditions is a one way approach, and not a two way approach, such
14
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as the proof of an if and only if condition. But the proof o f a set o f if  and only if 
conditions, as part o f the assessment process for bivariate normality, is exactly where the 
strength, accuracy, and ease of application of the fourth method, exhibits its superiority to 
the other three methods.
For instance, in all the three methods that have been discussed previously, one must 
check to see if squared distances about the population mean vector follow a (2)
distribution. But this condition cannot be checked in the reverse direction. In other 
words, one cannot take any vector of squared distances about a population mean vector 
which has x^  (2) distribution, and assume that the population from which it is generated 
is bivariate normal.
The method proposed in this section is an if and only if process whose conditions 
may be verified very efficiently using any of the standard statistical software packages. 
First, two theorems must be stated.
Theorem 1: Suppose
\ ^ i j





c) Y, and ^ 2  are independent, (OR =0)
15
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Proof: Given X^ ~ #(0,1) and X^ ~ #(0,1) and the parameters 
M\j Ml’ ^1 ’ ^2 ’ P ’
an existing theorem states that (Hogg and Craig, (1995)):
1^ ~  M\
Z2 =  //2  +  P<^1^X +  ^2  y l ^ - p ^  # 2  
and that B V N .
Conversely, the desired results for # ,  and # 2  can easily be obtained by 




^ 2  Ml Zx - / / i will follow.
Also, notice here that the two conditions given in (c) imply each other 
under the normal distribution conditions given in (a) and (b), and this 
completes the proof. I
The testing of X^ and # 2  for normality is easily achieved using any one of the 
standard statistical packages. Minitab, for instance, uses the Anderson Darling test 
statistic in the generation o f its probability plots in order to conduct tests o f normality. 
Furthermore, testing of independence of # ,  and X^ can be done quite easily using 
Spearman’s rank correlation test (Bain and Engelhardt (1992)), page 489). The testing of 
the null hypothesis #g : # (x ,,X2 ) = #(x,)#(% 2 ) is based on the Spearman’s rank 
correlation coeeficient, which is defined as:
16
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n{n -1 )
where r/, is defined as the difference between the rank o f and the rank of X j  for the 
i'*’ observation. Critical points for small n are given in many statistical inference books 
(Bain and Engelhardt (1992), page 617).
When n >10, approximate p-values or approximate critical values can be obtained 
using Student’s t-distribution approximation:
It is important to notice that this is a test based on ranks and does not assume any 
distributional properties on W, and other than continuity. In our examples and 
simulation studies, we will use this test to test the independence o f Jf, and .
Moreover, it is important to notice here that the hivariate normality is rejected if  at 
least one o f the three conditions given in Theorem 1 is rejected. Therefore, in order to 
test the correlation, without losing much power for the combined test, one can use the 
simple correlation test that is given in many low-level introductory statistic books, 
namely :
x A -r
where r is the Pearson product moment coefficient of correlation,
_ -  nxy
Zx, - n x
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Even though, this test is based on normal theory, this is a very robust test and the validity 
of the normal assumption is not a crucial issue (for details, see Bain and Engelhardt 
(1992), page 486-488).
We note at this point that in the fourth method, we are testing three conditions, and 
thus an investigation of the simultaneous type I error rate becomes necessary (Agresti and 
Finlay (1997)). It should be noted here that one cannot define the type I error rate for all 
the other procedures discussed earlier. Simultaneous confidence intervals control 
probability values in a way such that all intervals contain the true parameters 
simultaneously, and the individual sizes are set in a way that if  even only one of the three 
parameters is rejected, all intervals are set to fail as well. Thus the null hypothesis of 
hivariate normality will he rejected if even only one o f the tests has failed. Table 1, 
shown on the following page, shows actual sizes for each test, when nominal sizes are set 
at 0.05, 0.05, 0.05.
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Table 1: Actual sizes (estimated actual type I error rates) for each test, when 
nominal sizes are at 0.05, 0.05,0.05, using 5000 iterations.
Sample Size
Actual Sizes for Individual 
Param eters Tests, Wlien oc=0.05
u Hi m2 a l o2 P S ize l Size 2 Size 3
20.0 10.0 10.0 2.0 2.0 0.7 0.049 0.0424 0
20.0 10.0 10.0 2.0 4.0 0.7 0.0484 0.042 0
20.0 20.0 40.0 2.0 2.0 0.7 0.0518 0.0518 0
20.0 20.0 40.0 2.0 5.0 0.5 0.0486 0.0542 0
35.0 10.0 10.0 2.0 2.0 0.7 0.0496 0.0478 0
35.0 10.0 10.0 2.0 4.0 0.7 0.047 0.0512 0
35.0 20.0 40.0 2.0 2.0 0.7 0.0504 0.0486 0
35.0 20.0 40.0 2.0 5.0 0.5 0.0456 0.0532 0
50.0 10.0 10.0 2.0 2.0 0.7 0.0476 0.0502 0
50.0 10.0 10.0 2.0 4.0 0.7 0.0452 0.0482 0
50.0 20.0 40.0 2.0 2.0 0.7 0.0516 0.051 0
50.0 20.0 40.0 2.0 5.0 0.5 0.0502 0.054 0
100.0 10.0 10.0 2.0 2.0 0.7 0.0486 0.0462 0
100.0 10.0 10,0 2.0 4.0 0.7 0.0504 0.0486 0
100.0 20.0 40.0 2.0 2.0 0.7 0.045 0.0486 0
100.0 20.0 40.0 2.0 5.0 0.5 0.0548 0.0538 0
Now, more interestingly, the ahove discussed theorems will allow us to test the if  and 
only if conditions of hivariate normality in the reverse direction, using the original 
definitions of A, and . In other words, Z, and may he set to he equal to:
■^1 ~ M “*■
Zj = //j + /Co-^A, + A;
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The latter results for Z, and Zj are identical to transformations of independent and
identically distributed standard normal vectors to hivariate normal distribution, and thus 
guarantee the reverse condition for hivariate normality (Hogg and Craig (1995)).
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CHAPTER 4
FINDINGS OF THE STUDY
Different software tools were used to complete this stage of the project. This was, in
part, due to the limitations o f the software packages themselves, and partly due to my
own level o f familiarity with each software. For these reasons, the S-Plus software was
used to generate q-q plots whenever generating probability plots presented a difficulty.
Also, the S-PIus software was used to obtain the Cholesky decomposition of the
covariance matrix. For all other analysis. Mini tab was used. Nevertheless, wherever
possible, for the sake of presentation, 1 decided to include prohability plots from Minitab
rather than the q-q plots from S-Plus, mainly because Mini tab probability plots are more
pleasing to the eye and more detailed in their outputs. In addition, to maintain the
original graphical quality o f the outputs, all the plots shown on the following pages have
been kept in the exact format in which they were generated by the software. In any case,
here are the results, and 1 hope that the information presented will help satisfy the
curiosity of the reader.
Example 1: To test the conditions under each method, 400 pairs of hivariate normal
data were generated using the following transformations, which have been included in
Appendix 1.
Z, =//,+cr,A,
1^2 '^  p e r 2  A , +  CTj a / i  — A ^
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In this transformation, both A/ and X 2 were set to be 400 x 1 veetors o f data with 
standard normal distribution. The data in these vectors were generated independently 
from each other using the Minitab software package. Next, to generate (Zi Z2 ) the 5 
parameters in the transformation were set to the following values: 
pi=50, ai=3, P2=70, a2=5, p=0.7. The objective here is to see if, each method, correctly 
and strongly concludes that the data has hivariate normal distribution.
Analvsis o f Data. First Method: The Most Common Method
Figure 1 clearly shows that z, is distributed normally. The high P-Value shown is an 
additional tool to verify the normality of the data. Figure 2, shown on the next page, 
demonstrates similarly satisfactory results for z^. Thus, both variables pass the first 
condition for hivariate normality.
22
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Probability Plot of Zl























Figure 1; Anderson-Darling normality test of the marginal distribution o fz ,.
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Probability Plot of Z2












Figure 2: Anderson-Darling normality test of the marginal distribution of .
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The following plot ehecks for ellipticity o f the seatter plot o f all pairs in the data, 
which is the second condition for hivariate normality. O f all the graphical tools available, 
this particular one was chosen, since the plot also exhibits a histogram of the marginal 
distributions on the sides of the scatter plot. As it can be seen, the scatter plot is almost in 
the form an ellipse with an oblong major axis, and a much shorter minor axis.
Marginal Plot of Z2 vs Zl
Figure 3: Scatter plot of z, and z^. The scatter plot exhibits an elliptical pattern.
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In Figure 4, Anderson-Darling normality test was used to check the normality of an 
arbitrary linear combination of the variables z^  and • The appearance o f the plot in
combination with the P-Value shown on the plot verify the normality o f this linear 
combination o f the variables. It should be mentioned that Minitab uses adjusted 
Anderson-Darling normality test, which puts more weight on the observations in the tail 
of the distribution (Hutchinson and Lai (1991)). Therefore, the P-value for this analysis 
would have been higher if  it were not for the skewness of the data in the tail area.
Probability Plot of 2Z1-5Z2



















Figure 4; Anderson-darling normality test of the arbitrary linear combination 2z, -  Sz^
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In Figure 5, the final condition to check for hivariate normality is tested. The 
objective was to show if the squared distances about the population mean vector are 
distributed as chi-square, - To accomplish this, a q-q plot of the vector o f squared 
distances versus the x l  distribution was generated. As it can be seen, with the exception
of a few observations in the tail of the distribution, most of the observations follow an 
approximately linear pattern. This verifies the final condition for hivariate normality, 
under the first method.
o°
Chi .Square
Figure 5; The q-q plot is approximately linear, reflecting the fact that the squared 
distances about the population mean vector are distributed as chi-square, Xi •
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Analvsis o f Data. Second Method: The First Method Applied to Principal Components 
Here, similar analyses as in the first method are conducted. Only this time the 
subjects are the principal components. The linearity o f the plot, the high P-Value, and the 
less than 0.5 A-Squared value for the Anderson-Darling normality test, all point to the 
fact that the principal components at z, follow normal distribution.
Probability Plot of ScoresZl
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Figure 6: Anderson-Darling normality test of principal components atZ j.
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Figure 7 also shows evidence o f the normality of the principal components at variable 
Z2 . However, the P-Value for this test is smaller since the Anderson-Darling test puts a 
greater emphasis on the observations in the tails of the distribution. As it is visible from 
the probability plot, more values in the tails of the distribution fall outside the normality 
envelope, than the test shown in figure 6.
Probability Plot of ScoresZ2
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Figure 7: Anderson-Darling normality test of principal components at .
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In Figure 8, we observe that the data on principal components still follow an elliptic 
(almost like a football) pattern. Yet, the data in the ellipse exhibit a greater scatter. This 
is expected, though, since the principal components are the linear combination of the 
original variables in the direction of maximum variance.










Figure 8: Scatter plot of principal component scores at z, and z^.
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Figure 9 shows that the normality of an arbitrary linear combination of principal 
components is preserved.
Probability Plot of ScoresZl * 5-ScoresZ2* 2
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Figure 9: Anderson-Darling normality test o f the arbitrary linear combination 
5 * Scores z, -  2 * Scores z . .
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To plot Figure 10, the vector of squared distances about the population mean vector 
from the principal components was first computed. Next, a q-q plot of the vector of 
squared distances versus the chi-square data was generated. As it can be seen, with the 
exception of 11 data points, the results are again approximately linear. Thus, this test 














Figure 10; The q-q plot of the squared distances about the population mean 
vector from the principal components versus Zi  distribution.
32
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
Analvsis of Data, Third Method: The Radii and Angles Method
The radii and angles method requires that two conditions be met. First, in the derived 
components, the must have approximately distribution (or exponential with mean
2.) Second, 0 , must have uniform distribution. During this analysis, both plots exhibited 




Figure 11; The q-q plot of versus Chi-Square distribution with degrees o f freedom 2.
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Figure 12: The q-q plot o f Û versus uniform distribution.
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Analvsis of Data, Fourth Method: The Proposed New Method
As it has been mentioned before, the following transformation was used to generate 
hivariate data (ZpZ^) whose hivariate normality is guaranteed (Hogg and Craig (1995)).
Using these data the MLEs’ o f //j, cr,, ct2 , were estimated and the vectors 





Thus, the theoretical if  and only if  condition has already been proved for one 
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Probability Plot of USING X2-400


















Figure 14: It is clear from the plot that ~ A^(0,1).
The last if  and only if  condition to be checked in the reverse direction is to see if the 
two vectors X, and are independent. We can test this using the Spearman’s rank 
correlation test. For this data, the Spearman’s rank correlation coefficient is:
j 2  zr sk / I  1 n o r \ \
(V 4 0 0 -2 )*  (0.001370634)1 -  0.998629366 = 0.001370634
J l - J l f  ^1-(0.001370634)'
(V 4 0 0 -2 ]*(0.001370634)
T = 1 . / =-A----- — 1 2  . = 0.02734
V l- i? /  ^1-(0.001370634)'
The P-value for this test is given by:
P-value=2*P(T > 0.02734) = 2*0.489101 = 0.9782.
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Therefore, based on the P-value=0.9782, we can conclude that A', and are 
independent.
Example 2: The objective of this example is to test and show that the proposed 
method yields similarly excellent results for relatively smaller sample sizes, as well. 
Using the same transformations used in example 1, 50 pairs o f data were generated from 
hivariate normal distribution; this data can be found in Appendix II. The parameter 
values chosen for this example remain identical to the ones used in example 1, and they 
are as follows: pi=50, o',=3, p2=70, 02=5, p=0.7. Next, the proposed method was applied 
to this data and the following results were obtained.
Probability Plot o f USING X I-50
Normal - 95% Cl
95 ■
90 -







Figure 15: From a sample size of 50, probability plot of X^ ~ 77(0,1).
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Probability Plot of USING X2-50

















Figure 16: From a sample size o f 50, probability plot of ~ N (0 ,l ) .
And to show that X^ and Aj are independent, as before, we will use the Spearman’s 
rank correlation test. For this data, the Spearman’s rank correlation coefficient is:
R = \ - - : 1 — =1- 1. 03693 = -0.03693
50 *(2500-1)
fV 50-2)* (-0 .03693)
T  = ^— = J = _ = = = = = - -  = -0.256034
^ 1-(-0 .03693)'
The P-value for this test is given by:
P-value=2*f(T < -0.256034) = 2* 0.399498 = 0.798996.
Therefore, based on the P-value=0.798996, we can conclude that X^ and , which 
came from a much smaller sample size of 50, still prove to be independent.
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Example 3: The objective of this example was to further test and show the strength 
of the proposed method when dealing with even a smaller sample size than the one used 
in the previous example. Therefore, using the same transformations and parameter values 
applied in the previous two examples, 25 pairs o f data were generated from hivariate 
normal distribution; this data can be found in Appendix III. Next, as before, the 
conditions o f the proposed method were tested using this data, and the following results 
were obtained.
Probability Plot of USING Xl-25














Figure 17: From a sample size of 25, probability plot of A, ~ A (0,1).
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Probability Plot of USING X2-25


















Figure 18: From a sample size of 25, probability plot of X j ~ N (0 ,1).
As before, using the Spearman’s rank correlation test, we can show clearly that 
X^ and X 2 are independent.
0 4 ,- 0 .0 4
« (»" -!) 25 *(625-1)
( 4 ^ ] r , (V 2 5 -2 )* (-0 .0 4 )
T = ^ r  ’ ’ —  = -0.191987
The P-value for this test is given by:
P-value=2*P(r < -0.191987) = 2 *0.424684 = 0.849368.
Once again, based on the P-value=0.849368, we can conclude that A, and X ^, which 
came from a much smaller sample size of 25, are independent.
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Because this is the first time ever that this new proposed method (the fourth method) 
is being set forth as the most efficient and full proof method for testing of hivariate 
normality, a point should be made by applying the method to data whose non-bivariate 
normality is well known. Then, we would expect the method to conclude the test by 
rejecting the hivariate normality of such data.
To establish this fact, we repeated the above analysis, first, for data whose 
distribution was exponential, and second, for data whose distribution was uniform.
Example 4: For this example, first we generated two independent vectors of size 
400x1 from exponential distribution in Minitab. Then, we applied the previously 
mentioned transformations and parameter values to these data to generate 400 pairs of 
data, which we expect not to have hivariate normal distribution. Our objective here was 
to confirm that the proposed method rejects the hivariate normality o f the data as it 
should. This report does not include any of the data used in this example. Beginning on 
the next page, we present the results of data analysis for this example.
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Probability Plot of x l
























Figure 19: XI is the first supposedly independent vector which was generated from the 
transformation of bivariate data that came from exponential distribution. XI is clearly 
shown to be non-normal.
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Probability Plot of x2














Figure 20: X2 is the second supposedly independent vector which was generated from 
the transformation of bivariate data that came from exponential distribution. X2 is 
clearly shown to be non-normal.
Applying Spearman’s rank correlation test to this data set, one can find that the 
P-value=0. Under the hypothesis of independence, this indicates that the vectors XI and 
X2 are not independent. In this example, all three conditions reject the bivariate 
normality o f the data. However, we would like to emphasize that, under the proposed 
method, the failing of only one of the conditions is sufficient for rejecting o f the bivariate 
normality of the data set.
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Example 5: For this example, first we generated two independent vectors of size 
400x1 from uniform distribution in Minitab. Then, we applied the previously mentioned 
transformations and parameter values to these data to generate 400 pairs o f data, which 
again, we expect not to have bivariate normal distribution. Here, our objective is similar 
to the case studied in example 4, which is to confirm that the proposed method rejects the 
bivariate normality o f the data, as it should. This report does not include any of the data 
used in this example.
Probability Plot of using x l
























Figure 21: XI is the first supposedly independent vector which was generated from the 
transformation of bivariate data that came from uniform distribution. XI is clearly shown 
to be non-normal.
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Probability Plot of using x2


















Figure 22: X2 is the second supposedly independent vector which was generated from 
the transformation of bivariate data that came from uniform distribution. X2 is clearly 
shown to be non-normal.
Applying Spearman’s rank correlation test to this data set, under the hypothesis of 
independence, one can easily test and show, as it was shown before, that the P-value=0. 
Therefore, the proposed method strongly rejects the bivariate normality o f the data set, 
which is what we expected to see. Here, we have shown again that the proposed method 
is quite reliable in assessing bivariate normality, as each one o f the three conditions 
rejects the bivariate normality of the data set. It has been mentioned before, that the 
failing of only one of these conditions is sufficient for rejecting the bivariate normality of 
a data set.
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Another point that needs to be made in regards to the new proposed method is that a 
question might be raised that how sensitive or reliable is the new method in the face of 
anomalies such as outliers.
Example 6: For this example, the original 400 pairs of bivariate normal data, which 
can be found in Appendix I, were used in combination with two pairs of outlier data. The 
next two plots demonstrate that the new method is quite sensitive toward outliers. As it 
ean be seen in the plots, the outliers are elearly shown and the normality o f data is 
rejected.
Probability Plot of USING Xl-402


























Figure 23: The two outliers are clearly shown and the normality o f data rejected
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Probability Piot of USING X2-402



















Figure 24: Once again, the outliers are shown and the normality o f data is rejected
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CHAPTER 5 
CONCLUSIONS
When assessing a data set for bivariate normality, the new proposed method is by far 
the most efficient, the most accurate, the easiest, and the most full proof method for 
assessment o f bivariate normality. Unlike the other methods, the proposed method 
allows one to assess a data set for bivariate normality under a formal setup for testing of 
statistical hypotheses. Furthermore, the proposed new testing procedure can be easily 
implemented using any standard statistical software package.
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APPENDIX I




















































































































































































170 45 .929 64.382
171 51.406 73.456
172 49 .647 72.138
173 42 .449 59.948







181 49 .905 67.204
182 52.944 72.553
183 53.473 70.89
184 49 .045 73.471








193 48 .295 71.735
194 48 .239 68.518
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APPENDIX II
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APPENDIX III
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