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Chapitre 1
Introduction
Les Øquations diffØrentielles stochastiques progressives rØtrogrades (EDSPR) ont ØtØ intro-
duites par Bismut en 1973 [5] dans le but de rØsoudre un problŁme de thØorie du contrôle. A
l’Øpoque, il s’agissait de rØsoudre un systŁme dØcouplØ ne comprenant qu’une Øquation diffØ-
rentielle stochastique progressive classique et une Øquation diffØrentielle stochastique linØaire
rØtrograde.
La recherche s’est naturellement concentrØe sur l’Øtude de l’Øquation rØtrograde car, dans ce
contexte, elle seule posait rØellement des difcultØs. De nombreuses avancØes thØoriques ont ainsi
ØtØ rØalisØes sur le thŁme des Øquations diffØrentielles stochastiques rØtrogrades, et bon nombre
de domaines ont pu en proter.
En effet, aux applications à la thØorie du contrôle est venue s’ajouter la rØsolution de nombreux
problŁmes de nance et de gØomØtrie diffØrentielle. Pour ne citer qu’un exemple, la couverture
d’un call europØen, sous les hypothŁses les plus simples de modØlisation, peut Œtre assimilØe à la
rØsolution de l’Øquation diffØrentielle stochastique rØtrograde
Vt = (ST −K)+ −
∫ T
t
ZrdBr,
oø St dØsigne le cours de l’actif au temps t, Vt la valeur actualisØe du portefeuille au temps t, K
le prix d’exercice du call au temps T et (Zr)r≥0 dØsigne alors la stratØgie à employer.
Peng dØcouvre en 1992 [36] que les solutions d’Øquations diffØrentielles stochastiques rØtro-
grades (EDSR) peuvent gØnØrer des reprØsentations probabilistes de solutions d’Øquations aux
dØrivØes partielles paraboliques semi-linØaires ou quasi-linØaires. Il Øtablit ainsi non seulement
un lien entre Øquations diffØrentielles stochastiques rØtrogrades et Øquations aux dØrivØes par-
tielles trouvant par la mŒme occasion un autre domaine d’application, mais ouvre la voie à de
nouvelles mØthodes et de nombreux rØsultats. L’Øtude des EDSR Øtant alors bien maîtrisØe, les
tentatives d’extension aux Øquations diffØrentielles stochastiques progressives rØtrogrades cou-
plØes ont dØbutØ dans les annØes 90. En s’inspirant des techniques employØes pour les EDSR,
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mais en les gØnØralisant par un argument de point xe, en 1993 Antonelli [2] prouve l’existence
et l’unicitØ locale d’une famille d’Øquations diffØrentielles stochastiques progressives rØtrogrades
couplØes. De plus, par un contre-exemple, il montre que sauf conditions particuliŁres, on ne peut
espØrer rendre ce rØsultat global.
Beaucoup de travaux se sont alors efforcØs d’affaiblir les hypothŁses nØcessaires à assurer
l’existence et l’unicitØ des solutions d’EDSPR ou d’en dØcrire plus nement les propriØtØs, tout
en gardant comme principal argument de dØmonstration une mØthode de point xe. Les plus gØ-
nØraux Øtant sans aucun doute obtenus par Pardoux et Tang en 1999 [35] ou par Peng et Wu [37]
la mŒme annØe, sous des hypothŁses sur les coefcients assez dissemblables. Notons toutefois
que Pardoux et Tang en protaient pour Øtendre le lien existant entre EDSPR et EDP sur toute
une nouvelle classe d’EDP. En effet, depuis 1994 et l’article de Ma Protter et Yong [28] pour des
coefcients dØterministes, fortement rØguliers et sous une hypothŁse de non dØgØnØrescence du
coefcient de diffusion de l’Øquation progressive, nous disposons d’un thØorŁme d’existence et
d’unicitØ, d’une expression explicite des solutions et d’un algorithme de rØsolution en 4 Øtapes
fort simple. Celui-ci ramŁne d’ailleurs le problŁme d’existence et d’unicitØ de l’Øquation diffØren-
tielle stochastique progressive rØtrograde à la rØsolution d’une Øquation aux dØrivØes partielles.
Les rØsultats de Pardoux et Tang s’affranchissent de l’hypothŁse de non dØgØnØrescence et de la
forte rØgularitØ requise pour les coefcients. En contrepartie, les rØsultats d’existence et d’unicitØ
pour les Øquations diffØrentielles stochastiques progressives rØtrogrades ne sont plus forcØment
globaux et les solutions des Øquations aux dØrivØes partielles associØes sont des solutions en un
sens plus faible.
Pour prØciser l’apport du lien ainsi rØvØlØ entre Øquations aux dØrivØes partielles et Øquations
diffØrentielles stochastiques progressives rØtrogrades couplØes, relevons que les derniers rØsul-
tats d’existence et d’unicitØ globale sur les Øquations diffØrentielles stochastiques progressives
rØtrogrades couplØes du type
(S)


Xs = x+
∫ s
t
f(r,Xr, Yr, Zr)dr +
∫ s
t
σ(r,Xr, Yr)dBr
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr, Zr)dr −
∫ T
s
ZrdBr
avec f, g, σ,Φ dØterministes et σ non dØgØnØrØ, de Delarue [10] et le rØcent schØma numØrique
proposØ par Delarue et Menozzi [9], s’appuient en premier lieu sur le fait de pouvoir associer de
maniŁre unique à toute EDSPR de la forme (S), l’Øquation aux dØrivØes partielles
(E)


∀(t, x) ∈ [0, T ]× Rm, ∀l ∈ {1, . . . , m},
∂θl
∂t
(t, x) +
1
2
m∑
i,j=1
(σtσ)i,j(t, x, θ(t, x))
∂2θl
∂xi∂xj
(t, x)
+
m∑
i=1
fi
(
t, x, θ(t, x),∇xθ(t, x)σ(t, x, θ(t, x))
) ∂θl
∂xi
(t, x)
+g
(
t, x, θ(t, x),∇xθ(t, x)σ(t, x, θ(t, x))
)
= 0,
∀x ∈ Rm, θ(T, x) = Φ(x).
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chastiques progressives rØtrogrades de la forme
(S¯)


Xs = x+
∫ s
t
f(r,Xr, Yr, Zr)dr +
∫ s
t
σ(r,Xr, Yr, Zr)dBr,
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr, Zr)dr −
∫ T
s
ZrdBr,
les coefcients f, g, σ,Φ pouvant Œtre alØatoires et σ dØpendant donc de Z. Une part non nØgli-
geable de la thŁse sera Øgalement consacrØe (dans le cas oø les coefcients f, g, σ,Φ sont de plus
supposØs dØterministes) à reprØsenter une nouvelle classe d’Øquations aux dØrivØes partielles par
les solutions de systŁmes de type (S¯). Cependant à l’instar des systŁmes (S), seulement une fa-
mille de systŁmes de type (S¯) sera concernØe. Les mØthodes consistant à passer par l’EDP pour
obtenir des renseignements sur l’EDSPR ne pourront donc pas amØliorer les thØorŁmes d’exis-
tence et d’unicitØ dans notre cas. Ces rØsultats n’en perdent toutefois pas tout intØrŒt, ils nous
donnerons en effet en suivant une autre approche que celle de Ma Protter et Yong [28], une idØe
des Øquations aux dØrivØes partielles que l’on peut reprØsenter par les systŁmes (S¯).
Les Øquations aux dØrivØes partielles obtenues ainsi ont la particularitØ de prØsenter des coef-
cients d’ordre 2 dØpendant du gradient. Or de nombreux phØnomŁnes sont rØgis par de telles Øqua-
tions. Prenons l’exemple du dØbruitage en imagerie qui fut la motivation initiale de cette thŁse.
MalgrØ tous les progrŁs techniques envisageables, tous les instruments de mesure disposent d’une
certaine tolØrance ; les rØsultats qui en rØsultent ne peuvent Œtre considØrØs comme conformes à
la source qu’ils doivent reproduire. C’est le cas par exemple des scanners, radars, appareils pho-
tographiques qui pour la plupart font dorØnavant partie de notre vie quotidienne. La reproduction
obtenue est dite alors bruitØe. Tout un secteur des recherches en imagerie consiste à attØnuer
voir Øliminer ce parasitage : c’est ce que l’on nomme le dØbruitage.
Si l’on considŁre l’information que l’on doit traiter comme un signal, on parlera sans ambiguïtØ
du signal source pour qualier l’information d’origine et du signal bruitØ pour dØsigner le signal
de sortie produit par l’appareil de mesure.
En thØorie, on suppose que le matØriel de mesure est tout de mŒme sufsamment able pour
que le bruit, c’est à dire ce qui diffØrencie le signal bruitØ du signal source, soit faible devant le
signal source. Aussi les diffØrentes techniques mathØmatiques de dØbruitage consistent en gØnØral
à moyenner le signal bruitØ ce qui, si l’on considŁre le bruit comme un signal alØatoire, a pour
vertu de garder le signal fort donc le signal source mais à Øliminer les parasites alØatoires donc
le bruit. Ceci se fait à l’aide d’outils d’analyse comme les noyaux gaussiens, ou de maniŁre plus
ØvoluØe avec des bases d’ondelettes.
Prenons par exemple une image de N pixels par N pixels. On l’assimilera de maniŁre formelle
à un signal continu f : [1, N ]× [1, N ] → R. Appliquer un noyau gaussien à cette image, consiste
à considØrer
U(t, x) =
∫
R2
1
(2pit)
e−
||y−x||2
2t f(y)dy
oø t est un paramŁtre d’Øchelle permettant de focaliser l’application du noyau autour du point x.
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Or par le calcul, on s’aperçoit sans trop de difcultØs que U est solution du problŁme de Dirichlet

∂U
∂t
(t, x) =
1
2
4U(t, x)
U(0, x) = f(x)
et qu’en termes probabilistes l’expression prØcØdente de U se traduit par U(t, x) = Ex(f(Bt)) oø
(Bt) est un mouvement brownien dans R2 etEx signie que l’on calcule l’espØrance en supposant
que (Bt) part de x au temps t = 0.
Le dØbruitage obtenu par le modŁle prØcØdent a un inconvØnient majeur : il lisse les parties
irrØguliŁres du signal source. Or dans le cas des images, les irrØgularitØs du signal correspondent
aux contours des objets et constituent donc une part importante de l’information du signal. En
Øliminant les irrØgularitØs d’une image, on modie profondØment la perception que l’oeil humain
s’en fait.
L’idØe frØquemment adoptØe par les mathØmaticiens en imagerie est de prØvoir la proximitØ
d’un contour dans une image en mesurant localement le gradient du signal la reprØsentant. Pour
cette raison, la distance en variation totale est devenue un outil de base en imagerie. En partant
de cette idØe et en interprØtant comme prØcØdemment le dØbruitage au moyen des Øquations aux
dØrivØes partielles, Perrona et Malik [38] proposent de s’intØresser à la solution de l’Øquation

∂U
∂t
= div
(
g(|∇U |))∇U
U(0, x) = f(x)
oø g est par exemple une densitØ gaussienne. Cette Øquation aux dØrivØes partielles s’inscrit donc
dans le cadre des Øquations aux dØrivØes partielles d’ordre 2 non linØaires avec des coefcients
d’ordre 2 qui dØpendent du gradient.
Jusqu’à prØsent il n’existe que trŁs peu de techniques permettant de donner une reprØsentation
probabiliste des solutions d’Øquations aux dØrivØes partielles d’ordre 2 non linØaires. Qui plus
est, on s’aperçoit que les classes d’Øquations aux dØrivØes partielles concernØes sont presque dis-
jointes. De maniŁre à dØcrire le plus clairement possible les plus reprØsentatives, nous rappelons
briŁvement qu’une Øquation aux dØrivØes partielles linØaire d’ordre 2


∂u
∂t
+
1
2
∑
ij
(σσ∗)ij
∂2u
∂xi∂xj
+
∑
i
fi
∂u
∂xi
− ku+ g = 0 sur [0, T [×Rp
u(T, x) = Φ(x),
sous des hypothŁses que nous ne prØcisons pas ici, admet pour unique solution la fonction
u(t, x) = E
[
Φ(X t,xT ) exp
(
−
∫ T
t
k(r,X t,xr )dr
)
+
∫ T
t
g(r,X t,xr ) exp
(
−
∫ r
t
k(u,X t,xu )du
)
dr
]
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oø (X t,xs )s≥0 dØsigne le processus solution de l’Øquation diffØrentielle stochastique
Xs = x+
∫ s
t
f(r,Xr)dr +
∫ s
t
σ(r,Xr)dBr.
L’expression de la solution ainsi obtenue est communØment dØsignØe par la formule de Feyn-
man-Kac. On dispose aujourd’hui de plusieurs gØnØralisations de cette formule.
La plus ancienne à notre connaissance, consiste à considØrer en lieu et place de l’Øquation
diffØrentielle stochastique prØcØdente, une Øquation diffØrentielle stochastique contrôlØe, i.e. dont
les coefcients σ et f dØpendent d’une fonction de t et de x. Cette fonction est soumise à certaines
contraintes de maniŁre à minimiser un certain coßt. En dØsignant par u(t, x), le coßt minimal
depuis l’instant t lorsque le processus contrôlØ part à l’instant t de x, on montre que u est solution
d’une Øquation aux dØrivØes partielles non linØaire.
Une autre, consiste à faire dØpendre les coefcients de l’Øquation diffØrentielle stochastique à
la fois de Xt et de sa loi de probabilitØ. On peut alors associer à ce processus, une Øquation aux
dØrivØes partielles rØgissant l’Øvolution de la loi de Xt [30]. Parmi les nombreuses applications
de cette modØlisation, citons la reprØsentation de l’Øquation de Boltzmann [31], les mØthodes
numØriques de type mØthodes particulaires stochastiques [19].
Une troisiŁme consiste à substituer au processus de diffusion, un processus de diffusion bran-
chement ou super-processus. Cette technique a permis entre autres d’obtenir une reprØsentation
probabiliste de l’Øquation ∆u = u2 (voir par exemple [26][13][14]).
Enn, celle qui nous intØresse le plus rØside à considØrer la solution (Y, Z) d’une Øquation
diffØrentielle stochastique rØtrograde ou (X, Y, Z) la solution d’un systŁme d’Øquations diffØren-
tielles stochastiques progressives rØtrogrades couplØes. Les coefcients des Øquations aux dØri-
vØes partielles concernØes sont en gØnØral pris lipschitziens et diffŁrent donc par exemple des
hypothŁses de rØgularitØ prises pour la reprØsentation par les super-processus.
L’exemple suivant va nous permettre d’illustrer le principe de cette gØnØralisation de la formule
de Feynman-Kac. Supposons en effet que u soit solution de


∂u
∂t
+ Lu+ f(u) = 0
u(T, x) = g(x)
oø f non linØaire et L gØnØrateur innitØsimal d’un processus de diffusion X i.e.


dXs = b(t, Xs)ds+ σ(s,Xs)dBs
L = 1
2
σ2(t, x)
∂2
∂x2
+ b(t, x)
∂
∂x
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avec 

σ : R× R → R,
b : R× R → R,
f : R → R,
g : R → R.
Alors par la formule d’Itô, on obtient
u(t, Xt) = u(T,XT )−
∫ T
t
(
∂u
∂t
+ Lu
)
(s,Xs)ds+
∫ T
t
(
σ
∂u
∂x
)
(s,Xs)dBs. (1.1)
Si l’on pose alors Yt = u(t, Xt), le processus Y vØrie
Yt = E
[
g(XT ) +
∫ T
t
f(Ys)ds
∣∣Ft
]
.
De plus, si l’on pose
χ = g(XT ) +
∫ T
0
f(Ys)ds,
le thØorŁme de reprØsentation martingale appliquØ à la variable FT -mesurable χ nous permet de
dØnir le processus progressivement mesurable Z tel que
χ = E[χ] +
∫ T
0
ZsdBs.
On vØrie alors que le couple (Y, Z) vØrie l’Øquation diffØrentielle stochastique rØtrograde
Yt = g(XT ) +
∫ T
t
f(Ys)ds−
∫ T
t
ZsdBs. (1.2)
On a donc u(t, x) = Y t,xt oø (X t,x, Y t,x, Zt,x) est solution du systŁme d’Øquations diffØrentielles
stochastiques progressives rØtrogrades

Xs = x +
∫ s
t
b(r,Xr)dr +
∫ s
t
σ(r,Xr)dBr
Ys = g(XT ) +
∫ T
s
f(Yr)dr −
∫ T
s
ZrdBr.
De plus, par identication de (1.1) et (1.2), on obtient Z t,xs =
(
σ
∂u
∂x
)
(s,X t,xs ).
Fort de l’Øcriture obtenue dans le cas prØcØdent pour Z et des conclusions de l’article de Ma,
Protter et Yong [28], il nous a semblØ naturel pour le cas d’une Øquation aux dØrivØes partielles
d’ordre 2 avec dØpendance en le gradient, d’Øtudier les solutions d’un systŁme d’Øquations diffØ-
rentielles progressives rØtrogrades prØsentant un rØel couplage particuliŁrement en Z :

Xs = x+
∫ s
t
f(r,Xr, Yr, Zr)dr +
∫ s
t
σ(r,Xr, Yr, Zr)dBr
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr, Zr)dr −
∫ T
s
ZrdBr
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oø les coefcients f, g, σ,Φ peuvent Œtre alØatoires. Nous tenons dØjà à prØciser que les Øquations
diffØrentielles stochastiques progressives rØtrogrades intervenant dans l’Øtude des Øquations aux
dØrivØes partielles ne font bien Øvidemment pas intervenir de coefcients alØatoires. NØanmoins,
on verra a posteriori dans le chapitre 4, que l’application des rØsultats du chapitre 3 pour des
coefcients alØatoires sera trŁs utile pour dØmontrer la continuitØ des solutions aux Øquations aux
dØrivØes partielles considØrØes (par l’intermØdiaire de rØsultats de dØpendance en les paramŁtres).
Maintenant que nous avons expliquØ les motivations de cette thŁse et ØvoquØ certains des objets
techniques qui seront abordØs plus rigoureusement dans la suite, arrŒtons nous quelques instants
et dØcrivons comment va se prØsenter cette thŁse. Celle-ci se dØcompose en 4 parties.
Dans la première partie (chapitre 2), nous exposerons ce que l’on appelle la waveform re-
laxation". Sous ce titre un peu pompeux se cache essentiellement une variation (un cas particulier,
pour Œtre plus prØcis) du cØlŁbre thØorŁme du point xe de Picard. Cette partie ne prØsente pas de
rØsultats nouveaux, elle contient mŒme de nombreux rØsultats classiques d’analyse matricielle.
Nous avons toutefois mis la plupart des dØmonstrations, dans un souci de comprØhension pensant
que les mathØmatiques qui y sont abordØes sont assez disjointes du reste de la thŁse et surtout
ne rentrent pas particuliŁrement dans le domaine des probabilitØs. Ces mØthodes sont issues de
la rØsolution d’Øquations matricielles comme l’inversion de matrice, mais s’adaptent bien à nos
besoins. Elles sont particuliŁrement utiles à l’Øtude des grands systŁmes de part leur aptitude à
s’adapter au calcul parallŁle. Nous ne les utiliserons pas avec cet objectif, mais plutôt pour leur
aptitude à amØliorer le contrôle de la constante de contraction du thØorŁme du point xe de Picard
et à dØcoupler les systŁmes d’Øquations. Sans entrer dans les dØtails, nous montrerons que dans
bien des cas, par une dØcomposition judicieuse de l’espace ambiant (E = E1 × · · · × Ed), une
Øquation du type U = ΠU +G avec Π : E → E et G ∈ E se ramŁne à un systŁme d’Øquations

U1 = Π1(U1, . . . , Ud) +G1
U2 = Π2(U1, . . . , Ud) +G2
.
.
.
.
.
.
.
.
.
Ud = Πd(U1, . . . , Ud) +Gd
oø (Πi)1≤i≤d et (Ui)1≤i≤d sont les dØcompositions respectives de Π et U sur E . Sous des hypo-
thŁses de rØgularitØ de l’opØrateur Π, l’existence et l’unicitØ d’une solution de ce systŁme peut
Œtre obtenue si une certaine matrice A (dont les coefcients dØpendent de l’opØrateur Π) est de
rayon spectral strictement infØrieur à 1. De plus, dans ce cas la suite{
U0 ∈ E
Un+1 = ΠUn +G
fournit une suite convergeant vers la solution de l’Øquation à une vitesse gØomØtrique. Cela consti-
tue le principal rØsultat de cette partie. Nous ferons en sorte dans le chapitre suivant de l’appliquer
aux systŁmes d’Øquations diffØrentielles stochastiques progressives rØtrogrades couplØes.
Dans la deuxième partie (chapitre 3), certainement la plus technique mais aussi le noyau
dur de cette thŁse, nous Øtudierons en dØtail les Øquations diffØrentielles progressives rØtrogrades
couplØes. Nous suivrons une approche chronologique, au sens oø nous donnerons un bref aperçu
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des techniques et outils nØcessaires à leur utilisation sur l’exemple "plus simple" des Øquations
diffØrentielles stochastiques rØtrogrades. Sur un espace de probabilitØ (Ω,F , P ) sur lequel est
construit un mouvement brownien (Bt) à valeurs dans Rd, en notant (Ft) sa ltration satisfai-
sant les conditions usuelles, nous chercherons à rØsoudre pour une condition terminale ξ FT -
mesurable, l’Øquation
Ys = ξ +
∫ T
s
g(r, Yr)dr −
∫ T
s
ZrdBr
ou sous forme diffØrentielle le systŁme{
dYs = −g(s, Ys)ds+ ZsdBs
YT = ξ.
Pour Œtre plus prØcis, nous montrerons que si g est lipschitzienne, l’Øquation prØcØdente possŁde
un unique couple de solutions adaptØes (Y, Z). Cet exemple sera pour nous l’occasion de souli-
gner le rôle de Z dans ce type d’Øquations, d’avoir un premier aperçu de l’emploi du thØorŁme du
point xe mais aussi de comprendre la technique de prolongement permettant de passer d’un rØ-
sultat d’existence et d’unicitØ local au rØsultat global. Enn, nous verrons que l’on peut comparer
les solutions de deux Øquations diffØrentielles stochastiques rØtrogrades diffØrentes.
AprŁs cette mise en bouche, nous pourrons nous intØresser aux Øquations diffØrentielles sto-
chastiques progressives rØtrogrades couplØes, c’est à dire à des systŁmes de la forme

Xs = x+
∫ s
t
f(r,Xr, Yr, Zr)dr +
∫ s
t
σ(r,Xr, Yr, Zr)dBr
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr, Zr)dr −
∫ T
s
ZrdBr
(1.3)
ou sous forme diffØrentielle{
dXs = f(s,Xs, Ys, Zs)ds+ σ(s,Xs, Ys, Zs)dBs
dYs = −g(s,Xs, Ys, Zs)ds+ ZsdBs.
Nous nous efforcerons alors dans un premier temps de mettre en Øvidence les profondes diffØ-
rences entre les cas σ dØpendant de Z et σ ne dØpendant pas de Z. Nous verrons en effet qu’à
l’instar du second cas, lorsque σ dØpend de Z, non seulement on devra imposer une condition
supplØmentaire sur σ et son rapport à sa derniŁre coordonnØe pour avoir existence et unicitØ lo-
cale, mais qu’en l’absence de thØorŁmes sufsamment gØnØraux de comparaison des solutions et
privØ du lien fort et systØmatique avec les Øquations aux dØrivØes partielles lorsque σ est non dØ-
gØnØrØ, le prolongement à une solution globale par cet artice sera caduc. Nous illustrerons cette
diffØrence majeure avec le cas σ non dØpendant de Z et non dØgØnØrØ au travers d’un exemple
simple. Nous nous concentrerons donc plutôt sur le contrôle de la constante de contraction au
moyen de la "waveform relaxation" introduite dans la premiŁre partie.
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Pour Œtre plus prØcis, nous considØrerons sous des hypothŁses de rØgularitØ lipschitzienne sur
les coefcients f, g, σ et Φ l’application
Ψt,x :


(U, V,W ) 7→ (Uˆ , Vˆ , Wˆ )
Uˆs = x +
∫ s
t
f(r, Ur, Vr,Wr)dr +
∫ s
t
σ(r, Ur, Vr,Wr)dBr
Vˆs = E
[
Φ(UT ) +
∫ T
t
g(r, Ur, Vr, Zr)dr
∣∣∣Fs
]
Φ(UT ) +
∫ T
t
g(r, Ur, Vr,Wr)dr =
E
[
Φ(UT ) +
∫ T
t
g(r, Ur, Vr,Wr)dr
]
+
∫ T
t
WˆsdBs
et montrerons que si le rayon spectral d’une certaine matrice dØpendant de T − t et des constantes
de lipschitz de f, g, σ et Φ est strictement infØrieur à 1, alors Ψt,x est contractante pour une
certaine norme. Par cette approche originale, sans arriver à la hauteur des rØsultats d’existence et
d’unicitØ de Pardoux et Tang [35] ou Ma et Yong [27], nous retrouvons quelques cas particuliers
et surtout un contrôle à la fois plus pratique de la constante de contraction, et meilleur de la
solution d’un systŁme d’Øquations diffØrentielles stochastiques progressives rØtrogrades. En effet,
on prouve (kφ,u dØsignant la constante de lipschitz de φ en la variable u) que si 4
√
3kσ,zkΦ < 1,
alors premiŁrement il existe µ > 0 tel que (X t,x, Y t,x, Zt,x) unique solution de (1.3) existe sur
[T − µ, T ] et il existe C : [T − µ;T ] → R+∗ telle que pour t ∈ [T − µ, T ],
E
[
sup
t≤s≤T
|X t,xs |2
]
+ E
[
sup
t≤s≤T
|Y t,xs |2
]
+ E
[∫ T
t
|Zt,xr |2dr
]
≤ C(t)
(
|x|2 + E
[∫ T
t
f(r, 0, 0, 0)2dr +
∫ T
t
g(r, 0, 0, 0)2dr +
∫ T
t
σ(r, 0, 0, 0)2dr + Φ(0)2
])
.
Ce rØsultat constitue nalement en dehors de l’approche matricielle quelque peu originale, la
nouveautØ majeure de cette partie. Notons Øgalement qu’elle fournit un ingrØdient essentiel à la
preuve du thØorŁme principal de la partie suivante.
La troisième partie (chapitre 4) sera consacrØe à l’Øtude du lien entre Øquations diffØrentielles
stochastiques progressives rØtrogrades et Øquations aux dØrivØes partielles. Comme nous l’avons
vu en prØambule, les Øquations diffØrentielles stochastiques progressives rØtrogrades à coefcients
dØterministes sont trŁs utiles pour reprØsenter les solutions d’Øquations aux dØrivØes partielles
d’ordre 2 non linØaires. En effet sous des hypothŁses de rØgularitØ en les coefcients à prØciser,
une solution de

∂u
∂t
+
1
2
∑
ij
(σσ∗)ij
∂2u
∂xi∂xj
+
∑
i
fi
∂u
∂xi
− ku+ g = 0 sur [0, T [×Rp
u(T, x) = Φ(x),
s’Øcrit par la formule de Feynman Kac
u(t, x) = E
[
Φ(X t,xT ) exp
(
−
∫ T
t
k(r,X t,xr )dr
)
+
∫ T
t
g(r,X t,xr ) exp
(
−
∫ r
t
k(u,X t,xu )du
)
dr
]
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oø (X t,xs )s≥0 dØsigne le processus solution de l’Øquation diffØrentielle stochastique
Xs = x+
∫ s
t
f(r,Xr)dr +
∫ s
t
σ(r,Xr)dBr.
Nous verrons toutefois que deux approches permettent de relier les Øquations diffØrentielles sto-
chastiques progressives rØtrogrades et les Øquations aux dØrivØes partielles d’ordre 2 non linØaires.
Dans le cas oø σ ne dØpend pas de Z, ces deux approches donnent des rØsultats aisØs à interprØter.
La premiŁre due à Ma, Protter et Yong [28] Øtablit que si l’on suppose que les coefcients
f, g, σ sont de classe C1,2 et que Φ est de classe C2, qu’ils ont des dØrivØes partielles bornØes
et que σ est non dØgØnØrØ alors la solution du systŁme d’Øquations diffØrentielles stochastiques
progressives rØtrogrades

Xs = x +
∫ s
t
f(r,Xr, Yr, Zr)dr +
∫ s
t
σ(r,Xr, Yr)dBr
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr, Zr)dr −
∫ T
s
ZrdBr
(1.4)
est donnØe par

Xs = x+
∫ s
t
f(r,Xr, θ(r,Xr), σ(r, θ(r,Xr))∇xθ(r,Xr))dr +
∫ s
t
σ(r,Xr, θ(r,Xr))dBr
Ys = θ(s,Xs)
Zs = σ(s,Xs, θ(s,Xs))∇xθ(s,Xs)
oø θ est solution de l’Øquation aux dØrivØes partielles

∀(t, x) ∈ [0, T ]× Rm, ∀l ∈ {1, . . . , m},
∂θl
∂t
(t, x) +
1
2
m∑
i,j=1
(σtσ)i,j(t, x, θ(t, x))
∂2θl
∂xi∂xj
(t, x)
+
m∑
i=1
fi
(
t, x, θ(t, x),∇xθ(t, x)σ(t, x, θ(t, x))
) ∂θl
∂xi
(t, x)
+g
(
t, x, θ(t, x),∇xθ(t, x)σ(t, x, θ(t, x))
)
= 0,
∀x ∈ Rm, θ(T, x) = Φ(x).
(1.5)
RØciproquement la solution θ de (1.5) est donnØe par θ(t, x) = Y t,xt oø (X t,x, Y t,x, Zt,x) est
l’unique solution adaptØe de (1.4). Ces deux propriØtØs justient que nous parlions d’un lien "fort
et systØmatique".
La seconde approche due à Pardoux et Tang [35] pallie à la nØcessitØ d’avoir des coefcients
trØs rØguliers et un coefcient de diffusion σ non dØgØnØrØ, mais en contrepartie les solutions
obtenues ne sont plus forcØment globales et ne sont plus des solutions au sens classique du terme,
mais des solutions de viscositØ.
17
CrØØe par Lions, Grandall en 1992 [8] pour se substituer à la notion de solution au sens des
distributions lorsque celle-ci n’a pas de sens, les solutions de viscositØ gardent les principales
vertus de ces derniŁres : non seulement il s’agit bien d’une notion faible de solution, i.e. une
solution au sens classique est naturellement une solution de viscositØ, mais dans bien des cas il y
a existence et unicitØ de la solution au sens de viscositØ. En 1999, Pardoux et Tang prouvent donc
que sous les hypothŁses permettant de dØnir le triplet (X t,x, Y t,x, Zt,x) solution de (1.4) (donc
en gØnØral une rØgularitØ lipschitzienne à comparer à la rØgularitØ C1,2 de la premiŁre approche),
la fonction u dØnie par u(t, x) = Y t,xt est solution de viscositØ de (1.5).
L’intØrŒt principal de cette troisiŁme partie est de s’intØresser plus particuliŁrement au cas
oø σ dØpend de Z. Nous verrons que l’approche de Ma Protter et Yong s’applique Øgalement
à ce cas, donnant des solutions fortes de toute une classe d’Øquations aux dØrivØes partielles,
mais toujours sous de fortes conditions de rØgularitØ des coefcients et la non dØgØnØrescence
de σ. De plus les Øquations aux dØrivØes partielles obtenues ont l’inconvØnient d’Œtre dØnies
de maniŁre trŁs implicite. Nous avons donc abordØ le problŁme en suivant la seconde approche.
Le principal rØsultat de cette partie, dans la lignØe des rØsultats de Pardoux et Tang, est donc de
trouver des solutions de viscositØ à toute une classe d’Øquations aux dØrivØes partielles. Nous
avons prØfØrØ prØsenter le problŁme sous une forme moins implicite et plus proche de l’idØe de
chercher une solution de l’Øquation aux dØrivØes partielles à l’aide de la solution du systŁme
d’Øquations diffØrentielles stochastiques progressives rØtrogrades associØ.
Plus prØcisØment, on s’intØresse aux Øquations

∂u
∂t
+
∑
ij
M(t, x, u(t, x),∇u(t, x))ij ∂
2u
∂xi∂xj
+ < f(t, x, u(t, x)),∇u(t, x) > +g(t, x, u(t, x)) = 0
u(T, x) = Φ(x)
(1.6)
oø 

M : [0,+∞[×Rd × R× Rd → Rd×d,
f : [0,+∞[×Rd × R → Rd,
g : [0,+∞[×Rd × R → R,
Φ : Rd → R.
sont globalement continues, M Øtant de plus globalement lipschitzienne.
On verra en particulier que si 4
√
3kσ,zkΦ < 1 et que si l’on peut trouver σ inversible telle que
∀t, x, y, z, σσ∗(t, x, y, z) = 2M
(
t, x, y,
(
σ∗(t, x, y, z)
)−1
z
)
et
∃λ ≥ 0, ∀t, x, y, z, w, |σ(t, x, y, z)−1w| ≤ λ|w|
alors, si l’on dØnit la fonction u par u(t, x) = Y t,xt oø

X t,xs = x+
∫ s
t
f(r,X t,xr , Y
t,x
r )dr +
∫ s
t
σ(r,X t,xr , Y
t,x
r , Z
t,x
r )dBr
Y t,xs = Φ(X
t,x
T ) +
∫ T
s
g(r,X t,xr , Y
t,x
r )dr −
∫ T
s
Zt,xr dBr
,
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cette fonction u est continue et est solution de viscositØ de (1.6). Remarquons pour nir que sous
les deux approches, on ne peut espØrer un thØorŁme d’existence et d’unicitØ pour les Øquations
diffØrentielles stochastiques progressives rØtrogrades plus gØnØraux, en partant des Øquations aux
dØrivØes partielles, le lien n’Øtant plus systØmatique comme dans le cas oø σ ne dØpend pas de Z.
Les rØsultats des parties 3 et 4 font l’objet d’une prØpublication [1] qui a ØtØ acceptØe pour
publication à ESAIM/PS.
ReprØsenter de maniŁre probabiliste une solution d’Øquations aux dØrivØes partielles peut prØ-
senter de nombreux avantages. On peut par exemple lØgitimement penser pouvoir simuler la solu-
tion d’une Øquation aux dØrivØes partielles en simulant la solution du systŁme d’Øquations diffØ-
rentielles stochastiques progressives rØtrogrades associØ lorsque celle-ci existe. Par exemple, dans
le cas oø σ ne dØpend pas de Z et sous une hypothŁse de non dØgØnØrescence sur σ, Delarue et
Menozzi [9] ont habilement protØ de cette possibilitØ pour crØer un schØma numØrique efcace.
Par contre, dans le cas qui nous intØresse oø σ dØpend de Z, jusqu’à maintenant aucun schØma
numØrique ni mŒme de schØma de discrØtisation n’existe. Aussi consacrerons nous la quatrième
et dernière partie à Øtudier un schØma de discrØtisation itØratif. Notre schØma repose sur deux
points :
• Reprenons l’application
Ψt,x :


(U, V,W ) 7→ (Uˆ , Vˆ , Wˆ )
Uˆs = x +
∫ s
t
f(r, Ur, Vr,Wr)dr +
∫ s
t
σ(r, Ur, Vr,Wr)dBr
Vˆs = E
[
Φ(UT ) +
∫ T
t
g(r, Ur, Vr, Zr)dr
∣∣∣Fs
]
Φ(UT ) +
∫ T
t
g(r, Ur, Vr,Wr)dr =
E
[
Φ(UT ) +
∫ T
t
g(r, Ur, Vr,Wr)dr
]
+
∫ T
t
WˆsdBs,
plaçons nous sous les conditions la rendant ρ-contractante pour la norme ‖.‖ et notons
Θ le triplet (X t,x, Y t,x, Zt,x) solution du systŁme d’Øquations diffØrentielles stochastiques
progressives rØtrogrades

X t,xs = x +
∫ s
t
f(r,X t,xr , Y
t,x
r , Z
t,x
r )dr +
∫ s
t
σ(r,X t,xr , Y
t,x
r , Z
t,x
r )dBr
Y t,xs = Φ(X
t,x
T ) +
∫ T
s
g(r,X t,xr , Y
t,x
r , Z
t,x
r )dr −
∫ T
s
Zt,xr dBr.
D’aprŁs les conclusions de la deuxiŁme et troisiŁme partie, la suite (Θn) dØnie par{
Θ0 = (x,Φ(x), 0)
Θn+1 = Ψt,x(Θn)
converge vers Θ et
‖Θn − Θ‖ ≤ ρ
n
1− ρ‖Θ
1‖.
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• Un des principaux intØrŒts de l’application Ψt,x est de dØcoupler l’Øquation diffØrentielle
stochastique progressive de l’Øquation diffØrentielle stochastique rØtrograde et ainsi, aprŁs
discrØtisation, les calculs d’espØrances conditionnelles sont explicites.
Plus prØcisØment, nous considØrons (Θˆn) processus constant par morceaux de subdivision
adaptØe pi = (t = t0 < t1 < . . . < tp = T ) par

Xˆn+1t0 = x
Yˆ n+1T = Φ(Xˆ
n+1
T )
Xˆn+1ti+1 = Xˆ
n+1
ti
+ (ti+1 − ti)f(ti, Xˆnti, Yˆ nti , Zˆnti) + σ(ti, Xˆnti , Yˆ nti , Zˆnti)(Bti+1 − Bti)
Yˆ n+1ti = E
[
Yˆ n+1ti+1
∣∣∣Fti] + (ti+1 − ti)g(ti, Xˆnti, Yˆ nti , Zˆnti),
Zˆn+1ti = E
[(
Yˆ n+1ti+1 − Yˆ n+1ti + (ti+1 − ti)g(ti, Xˆnti, Yˆ nti , Zˆnti)
) Bti+1 − Bti
ti+1 − ti
∣∣∣Fti
]
Nous montrons alors que
Θˆn+1 = (∆pi ◦Ψt,x)(Θˆn)
oø ∆pi peut Œtre considØrØ alors comme un opØrateur de discrØtisation et nous montrons que
Θˆn+1tk = (Xˆ
n+1
tk
, un+1,k(Xˆ
l
tk
, l ≤ n + 1), vn+1,k(Xˆ ltk , l ≤ n+ 1))
oø les un+1,k et vn+1,k s’obtiennent de maniŁre rØcursive par des calculs d’intØgrales.
Nous prouverons que ce schØma de discrØtisation converge sur l’exemple particulier sui-
vant : 

Xs = x +
∫ s
t
AXrdr +
∫ s
t
σ(Zr)dBr
Ys = BXT −
∫ s
t
ZrdBr,
les rØels A,B et T Øtant choisis de maniŁre à avoir Ψt,x contractante.
Plus gØnØralement pour des coefcients C1 bornØs en espace et 1/2 hölderiens en temps,
en dØnissant (X˜n+1, Y˜ n+1, Z˜n+1) sur [ti; ti+1[, par :

X˜n+1s = X˜
n+1
ti
+ (s− ti)f(ti, Xˆnti , Yˆ nti , Zˆnti) + σ(ti, Xˆnti, Yˆ nti , Zˆnti)(Bs − Bti)
Y˜ n+1s = Y˜
n+1
ti+1
+ (ti+1 − s)g(ti, Xˆnti, Yˆ nti , Zˆnti)−
∫ ti+1
s
Z˜n+1r dBr,
nous verrons que si les 2 quantitØs
E1(pi, k) = sup
i
E
[∫ ti+1
ti
|Z˜ks |2ds
]
et
E2(pi, k) =
∑
i
E
[∫ ti+1
ti
|Z˜ks − Z˜kti |2ds
]
tendent vers 0 à k xØ lorsque le pas de la subdivision |pi| tend vers 0, alors on a conver-
gence du schØma de discrØtisation.
Chapitre 2
Les méthodes de “waveform relaxation”
Dans ce chapitre, nous introduisons une technique de convergence par itØration appelØe mØ-
thode de waveform relaxation. L’application de cette technique aux Øquations stochastiques
diffØrentielles progressives rØtrogrades couplØes - que nous Øtudierons dans le chapitre suivant -
nous fournira les outils de base nØcessaires à l’accomplissement de nos objectifs.
2.1 Introduction
La waveform relaxation a ØtØ introduite pour la premiŁre fois par Lelarasmee, Ruehli et
Sangiovanni-Vincentelli [16] dans l’Øtude des circuits intØgrØs de grande taille. En effet, dans ce
domaine on est frØquemment amenØ à devoir rØsoudre un systŁme ayant un grand nombre d’in-
connues (c’est ce que l’on entend par grande taille). L’idØe des auteurs de l’article est simple :
souvent un tel systŁme peut Œtre dØcomposØ en de multiples sous-systŁmes faiblement dØpendants
les uns des autres. Il est donc prØfØrable dans ce cas de rØsoudre les sous-systŁmes sØparØment en
traitant les inconnues dØcrivant les intØractions avec les autres sous-systŁmes comme des donnØes
connues. En dissociant ainsi la rØsolution du systŁme, non seulement on rØduit la complexitØ du
systŁme, mais on s’offre la possibilitØ de traiter les calculs en parallŁle ce qui peut diviser d’autant
le temps nØcessaire à les effectuer. Formalisons quelque peu tout cela. On cherche à rØsoudre un
systŁme se prØsentant sous la forme
U = Π(U) +G (2.1)
sur un espace de Banach (E , ||.||). Π est donc une application de E dans E et G un ØlØment de E
donnØ, et l’on cherche U dans E vØriant (2.1).
Dire que le systŁme (2.1) se dØcompose en sous-systŁmes consiste à supposer que E s’Øcrit
comme un produit. On supposera donc que l’on peut Øcrire
E = E1 × · · · × Ed
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oø pour tout i ∈ {1, . . . , d}, (Ei, ||.||i) est un espace de Banach. Le systŁme (2.1) devient alors

U1 = Π1(U1, . . . , Ud) +G1
U2 = Π2(U1, . . . , Ud) +G2
.
.
.
.
.
.
.
.
.
Ud = Πd(U1, . . . , Ud) +Gd
oø 

Π = (Π1, . . . ,Πd) avec Πi : E → Ei
U = (U1, . . . , Ud) avec Ui ∈ Ei
G = (G1, . . . , Gd) avec Gi ∈ Ei.
On cherche alors pour k ∈ {1, . . . , d}, à rØsoudre le systŁme
Uk = Πk(U1, . . . , Uk−1, Uk, Uk+1, . . . , Ud) +Gk (2.2)
en supposant que pour i 6= k, les Ui sont connus. On Øtudie ainsi l’Øvolution du systŁme k
en considØrant que l’intØraction avec les autres systŁmes (les Ui pour i 6= k) est connue. Si
l’intØraction entre les sous-systŁmes est faible, les conditions sufsantes à obtenir les d solutions
U1, . . . , Ud des d Øquations (2.2), sufsent à l’obtention d’une solution U de (2.1).
Pour rØsumer, la waveform relaxation s’effectue en 3 Øtapes :
• L’Øtape de dØcomposition
Elle consiste à trouver une reprØsentation de E en produit de sous-espaces (Ei)1≤i≤d. On
peut alors dØcomposer l’opØrateur Π en (Π1, . . . ,Πd) et G en (G1, . . . , Gd) ce qui ramŁne
l’Øquation (2.1) au systŁme Ui = Πi(U1, . . . , Ud) +Gi, ∀1 ≤ i ≤ d
• L’Øtape de rØsolution
Elle consiste pour k ∈ {1 . . . d} xØ, à rØsoudre l’Øquation
Uk = Πk(U1, . . . , Uk−1, Uk, Uk+1, . . . , Ud) +Gk
en l’inconnue Uk.
• L’Øtape de relaxation
Lors de cette Øtape, on cherche des conditions sufsantes à ce que la solution obtenue de
maniŁre itØrative par la 2Łme Øtape soit solution de notre Øquation de dØpart.
En pratique, 2 procØdures sont couramment employØes : l’itØration de Gauss-Jacobi et l’itØra-
tion de Gauss-Seidel. ThØoriquement elles reposent sur les mŒmes principes.
Commençons par la plus simple c’est à dire l’itØration de Gauss-Jacobi. On considŁre que
l’Øtape de dØcomposition est accomplie. On commence par prendre x0 ∈ E et on dØnit la suite
(xn)n par la relation de rØcurrence
∀n ≥ 0, xn+1 = Π(xn) +G
autrement dit, par 

xn+11 = Π1(x
n
1 , . . . , x
n
d) +G1
xn+12 = Π2(x
n
1 , . . . , x
n
d) +G2
.
.
.
.
.
.
.
.
.
xn+1d = Πd(x
n
1 , . . . , x
n
d ) +Gd.
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On remarque donc qu’il s’agit d’une forme particuliŁre d’itØration de type Picard et d’une wa-
veform relaxation oø l’Øtape de rØsolution se fait en une seule fois, les d Øquations Øtant rØsolues
en une seule fois.
L’itØration de Gauss-Seidel, consiste dans l’Øtape de rØsolution à injecter pour k = 1, . . . , d les
solutions obtenues pour les k−1 premiŁres Øquations dans la k−iŁme Øquation. Cela nous donne
donc 

xn+11 = Π1(x
n
1 , . . . , x
n
d) +G1
xn+12 = Π2(x
n+1
1 , x
n
2 , . . . , x
n
d ) +G2
.
.
.
.
.
.
xn+1d = Πd(x
n+1
1 , . . . , x
n+1
d−1 , x
n
d) +Gd.
L’idØe Øtant que plus on fait d’itØrations, plus on approche de la solution rØelle du systŁme, il
semble naturel de penser que la mØthode de Gauss-Seidel est meilleure que celle de Gauss-Jacobi.
Ce n’est pas toujours le cas, mŒme si cela arrive frØquemment.
Nous allons voir maintenant que ces 2 itØrations peuvent Œtre ØtudiØes suivant le mŒme modŁle
thØorique et sous quelles conditions elles convergent.
2.2 Convergence de la “waveform relaxation”
On se place dans les conditions ØvoquØes dans la section prØcØdente, c’est à dire que l’on
suppose donnØ des espaces normØs (E1, ||.||1), . . . , (Ed, ||.||d) et E = E1 × · · · × Ed. Tous ces
espaces sont de plus supposØs complets. On se donne Øgalement f : E → E que l’on pourra donc
Øcrire f = (f1, . . . , fd) oø fi : E → Ei
Avant de donner le principal thØorŁme dØcrivant la convergence de la waveform relaxation,
nous avons besoin de quelques rØsultats trŁs classiques d’analyse matricielle. Nous incluons
les dØmonstrations mais prØcisons qu’elles peuvent se trouver dans de nombreuses rØfØrences
([20],[39] par exemple).
Définition 2.1 Pour A ∈ Md(C), on appelle spectre de A et on note Sp(A) l’ensemble des va-
leurs propres de A dans C.
On appelle rayon spectral de A le réel positif défini par
ρ(A) = sup
λ∈Sp(A)
|λ|.
Proposition 2.2 Pour toute norme N sur Md(C), et toute matrice carrée A à coefficients com-
plexes, de taille d, on a
ρ(A) = lim
n→∞
N(An)1/n.
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Démonstration.
On prouve d’abord le rØsultat pour la norme N0 dØnie par
N0(A) = sup
x6=0
|(Ax)|
|x|
oø |.| dØsigne la norme euclidienne sur Cd. La norme N0 est alors multiplicative c’est à dire
qu’elle vØrie
N0(AB) ≤ N0(A)N0(B).
Remarquons que pour une telle norme, on est assurØ de l’existence de la limite et on sait grâce à
la propriØtØ de multiplicativitØ de la norme que
lim
n→∞
N0(A
n)1/n = inf
n∈N
N0(A
n)1/n.
De plus, en considØrant un vecteur propre de A associØ à une valeur propre λ telle que |λ| = ρ(A),
on obtient, pour tout entier n
ρ(A)n ≤ N0(An) ≤ N0(A)n
et donc
∀n, ρ(A) ≤ N0(An)1/n.
Fixons maintenant ε > 0. On a alors
ρ(
A
ρ(A) + ε
) < 1.
En utilisant la dØcomposition de Dunford de
Aε =
A
ρ(A) + ε
= D +N
oø D et N sont des matrices respectivement diagonale et nilpotente qui commutent, on obtient
(car Nk = 0 dŁs que k ≥ d)
N0(A
n
ε ) ≤ N0((D +N)n)
≤
d∑
k=0
CknN0(D
n−k)N0(Nk)
≤
d∑
k=0
Cknρ(Aε)
n−kN0(Nk)
≤ ρ(Aε)n(
d∑
k=0
CknN0(N)
kρ(Aε)
−k)
et donc
lim
n→∞
N0(A
n
ε ) = 0.
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En particulier
∃nε, ∀n ≥ nε, N0(Anε ) ≤ 1
et donc, pour tout n ≥ nε,
N0(A
n) ≤ (ρ(A) + ε)n
ce qui entraîne que, pour tout n ≥ nε,
ρ(A) ≤ N0(An)1/n ≤ ρ(A) + ε.
Maintenant si N1 est une norme dans Cd, toutes les normes Øtant Øquivalentes en dimension
nie, N1 et N0 sont Øquivalentes donc il existe C,C ′ des rØels strictements positifs tels que
CN0 ≤ N1 ≤ C ′N0.
On a alors pour A ∈Md(C)
lim
n→∞
N1(A
n)1/n = lim
n→∞
N0(A
n)1/n
= ρ(A).

Théorème 2.3 L’application
ρ :
{
Md(C) → R+
A 7→ ρ(A)
est continue.
Démonstration.
Notons Td(C) l’ensemble des matrices complexes d × d triangulaires supØrieures. Remarquons
tout d’abord que ρ|Td(C) est bien continue.
Soit maintenant (An) une suite de matrices d × d convergeant vers A dans Md(C). On veut
montrer que ρ(An) converge vers ρ(A). On veut utiliser la remarque prØcØdente en trigonalisant
les matrices An, mais si l’on ne prend pas de prØcaution, on sera incapable de travailler avec les
matrices de passage. On va donc trigonaliser, mais en restreignant les matrices de passage à rester
dans un compact. A cette n, on applique le thØorŁme de Schur qui nous permet d’Øcrire pour
n ≥ 0,
Tn = U
∗
nAnUn
avec Un matrice normale et Tn matrice triangulaire supØrieure. On prote de la compacitØ des
matrices normales pour montrer que la suite ρ(An) est bornØe et admet une unique valeur d’adhØ-
rence. Cela sufra à prouver le thØorŁme.
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On considŁre comme dans la dØmonstration prØcØdente la norme N0 dØnie par
N0(A) = sup
x6=0
|(Ax)|
|x|
oø |.| dØsigne la norme euclidienne sur Cd. On a
ρ(An) ≤ N0(An)
et, (An) Øtant convergente, (N0(An)) est une suite bornØe et donc (ρ(An)) aussi. Soit φ : N → N
une extraction telle que ρ(Aφ(n)) converge. Par compacitØ des matrices normales, quitte à rØex-
traire, on peut supposer que (Uφ(n)) converge vers U avec U matrice normale. Alors Tφ(n) =
U∗φ(n)Aφ(n)Uφ(n) converge et sa limite que nous noterons T est une matrice triangulaire supØrieure
qui vØrie de plus T = U ∗AU . En particulier ρ(Aφ(n)) = ρ(Tφ(n)) converge vers ρ(T ) d’aprŁs
la remarque faite en dØbut de dØmonstration et comme ρ(T ) = ρ(A), on a prouvØ que ρ(A) est
l’unique valeur d’adhØrence de la suite (ρ(An)). 
Théorème 2.4 (Perron - Frobénius)
Si A est une matrice de taille d ≥ 2 à coefficients réels strictement positifs alors son rayon
spectral ρ(A) est l’unique valeur propre de A de module maximum et l’espace propre associé est
une droite vectorielle engendrée par un vecteur à composantes réelles strictement positives.
Démonstration.
La dØmonstration se fait en plusieurs Øtapes et s’appuie sur le lemme suivant :
Lemme 2.5 Soient z1, . . . , zn ∈ C avec n ≥ 2.
S’ils vérifient l’égalité
|
n∑
k=1
zk| =
n∑
k=1
|zk|
alors il existe θ ∈ [0, 2pi[ tel que ∀k, zk = |zk|eiθ.
Démonstration du lemme.
On va procØder par rØcurrence sur n ≥ 2.
Montrons que le résultat est vrai pour n = 2.
Soient z, ω ∈ C. On a
|z + ω| = |z|+ |ω| ⇐⇒ |z + ω|2 = (|z|+ |ω|)2
⇐⇒ |zω¯| = R(zω¯)
⇐⇒ arg(z) ≡ arg(ω) [2pi]
⇐⇒ ∃θ ∈ [0, 2pi[, z = eiθ|z| et ω = eiθ|ω|.
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Supposons le résultat vrai à l’ordre n et donnons nous z1, . . . , zn+1 ∈ C vØri-
ant
|
n+1∑
k=1
zk| =
n+1∑
k=1
|zk|
On a l’inØgalitØ
|
n∑
k=1
zk + zn+1| ≤ |
n∑
k=1
zk|+ |zn+1| ≤
n+1∑
k=1
|zk|
et l’hypothŁse faite nous dit qu’il s’agit en fait d’une ØgalitØ. En particulier
|
n∑
k=1
zk| =
n∑
k=1
|zk|
et |u+ zn+1| = |u|+ |zn+1| en posant u =
n∑
k=1
zk.
En appliquant l’hypothŁse de rØcurrence à la premiŁre ØgalitØ, on obtient que
∃θ ∈ [0, 2pi[, ∀k ∈ {1, . . . , n}, zk = eiθ|zk|
et de la deuxiŁme ØgalitØ, on dØduit que
zn+1 = e
iθ|zn+1|.

Retour à la démonstration de Perron-Frobenius
• Prouvons tout d’abord que ρ(A) > 0.
Remarquons que si ρ(A) = 0, alors Trace(A) =
∑
λ∈Sp(A)
λ = 0 : absurde car A > 0.
• On montre ensuite que si λ est valeur propre de A telle que ρ(A) = |λ| et e est vecteur
propre associØ, alors toutes les composantes de e sont non nulles et le vecteur e∗ dØni par
e∗i = |ei| est aussi vecteur propre de A associØ à la valeur propre λ.
Par dØnition ρ(A) = sup
λ∈Sp(A)
|λ| est atteinte. Soient donc λ ∈ C et e ∈ Cd − {0} tels que
ρ(A) = |λ| et Ae = λe. De plus en notant e∗ le vecteur de (R+)d tel que e∗i = |ei|, on a
∀i ∈ {1, . . . , d}, ρ(A)e∗i ≤ (Ae∗)i.
Montrons alors qu’il existe j ∈ {1, . . . , d} tel que
ρ(A)e∗j = (Ae
∗)j.
En effet dans le cas contraire, pour tout i ≤ d, on a
ρ(A)e∗i < (Ae
∗)i
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et on peut alors trouver ε > 0 tel que
∀i, (ρ(A) + ε)e∗i ≤ (Ae∗)i
Par rØcurrence sur n ≥ 1, on a alors
∀i, (ρ(A) + ε)ne∗i ≤ (Ane∗)i.
En particulier, si N dØsigne une norme subordonnØe à A :
N(A) = sup{|(Ax)|/|x| | x 6= 0}
oø |.| dØsigne une norme sur Rd, on observe que
N(An) ≥ (ρ(A) + ε)n
ce qui contredit le fait que le rayon spectral est aussi dØni par
ρ(A) = lim
n→∞
N(An)1/n
d’aprŁs la proposition 2.2. On a donc
d∑
k=1
Ajk|ek| = |
d∑
k=1
Ajkek|.
On peut ainsi appliquer le lemme 2.5 et en dØduire que
∃θ ∈ [0, 2pi[, ∀k ∈ {1, . . . , n}, ek = eiθ|ek|.
En particulier, e∗ Øtant colinØaire à e, e∗ est un vecteur propre de A associØ à la valeur
propre λ.
Il nous reste donc à prouver que toutes les composantes de e sont non nulles ce qui Øvident.
En effet, si i ∈ {1, . . . , n} est tel que ei = 0 alors
d∑
k=1
Aike
∗
k = 0
et donc
∀k ∈ {1, . . . , d}, e∗k = 0.
Donc e∗ = 0 ce qui est absurde car e∗ est un vecteur propre de A.
• On montre que λ = ρ(A) et que Eλ = Ker(A− λI) est une droite vectorielle.
D’aprŁs ce qui prØcŁde, e∗ est vecteur propre de A associØ à la valeur propre λ mais on
a vu aussi qu’il existe j ∈ {1, . . . , d} tel que ρ(A)e∗j = (Ae∗)j . On en dØduit donc que
λ = ρ(A). Supposons maintenant par l’absurde que l’on puisse trouver 2 vecteurs propres
de A indØpendants x et y associØs à la valeur propre λ. On sait d’aprŁs ce qui prØcŁde que
les composantes de x et y sont non nulles. Posons µ = y1/x1 alors y− µx est aussi vecteur
propre de A associØ à la valeur propre λ et donc (y − µx)1 > 0 ce qui est contradictoire.
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
Théorème 2.6 (Théorème du point fixe de Picard)
Soit (X, d) un espace métrique complet et f une application contractante surX (i.e. f : X → X
et il existe c ∈ [0, 1[ tel que pour tous x, y dans X , d(f(x), f(y)) ≤ cd(x, y).
On définit alors par récurrence la suite (xn) d’éléments de X par
x0 ∈ X et xn+1 = f(xn).
On montre alors que, pour tout k ≥ 0,
d(xk+1, xk) ≤ ckd(x1, x0),
que la suite (xn) est de Cauchy, donc converge vers l ∈ X unique point fixe de f .
De plus, pour tout n ≥ 0,
d(xn, x0) ≤ 1− c
n
1− c d(x1, x0)
et
d(xn, l) ≤ c
n
1− cd(x1, x0).
En particulier d(l, x0) ≤ d(x1, x0)
1− c ·
Démonstration.
On montre aisØment par recurrence sur k ≥ 0 que d(xk+1, xk) ≤ ckd(x1, x0).
On a de plus pour r ≥ 1,
d(xp, xp+r) ≤ d(xp, xp+1) + · · ·+ d(xp+r−1, xp+r)
≤ (cp + cp+1 + · · ·+ cp+r−1)d(x1, x0)
≤ cp(1 + c + · · ·+ cr−1)d(x1, x0)
≤ cp 1− c
r
1− c d(x1, x0)
≤ c
p
1− cd(x1, x0).
Cela nous prouve que la suite (xn) est de Cauchy. En prenant p = 0 et r = n, puis en passant à la
limite en n, on obtient les inØgalitØs voulues. 
Nous allons maintenant introduire quelques notations pratiques, puis Øtablir le rØsultat princi-
pal de ce chapitre.
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Définition 2.7 Soit A = (Aij)1≤i,j≤d ∈ Md(R). On dira que A est une matrice de Lipschitz de
f et l’on notera A ∈ MLf si pour tout i ∈ {1, . . . , d}, pour tous x = (x1, . . . , xd) ∈ E et
y = (y1, . . . , yd) ∈ E , on a
||fi(x1, . . . , xd)− fi(y1, . . . , yd)||i ≤
d∑
k=1
Aik||xk − yk||k.
Remarque 2.8 Si A,B ∈ Md(R) avec A ≤ B (i.e. ∀i, j, Aij ≤ Bij) et si A ∈ MLf alors
B ∈ MLf
Théorème 2.9 Soit A ∈ MLf dont les coefficients sont strictement positifs.
Si ρ(A) < 1, l’application f est contractante sur E pour la norme
N(x) =
d∑
k=1
βk||xk||k
où β ∈ (R+∗ )d est un vecteur propre à coordonnées strictement positives de A associé à la valeur
propre ρ(A).
Démonstration.
Par le thØorŁme 2.4, ρ(A) est valeur propre de A et on peut considØrer β ∈ (R∗+)d vecteur propre
associØ. On a donc Aβ = ρ(A)β et donc pour x, y ∈ E ,
N(f(x)− f(y)) =
d∑
l=1
βl||fl(x)− fl(y)||l
≤
d∑
l=1
βl(
d∑
k=1
Alk||(x− y)k||k)
≤
d∑
k=1
||(x− y)k||k(
d∑
l=1
βlAlk)
≤
d∑
k=1
||(x− y)k||k(ρ(A)βk)
≤ ρ(A)
d∑
k=1
βk||(x− y)k||k
≤ ρ(A)N(x− y).

Les itØrations de Jacobi et de Gauss-Seidel peuvent alors s’interprØter facilement.
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Pour l’Øtude d’une itØration de Jacobi, on suppose qu’il existe A ∈ MLΠ (c’est une propriØtØ
de l’opØrateur Π). Par le prØcØdent thØorŁme, si ρ(A) < 1 on a donc convergence de l’itØration.
Nous allons maintenant montrer que l’itØration de Gauss-Seidel, suit le mŒme principe mais en
faisant intervenir une autre matrice obtenue à partir de la matrice A.
En effet, ØcrivonsA sous la formeA = D−E−F oøD est la matrice diagonale constituØe des
coefcients diagonaux deA, E est la matrice triangulaire infØrieure stricte constituØe des opposØs
des coefcients sous-diagonaux deA, et F la matrice triangulaire supØrieure stricte constituØe des
opposØs des coefcients sur-diagonaux de A.
Pour l’itØration de Jacobi, le systŁme itØratif consiste à Øtudier la suite
Xn+1 = (D − E − F )Xn +B.
On s’aperçoit que l’itØration de Gauss Seidel consiste quant à elle à Øtudier la suite
Xn+1 = (−E)Xn+1 + (D − F )Xn +B
oø en simpliant et en remarquant que I + E est inversible à Øtudier le systŁme
Xn+1 = (I + E)
−1(D − F )Xn + (I + E)−1B.
On a alors convergence de l’itØration lorsque ρ
(
(I + E)−1(D − F )
)
< 1.
Chapitre 3
Equations différentielles stochastiques
progressives rétrogrades couplées
Cette partie sera entiŁrement consacrØe à la prØsentation et à l’Øtude du principal thŁme de
la thŁse. Les Øquations diffØrentielles stochastiques progressives rØtrogrades couplØes (FBSDE
pour Forward Backward Stochastic Differential Equations dans la littØrature anglaise) ont ØtØ in-
troduites par F.Antonelli en 1993 [2] dans le but de rØsoudre des problŁmes issus de la nance et
de la thØorie du contrôle. Elles constituent une gØnØralisation des Øquations stochastiques rØtro-
grades (BSDE pour les adeptes de la langue de Shakespeare) introduites en 1990 par Pardoux et
Peng [34].
Nous verrons Øgalement qu’elles permettent de reprØsenter de maniŁre probabiliste toute une
classe de solutions d’Øquations aux dØrivØes partielles.
D’un point de vue pØdagogique et historique, il est essentiel de considØrer en premier lieu
les Øquations diffØrentielles stochastiques rØtrogrades. En effet, la plupart des techniques utilisØes
dans le cadre des Øquations diffØrentielles stochastiques progressives rØtrogrades couplØes en sont
issues.
Ce petit dØtour nous permettra à la fois de les acquØrir, mais aussi de faire apparaître les
subtilitØs et difcultØs que l’on doit affronter dans l’analyse du cas gØnØral.
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3.1 Equations différentielles stochastiques rétrogrades
3.1.1 Introduction
Comme leur nom l’indique, les Øquations diffØrentielles stochastiques rØtrogrades reprØsentent
l’Øquivalent alØatoire des Øquations diffØrentielles rØtrogrades. Alors que la thØorie des Øquations
diffØrentielles stochastiques progressives peut se voir heuristiquement comme une adaptation de
la thØorie des Øquations diffØrentielles progressives en remplaçant l’intØgrale de Lebesgue par
l’intØgrale d’Itô, l’exemple suivant va nous persuader que pour une Øquation diffØrentielle sto-
chastique rØtrograde, la mesurabilitØ joue un rôle essentiel.
PrØcisons tout d’abord le cadre de travail : on suppose que l’on dispose d’un espace de pro-
babilitØ (Ω,F , P ) sur lequel on a construit un mouvement brownien (Bt)t∈R prenant ses valeurs
dans R. On notera (Ft)t∈R sa ltration propre que l’on supposera continue à droite et complŁte.
En particulier, par un rØsultat classique de loi du 0 − 1, une variable alØatoire F0-mesurable est
dØterministe.
On considŁre, pour T > 0 temps terminal xØ, l’Øquation diffØrentielle rØtrograde dans R{
y′(t) = 0 t ∈ [0, T [
y(T ) = c
oø c est une constante rØelle donnØe. La solution existe sur [0, T ], elle est unique, il s’agit Øvi-
demment de la solution constante y = c. Quel est l’Øquivalent stochastique de cette trŁs simple
Øquation ? Le problŁme est maintenant de trouver un processus rØel Y progressivement mesurable
par rapport à la ltration (Ft)t≥0, de carrØ intØgrable (de maniŁre à se placer dans des conditions
sufsantes à l’utilisation de l’intØgrale d’Itô) vØriant l’Øquation diffØrentielle stochastique{
dYs = 0
YT = ξ
(3.1)
oø ξ est une variable alØatoire FT -mesurable.
Ici, la condition d’adaptation du processus Y entraîne que ξ doit Œtre dØterministe car si Y est
solution, Y est constante, Øgale à Y0 et est donc F0-mesurable.
En fait, pour une condition terminale ξ donnØe, le processus le plus simple et adaptØ que
l’on puisse construire est Ys = E[ξ|Fs]. En utilisant le fait que Y0 = E[ξ] et le thØorŁme de
reprØsentation martingale, on voit qu’il existe un processus Z progressivement mesurable et de
carrØ intØgrable tel que
Ys = ξ −
∫ T
s
ZrdBr.
Pour rØsumer, le systŁme {
dYs = ZsdBs
YT = ξ
(3.2)
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possŁde une unique solution (Y, Z) adaptØe donnØe par Ys = E[ξ|Fs] et Z obtenu par le thØorŁme
de reprØsentation martingale appliquØ à Y entre 0 et T .
Le prØcØdent systŁme est un cas particulier trŁs simple de ce que l’on appelle Øquation diffØ-
rentielle stochastique rØtrograde et dØnie de la maniŁre suivante.
On se donne m, d entiers naturels non nuls. On suppose que plus gØnØralement le brownien
(Bt)t≥0 prend ses valeurs dans Rd. On dØsignera par |.| et ‖.‖ les normes euclidiennes dans Rm
et Rm×d.
Définition 3.1 Pour T > 0 et ξ vecteur aléatoire FT -mesurable dans Rm, on appelle solution de
l’équation différentielle stochastique rétrogradeEDSR(T, ξ, g), tout couple (Y, Z) de processus
progressivement mesurables à valeurs dans Rm × Rm×d et de carré intégrable (les espérances
E
[∫ T
0
|Yr|2dr
]
et E
[∫ T
0
‖Zr‖2dr
]
sont finies) vérifiant
Ys = ξ +
∫ T
s
g(r, Yr, Zr)dr −
∫ T
s
ZrdBr. (3.3)
Dans la dØnition prØcØdente, dans un souci de clartØ, nous n’avons pas Ømis d’hypothŁses sur
ξ et g. Bien Øvidemment, des conditions sont nØcessaires an mŒme de pouvoir dØnir l’intØgrale
d’Itô dans (3.3). Nous prØfØrons dans un premier temps ne pas nous apesantir dessus, des hypo-
thŁses rigoureuses seront donnØes lorsque nous aborderons les thØorŁmes d’existence et d’unicitØ
des Øquations diffØrentielles stochastiques rØtrogrades.
Nous voulons nous arrŒter ici pour soulever 2 questions auxquelles la rØsolution de (3.1) et
(3.2) permet dØjà d’apporter un Ølement de rØponse.
• L’Øquation (3.3) prØsente 2 inconnues : les processus Y et Z. Pourquoi peut on penser pou-
voir prouver des rØsultats d’existence et d’unicitØ ?
• Ce qui fait diffØrer formellement l’Øquation (3.3) d’une Øquation diffØrentielle stochastique
progressive est la prØsence du processus Z. A quoi correspond il ?
L’exemple de (3.1) et (3.2) nous apporte dØjà un dØbut de rØponse à ces 2 interrogations. Tout
d’abord, on a vu que la condition de mesurabilitØ sur le processus Y a ØtØ primordiale : elle est
la cause principale de l’absence de solution de (3.1). La condition de mesurabilitØ constitue donc
une autre contrainte, joue le rôle d’une deuxiŁme Øquation.
Ensuite, c’est la prØsence du Z dans (3.2) qui permet à celle-ci de possØder une solution, alors
que sans Z, (3.1) n’avait pas de solution. On peut interprØter cela en disant que c’est Z qui d’une
certaine maniŁre apporte la mesurabilitØ adØquate au processus Y .
De plus la rØsolution complŁte de (3.2) montre que dans ce cas particulier, Z est obtenu par le
thØorŁme de reprØsentation martingale. Ce thØorŁme classique du calcul stochastique constitue un
outil majeur dans l’Øtude des Øquations diffØrentielles stochastiques rØtrogrades, mais en incarne
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Øgalement toute la complexitØ. Toutes les difcultØs techniques que nous rencontrerons sont en
grande partie dues aux maigres renseignements dont nous disposons sur ce processus.
En particulier, si l’on suppose Œtre dans des conditions sufsantes permettant d’Øcrire les intØ-
grales dans (3.3), on se persuade assez aisØment que si les processus Y et Z existent, Y disposera
a priori de propriØtØs de rØgularitØ bien supØrieures à celles du processus Z.
Souvent, pour rØsoudre des Øquations diffØrentielles stochastiques rØtrogrades, les techniques
les plus efcaces sont celles qui Øvitent d’attaquer de front le processus Z et qui parviennent à en
obtenir des propriØtØs par des moyens dØtournØs.
Nous allons maintenant Œtre plus rigoureux et, tout en dØmontrant les rØsultats fondamentaux
de l’Øtude des Øquations diffØrentielles stochastiques rØtrogrades, dØcouvrir les principaux outils
nØcessaires à leur rØsolution.
3.1.2 Existence, unicité et comparaison des solutions
Historiquement, Pardoux et Peng ont prouvØ l’existence et l’unicitØ de la solution de
l’EDSR(T, ξ, g) par itØration en dØnissant la suite (Yn+1, Zn+1) supposant (Yn, Zn) connus par
Yn+1(s) = ξ +
∫ T
s
g(r, Yn(r), Zn(r))dr −
∫ T
s
Zn+1(r)dBr, ∀s ∈ [0, T ]. (3.4)
Montrons tout d’abord que ce systŁme est, à l’image du systŁme (3.2), aisØ à rØsoudre (si Xn et
Yn connus bien sßr !). Essayons de deviner comment dØnir Yn+1 et Zn+1... Supposons donc que
Yn+1 et Zn+1 sont bien dØnis et vØrient le problŁme prØcØdent. Alors on a
ξ = Yn+1(0)−
∫ T
0
g(r, Yn(r), Zn(r))dr +
∫ T
0
Zn+1(r)dBr
et comme Yn+1(0) est dØterministe, on a
E[ξ] = Yn+1(0)− E
[∫ T
0
g(r, Yn(r), Zn(r))dr +
∫ T
0
Zn+1(r)dBr
]
et donc
ξ +
∫ T
0
g(r, Yn(r), Zn(r))dr = E
[
ξ +
∫ T
0
g(r, Yn(r), Zn(r))dr
]
+
∫ T
0
Zn+1(r)dBr.
On voit donc que Zn+1 peut Œtre obtenu par le thØorŁme de reprØsentation martingale appliquØ au
vecteur alØatoire FT -mesurable
ξ +
∫ T
0
g(r, Yn(r), Zn(r))dr
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entre 0 et T . Il n’est ensuite pas trŁs difcile de montrer que
Yn+1(s) = E
[
ξ +
∫ T
s
g(r, Yn(r), Zn(r))dr
∣∣∣Fs
]
et que nalement (3.4) est bien vØriØe.
Ensuite les auteurs prouvent que pour une norme bien choisie, et sous une hypothŁse de rØgula-
ritØ de type Lipschitz sur g, Yn et Zn sont des processus qui convergent et leurs limites respectives
Y et Z vØrient l’Øquation rØtrograde (3.4). MŒme s’ils n’utilisent pas directement dans leur dØ-
monstration de thØorŁme du point xe, il faut reconnaitre que le l directeur de cette preuve est
une itØration de type point xe.
Nous gardons l’idØe d’itØration de type point xe mais, dans le but d’obtenir des dØmons-
trations moins techniques, nous prØfØrons dans un cadre plus gØnØral adopter la prØsentation du
premier chapitre de [27]. Nous verrons d’ailleurs que les rØsultats d’existence et d’unicitØ utilisØs
dans cette thŁse ne s’en Øloignent guŁre. En particulier, le rØsultat d’existence et d’unicitØ que
nous allons maintenant prØsenter pour une Øquation diffØrentielle stochastique rØtrograde se fait
en 2 Øtapes :
• PremiŁrement, à l’aide d’un argument de point xe, on prouve l’existence et l’unicitØ locale
de la solution.
• DeuxiŁmement, munis d’un bon contrôle du caractŁre local de la premiŁre Øtape et en pro-
longeant de proche en proche, on construit une solution globale.
MŒme si l’idØe de point xe Øtait sous jacente aux travaux de Pardoux et Peng, l’utilisation gØ-
nØrale des techniques de point xe aux Øquations diffØrentielles stochastiques rØtrogrades apparaît
pour la premiŁre fois dans un article de F. Antonelli en 1993 [2].
Nous pouvons maintenant donner le cadre gØnØral sur lequel les rØsultats qui suivront s’ap-
pliquent :
On se donne donc (Ω,F , P ) un espace de probabilitØ sur lequel on suppose construit un mouve-
ment brownien (Bt)t≥0, à valeurs dans Rd. Notons (Ft)t≥0 la ltration naturelle du brownien dont
on supposera qu’elle vØrie les conditions habituelles (c’est à dire qu’on la suppose continue à
droite et complŁte).
Pour k ≥ 1, on notera |.| la norme euclidienne sur Rk.
Pour k ≥ 1, et x ∈ Rk, on a donc |x| =
√√√√ k∑
i=1
x2i .
Pour p, q ≥ 1 et A ∈ Rp×q, on notera ‖A‖ =
√
Trace(AtA).
On se donne un instant terminal T > 0 et une fonction
g : Ω× [0, T ]× Rm × Rm×d → Rm
supposØe progressivement mesurable.
Avant de donner le thØorŁme d’existence et d’unicitØ locale, remarquons que sous les hypo-
thŁses nØcessaires à dØnir les intØgrales stochastiques dans (3.4) et si (Y, Z) est solution, alors
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Z sera de carrØ intØgrable, Y sera de carrØ intØgrable et presque sßrement continue. On considŁre
donc les 2 espaces suivants :
MT (Rm×d) =


X : Ω× [0, T ] → Rm×d progressivement mesurable
et tel que E
[∫ T
0
‖X(s)‖2ds
]
< +∞


et
McT (Rd) =


X : Ω× [0, T ] → Rd continu progressivement mesurable
et tel que E
[
sup
0≤s≤T
|X(s)|2
]
< +∞

 .
Notons que, MT (Rm×d) muni de la norme
√
E
[∫ T
0
‖X(s)‖2ds
]
et McT (Rd) muni de la norme√
E
[
sup
0≤s≤T
|X(s)|2
]
sont des espaces de Banach. On considŁre sur McT (Rd) ×MT (Rm×d) la
norme suivante :
‖(U, V )‖0 =
√
E
[
sup
0≤s≤T
|U(s)|2
]
+ E
[∫ T
0
‖V (s)‖2ds
]
.
On peut alors Ønoncer (en suivant [27] p19) les deux thØorŁmes suivants qui Øtablissent, en
supposant le coefcient g lipschitzien, que l’EDSR(ξ, T, g) possŁde une unique solution adaptØe.
Le premier le prouve localement (pour T sufsamment petit), le second donne un rØsultat global
(pas d’hypothŁse sur T ).
Théorème 3.2 Supposons que
• ξ ∈ Rm est un un vecteur aléatoire FT mesurable et E[|ξ2|] < +∞,
•
∃C > 0, ps ∀t ∈ [0, T ], ∀y, y′ ∈ Rm, ∀z, z′ ∈ Rm×d,
|g(t, y, z)− g(t, y′, z′)| ≤ C(|y − y′|+ ‖z − z′‖) (3.5)
• E
[∫ T
0
|g(r, 0, 0, 0)|2dr
]
< +∞.
Alors il existe T0 > 0 tel que pour T ≤ T0, l’équation
Ys = ξ +
∫ T
s
g(r, Yr, Zr)dr −
∫ T
s
ZrdBr
possède une unique solution (Y, Z) dans McT (Rd)×MT (Rm×d).
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Démonstration.
Nous allons dans un premier temps supposer que d et m sont Øgaux à 1, pour simplier l’Øcriture
de la preuve. Nous signalerons ensuite comment rØgler le cas gØnØral.
On constate que MT (Rm×d)×McT (Rd) muni de la norme ‖.‖0 est un espace de Banach.
Si on considŁre l’application
Ψ :
{ McT (Rd)×MT (Rm×d) →McT (Rd)×MT (Rm×d)
(U, V ) 7→ (Y, Z)
oø {
dYs = −g(s, Us, Vs)ds+ ZsdBs t ≤ s ≤ T,
YT = ξ,
on se persuade que rechercher une solution unique de l’Øquation Øquivaut à trouver un point xe
à Ψ.
De maniŁre à Øvaluer ‖Ψ(U ′, V ′)−Ψ(U, V )‖0 pour (U, V ), (U ′, V ′) ∈ McT (Rd)×MT (Rm×d),
il est plus pratique de noter (Y, Z) = Ψ(U, V ) et (Y ′, Z ′) = Ψ(U ′, V ′) et de souligner que l’on
peut Øgalement dØnir Ψ de la façon suivante :

Y (s) = E
[
ξ +
∫ T
s
g(r, U(r), V (r))dr
∣∣∣Fs
]
,
ξ +
∫ T
0
g(r, U(r), V (r))dr = E
[
ξ +
∫ T
0
g(r, U(r), V (r))dr
]
+
∫ T
0
Z(r)dBr.
Z est donc obtenu par le thØorŁme de reprØsentation martingale. On a en particulier,
Y (s)− Y ′(s) = E
[∫ T
s
(
g(r, U(r), V (r))− g(r, U ′(r), V ′(r))
)
dr
∣∣∣Fs
]
et donc
E
[
sup
0≤s≤T
|Y (s)− Y ′(s)|2
]
≤ E
[
sup
0≤s≤T
E
[∫ T
0
∣∣g(r, U(r), V (r))− g(r, U ′(r), V ′(r))∣∣dr∣∣∣Fs
]2]
.
Mais
Ms = E
[∫ T
0
∣∣g(r, U(r), V (r))− g(r, U ′(r), V ′(r))∣∣dr∣∣∣Fs
]
est une martingale, donc par l’inØgalitØ de Doob,
E
[
sup
0≤s≤T
|Y (s)− Y ′(s)|2
]
≤ 4E
[(∫ T
0
∣∣g(r, U(r), V (r))− g(r, U ′(r), V ′(r))∣∣dr)2
]
≤ 4C2E
[(∫ T
0
|U(r)− U ′(r)|dr +
∫ T
0
‖V (r)− V ′(r)‖dr
)2]
≤ 8C2TE
[∫ T
0
|U(r)− U ′(r)|2dr +
∫ T
0
‖V (r)− V ′(r)‖2dr
]
≤ 8C2 sup(1, T )T‖(U − U ′, V − V ′)‖20.
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De plus, ∫ T
0
(Zr − Z ′r)dBr =
∫ T
0
(
g(r, U(r), V (r))− g(r, U ′(r), V ′(r)))dr + Y0 − Y ′0
donc
E
[∫ T
0
|Zr − Z ′r|2dr
]
≤ 2E
[(∫ T
0
(
g(r, U(r), V (r))− g(r, U ′(r), V ′(r)))dr)2
]
+ 2E
[|Y0 − Y ′0 |2] .
On obtient donc
‖Ψ(U, V )− Ψ(U ′, V ′)‖20 ≤ 20C2 sup(1, T )T‖(U − U ′, V − V ′)‖20.
Finalement, si on choisit T0 sufsamment petit de maniŁre à avoir 20C2 sup(1, T0)T0 < 1, l’ap-
plication Ψ est alors contractante et on en dØduit le rØsultat annoncØ. La dØmonstration pour
d,m ≥ 1 s’obtient alors en utilisant les relations suivantes valables pour x ∈ Rm, f à valeurs
dans Rm et Z ∈ MT (Rm×d) :

|x|2 =
k∑
i=0
|xi|2∣∣∣∣
∫ T
0
f(r)dr
∣∣∣∣ ≤
∫ T
0
|f(r)|dr
E
[∣∣∣∣
∫ T
0
ZrdBr
∣∣∣∣
2
]
= E
[∫ T
0
‖Zr‖2dr
]
.

Remarque 3.3
a) Nous avons dans un souci de clarté pris volontairement l’origine des temps à t = 0, mais
la preuve précédente est flexible et pour un T > 0 fixé, l’équation différentielle stochastique
rétrograde (3.4) possède une unique solution sur ]T−T0, T ]. On a donc ce que l’on a nommé
un théorème d’existence et d’unicité local.
b) La condition 20C2 sup(1, T0)T0 < 1 définissant T0 nous donne un contrôle effectif de la
durée de vie minimale de la solution. En particulier elle ne dépend pas de l’instant terminal
T , mais juste de la constante de Lipschitz C de la fonction g.
Cette dernière remarque est essentielle à la démonstration du théorème d’existence et d’uni-
cité globale dans l’accomplissement de la 2ème étape.
En effet pour passer outre cette hypothŁse de localitØ en temps, il suft de faire le raisonnement
suivant : On peut considØrer d’aprŁs la remarque a), la solution (Y1, Z1) de l’EDSR(T, ξ, g) sur
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[T −T0/2, T ]. En appliquant de nouveau le thØorŁme à l’EDSR(T −T0/2, Y1(T −T0/2), g), on
en obtient l’unique solution (Y2, Z2) sur [T −T0, T −T0/2]. On remarque alors que (Y, Z) dØnis
par
(Y, Z) =
{
(Y1, Z1) sur [T − T0/2, T ]
(Y2, Z2) sur [T − T0, T − T0/2],
est solution de l’EDSR(T, ξ, g) sur [T − T0, T ]. De plus l’unicitØ locale sur [T − T0/2, T ] et
[T −T0, T −T0/2] permet d’obtenir sans difcultØ l’unicitØ sur [T −T0, T ]. Par la remarque b), la
durØe de vie des solutions est au moins supØrieure ou Øgale à T0 indØpendant de T, en particulier
elle ne tend pas vers 0 lorsque T tend vers 0, on peut donc rØpØter le raisonnement de proche en
proche jusqu’à atteindre l’instant 0. On obtient alors le thØorŁme suivant :
Théorème 3.4 Supposons que
• ξ ∈ Rm est un un vecteur aléatoire FT mesurable et E[|ξ2|] < +∞,
• ∃C > 0, ps ∀t ∈ [0, T ], ∀y, y′ ∈ Rm, ∀z, z′ ∈ Rm×d,
|g(t, y, z)− g(t, y′, z′)| ≤ C(|y − y′|+ ‖z − z′‖),
• E
[∫ T
0
|g(r, 0, 0, 0)|2dr
]
< +∞.
Alors l’équation Ys = ξ +
∫ T
s
g(r, Yr, Zr)dr −
∫ T
s
ZrdBr possède une unique solution (Y, Z)
dans McT (Rd)×MT (Rm×d).
L’Øtude des Øquations diffØrentielles stochastiques rØtrogrades et des Øquations diffØrentielles
stochastiques progressives rØtrogrades s’accompagne gØnØralement de l’analyse de la dØpendance
des solutions par rapport aux paramŁtres des Øquations. On espŁre en effet, si celle-ci est fruc-
tueuse, pouvoir passer par exemple à la limite sur les paramŁtres que ce soit pour assouplir
les hypothŁses sur les coefcients ou pour obtenir des propriØtØs de continuitØ. Pour les Øqua-
tions rØtrogrades, on s’intØresse donc à comparer les solutions de l’EDSR(ξ, g) aux solutions de
l’EDSR(ξ′, g′). D’aprŁs [27] p17, on a
Théorème 3.5 Supposons que
• ξ, ξ′ ∈ Rm sont des vecteurs aléatoiresFT mesurables et tels que E[|ξ2|] et E[|ξ′2|] soient
finies,
• g et g’ sont progressivement mesurables,
• ∃C > 0, ps ∀t ∈ [0, T ], ∀y, y′ ∈ Rm, ∀z, z′ ∈ Rm×d,
|g(t, y, z)− g(t, y′, z′)| ≤ C(|y − y′|+ ‖z − z′‖)
|g′(t, y, z)− g′(t, y′, z′)| ≤ C(|y − y′|+ ‖z − z′‖)
• E
[∫ T
0
(|g(r, 0, 0, 0)|2 + |g′(r, 0, 0, 0)|2) dr] < +∞.
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D’après le théorème précédent, on peut considérer (Y, Z) et (Y ′, Z ′) les solutions respectives
sur [0, T ] de l’EDSR(T, ξ, g) et l’EDSR(T, ξ ′, g′).
Il existe alors une constante K telle que
‖(Y − Y ′, Z − Z ′)‖20 ≤ K
{
E
[
|ξ − ξ′|2
]
+ E
[∫ T
0
|g(s, Ys, Zs)− g′(s, Ys, Zs)|2ds
]}
.
Démonstration.
On applique la formule d’Itô à |Y − Y ′|2, en notant <,> le produit scalaire dans Rm. On obtient
alors :
|Ys − Y ′s |2 +
∫ T
s
‖Zr − Z ′r‖2dr
= |ξ − ξ′|2 − 2
∫ T
s
< Yr − Y ′r , g(r, Yr, Zr)− g′(r, Y ′r , Z ′r) > dr
− 2
∫ T
s
< Yr − Y ′r , (Zr − Z ′r)dBr > .
Notons g˜(r) = g(r, Yr, Zr) − g′(r, Yr, Zr). Par l’hypothŁse sur g, g′ et l’inØgalitØ de Cauchy-
Schwarz nous obtenons que
∣∣∣ ∫ T
s
< Yr − Y ′r , g(r, Yr, Zr)− g′(r, Y ′r , Z ′r) > dr
∣∣∣
≤
∫ T
s
|Yr − Y ′r |
(
|g˜(r)|+ C(|Yr − Y ′r |+ ‖Zr − Z ′r‖))dr.
Par consØquent,
|Ys − Y ′s |2 +
∫ T
s
‖Zr − Z ′r‖2dr
≤ |ξ − ξ′|2 +
∫ T
s
[
(1 + 2C + 4C2)|Yr − Y ′r |2 +
1
2
‖Zr − Z ′r‖2 + |g˜(r)|2
]
dr
− 2
∫ T
s
< Yr − Y ′r , (Zr − Z ′r)dBr > .
AprŁs passage à l’espØrance, nous avons
E[|Ys − Y ′s |2] +
1
2
E
[∫ T
s
‖Zr − Z ′r‖2dr
]
≤ E[|ξ − ξ′|2] + E
[∫ T
s
|g˜(r)|2dr
]
+ (1 + 2C + 4C2)E
[∫ T
s
|Yr − Y ′r |2dr
]
.
Enn en utilisant l’inØgalitØ de Gronwall, nous obtenons
E
[
|Ys − Y ′s |2 +
∫ T
s
‖Zr − Z ′r‖2dr
]
≤ K
{
E
[
|ξ − ξ′|2 +
∫ T
s
|g˜(r)|2dr
]}
. (3.6)
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Mieux, par l’inØgalitØ Burkholder-Davis-Gundy, on obtient
E
[
sup
s∈[0,T ]
|Ys − Y ′s |2
]
≤ K
{
E
[
|ξ − ξ′|2 +
∫ T
0
|g˜(r)|2dr
]}
+2E
[
sup
t∈[0,T ]
∣∣∣∣
∫ T
t
< Ys − Y ′s , (Zs − Z ′s)dBs >
∣∣∣∣
]
et donc
E
[
sup
s∈[0,T ]
|Ys − Y ′s |2
]
≤ K
{
E
[
|ξ − ξ′|2 +
∫ T
0
|g˜(r)|2dr
]}
+K ′
√√√√E
[
sup
s∈[0,T ]
|Ys − Y ′s |2
]√
E
[∫ T
0
‖Zs − Z ′s‖2ds
]
.
Avec l’inØgalitØ ab ≤ a2+b2
2
, on montre que
E
[
sup
s∈[0,T ]
|Ys − Y ′s |2
]
≤ K
{
E
[
|ξ − ξ′|2 +
∫ T
0
|g˜(r)|2dr
]}
+K ′E
[∫ T
0
‖Zs − Z ′s‖2ds
]
et par (3.6), on obtient le rØsultat. 
Proposition 3.6 Sous les hypothèses du théorème 3.4, si (Y, Z) est solution de l’EDSR(T, ξ, g),
on a
E
[
sup
0≤s≤T
|Ys|2
]
+ E
[∫ T
0
‖Zr‖2dr
]
≤ K
{
E
[
|ξ|2
]
+ E
[∫ T
0
|g(r, 0, 0)|2dr
]}
Démonstration.
On utilise la formule d’Itô appliquØe à |Y |2 :
|Ys|2 +
∫ T
s
‖Zr‖2dr = |ξ|2 − 2
∫ T
s
< Yr, g(r, Yr, Zr) > dr − 2
∫ T
s
< Yr, ZrdBr > .
Par hypothŁse sur g et l’inØgalitØ triangulaire
∣∣∣ ∫ T
s
< Yr, g(r, Yr, Zr) > dr
∣∣∣ ≤ ∫ T
s
|Yr|
(
|g(r, Yr, Zr)|+ C|Yr|+ C‖Zr‖
)
dr
≤
∫ T
s
|Yr|
(
|g(r, 0, 0)|+ 2C|Yr|+ 2C‖Zr‖
)
dr.
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Il suft ensuite de procØder comme dans la dØmonstration du thØorŁme prØcØdent. 
A l’image des Øquations diffØrentielles dØterministes qui sont explicitement rØsolubles lorsque
les coefcients sont linØaires, l’Øtude des Øquations diffØrentielles stochastiques rØtrogrades li-
nØaires est fortement simpliØe.
Proposition 3.7 Considérons l’équation différentielle stochastique rétrograde linéaire suivante :
Ys = ξ +
∫ T
s
(Ur + αrYr+ < βr, Zr >)dr +
∫ T
s
ZrdBr
où le processus (Us)s∈[0,T ] ∈ MT (Rm) et les processus (αs)s∈[0,T ] et (βs)s∈[0,T ] sont progressive-
ment mesurables et bornés.
Notons
Γs,t = exp
(∫ t
s
(αr − 1
2
|βr|2)dr +
∫ t
s
βrdBr
)
.
On a alors
Ys = Γs,tYt +
∫ t
s
Γs,rUrdr −
∫ t
s
Γs,r(Zr + Yrβr)dBr
= E
(
Γs,tYt +
∫ t
s
Γs,rUrdr
∣∣∣Fs
)
Démonstration.
La formule d’Itô nous donne
Γs,tYt = Γs,sYs +
∫ t
s
Γs,rdYr +
∫ t
s
YrdΓs,r+ < Γs,r, Yr >
t
s .
En remarquant ensuite que
dΓs,r = Γs,rαrdr + Γs,rβrdBr
et
dYr = −(αrYr+ < βr, Zr > +Ur)dr + ZrdBr,
la premiŁre ØgalitØ se dØduit aisØment.
La derniŁre ØgalitØ est alors immØdiate aprŁs conditionnement. 
Un exemple particuliŁrement intØressant d’Øquations diffØrentielles stochastiques rØtrogrades
est obtenu lorsque la condition nale ξ s’Øcrit Φ(XT ) oø le processus X vØrie une Øquation
diffØrentielle stochastique progressive
Xs = x+
∫ s
t
f(r,Xr)dr +
∫ s
t
σ(r,Xr)dBr.
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En effet, comme on l’a dØjà soulignØ dans l’introduction, lorsque les coefcients sont dØtermi-
nistes, le systŁme obtenu permet d’avoir une reprØsentation probabiliste des solutions d’une cer-
taine classe d’Øquations aux dØrivØes partielles.
La thØorie dØveloppØe prØcedemment s’applique sans problŁmes, on ajoute juste aux hypo-
thŁses dØjà prises les conditions permettant de dØnir le processus X sur [0, T ].
Il semble donc naturel maintenant de s’intØresser à un systŁme plus compliquØ oø l’Øquation
diffØrentielle stochastique progressive et l’Øquation diffØrentielle rØtrograde sont fortement liØes.
3.2 Equations différentielles stochastiques progressives rétro-
grades couplées
On s’intØresse donc dorØnavant à un systŁme du type

Xs = x+
∫ s
t
f(r,Xr, Yr, Zr)dr +
∫ s
t
σ(r,Xr, Yr, Zr)dBr
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr, Zr)dr −
∫ T
s
ZrdBr, t ≤ s ≤ T
(3.7)
oø 

f : Ω× [0, T ]× Rp × Rm × Rm×d → Rp,
g : Ω× [0, T ]× Rp × Rm × Rm×d → Rm,
σ : Ω× [0, T ]× Rp × Rm × Rm×d → Rp×d,
Φ : Ω× Rp → Rm
et donc X à valeurs dans Rp, Y à valeurs dans Rm et Z à valeurs dans Rm×d.
3.2.1 Particularités du cas σ dépendant de z
Dans le but de souligner les caractØristiques particuliŁres du systŁme (3.7) lorsque σ dØpend
de z, il est intØressant à ce stade de s’arrŒter quelques instants sur le cas oø les coefcients sont
dØterministes et oø σ = σ(t, x, y) ne dØpend pas de sa derniŁre composante. L’Øtude de ces
Øquations diffØrentielles stochastiques progressives rØtrogrades a ØtØ notablement Øclairci par les
travaux de Pardoux, Tang, Ma, Yong et Delarue ([35],[28],[27],[10] pour n’en citer que quelques
uns). Nous allons maintenant essayer d’en illustrer les particularitØs.
Lorsque σ ne dØpend plus de sa derniŁre composante, le systŁme (3.7) devient alors

Xs = x+
∫ s
t
f(r,Xr, Yr, Zr)dr +
∫ s
t
σ(r,Xr, Yr)dBr
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr, Zr)dr −
∫ T
s
ZrdBr, t ≤ s ≤ T.
(3.8)
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Le systŁme (3.8) que nous noteronsEDSPR(t, T, f, g, σ,Φ) pour en faire ressortir la dØpendance
en les paramŁtres, prØsente 3 propriØtØs particuliŁrement remarquables.
(i) On peut dØmontrer comme pour les Øquations diffØrentielles stochastiques justes rØtro-
grades qu’on a existence et unicitØ locale de la solution (X, Y, Z). Cela se fait Øgalement
par un argument de point xe, et l’on retrouvera cette technique de dØmonstration dans le
cas gØnØral.
(ii) On dispose Øgalement, comme pour les Øquations diffØrentielles stochastiques rØtrogrades,
de rØsultats de stabilitØ des solutions de 2 systŁmes diffØrents en fonction de leurs para-
mŁtres. Pour Œtre plus prØcis, on peut comparer lorsqu’elles existent les solutions respectives
de EDSPR(t, T, f ′, g′, σ′,Φ′) et EDSPR(t, T, f, g, σ,Φ).
(iii) Ma, Protter et Yong ont prouvØ dans un article de 1994 [28] que, sous de fortes hy-
pothŁses de rØgularitØ sur les coefcients de (3.8) (des hypothŁses en partie nØcessaires à
l’application de la formule d’Itô) et pour σ non dØgØnØrØ, le systŁme d’Øquations diffØren-
tielles stochastiques progressives rØtrogrades (3.8) est fortement liØ à l’Øquation aux dØrivØes
partielles 

∀(t, x) ∈ [0, T ]× Rp, ∀l ∈ {1, . . . , m},
∂θl
∂t
(t, x) +
1
2
p∑
i,j=1
(σtσ)i,j(t, x, θ(t, x))
∂2θl
∂xi∂xj
(t, x)
+
p∑
i=1
fi
(
t, x, θ(t, x),∇xθ(t, x)σ(t, x, θ(t, x))
) ∂θl
∂xi
(t, x)
+g
(
t, x, θ(t, x),∇xθ(t, x)σ(t, x, θ(t, x))
)
= 0,
∀x ∈ Rp, θ(T, x) = Φ(x).
(3.9)
Plus prØcisØment, ils montrent que si les coefcients f, g, σ sont de classeC1,2 et Φ de classe
C2, si leurs dØrivØes partielles sont bornØes et sous une hypothŁse de non dØgØnØrescence
sur σ, alors l’Øquation aux dØrivØes partielles (3.9) admet une unique solution. On peut alors
dØnir pour tout t ∈ [0, T ], X t,x l’unique solution sur [t, T ] de l’Øquation diffØrentielle
stochastique
Us = x +
∫ s
t
f(r, Ur, θ(r, Ur), θ(r, Ur),∇xθ(r, Ur)σ(r, Ur, θ(r, Ur)))dr
+
∫ s
t
σ(r, Ur, θ(r, Ur))dBr.
Ils Øtablissent alors, ce qui constitue le lien entre (3.8) et (3.9) que(
X t,xs , θ(s,X
t,x
s ),∇xθ(s,X t,xs )σ
(
s,X t,xs , θ(s,X
t,x
s )
))
est l’unique solution de (3.8) sur [t, T ].
Maintenant le plus impressionnant est que disposant de (ii) et (iii), on peut Øtendre le rØsultat
(i) d’existence et d’unicitØ locale (rØsultat dß à Delarue dans [10]) à un thØorŁme d’existence et
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unicitØ globale. MŒme si la preuve peut Œtre considØrØe comme technique, les idØes qui la gou-
vernent sont nalement simples et limpides. En effet, par exemple pour l’existence globale tout
comme dans le cas plus simple d’une Øquation diffØrentielle stochastique rØtrograde, on aimerait
appliquer l’argument de prolongement de la solution (2Łme Øtape de la preuve du thØorŁme 3.4).
Deux dØtails techniques s’interposent alors. En effet considØrons d’aprŁs (i) (X, Y, Z) la solution
de (3.8) sur [T − δ, T ]. Pour pouvoir rØappliquer (i) en T − δ, 2 conditions sont nØcessaires
a) YT−δ doit non seulement pouvoir s’Øcrire YT−δ = ΦT−δ(XT−δ) mais si c’est la cas, ΦT−δ
doit Œtre lipschitzienne.
b) δ doit Œtre contrôlØ c’est à dire qu’il faut pouvoir le minorer indØpendamment de T .
On voit que si les coefcients de (3.8) sont rØguliers et sous une hypothŁse de non dØgØnØrescence
sur σ, d’aprŁs (iii) on a bien YT−δ = ΦT−δ(XT−δ) oø ΦT−δ = θ(T − δ, ·). De plus, le caractŁre
lipschitzien et la condition b) se traduisent alors par le comportement de ∇θ que des rØsultats
d’analyse indØpendants peuvent prØdire. On prouve ainsi que δ ne tend pas vers 0 quand T varie.
Dans le cas gØnØral, en approchant les coefcients lipschitziens de (3.8) par des coefcients rØ-
guliers et en utilisant les rØsultats de comparaison ØvoquØs par (ii), on peut passer à la limite et
obtenir l’existence globale sous des hypothŁses lipschitziennes sur les coefcients de (3.8) et une
hypothŁse de non dØgØnØrescence sur σ.
Signalons que cette derniŁre condition est ici primordiale pour passer d’une propriØtØ locale à
une propriØtØ globale. En effet, considØrons l’exemple dß à Antonelli [2] :

Xt = 1 +
∫ t
0
Xsds+
∫ t
0
|Ys|ds
Yt = 1 +
∫ T
t
(Xs + Ys)ds−
∫ T
t
ZrdBr,
(3.10)
et supposons que (X, Y, Z) en soit une solution sur [0, T ].
Par la formule d’Itô appliquØe à f(s,Xs) = e−sXs entre 0 et t, on obtient
Xt = e
t(1 +
∫ t
0
e−s|Ys|ds).
De mŒme, par la formule d’Itô appliquØe à f(s, Ys) = e−(T−s)Ys entre t et T , puis passage à
l’espØrance conditionnelle,
Yt = E
[
eT−t +
∫ T
t
es−tXsds
∣∣∣Ft
]
.
En particulier, X et Y sont strictement positifs et donc (X, Y, Z) est solution du systŁme

Xt = 1 +
∫ t
0
(Xs + Ys)ds
Yt = 1 +
∫ T
t
(Xs + Ys)ds−
∫ T
t
ZrdBr.
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On en dØduit que E[Xt + Yt] = 2 +
∫ T
0
E[Xs + Ys]ds est une constante strictement positive β
qui vØrie β = 2 + Tβ et donc T < 1.
Ainsi, sur cet exemple oø σ = 0 est dØgØnØrØ, il n’existe pas de solution à (3.10) pour T ≥ 1.
Mais qu’advient il lorsque σ dØpend de z ?
Prenons par exemple la propriØtØ (i). Nous allons montrer au travers d’un exemple fort simple
que l’on ne peut espØrer avec uniquement une condition de rØgularitØ lipschitzienne sur les coef-
cients, obtenir un rØsultat d’existence et d’unicitØ mŒme local. En effet, considØrons le systŁme
d’Øquations diffØrentielles stochastiques progressives rØtrogrades
(ET )


Xs =
∫ s
0
ZrdBr
Ys = XT −
∫ T
s
ZrdBr.
Il n’est pas difcile de se rendre compte qu’il n’y a pas unicitØ des solutions de (ET ). En fait,
l’ensemble des solutions de (ET ) sur [0, T ] est{(∫ s
0
ZrdBr,
∫ s
0
ZrdBr, Zs
)
s∈[0,T ]
, Z ∈ MT (Rm×d)
}
et cela aussi petit T soit il.
Nous verrons dans la partie suivante que, pour obtenir existence et unicitØ d’un systŁme d’Øqua-
tions diffØrentielles stochastiques progressives rØtrogrades dont le coefcient σ dØpend de z, on
devra rajouter une hypothŁse dont le rôle sera d’une certaine maniŁre de contrôler la dØpendance
de σ en z.
Si l’on s’intØresse à la propriØtØ (ii), malheureusement les astuces de calcul stochastique per-
mettant de comparer simultanØment les 3 composantes des solutions de 2 systŁmes d’Øquations
diffØrentielles stochastiques progressives rØtrogrades telles que (3.8) ne sont plus efcaces, du
moins dans un cadre sufsamment gØnØral.
De plus, et cela sera le thŁme principal du chapitre suivant, relier une solution de (3.7) à une
Øquation aux dØrivØes partielles ne pourra se faire de maniŁre aussi systØmatique que pour les
systŁmes (3.8). En effet, on verra ultØrieurement dans le cas oø σ dØpend de z, qu’on ne sait
prouver un tel lien que pour des systŁmes d’Øquations diffØrentielles stochastiques progressives
rØtrogrades dont le coefcient σ vØrie certaines propriØtØs. En passant par les Øquations aux dØ-
rivØes partielles, on ne peut donc rØsoudre les systŁmes d’Øquations diffØrentielles stochastiques
rØtrogrades dans toute leur gØnØralitØ.
Enn, la spØcicitØ de l’hypothŁse de non dØgØnØrescence sur le coefcient σ ØvoquØe prØcØ-
demment, n’a plus lieu d’Œtre lorsque σ dØpend de z.
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Nous nous proposons de souligner cette afrmation au travers de l’exemple suivant :

Xs =
∫ s
0
Xrdr +
∫ s
0
(1 + |Zr|)dBr
Ys =
1
2
XT −
∫ T
s
ZrdBr.
(3.11)
Ici σ = σ(z) = 1 + |z| est lipschitzien et non dØgØnØrØ, cependant la solution de (3.11) n’est
dØnie que pour T ≤ ln 2. En effet, pour T ≤ ln 2 on a 1
2
eT ≤ 1 et on peut donc dØnir
z : ]0, T ] → R par z(r) point xe de l’application x 7→ 1
2
eT−r(1 + |x|).
On vØrie alors que 

Xs = e
s
∫ s
0
e−r(1 + |zr|)dBr
Ys =
1
2
eT
∫ s
0
e−r(1 + |zr|)dBr
Zs = zs
(3.12)
est solution de (3.11).
RØciproquement, supposons que (X, Y, Z) soit solution de (3.11) sur [0, T ].
En appliquant la formule d’Itô à F (r,Xr) = e−rXr entre 0 et s, on obtient
Xs =
∫ s
0
es−r(1 + |Zr|)dBr
donc comme Ys = E[12XT |Fs], on obtient Øgalement
Ys =
1
2
eT
∫ s
0
e−r(1 + |Zr|)dBr = 1
2
eT−sXs.
Maintenant, en appliquant la formule d’Itô entre T et s à F (r,Xr) = 12e
T−rXr, on obtient
YT − Ys =
∫ T
s
1
2
eT−r(1 + |Zr|)dBr.
Donc
Zr =
1
2
eT−r(1 + |Zr|) ps.
Finalement, pour T ≤ ln 2, le systŁme (3.11) admet une unique solution donnØe par les formules
(3.12). De plus pour T > ln 2, si (3.11) admet une unique solution (X, Y, Z), on a
Zr =
1
2
eT−r(1 + |Zr|) ps.
Cependant cette Øquation n’a pas de solution sur un voisinage ouvert de r = 0. En effet, en notant
T = ln 2 + ε avec ε > 0, on a alors
Zr = e
ε−r(1 + |Zr|) ps.
Ce qui est absurde pour r ∈ [0, ε] car pour α ≥ 1, l’Øquation x = α(1 + |x|) n’a pas de solution.
En conclusion, le systŁme (3.11) admet une unique solution sur [0, T ] si et seulement si T ≤ ln 2.
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3.2.2 Existence et unicité locale des solutions
A] Résultats existants
La partie prØcØdente nous a explicitement montrØ que, mŒme sous des hypothŁses de rØgu-
laritØ lipschitzienne sur les coefcients, on ne peut espØrer prouver sans autre hypothŁse que,
localement, il existe une unique solution au systŁme (3.7).
Cette question a dØjà fait l’objet d’une Øtude approfondie de la part de Pardoux et Tang [35],
Ma et Yong [27] ou Peng et Wu [37]. Nous ne prØtendons pas proposer de meilleur rØsultat, mais
une approche plus adaptØe à nos besoins, en particulier pour la discrØtisation et la rØsolution des
Øquations aux dØrivØes partielles. On verra en particulier que notre apport ne se situe pas sur la
question de l’existence et de l’unicitØ, mais plutôt sur des inØgalitØs de contrôle des solutions et
des questions de continuitØ.
C’est pourquoi il nous semble opportun de rappeler maintenant les rØsultats d’existence et
d’unicitØ les plus gØnØraux obtenus jusqu’à prØsent. Signalons toutefois, que nous n’Øvoquerons
pas les travaux de Peng et Wu dans ce domaine, les hypothŁses qu’ils adoptent Øtant trop ØloignØes
des nôtres.
L’Øtude la plus complŁte sur le sujet est certainement à mettre à l’actif de l’article de Pardoux
et Tang [35]. Rappelons en les principales conclusions.
On se donne des fonctions
f : Ω× [0, T ]× Rp × Rm × Rm×d → Rp,
g : Ω× [0, T ]× Rp × Rm × Rm×d → Rm,
σ : Ω× [0, T ]× Rp × Rm × Rm×d → Rp×d,
Φ : Ω× Rp → Rm
vØriant
(A1) ∃λ1, λ2 ∈ R, ∀t, x, x1, x2, y, y1, y2, z, ps
< f(t, x1, y, z)− f(t, x2, y, z), x1 − x2 >≤ λ1|x1 − x2|2
< g(t, x, y1, z)− g(t, x, y2, z), y1 − y2 >≤ λ2|y1 − y2|2
(A2) ∃k, k1, k2, k3, k4 > 0, ∀t, x, x1, x2, y, y1, y2, z, z1, z2, ps
|f(t, x, y1, z1)− f(t, x, y2, z2)| ≤ k1|y1 − y2|+ k2‖z1 − z2‖,
|f(t, x, y, z)| ≤ |f(t, 0, y, z)|+ k(1 + |x|),
|g(t, x1, y, z1)− g(t, x2, y, z2)| ≤ k3|x1 − x2|+ k4‖z1 − z2‖,
|g(t, x, y, z)| ≤ |g(t, x, 0, z)|+ k(1 + |y|),
(A3) ∃k5, k6, k7 > 0, ∀t, x1, x2, y1, y2, z1, z2, ps
‖σ(t, x1, y1, z1)− σ(t, x2, y2, z2)‖2 ≤ k25|x1 − x2|2 + k26|y1 − y2|2 + k27‖z1 − z2‖2
(A4) ∃k8 > 0, ∀x, ps |Φ(x1)− Φ(x2)| ≤ k8|x1 − x2|
(A5) Les processus f(·, x, y, z) et g(·, x, y, z) sontFt adaptØs, et la variable alØatoire Φ(x) est
FT mesurable, pour tout (x, y, z). De plus
E
[∫ T
0
|f(s, 0, 0, 0)|2ds+ |g(s, 0, 0, 0)|2 +
∫ T
0
‖σ(s, 0, 0, 0)‖2ds+ |Φ(0)|2
]
< +∞.
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On cherche alors à rØsoudre le systŁme d’Øquations diffØrentielles stochastiques progressives rØ-
trogrades (3.7) partant de l’instant 0 :

Xs = x+
∫ s
0
f(r,Xr, Yr, Zr)dr +
∫ s
0
σ(r,Xr, Yr, Zr)dBr
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr, Zr)dr −
∫ T
s
ZrdBr, 0 ≤ s ≤ T.
(3.13)
Théorème 3.8 Supposons que les hypothèses (A1) jusqu’à (A5) sont vérifiées.
Alors il existe ε0 > 0 dépendant de k3, k4, k5, k8, λ1, λ2, T tel que si k1, k2, k6, k7 ∈ [0, ε0[, alors il
existe une unique solution adaptée (X, Y, Z) du système d’équations différentielles stochastiques
progressives rétrogrades (3.13).
De plus, si λ1 + λ2 < −(k25 + k24)/2, il existe ε1 > 0 dépendant de k3, k4, k5, k8, λ1, λ2 mais
plus de T tel que pour k1, k2, k6, k7 ∈ [0, ε1[, il existe une unique solution adaptée (X, Y, Z) du
système d’équations différentielles stochastiques progressives rétrogrades (3.13).
Pour Œtre complet, il est nØcessaire d’examiner le contrôle que l’on obtient alors sur la solution
et les hypothŁses nØcessaires à son obtention :
Théorème 3.9 Supposons que les hypothèses (A1) jusqu’à (A5) sont vérifiées.
Si de plus, k7 = 0 (ce qui nous limite à σ ne dépendant pas de Z) et si pour i = 1, 3, 4, il existe
Ci > 0 avec C4 < k
−1
4 , θ > 0 et α > 0 tels que
λ1 + λ2 < −1
2
{
(1 + α)
[
k1C1 + k
2
6 +
k22
α(1− k4C4)
]
(k28 +
k3C3
θ
)
+ k1C
−1
1 + k3C
−1
3 + k4C
−1
4 + k
2
5 + θ
}
alors il existe une constante K dépendant des ki pour i = 1, . . . , 8 et de λ1, λ2, T telle que
E
[
sup
0≤t≤T
|X(t)|2 + sup
0≤t≤T
|Y (t)|2 +
∫ T
0
|Zs|2ds
]
≤ K
(
|x|2 + E
[
|Φ(0)|2 +
∫ T
0
(|f(t, 0, 0, 0)|2 + |g(t, 0, 0, 0)|2 + ‖σ(t, 0, 0, 0)‖2) dt])
Comme on le voit, ces rØsultats en privilØgiant des hypothŁses minimales sur les coefcients
(la monotonie des coefcients f et g par exemple dans (A1)) offrent au nal des conclusions
nalement peu aisØes à interprØter. Il peut Œtre plus avantageux d’avoir un rØsultat moins exhaustif
mais plus comprØhensible. Dans ce but et car il a plus de points communs avec les rØsultats que
nous emploierons, nous donnons le thØorŁme d’existence et d’unicitØ de Ma et Yong [27].
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Théorème 3.10 Supposons que les coefficients f, g,Φ et σ sont globalement lipschitziens en es-
pace et de carré intégrable. Considérons L0 et L1 les réels positifs tels que

|σ(t, x, y, z)− σ(t, x, y, z′)| ≤ L0‖z − z′‖,
∀(x, y) ∈ Rp × Rm, ∀z, z′ ∈ Rm×d, ∀t ≥ 0, ps
|Φ(x)− Φ(x′)| ≤ L1|x− x′|, ∀(x, x′) ∈ Rp, ps
et L0L1 < 1.
Alors il existe T0 > 0 tel que pour tout T ∈]0, T0] et tout x ∈ Rp, le système d’équations
différentielles stochastiques progressives rétrogrades (3.13) possède une unique solution adaptée
sur [0, T ].
B] Résultats utilisés ici
Maintenant, nous allons prØsenter les rØsultats d’existence et d’unicitØ sur lesquels va s’ap-
puyer le reste de la thŁse. En comparaison des rØsultats prØcØdents, ils ne sont pas meilleurs au
sens oø les hypothŁses que nous ferons sont plus fortes, par contre ils sont numØriquement mieux
contrôlables et nous permettent en outre une estimation de la solution d’un systŁme d’Øquations
diffØrentielles stochastiques progressives rØtrogrades lorsque, dans celui-ci, σ dØpend de z, esti-
mation que les rØsultats existants n’obtenaient pas.
Comparativement aux thØorŁmes du paragraphe prØcØdent, on va supposer que les coefcients
f, g, σ,Φ sont globalement lipschitziens en lieu et place des hypothŁses (A1),(A2) et (A3). De
maniŁre à ce que la signication des constantes soit plus explicite, on va rØecrire toutes les hypo-
thŁses admises.
(H1) Pour φ = f, g, σ, ∃kφ,x, kφ,y, kφ,z ≥ 0 tels que, p.s., ∀r, x, y, z ∈ [0, T ] × Rp × Rm ×
Rm×d,
|φ(r, x, y, z)− φ(r, x′, y′, z′)| ≤ kφ,x|x− x′|+ kφ,y|y − y′|+ kφ,z‖z − z′‖.
(H2) ∃kΦ ≥ 0 tel que, p.s., ∀x, y ∈ Rm, |Φ(x)− Φ(y)| ≤ kΦ|x− y|.
(H3) Pour φ = f, g, σ, on a ∀r ∈ [0, T ], ∀x, y, z ∈ Rp × Rm × Rm×d, φ(r, x, y, z) est Fr-
mesurable.
∀x ∈ Rp, Φ(x) est FT mesurable. De plus
E
[∫ T
0
(|f(r, 0, 0, 0)|2 + |g(r, 0, 0, 0)|2 + ‖σ(r, 0, 0, 0)‖2) dr + ‖Φ(0)‖2] < +∞.
On voit en particulier que sous les hypothŁses (H1),(H2) et (H3), on peut dØnir
Ψt,x :
{ Mct,T (Rp)×Mct,T (Rm)×Mt,T (Rm×d) →Mct,T (Rp)×Mct,T (Rm)×Mt,T (Rm×d)
(U, V,W ) 7→ (X, Y, Z)
oø 

dXs = f(s, Us, Vs,Ws)ds+ σ(s, Us, Vs,Ws)dBs
dYs = −g(s, Us, Vs,Ws)ds+ ZsdBs
Xt = x
YT = Φ(XT ).
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et
Mt,T (Rm×d) =


X : Ω× [t, T ] → Rm×d progressivement mesurable
et tel que E
[∫ T
t
‖X(s)‖2ds
]
< +∞

 ,
Mct,T (Rm) =


X : Ω× [t, T ] → Rm continu progressivement mesurable
et tel que E
[
sup
t≤s≤T
|X(s)|2
]
< +∞

 .
Notons pour θ ∈ Mct,T (Rm),
‖θ‖1 =
√
E
[
sup
t≤s≤T
|θs|2
]
et pour θ ∈ Mt,T (Rm×d),
‖θ‖2 =
√∫ T
t
E(‖θs‖2)ds.
Les espaces (Mct,T (Rm), ‖.‖1) et (Mt,T (Rm×d), ‖.‖2) sont alors complets.
Comme le laisse prØvoir la terminologie utilisØe, notre thØorŁme d’existence et d’unicitØ s’ap-
puie sur le thØorŁme du point xe de Picard. A la diffØrence de F. Antonelli qui fut le premier à
l’appliquer aux Øquations diffØrentielles stochastiques progressives rØtrogrades, nous allons jouer
sur la dØcomposition canonique en produit de l’espace
M = Mct,T (Rp)×Mct,T (Rm)×Mt,T (Rm×d)
et en tirer prot au travers des rØsultats du chapitre 2.
Pour Œtre plus prØcis, sous une condition simple à vØrier nous allons construire une norme
sur M pour laquelle l’application Ψt,x sera contractante. L’avantage de cette mØthode n’est pas
dans le rØsultat brut d’existence et d’unicitØ auquelle elle conduit, mais plutôt la majoration que
l’on obtient sur la constante de contraction. En effet, celle-ci se trouve Øtroitement liØe au rayon
spectral d’une matrice de taille 3 et la dØpendance en les coefcients du systŁme d’Øquations dif-
fØrentielles progressives rØtrogrades y est explicite. Signalons pour nir, que le choix des normes
n’est pas anodin, elles permettent non seulement d’avoir des espaces complets mais participeront
grandement à la possibilitØ d’Øvaluer efcacement la solution dans le cas qui nous intØresse, c’est
à dire σ dØpendant de z.
Les rØsultats du chapitre prØcØdent nous donnent donc,
Proposition 3.11 En utilisant les notations de la définition 2.7, considérons la matrice
A(t) =

 C1 C2 C3


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où
C1 =


√
6
√
T − t
√
(T − t)k2f,x + 4k2σ,x√
6
√
T − t
√
(T − t)k2f,y + 4k2σ,y√
6
√
(T − t)k2f,z + 4k2σ,z


C2 =


2
√
6
√
T − t
√
2k2Φ((T − t)k2f,x + 4k2σ,x) + (T − t)k2g,x
2
√
6
√
T − t
√
2k2Φ((T − t)k2f,y + 4k2σ,y) + (T − t)k2g,y
2
√
6
√
2k2Φ((T − t)k2f,z + 4k2σ,z) + (T − t)k2g,z


C3 =


√
6(T − t)
√
(T − t)(k2g,x + 2k2Φk2f,x) + 8k2Φk2σ,x√
6(T − t)
√
(T − t)(k2g,y + 2k2Φk2f,y) + 8k2Φk2σ,y√
6
√
(T − t)(k2g,z + 2k2Φk2f,z) + 8k2Φk2σ,z

 .
On a alors A(t) ∈ MLΨt,x
Démonstration.
Tout comme dans la dØmonstration du thØorŁme 3.4, la preuve qui suit n’est parfaitement valable
que pour p,m et d Øgaux à 1. Les inØgalitØs nales sont par contre tout à fait exactes dans le cas
gØnØral. Rappelons juste que pour Øtendre la dØmonstration au cas p,m et d ≥ 1, on utilise le bon
choix des normes euclidiennes au travers des propriØtØs :


∀x ∈ Rk, |x|2 =
k∑
i=0
|xi|2
E
[∣∣∣∣
∫ T
0
ZrdBr
∣∣∣∣
2
]
= E
[∫ T
0
‖Zr‖2dr
]
.
Pour (U, V,W ), (U ′, V ′,W ′) ∈ Mct,T (Rp)×Mct,T (Rm)×Mt,T (Rm×d), on notera


(X, Y, Z) = Ψt,x(U, V,W )
(X ′, Y ′, Z ′) = Ψt,x(U ′, V ′,W ′)
∆X = X −X ′
∆Y = Y − Y ′
∆Z = Z − Z ′
∆U = U − U ′
∆V = V − V ′
∆W = W −W ′.
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• Tout d’abord, on vØrie que pour t ≤ s ≤ T ,
(Xs −X ′s) =
∫ s
t
[
f(u, Uu, Vu,Wu)− f(u, U ′u, V ′u,W ′u)
]
du
+
∫ s
t
[
σ(u, Uu, Vu,Wu)− σ(u, U ′u, V ′u,W ′u)
]
dBu
=
∫ s
t
∆fudu+
∫ s
t
∆σudBu.
Donc, en utilisant l’inØgalitØ |a+ b|2 ≤ 2(|a|2 + |b|2), nous obtenons
sup
t≤s≤T
|Xs −X ′s|2 ≤ 2
[
sup
t≤s≤T
∣∣∣∣
∫ s
t
∆fudu
∣∣∣∣
2
+ sup
t≤s≤T
∣∣∣∣
∫ s
t
∆σudBu
∣∣∣∣
2
]
.
En prenant l’espØrance dans l’inØgalitØ prØcØdente, nous avons
E
[
sup
t≤s≤T
|Xs −X ′s|2
]
≤ 2E
[
sup
t≤s≤T
∣∣∣∣
∫ s
t
∆fudu
∣∣∣∣
2
]
+ 2E
[
sup
t≤s≤T
∣∣∣∣
∫ s
t
∆σudBu
∣∣∣∣
2
]
puis, par l’inØgalitØ de Cauchy-Schwarz et l’inØgalitØ de Doob, nous obtenons
E
[
sup
t≤s≤T
|Xs −X ′s|2
]
≤ 2(T − t)E
[∫ T
t
|∆fu|2du
]
+ 8E
[∣∣∣∣
∫ T
t
∆σudBu
∣∣∣∣
2
]
.
En utilisant l’expression de la variance d’une intØgrale stochastique pour le second terme,
nous avons l’estimation suivante :
E
[
sup
t≤s≤T
|Xs −X ′s|2
]
≤ 2(T − t)E
[∫ T
t
|∆fu|2du
]
+ 8E
[∫ T
t
‖∆σu‖2du
]
.
Rappelons les hypothŁses de Lipschitz pour f et σ :
|∆fu| ≤ kf,x|∆Uu|+ kf,y|∆Vu|+ kf,z‖∆Wu‖,
|∆σu| ≤ kσ,x|∆Uu|+ kσ,y|∆Vu|+ kσ,z‖∆Wu‖,
ce qui conduit aux majorations suivantes :
|∆fu|2 ≤ 3k2f,x|∆Uu|2 + 3k2f,y|∆Vu|2 + 3k2f,z‖∆Wu‖2,
|∆σu|2 ≤ 3k2σ,x|∆Uu|2 + 3k2σ,y|∆Vu|2 + 3k2σ,z‖∆Wu‖2.
En reportant ces majorations dans (1) nous obtenons
E
[
sup
t≤s≤T
|Xs −X ′s|2
]
≤ (6(T − t)k2f,x + 24k2σ,x)E
[∫ T
t
|∆Uu|2du
]
+
(
6(T − t)k2f,y + 24k2σ,y
)
E
[∫ T
t
|∆Vu|2du
]
+
(
6(T − t)k2f,z + 24k2σ,z
)
E
[∫ T
t
‖∆Wu‖2du
]
≤ 6(T − t)((T − t)k2f,x + 4k2σ,x)‖∆U‖21
+6(T − t)((T − t)k2f,y + 4k2σ,y)‖∆V ‖21
+6
(
(T − t)k2f,z + 4k2σ,z
)‖∆W‖22.
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On en dØduit donc que
‖∆X‖1 ≤
√
6(T − t)((T − t)k2f,x + 4k2σ,x) · ‖∆U‖1
+
√
6(T − t)((T − t)k2f,y + 4k2σ,y) · ‖∆V ‖1
+
√
6
(
(T − t)k2f,z + 4k2σ,z
) · ‖∆W‖2,
ce qui donne la premiŁre colonne C1 de la matrice A.
• Ensuite, en remarquant que pour t ≤ s ≤ T ,
Ys−Y ′s = Φ(XT )−Φ(X ′T )+
∫ T
s
[
g(u, Uu, Vu,Wu)−g(u, U ′u, V ′u,W ′u)
]
du−
∫ T
s
(Zu−Z ′u)dBu
mais aussi par Fs-mesurabilitØ de Ys − Y ′s , nous avons
Ys − Y ′s = E
[
Φ(XT )− Φ(X ′T )
∣∣Fs]
+E
[∫ T
s
[
g(u, Uu, Vu,Wu)− g(u, U ′u, V ′u,W ′u)
]
du
∣∣∣Fs
]
= E
[
Φ(XT )− Φ(X ′T )
∣∣Fs]+ E
[∫ T
s
∆gudu
∣∣∣Fs
]
.
Donc, toujours à l’aide de l’inØgalitØ |a+ b|2 ≤ 2(|a|2 + |b|2),
|Ys − Y ′s |2 ≤ 2
(∣∣E [Φ(XT )− Φ(X ′T )∣∣Fs]∣∣2 +
∣∣∣∣E
[∫ T
s
∆gudu
∣∣∣Fs
]∣∣∣∣
2
)
.
On a donc
sup
t≤s≤T
|Ys−Y ′s |2 ≤ 2
(
sup
t≤s≤T
|E[Φ(XT )− Φ(X ′T )∣∣Fs]|2 + sup
t≤s≤T
∣∣∣∣E
[∫ T
s
∆gudu
∣∣∣Fs
]∣∣∣∣
2
)
.
Or, E[Φ(XT )− Φ(X ′T )|Fs] est une martingale donc, par l’inØgalitØ de Doob, on a
E
[
sup
t≤s≤T
|Ys − Y ′s |2
]
≤ 2
(
4E
[|Φ(XT )− Φ(X ′T )|2]+ E
[
sup
t≤s≤T
∣∣∣∣E
[∫ T
s
∆gudu
∣∣∣Fs
]∣∣∣∣
2
])
.
Puis, comme ∣∣∣∣E
[∫ T
s
∆gudu
∣∣∣Fs
]∣∣∣∣
2
≤ E
[∣∣∣∣
∫ T
s
∆gudu
∣∣∣∣ ∣∣∣Fs
]2
≤ E
[∫ T
t
|∆gu|du
∣∣∣Fs
]2
,
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en appliquant l’inØgalitØ de Doob à la martingale E
[∫ T
t
|∆gu|du
∣∣∣Fs
]
, on obtient que
E
[
sup
t≤s≤T
E
[∫ T
s
∆gudu
∣∣∣Fs
]2]
≤ 4E
[(∫ T
t
|∆gu|du
)2]
≤ 4(T − t)E
[∫ T
t
|∆gu|2du
]
.
On en dØduit donc que
E
[
sup
t≤s≤T
|Ys − Y ′s |2
]
≤ 8E
[∣∣Φ(XT )− Φ(X ′T )∣∣2]+ 8(T − t)E
[∫ T
t
|∆gu|2du
]
≤ 24(T − t)E
[∫ T
t
(
k2g,x|∆Uu|2 + k2g,y|∆Vu|2 + k2g,z‖∆Wu‖2
)
du
]
+ 8k2Φ‖∆X‖21
≤ 24(T − t)2
(
k2g,x‖∆U‖21 + k2g,y‖∆V ‖21
)
+ 24(T − t)k2g,z‖∆W‖22
+ 8k2Φ‖∆X‖21.
En utilisant la majoration prØcØdemment obtenue de ‖∆X‖1, on obtient
E
[
sup
t≤s≤T
|Ys − Y ′s |2
]
≤
(
24(T − t)[2k2Φ ((T − t)k2f,x + 4k2σ,x)+ (T − t)k2g,x]) · ‖∆U‖21
+
(
24(T − t) [2k2Φ ((T − t)k2f,y + 4k2σ,y)+ (T − t)k2g,y]) · ‖∆V ‖21
+
(
24
[
2k2Φ
(
(T − t)k2f,z + 4k2σ,z
)
+ (T − t)k2g,z
]) · ‖∆W‖22,
ce qui nous donne la deuxiŁme colonne C2 de A.
• Pour nir, on dØduit de l’ØgalitØ
(YT − Y ′T )− (Yt − Y ′t ) = −
∫ T
t
∆grdr +
∫ T
t
(Zr − Z ′r)dBr
que
∫ T
t
(Zr − Z ′r)dBr = (YT − Y ′T )− E
[
YT − Y ′T
∣∣∣Ft] + E
[∫ T
t
∆grdr
∣∣∣Ft
]
−
∫ T
t
∆grdr
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et donc
E
[∫ T
t
‖Zs − Z ′s‖2ds
]
≤ 2E
[∣∣∣(YT − Y ′T )− E[YT − Y ′T ∣∣∣Ft]∣∣∣2
]
+2E
[∣∣∣∣
∫ T
t
∆grdr − E
[∫ T
t
∆grdr
∣∣∣Ft
]∣∣∣∣
2
]
≤ 2E
[∣∣YT − Y ′T ∣∣2]+ 2E
[∣∣∣∣
∫ T
t
∆grdr
∣∣∣∣
2
]
≤ 2k2ΦE
[∣∣XT −X ′T ∣∣2] + 2E
[∣∣∣∣
∫ T
t
∆grdr
∣∣∣∣
2
]
≤ 2k2Φ‖∆X‖21 + 2(T − t)E
[∫ T
t
|∆gr|2dr
]
≤ 2k2Φ‖∆X‖21 + 6(T − t)2k2g,x‖∆U‖21
+6(T − t)2k2g,y‖∆V ‖21 + 6(T − t)k2g,z‖∆W‖22
≤ 6(T − t)
(
(T − t)(k2g,x + 2k2Φk2f,x) + 8k2Φk2σ,x
)
· ‖∆U‖21
+6(T − t)
(
(T − t)(k2g,y + 2k2Φk2f,y) + 8k2Φk2σ,y
)
· ‖∆V ‖21
+6
(
(T − t)(k2g,z + 2k2Φk2f,z) + 8k2Φk2σ,z
)
· ‖∆W‖22.
On obtient donc la derniŁre colonne C3 de A.

Remarquons que t 7→ A(t) est continue et que
A(T ) =

 0 0 00 0 0
2
√
6kσ,z 8
√
3kΦkσ,z 4
√
3kΦkσ,z


dont le rayon spectral est 4
√
3kΦkσ,z.
On dispose alors de 2 types de rØsultats d’existence et d’unicitØ.
Théorème 3.12 Sous les hypothèses (H1),(H2),(H3) et si ρ(A(t)) < 1 (par exemple, si “kf,•,
kg,•, kσ,• et kΦ sont petits”), le système EDSPR(t, T, f, g, σ,Φ) admet une unique solution sur
[t, T ] que l’on notera (X t,x, Y t,x, Zt,x).
Démonstration.
Comme on le verra dans la dØmonstration suivante, on peut se ramener au cas oø A est une
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matrice à coefcients strictement positifs. D’aprŁs le thØorŁme 2.9 du chapitre 2, l’application
Ψt,x est contractante pour une certaine norme. 
Théorème 3.13 Sous les hypothèses (H1),(H2),(H3) et la condition
(∗) 4
√
3kΦkσ,z < 1,
il existe µ > 0 (ne dépendant que de kΦ et kσ,z) tel que pour t ∈ [T − µ, T ], le système
EDSPR(t, T, f, g, σ,Φ) admet une unique solution que l’on notera (X t,x, Y t,x, Zt,x).
De plus, il existe C : [T − µ;T ] → R+∗ telle que pour t ∈ [T − µ, T ],
E
[
sup
t≤s≤T
|X t,xs |2
]
+ E
[
sup
t≤s≤T
|Y t,xs |2
]
+ E
[∫ T
t
‖Zt,xr ‖2dr
]
≤ C(t)
(
|x|2 + E
[∫ T
t
(|f(r, 0, 0, 0)|2 + |g(r, 0, 0, 0)|2 + ‖σ(r, 0, 0, 0)‖2) dr + |Φ(0)|2])
Démonstration.
On aimerait appliquer le thØorŁme 2.9 du chapitre prØcØdent à l’application Ψt,x et la matrice
A(t), mais cette derniŁre n’Øtant pas à coefcients strictement positifs, on la shifte de maniŁre
innitØsimale. Plus prØcisØment, considØrons
Aεt = A(t) + ε

 1 1 11 1 1
1 1 1

 .
On a
lim
ε→0
AεT = A(T ).
Sous les hypothŁses (H1), (H2), (H3) et la condition (∗), ρ(A(T )) < 1. Comme ρ est continue
dans M3(R), ∃ε0 > 0 tel que ρ(Aε0T ) < 1. On a de plus
lim
t→T
Aε0t = A
ε0
T
donc ∃µ > 0 tel que pour t ∈ [T − µ;T ], ρ(Aε0t ) < 1. On peut appliquer le thØorŁme 2.9
du chapitre prØcØdent à l’application Ψt,x et la matrice Aε0t . On en dØduit qu’il existe α, β, γ
applications à valeurs strictement positives telles que si
N(x, y, z) = α(t)‖x‖1 + β(t)‖y‖1 + γ(t)‖z‖2,
alors
N(X t,x, Y t,x, Zt,x) ≤ N(Ψ
t,x(0, 0, 0))
1− ρ(Aε0t )
.
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Notons (X0, Y 0, Z0) = Ψt,x(0, 0, 0), c’est à dire

X0s = x+
∫ s
t
f(r, 0, 0, 0)dr +
∫ s
t
σ(r, 0, 0, 0)dBr
Y 0s = Φ(X
0
T ) +
∫ T
s
g(r, 0, 0, 0)dr−
∫ T
s
Z0rdBr.
On a alors N(Ψt,x(0, 0, 0)) = α(t)‖X0‖1 + β(t)‖Y 0‖1 + γ(t)‖Z0‖2.
Or par des calculs analogues à ceux de la dØmonstration de la proposition 3.11, on montre qu’il
existe des constantes strictement positives C1, C2, C3 telles que

‖X0‖21 ≤ C1(T )M(t, x)
‖Y 0‖21 ≤ C2(T, kΦ)M(t, x)
‖Z0‖22 ≤ C3(T, kΦ)M(t, x)
oø
M(t, x) =
(
|x|2 + E
[∫ T
t
(|f(r, 0, 0, 0)|2 + ‖σ(r, 0, 0, 0)‖2 + |g(r, 0, 0, 0)|2) dr + |Φ(0)|2]) .
Il existe donc une constante strictement positive C ne dØpendant que de T et kΦ telle que
N(Ψt,x(0, 0, 0)) ≤ sup(α(t), β(t), γ(t))C
√
M(t, x)
On en dØduit facilement que
E
[
sup
t≤s≤T
|X t,xs |2
]
+ E
[
sup
t≤s≤T
|Y t,xs |2
]
+ E
[∫ T
t
‖Zt,xr ‖2dr
]
≤ C(t)M(t, x)
oø
C(t) =
C2 sup(α(t), β(t), γ(t))2
(1− ρ(Aε0t ))2 inf(α(t), β(t), γ(t))2
.

Remarque 3.14
a) L’inégalité obtenue dans ce théorème, est un résultat nouveau dans le cas où σ dépend
de z. Il permettra également d’établir un lien entre certaines équations différentielles sto-
chastiques progressives rétrogrades et les équations aux dérivées partielles, ce que nous
traiterons plus en détail au prochain chapitre. Si on y ajoute la visibilité sur la constante de
contraction obtenue et les applications que cela entraînera pour l’étude de la discrétisation,
nous pensons que la présentation de notre théorème d’existence et d’unicité est tout à fait
justifiée.
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b) Le choix de la norme ‖.‖1 et de l’espace Mct,T (Rm) était justifié par la nécessité d’avoir
un espace complet et d’obtenir une inégalité dans le théorème 3.13 suffisamment forte. En
utilisant les résultats de Pardoux et Tang ou Ma et Yong pour l’existence et l’unicité, on peut
obtenir la variante suivante :
Si
(∗∗) 2
√
3kΦkσ,z < 1,
il existe µ > 0 et C : [T − µ;T ] → R+∗ telle que pour t ∈ [T − µ, T ],
sup
t≤s≤T
E
[|X t,xs |2]+ sup
t≤s≤T
E
[|Y t,xs |2]+ E
[∫ T
t
‖Zt,xr ‖2dr
]
≤ C(t)
(
|x|2 + E
[∫ T
t
(|f(r, 0, 0, 0)|2dr + |g(r, 0, 0, 0)|2
+ ‖σ(r, 0, 0, 0)‖2)dr + |Φ(0)|2]).
Cette inégalité étant suffisante aux applications aux équations aux dérivées partielles, il
nous semble utile de le signaler.
Chapitre 4
Equations aux dérivées partielles
Notre but est d’exprimer la solution d’une Øquation aux dØrivØes partielles en termes proba-
bilistes, c’est à dire de dØcrire cette solution avec du vocabulaire probabiliste et en utilisant de
prØfØrence des techniques probabilistes.
An de prØsenter le lien entre les Øquations aux dØrivØes partielles et les Øquations diffØren-
tielles stochastiques rØtrogrades d’une part, les Øquations diffØrentielles stochastiques progres-
sives rØtrogrades d’autre part, nous allons Øtudier l’exemple plus simple des Øquations aux dØ-
rivØes partielles linØaires. Notre prØsentation les concernant Øtant loin d’Œtre exhaustive, nous
invitons le lecteur à se rØfØrer à [12] et [22] pour de plus amples dØtails.
On garde le cadre gØnØral du chapitre prØcØdent. On dispose donc d’un entier d ≥ 1 xØ, d’un
espace de probabilitØ (Ω,F , P ), d’un mouvement brownien dØnir sur Ω et à valeurs dans Rd et
de la ltration usuelle du brownien. Pour tous m, p entiers naturels strictement positifs, on notera
toujours |.| la norme euclidienne sur Rm et ‖.‖ la norme euclidienne sur Rm×p pouvant aussi Œtre
vue comme une norme matricielle.
4.1 Equations aux dérivées partielles linéaires,
formule de Feynman- Kac
IntØressons nous tout d’abord pour p ∈ N∗ xØ à l’Øquation de la chaleur dans Rp :
∂u
∂t
=
1
2
∆u dans R+ × Rp.
L’interprØtation probabiliste de la solution de cette Øquation peut se rØsumer à la proposition
suivante :
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Proposition 4.1 Soient Φ : Rp → R et u solution bornée et continue sur [0,+∞[×Rp de l’équa-
tion 

∂u
∂t
=
1
2
∆u sur ]0,+∞[×Rp
u(0, x) = Φ(x).
Alors pour tout (t, x) ∈ [0,+∞[×Rp,
u(t, x) = Ex[Φ(Bt)]
où Ex signifie qu’en prenant l’espérance, on suppose que le brownien part de x au temps t = 0.
Démonstration.
La formule d’Itô appliquØe à Ms = u(t− s, Bs) nous permet d’Øcrire que
Ms = M0 +
∫ s
0
[
(−∂u
∂t
+
1
2
∆u)(t− r, Br)
]
dr +
∫ s
0
∇u(t− r, Br)dBr
et donc Ms = u(t− s, Bs) est une martingale bornØe.
En particulier, u(t, x) = Ex[M0] = Ex[Mt] = Ex[Φ(Bt)]. 
De plus, rØciproquement, on a
Proposition 4.2 Si Φ est continue et vérifie la condition
lim
|x|→+∞
sup(0, ln |Φ(x)|)
|x|2 = 0,
alors v définie sur [0,+∞[×Rp par v(t, x) = Ex[Φ(Bt)] est solution de l’équation de la chaleur.
Démonstration.
Avec les hypothŁses prises, on peut appliquer les thØorŁmes de Lebesgue pour dØriver sous l’es-
pØrance. 
Les techniques de martingales, de martingales exponentielles et de changement de probabi-
litØ via le thØorŁme de Girsanov, conduisent à la gØnØralisation suivante, connue sous le nom
d’Øquations de Feynman-Kac.
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Proposition 4.3 Donnons nous des fonctions
f : [0, T ]× Rp → Rp
σ : [0, T ]× Rp → Rp×d
vérifiant
‖f(t, x)− f(t, y)‖+ ‖σ(t, x)− σ(t, y)‖ ≤ K‖x− y‖
‖f(t, x)‖2 + ‖σ(t, x)‖2 ≤ K2(1 + ‖x‖)
pour tous 0 ≤ t ≤ T, x ∈ Rp, y ∈ Rp et où K est une constante positive.
On peut alors considérer (X t,x) le processus stochastique solution de l’équation différentielle
stochastique suivante :
Xs = x+
∫ s
t
f(r,Xr)dr +
∫ s
t
σ(r,Xr)dBr.
On se donne 

Φ : Rp → R,
g : [0, T ]× Rp → R,
k : [0, T ]× Rp → [0,+∞[
continues et telles que pour tout x ∈ Rp,
|Φ(x)| ≤ L(1 + ‖x‖2)
|g(t, x)| ≤ L(1 + ‖x‖2)
où L est une constante strictement positive.
Alors si u ∈ C2([0, T ]× Rp), vérifiant
∀x ∈ Rp, max
0≤t≤T
|u(t, x)| ≤ M(1 + ‖x‖2)
où M est une constante strictement positive, est solution du problème de Cauchy

∂u
∂t
+
1
2
∑
ij
(σσ∗)ij
∂2u
∂xi∂xj
+
∑
i
fi
∂u
∂xi
− ku+ g = 0 sur [0, T [×Rp
u(T, x) = Φ(x),
alors on a pour tout (t, x) ∈ [0, T ]× Rp,
u(t, x) = E
[
Φ(X t,xT ) exp
(
−
∫ T
t
k(r,X t,xr )dr
)
+
∫ T
t
g(r,X t,xr ) exp
(
−
∫ r
t
k(u,X t,xu )du
)
dr
]
.
Sur cet exemple, les techniques probabilistes nous ont donnØ un rØsultat d’unicitØ. Comme pour
l’Øquation de la châleur, on emploie ici les outils de l’analyse pour prouver l’existence. Aussi
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ne chercherons nous pas à prØsenter d’ØnoncØ rØciproque à la proposition prØcØdente, nous ren-
voyons au travail effectuØ par Friedman [17] pour de plus amples approfondissements. Toute-
fois, il serait hâtif d’en conclure que les techniques probabilistes ne fournissent que des rØsultats
d’unicitØ. En effet, nous verrons dans la suite une approche probabiliste qui à la diffØrence des
mØthodes prØcØdentes permet d’obtenir des rØsultats d’existence.
Dans la suite, nous noterons L l’opØrateur qui à toute fonction u associe la fonction
1
2
∑
ij
(σσ∗)ij
∂2u
∂xi∂xj
+
∑
i
fi
∂u
∂xi
.
L est communØment dØsignØ comme Øtant le gØnØrateur innitØsimal du processus de diffusion{
dXs = f(s,Xs)ds+ σ(s,Xs)dBs,
Xt = x.
Les Øquations de Feynman-Kac s’Øcrivent alors plus simplement
∂u
∂t
+ Lu− ku+ g = 0.
Remarquons que dans les Øquations de Feynman-Kac, la dØpendance en la solution u est li-
nØaire. Malheureusement, de nombreux phØnomŁnes d’origine physique ou Øconomique sont rØ-
gis par des Øquations aux dØrivØes partielles non linØaires en u. Pour de telles Øquations, les
techniques ØvoquØes plus haut ne sont plus sufsantes. DiffØrentes stratØgies ont vu le jour pour
parvenir à les rØsoudre, cependant force est de constater qu’elles ne s’appliquent souvent qu’à
une classe restreinte d’Øquations aux dØrivØes partielles. Ainsi les superprocessus permettent de
reprØsenter les solutions d’une Øquation du type ∆u = u2, alors que les Øquations diffØrentielles
stochastiques rØtrogrades donnent la reprØsentation de solutions d’Øquations aux dØrivØes par-
tielles dont les coefcients sont lipschitziens en temps et en espace. NØanmoins, nous sommes
rarement capables de montrer que les reprØsentations probabilistes obtenues sont des solutions
fortes, c’est à dire des solutions au sens usuel du terme et en particulier de classe C 2. Aussi in-
troduisons nous dŁs maintenant, une notion de solution faible d’Øquations aux dØrivØes partielles,
plus adaptØe à nos moyens. Nous parlerons alors de solutions au sens de viscositØ.
4.2 Solutions de viscosité
Dans cette partie, nous ne donnons qu’un bref aperçu de la notion de solution de viscositØ et
de ses propriØtØs principales. Pour de plus amples dØtails sur le sujet, nous renvoyons le lecteur
à [8] et [33]. Les solutions de viscositØ ont ØtØ crØØes pour rØsoudre les Øquations aux dØrivØes
partielles dont on ne peut obtenir de solutions au sens des distributions. Les solutions de viscositØ
en gardent les principales caractØristiques. Tout d’abord une solution forte d’une Øquation aux
dØrivØes partielles en est aussi une solution de viscositØ. De plus sous des hypothŁses peu res-
trictives, il y a souvent existence et unicitØ des solutions de viscositØ d’une Øquation aux dØrivØes
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partielles. Le cadre gØnØral d’utilisation des solutions de viscositØ est une Øquation aux dØrivØes
partielles non linØaire dØnie dans U ouvert de Rp de la forme
F (x, u(x), Du(x), D2u(x)) = 0, x ∈ U, (4.1)
oø Du est la diffØrentielle de u, D2u sa diffØrentielle seconde, F : U × R × Rp × Sp → R et
Sp dØsigne les matrices p × p symØtriques positives. On pourrait en fait Øtendre la dØnition de
solution de viscositØ à des systŁmes de la forme
Fk(x, u(x), Duk(x), D
2uk(x)) = 0, k = 1, . . . , n
lorsque u = (u1, . . . , un). Nous nous limiterons dans cette thŁse à des fonctions à valeurs rØelles
et renvoyons à [21] pour le cas gØnØral.
On munit Sp de l’ordre partiel habituel ≤ sur Sp × Sp :
A ≤ B si et seulement si ∀x ∈ Rp, x∗Ax ≤ x∗Bx.
Donnons maintenant les hypothŁses usuelles faites sur F . On dira que F est propre si
F (x, r, q,X) ≤ F (x, s, q,X), ∀r ≤ s, (4.2)
F (x, r, q,X) ≤ F (x, r, q, Y ), ∀Y ≤ X. (4.3)
ConsidØrons maintenant u de classe C2 sur U (on notera u ∈ C2(U)) solution classique de
(4.1) et donnons nous φ ∈ C2(U) et x ∈ U maximum local de u − φ. On a par dØnition de x,
Du(x) = Dφ(x) et D2u(x) ≤ D2φ(x), puis grâce à la propriØtØ (4.3), on obtient que
F (x, u(x), Dφ(x), D2φ(x)) ≤ 0.
De mŒme, si ψ ∈ C2(U) et x ∈ U minimum local de u− ψ, alors on a
F (x, u(x), Dψ(x), D2ψ(x)) ≥ 0.
Ce rØsultat nous permet donc d’Øtendre la notion de solution classique de l’Øquation (4.1). Pour
U ouvert de Rd, on notera C(U) l’ensemble des fonctions à valeurs rØelles continues sur U . Le
raisonnement prØcØdent nous permet alors d’Øtendre la notion de solution classique de l’Øquation
(4.1) à des solutions faibles que l’on supposera continues ici (en toute gØnØralitØ, on peut Øtendre
à des fonctions semi-continues) : les solutions de viscositØ.
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Définition 4.4 Soit u ∈ C(U)
• u est une sous-solution de viscosité de (4.1) si pour tout φ ∈ C2(U), pour tout x ∈ U
maximum local de u− φ, on a F (x, u(x), Dφ(x), D2φ(x)) ≤ 0.
• u est une sur-solution de viscosité de (4.1) si pour tout φ ∈ C2(U), pour tout x ∈ U
minimum local de u− φ, on a F (x, u(x), Dφ(x), D2φ(x)) ≥ 0.
• u est une solution de viscosité de (4.1) si elle en est à la fois une sous-solution et une
sur-solution.
Les solutions de viscositØs prØsentent de nombreux intØrŒts. L’un des plus commodes est leur
stabilitØ par passage à la limite que le thØorŁme suivant illustre bien.
Théorème 4.5 Supposons que pour tout n ≥ 0, un ∈ C(U) est une sous-solution (resp sur-
solution) de l’équation Hn(x, un, Dun, D2un) = 0 sur U où Hn vérifie (4.3).
Si (Hn) converge uniformément dans U × R × Rp × Sp vers H (en particulier H est continue),
et (un) converge uniformément sur U vers u, alors u est une sous-solution (resp sur-solution) de
H(x, u,Du,D2u) = 0 sur U .
Démonstration.
Soit φ ∈ C2(U) et x0 ∈ U maximum local de u− φ. Nous devons Øtablir que
H(x0, u(x0), Dφ(x0), D
2φ(x0)) ≤ 0.
Quitte à changer φ par φ+θ oø θ(x) = |x−x0|4 et en remarquant queDθ(x0) = 0 etD2θ(x0) = 0,
on peut supposer que x0 est un maximum local strict de u− φ.
Il est commode alors d’appliquer le lemme suivant :
Lemme 4.6 Soit une suite de fonctions (un) convergeant uniformément sur U . Notons u sa limite.
Supposons de plus que u possède un maximum local strict dans U noté x0.
Alors il existe une suite (xn) dans U qui converge vers x0 et telle que pour n suffisamment grand,
xn est un maximum local de un.
Démonstration du lemme.
ConsidØrons r > 0 tel que B(x0, r) ⊂ U et ∀x ∈ B(x0, r), u(x) < u(x0). ConsidØ-
rons pour k ≥ 1, le compact
Ck = {x ∈ Rp | |x− x0| ≤ r/2k} ⊂ B(x0, r) ⊂ U.
L’idØe de la dØmonstration est d’utiliser le caractŁre strict du maximum local de u,
an de montrer que sur ce compact pour n assez grand le maximum de un n’est pas
atteint sur sa frontiŁre, ce sera donc un maximum local de un dans U . Plus prØcisØ-
ment, considØrons
µ = u(x0)− sup
x∈S(x0,r/2k)
u(x)
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oø S(x0, r/2k) = {x ∈ Rp | |x − x0| = r/2k} est la frontiŁre du compact Ck. x0
Øtant un maximum local strict, µ > 0 et
∀x ∈ S(x0, r/2k), u(x0)− u(x) ≥ µ.
Notons xkn le maximum de un sur Ck. De
u(x0)− u(xkn) = (u(x0)− un(x0)) + (un(x0)− un(xkn)) + (un(xkn)− u(xkn))
≤ (u(x0)− un(x0)) + (un(xkn)− u(xkn))
et de la convergence uniforme de (un) vers u, on dØduit qu’il existe Nk tel que ∀n ≥
Nk, x
k
n est un maximum local de un et xkn ∈ B(x0, r/2k). On peut de plus faire
en sorte que la suite d’entiers naturels (Nk)k soit strictement croissante. En posant
xn = x
k
n pour Nk ≤ n < Nk+1, on obtient la suite cherchØe.

ConsidØrons donc N tel que ∀n ≥ N , xn est un maximum local de un− φ avec lim
n→∞
xn = x0.
Par convergence uniforme, lim
n→∞
un(xn) = u(x0) et par dØnition de xn, Dun(xn) = Dφ(xn) et
D2un(xn) ≤ D2φ(xn). Ainsi
Hn(xn, un(xn), Dφ(xn), D
2φ(xn)) ≤ 0
et, en passant à la limite en n, par convergence uniforme de Hn vers H , on obtient
H(x0, u(x0), Dφ(x0), D
2φ(x0)) ≤ 0.
Le raisonnement pour les sur-solutions se fait de la mŒme façon en considØrant cette fois les
minima locaux. 
Nous allons motiver maintenant une des raisons majeures de l’utilisation de la notion de solu-
tion de viscositØ : leur unicitØ pour une large classe d’Øquations aux dØrivØes partielles, moyennant
des hypothŁses relatives à la continuitØ de H dans (4.1).
La technique gØnØralement employØe an d’obtenir l’unicitØ d’une solution de viscositØ consiste
à Øtablir le rØsultat suivant. On considŁre dans la suite G un ouvert bornØ et connexe de Rp.
Principe du maximum Soient u, v ∈ C(G¯) respectivement une sous-solution et une sur-
solution de viscositØ de l’Øquation (4.1) telles que u ≤ v sur ∂G. Alors u ≤ v sur G.
En effet, en particulier si u et v sont solutions de viscositØ d’une mŒme Øquation et vØrient
les mŒmes conditions limites (u = v sur ∂G), elles en sont des sous et sur-solutions, donc u = v
dans G. Il s’agit ensuite de trouver des conditions sur H (en gØnØral de continuitØ) sufsantes à
obtenir le principe du maximum.
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Nous n’Øtablirons rigoureusement un rØsultat d’unicitØ que dans le cas d’une Øquation du type
H(x, u,Du) = 0. Nous renvoyons à [8] et [33] pour des rØsultats plus gØnØraux et une Øtude plus
approfondie des solutions de viscositØ.
Théorème 4.7 Supposons que F vérifie les hypothèses suivantes :
pour tout R > 0, il existe λR > 0 telle que ,
pour tous x, r, s, q tels que |x| ≤ R, −R ≤ r ≤ s ≤ R, q ∈ Rp,
λR(s− r) ≤ F (x, s, q)− F (x, r, q) (4.4)
et pour tout R > 0, il existe ωR ∈ C(R+,R+) vérifiant ωR(0) = 0 et pour tous x, y, r tels que
|x| ≤ R, |y| ≤ R, |r| ≤ R, q ∈ Rp, on ait
|F (x, r, q)− F (y, r, q)| ≤ ωR
(|x− y|(1 + |q|)). (4.5)
Le principe du maximum est alors vérifié.
Démonstration.
ConsidØrons donc u, v ∈ C(G¯) respectivement une sous et sur-solution de (4.1) dans G et suppo-
sons par l’absurde que
M = sup
x∈G¯
(
u(x)− v(x)) > 0.
Les fonctions u et v n’Øtant pas forcØment de classe C2, de maniŁre à utiliser les propriØtØs des
solutions de viscositØ, on use d’un artice par l’intermØdiaire du lemme suivant :
Lemme 4.8 Soit pour α > 0, la fonction fα : G¯× G¯→ R définie par
fα(x, y) = u(x)− v(y)− α
2
|x− y|2.
Considérons
Mα = sup
(x,y)∈G¯×G¯
fα(x, y)
et désignons par xα, yα les éléments de G¯ qui vérifient fα(xα, yα) = Mα. On a alors
• lim
α→+∞
Mα = M
• lim
α→+∞
α|xα − yα|2 = 0 et lim
α→+∞
u(xα)− v(yα) = M
• xα, yα ∈ G dès que α suffisamment grand.
§ 4.2 Solutions de viscosité 71
Démonstration du lemme.
On constate pour commencer que
M = sup
x∈G¯
fα(x, x)
et que pour x, y ∈ G¯ xØs, la fonction α 7→ fα(x, y) est dØcroissante. On en dØduit
donc que α 7→Mα est dØcroissante et que ∀α > 0, Mα ≥M .
L’existence de xα et yα est une consØquence de la compacitØ de G¯.
Quitte à extraire une sous-suite, on peut supposer que xα et yα convergent lorsque α
tend vers +∞ dans G¯. Notons x∞ et y∞ leurs limites respectives.
De l’ØgalitØ
Mα = u(xα)− v(yα)− α
2
|xα − yα|2, (4.6)
on dØduit que ∀α > 0,
M ≤ u(xα)− v(yα)− α
2
|xα − yα|2. (4.7)
De plus par continuitØ de u et v,
lim
α→+∞
u(xα)− v(yα) = u(x∞)− v(y∞)
et
lim
α→+∞
|xα − yα|2 = |x∞ − y∞|2.
On en dØduit donc que x∞ = y∞.
Comme α 7→Mα possŁde une limite lorsque α tend vers +∞ et de l’ØgalitØ (4.6), on
dØduit que lim
α→+∞
α|xα − yα|2 existe.
Supposons maintenant par l’absurde que δ = lim
α→+∞
α|xα − yα|2 > 0. Alors à
la limite dans (4.7), on obtient u(x∞) − v(x∞) − δ ≥ M puis par dØnition de M
comme sup, on a M − δ ≥ u(x∞)− v(x∞)− δ ≥M : absurde. Donc
lim
α→+∞
α|xα − yα|2 = 0
et toujours par (4.7)
lim
α→+∞
Mα = M.
De plus, lim
α→+∞
u(xα) − v(xα) = M > 0. On en dØduit que pour α sufsamment
grand, u(xα)− v(xα) > 0 et donc que xα ∈ G.
On fait de mŒme pour yα ce qui achŁve la dØmonstration du lemme.

En considØrant pour α > 0 xØ, la fonction φ(x) = v(yα)− α2 |x− yα|2 qui est bien de classe
C2 en x, et le fait que xα est un maximum local de u− φ oø u est une sous-solution de (4.1), on
dØduit que
F (xα, u(xα), α(xα − yα)) ≤ 0.
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De mŒme v est sur-solution de (4.1) donc
F (yα, v(yα), α(xα − yα)) ≥ 0.
En particulier,
F (xα, u(xα), α(xα − yα)) ≤ F (yα, v(yα), α(xα − yα)). (4.8)
Puis en utilisant (4.4), (4.8) puis (4.5), on a
γR(u(xα)− v(yα)) ≤ F (xα, u(xα), α(xα − yα))− F (xα, v(yα), α(xα − yα))
≤ F (yα, v(yα), α(xα − yα))− F (xα, v(yα), α(xα − yα))
≤ ωR(|xα − yα|+ α|xα − yα|2).
D’aprŁs les rØsultats du lemme, le membre de droite de l’inØgalitØ tend vers 0 lorsque α tend
vers +∞, tandis que le membre de gauche tend vers γRM . Cela contredit l’hypothŁse M > 0 et
conclut la dØmonstration du thØorŁme. 
La notion de solution de viscositØ (et tous les rØsultats et propriØtØs qui en dØcoulent) nous
permet d’Øtudier les Øquations aux dØrivØes partielles à l’aide des solutions d’Øquations diffØren-
tielles stochastiques progressives rØtrogrades. En effet, si l’on considŁre une solution (X, Y, Z)
d’un systŁme d’Øquations diffØrentielles stochastiques progressives rØtrogrades, sous les hypo-
thŁses ØvoquØes au chapitre 3 qui en assurent au moins localement l’existence et l’unicitØ, garan-
tir la rØgularitØ de v : (t, x) 7→ Y t,xt est un problŁme difcile et donc la dØriver jusqu’à l’ordre
2 n’est pas envisageable. La notion de solution de viscositØ va nous permettre de rØduire nota-
blement cette difcultØ puisqu’on n’aura en gØnØral plus qu’à prouver la continuitØ de v. Nous
pouvons maintenant passer au thŁme central de ce chapitre, le lien entre les Øquations aux dØrivØes
partielles non linØaires et les Øquations diffØrentielles stochastiques progressives rØtrogrades.
4.3 Equations aux dérivées partielles non linéaires et équa-
tions différentielles stochastiques progressives rétrogrades
Les Øquations aux dØrivØes partielles de la proposition 4.3 ne faisaient pas explicitement inter-
venir de systŁmes d’Øquations diffØrentielles stochastiques progressives rØtrogrades. L’exemple
suivant parviendra je l’espŁre à justier naturellement l’intØrŒt qu’on leur porte dans le cadre de
la rØsolution probabiliste des Øquations aux dØrivØes partielles.
Supposons qu’il existe une solution u sufsamment rØguliŁre (C2 et bornØe par exemple) de
l’Øquation 

∂u
∂t
+ Lu+ g(u) = 0
u(T, x) = Φ(x)
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oø g est une fonction non linØaire et L est le gØnØrateur innitØsimal d’un processus de diffusion
X . Autrement dit, X et L sont liØs par :

dXs = f(s,Xs)ds+ σ(s,Xs)dBs,
L = 1
2
∑
i,j
(σσ∗)ij
∂2
∂xi∂xj
+
∑
i
fi
∂
∂xi
.
Alors par la formule d’Itô, on obtient
u(s,Xs) = u(T,XT )−
∫ T
s
(
∂u
∂t
+ Lu)(r,Xr)dr −
∫ T
s
(∇u.σ)(r,Xr)dBr.
ConsidØrons le processus Y dØni par
Ys = u(s,Xs)
et le processus Z dØni par
Zs = (∇u.σ)(s,Xs).
On voit alors que le couple (Y, Z) est solution de l’Øquation diffØrentielle stochastique rØtro-
grade
Ys = Φ(XT ) +
∫ T
s
g(Yr)dr −
∫ T
s
ZrdBr.
On remarque que si le processus de diffusion X part de x à l’instant t (i.e. Xt = x), (X, Y, Z) est
alors solution du systŁme d’Øquations diffØrentielles stochastiques progressives rØtrogrades

Xs = x+
∫ s
t
f(r,Xr)dr +
∫ s
t
σ(r,Xr)dBr,
Ys = Φ(XT ) +
∫ T
s
g(Yr)dr −
∫ T
s
ZrdBr.
(4.9)
De plus, Yt = u(t, Xt) = u(t, x). En particulier Yt est dØterministe.
Plus gØnØralement lorsque les coefcients d’un systŁme d’Øquations diffØrentielles stochas-
tiques progressives rØtrogrades sont dØterministes, les thØorŁmes d’existence et d’unicitØ du cha-
pitre 3 peuvent Œtre appliquØs sans problŁmes de mesurabilitØ avec la ltration (F ts)s≥t oø F ts
est la complØtion usuelle de σ(Bu − Bt, t ≤ u ≤ s). On en dØduit donc que lorsque la solution
(X t,x, Y t,x, Zt,x) du systŁme d’Øquations diffØrentielles stochastiques progressives rØtrogrades
concernØ existe, elle est adaptØe à la ltration (F ts)s≥t. En particulier Y t,xt est dØterministe.
Partant de l’Øquation au dØrivØes partielles, on a naturellement pu introduire un systŁme d’Øqua-
tions diffØrentielles stochastiques progressives rØtrogrades associØ. RØciproquement, la remarque
prØcØdente nous montre que partant de ce systŁme d’Øquations diffØrentielles stochastiques pro-
gressives rØtrogrades, on peut retrouver la solution de l’Øquation aux dØrivØes partielles associØe.
En rØsumØ, u(t, x) = Y t,xt oø (X t,x, Y t,x, Zt,x) est solution du systŁme d’Øquations diffØren-
tielles stochastiques progressives rØtrogrades (4.9).
74 Chapitre 4 - Equations aux dérivées partielles
Notons toutefois que dØnir la solution de l’Øquation aux dØrivØes partielles à partir de la solu-
tion du systŁme d’Øquations diffØrentielles stochastiques progressives rØtrogrades est en gØnØral
plus dØlicat. En effet, il faut tout d’abord prouver l’existence et l’unicitØ d’un triplet (X, Y, Z)
solution du systŁme prØcØdent à l’aide par exemple des rØsultats du chapitre prØcØdent. Ensuite,
si l’on veut appliquer la formule d’Itô comme prØcØdemment, il est nØcessaire d’avoir sufsam-
ment de rØgularitØ sur l’application v : (t, x) 7→ Y t,xt . Cela peut nØcessiter de fortes hypothŁses
de rØgularitØ sur les coefcients f, g, σ et Φ.
Eclairons ce dernier point sur l’exemple des systŁmes d’Øquations diffØrentielles stochastiques
progressives rØtrogrades de la forme


Xs = x+
∫ s
t
f(r,Xr, Yr, Zr)dr +
∫ s
t
σ(r,Xr, Yr)dBr,
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr, Zr)dr −
∫ T
s
ZrdBr, t ≤ s ≤ T.
(4.10)
Remarquons qu’ici σ ne dØpend pas de Z. Deux approches diffØrentes rØpondent au problŁme
citØ plus haut :
• La premiŁre, due à Ma, Protter et Yong, part de l’hypothŁse que les coefcients f, g, σ
sont de classe C1,2, Φ de classe C1,2, leurs dØrivØes partielles Øtant bornØes, σ suit une
hypothŁse de non dØgØnØrescence et que la solution du systŁme d’Øquations diffØrentielles
stochastiques progressives rØtrogrades (4.10) se prØsente sous la forme Ys = u(s,Xs) avec
u dØterministe. En utilisant les thØorŁmes d’existence et d’unicitØ de solution d’Øquation
aux dØrivØes partielles donnØs par des techniques analytiques dans [24] à l’Øquation aux
dØrivØes partielles vØriØe par u, ils montrent que u est de classe C1,2 puis, à l’aide du
calcul d’Itô, ils obtiennent l’expression explicite en fonction de u de la solution du systŁme
d’Øquations diffØrentielles progressives rØtrogrades (4.10). On obtient donc par cette mØ-
thode une reprØsentation probabiliste qui est solution classique de l’Øquation aux dØrivØes
partielles vØriØe par u. Cette approche est souvent dØsignØe par le nom de schØma en 4
Øtapes.
• La seconde approche a l’avantage de ne pas demander d’hypothŁses de rØgularitØ aussi
fortes sur les coefcients et ne necessite pas d’hypothŁse de non dØgØnØrescence sur σ.
Elle prØsuppose juste deux conditions. PremiŁrement on doit pouvoir dØnir le systŁme
d’Øquations diffØrentielles stochastiques progressives rØtrogrades (4.10) et donc d’aprŁs
le chapitre 3 avoir des hypothŁses lipschitziennes sur les coefcients. DeuxiŁmement la
fonction v dØnie par v(t, x) = Y t,xt doit Œtre continue. En contrepartie, elle ne pourra
fournir des solutions au sens classique du terme, mais des solutions de viscositØ. De plus,
la notion de solution de viscositØ n’Øtant dØnie que pour des fonctions à valeurs rØelles,
cela en diminue quelque peu la portØe des rØsultats.
Etudions plus en dØtail ces deux approches.
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4.3.1 Approche par le schéma en 4 étapes
Nous allons d’abord expliquer l’approche donnØe par Ma, Protter et Yong en 1994 [28] sur
l’exemple des systŁmes d’Øquations diffØrentielles stochastiques progressives rØtrogrades (4.10),
c’est à dire oø σ ne dØpend pas de Z mais suit une hypothŁse de non dØgØnØrescence, puis sur
ceux qui nous intØressent en particulier, i.e. lorsque σ dØpend de Z. Le principe est analogue dans
les deux cas, mais la rØsolution est nettement plus compliquØe pour le second. On notera que cette
mØthode, contrairement à l’approche par les solutions de viscositØ peut s’appliquer à un systŁme
(4.10) oø Φ, Y et g sont à valeurs dans Rm avec m entier naturel non nul.
On a alors
X : Ω× [0, T ] → Rp,
Y : Ω× [0, T ] → Rm,
Z : Ω× [0, T ] → Rm×d,
f : [0, T ]× Rp × Rm × Rm×d → Rp,
g : [0, T ]× Rp × Rm × Rm×d → Rm,
σ : [0, T ]× Rp × Rm → Rp×d,
Φ : Rp → Rm
On part de l’hypothŁse que si (X, Y, Z) est solution de (4.10), Ys = u(s,Xs) oø u est une
fonction dØterministe. En supposant u sufsamment rØguliŁre, on peut appliquer la formule d’Itô
à u(s,Xs) et aprŁs identication obtenir

−g(t, Xt, u(t, Xt), Zt) = ukt + < ukx(t, Xt), f(t, Xt, u(t, Xt), Zt) >
+
1
2
tr[ukxx(t, Xt)σ(t, Xt, u(t, Xt))σ(t, Xt, u(t, Xt))
t] k = 1, . . . , m
ux(t, Xt)σ(t, Xt, u(t, Xt)) = Zt
u(T,XT ) = Φ(XT ).
(4.11)
En conclusion, si on considŁre pour f, g, σ de classe C1,2, Φ de classe C2, leurs dØrivØes partielles
Øtant bornØes et σ suivant une hypothŁse de non dØgØnØrescence et par le thØorŁme d’existence et
d’unicitØ des Øquations aux dØrivØes partielles de [24] la solution u de

ukt + < u
k
x(t, x), f(t, x, u(t, x), ux(t, x)σ(t, x, u(t, x)) >
+
1
2
tr[ukxx(t, x)σ(t, x, u(t, x))σ(t, x, u(t, x))
t] k = 1, . . . , m
+g(t, x, u(t, x), ux(t, x)σ(t, x, u(t, x))) = 0
u(T, x) = Φ(x),
(4.12)
u est de classe C1,2 et les calculs prØcØdents sont valides. En particulier, si X est solution de
l’Øquation diffØrentielle stochastique progressive
Xs = x+
∫ s
t
f(r,Xr, u(r,Xr), ux(r,Xr)σ(r,Xr, u(r,Xr)))dr +
∫ s
t
σ(r,Xr, u(r,Xr))dBr
alors (
(Xs, u(s,Xs), ux(s,Xs)σ(s,Xs, u(s,Xs))
)
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est solution de (4.10).
On peut reprocher à cette mØthode de ne pas Œtre entiŁrement probabiliste au sens oø elle fait
appel au thØorŁme d’existence et unicitØ de [24]. Par contre, elle prouve l’existence et l’unicitØ
globale des solutions de (4.10) comme prØcØdemment ØvoquØ pour des coefcients vØriant les
hypothŁses de rØgularitØ et sous une hypothŁse de non dØgØnØrescence sur σ. Notons que dans
ce cas oø σ ne dØpend pas de Z et sous cette mŒme hypothŁse de non dØgØnØrescence sur σ, par
rØgularisation et passage à la limite, Delarue a pu Øtendre l’existence et l’unicitØ globale au cas
oø les coefcients sont lipschitziens [10].
Examinons maintenant ce qu’il se passe si l’on considŁre des systŁmes d’Øquations diffØren-
tielles stochastiques progressives rØtrogrades oø le coefcient σ dØpend de Z, c’est à dire de la
forme 

Xs = x+
∫ s
t
f(r,Xr, Yr, Zr)dr +
∫ s
t
σ(r,Xr, Yr, Zr)dBr,
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr, Zr)dr −
∫ T
s
ZrdBr, t ≤ s ≤ T.
(4.13)
Dans ce contexte, cherchant toujours des solutions de la forme Ys = u(s,Xs), le systŁme
(4.11) devient


−g(t, Xt, u(t, Xt), Zt) = ukt + < ukx(t, Xt), f(t, Xt, u(t, Xt), Zt) >
+
1
2
tr[ukxx(t, Xt)σ(t, Xt, u(t, Xt), Zt)σ(t, Xt, u(t, Xt), Zt)
t] k = 1, . . . , m
ux(t, Xt)σ(t, Xt, u(t, Xt), Zt) = Zt
u(T,XT ) = Φ(XT ).
(4.14)
Pour pouvoir continuer la mØthode de Ma, Protter et Yong, il faut pouvoir Øcrire
Zt = z(t, Xt, u(t, Xt), ux(t, Xt)) (4.15)
et prouver l’existence d’une solution à l’Øquation aux dØrivØes partielles


ukt + < u
k
x(t, x), f(t, x, u, z(t, x, u,∇u)) >
+
1
2
tr[ukxx(t, x)σ(t, x, u, z(t, x, u,∇u))σ(t, x, u, z(t, x, u,∇u))t] k = 1, . . . , m
+g(t, x, u, z(t, x, u,∇u)) = 0
u(T, x) = Φ(x).
(4.16)
Non seulement rØsoudre (4.15) nØcessite de la rØgularitØ sur σ et sa non dØgØnØrescence en vue
d’appliquer le thØorŁme des fonctions implicites, mais, au nal, l’expression deZt et de l’Øquation
aux dØrivØe partielles (4.16) est totalement implicite. Pour ces raisons, nous avons prØfØrØ aborder
le problŁme par une autre approche utilisant les solutions de viscositØ, initiØe par Pardoux et Tang.
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4.3.2 Approche par les solutions de viscosité
De maniŁre à Øviter tous les dØsagrØments de rØgularitØ intervenant dans l’approche prØcØ-
dente, on procŁde autrement et on se restreint en quelque sorte en ne cherchant que des solutions
de viscositØ. C’est pourquoi les notions introduites au paragraphe 4.2 nous seront bien utiles.
Ainsi plutôt que de s’escrimer à prouver que v est solution de l’EDP, va t’on chercher à dØmon-
trer qu’elle en est une solution de viscositØ.
ConsidØrons l’Øquation aux dØrivØes partielles sous-jacente au problŁme traitØ. De maniŁre gØ-
nØrale, nous disposons d’un bon candidat au titre de solution et dans cette thŁse ce sera toujours
une fonction u(t, x) = Y t,xt oø Y est solution d’un systŁme d’Øquations diffØrentielles stochas-
tiques progressives rØtrogrades. Pour dØmontrer que notre candidat u est solution de viscositØ de
l’Øquation aux dØrivØes partielles en jeu, il y a par dØnition 2 points importants à vØrier
-i- on montre que u est continue.
-ii- on montre que la propriØtØ sur les maxima et minima locaux est vØriØe.
Remarquons que souvent la continuitØ obtenue en -i- simplie grandement la preuve de -ii-.
Le rØsultat qui va suivre que l’on doit à Pardoux et Tang [35], illustre bien l’utilisation de la
notion de solution de viscositØ dans la rØsolution d’Øquations aux dØrivØes partielles. La dØmons-
tration est trŁs instructive, non seulement elle montre la complØmentaritØ de la notion de solution
de viscositØ avec la thØorie des Øquations diffØrentielles stochastiques progressives rØtrogrades,
mais elle nous servira de modŁle pour l’obtention du principal rØsultat de ce chapitre.
On s’intØresse donc toujours aux systŁmes d’Øquations diffØrentielles stochastiques progres-
sives rØtrogrades de la forme

Xs = x+
∫ s
t
f(r,Xr, Yr, Zr)dr +
∫ s
t
σ(r,Xr, Yr)dBr,
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr, Zr)dr −
∫ T
s
ZrdBr, t ≤ s ≤ T.
(4.17)
MŒme s’il est possible de se placer dans le cadre gØnØral des systŁmes ØtudiØs dans [21], on
supposera ici que m = 1. En se plaçant sous les hypothŁses ØvoquØes au chapitre prØcØdent, on
sait qu’il existe T > 0 tel que l’on ait existence et l’unicitØ de la solution (X t,x, Y t,x, Zt,x) de
(4.17) sur [0, T ]. Pardoux et Tang obtiennent le rØsultat suivant, clariant fortement le lien entre
le systŁme d’Øquations diffØrentielles stochastiques progressives rØtrogrades (4.17) et l’Øquation
aux dØrivØes partielles :

∂u
∂t
(t, x) + (Lu)(t, x, u(t, x),∇u(t, x)σ(t, x, u(t, x)))
+g(t, x, u(t, x), (∇u)(t, x)σ(t, x, u(t, x))) = 0, t ∈ [0, T [, x ∈ Rp
u(T, x) = Φ(x), x ∈ Rp
(4.18)
oø ici L est l’opØrateur qui à la fonction u associe la fonction
1
2
∑
i,j
(σσ∗)ij(t, x, u)
∂2u
∂xi∂xj
+
∑
i
fi(t, x, u,∇u.σ(t, x, u)) ∂u
∂xi
.
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Théorème 4.9 La fonction déterministe u(t, x) = Y t,xt est continue sur [0, T [×Rp.
De plus, u est solution de viscosité de l’équation aux dérivées partielles (4.18).
Démonstration.
La continuitØ de u s’obtient en utilisant des thØorŁmes de continuitØ en les paramŁtres concer-
nant des Øquations diffØrentielles stochastiques progressives rØtrogrades à paramŁtres. Nous ne
dØtaillons pas la preuve ici, car nous serons amenØs à le faire pour dØmontrer le principal rØsultat
de ce chapitre. Nous pouvons toutefois souligner que le principal ingrØdient de cette preuve est
un rØsultat similaire au thØorŁme 3.9.
Nous allons maintenant prouver que u est sous-solution de viscositØ de (4.18) en suivant la
preuve de Pardoux et Tang. Montrer qu’elle est sur-solution de viscositØ se traitant de la mŒme
maniŁre, cela sufra à prouver qu’on a une solution de viscositØ.
ConsidØrons donc φ de classe C2 et (t, x) ∈ [0, T [×Rp un minimum local de φ− u. Quitte à
translater φ par une constante, on peut supposer que φ(t, x) = u(t, x).
Supposons alors par l’absurde que
∂φ
∂t
(t, x) + (Lφ)(t, x, u(t, x), (∇φ)(t, x)σ(t, x, u(t, x)))
+ g(t, x, u(t, x), (∇φ)(t, x)σ(t, x, u(t, x))) < 0.
En utilisant la continuitØ de u, on peut alors considØrer 0 < α < T − t tel que, sur
{(s, y) ∈ [t, T ]× Rp, t ≤ s ≤ t + α, |x− y| ≤ α},
on ait 

u(s, y) ≤ φ(s, y)
∂φ
∂t
(s, y) + (Lφ)(s, y, u(s, y), (∇φ)(s, y)σ(s, y, u(s, y)))
+g(s, y, u(s, y), (∇φ)(s, y)σ(s, y, u(s, y)))< 0.
Nous allons Øtudier les processus (X t,x, Y t,x, Zt,x) durant la pØriode oø (s,X t,xs ) ne sort pas de
cet ensemble. A cette n, nous introduisons
τ = min
(
inf{s > t, |X t,xs − x| ≥ α}, t+ α
)
et les processus
(Y¯s, Z¯s) = (Y
t,x
s∧τ , 1[t,τ ](s)Z
t,x
s )
pour t ≤ s ≤ t + α. Les processus (Y¯ , Z¯) reprØsentent formellement les processus (Y, Z) entre
les instants t et τ .
ConsidØrons en outre les processus
(Yˆs, Zˆs) = (φ(s ∧ τ,X t,xs∧τ ), 1[t,τ ](s)∇φ(s,X t,xs )σ(s,X t,xs , u(s,X t,xs )))
pour t ≤ s ≤ t + α. On note que les processus (Yˆ , Zˆ) reprØsenteraient la solution de (4.17) si u
Øtait sufsamment rØguliŁre.
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Nous allons maintenant pouvoir comparer les processus (Y¯ , Z¯) avec les processus (Yˆ , Zˆ).
En effet, (Y¯ , Z¯) vØrient, pour t ≤ s ≤ t + α, l’Øquation diffØrentielle stochastique rØtrograde
Y¯s = u(τ,X
t,x
τ ) +
∫ τ
s∧τ
g(r,X t,xr , u(r,X
t,x
r ), Z¯r)dr −
∫ t+α
s
Z¯rdBr
alors que (Yˆ , Zˆ) vØrient, pour t ≤ s ≤ t + α, l’Øquation diffØrentielle stochastique rØtrograde
Yˆs = φ(τ,X
t,x
τ )−
∫ τ
s∧τ
[
∂φ
∂t
(r,X t,xr ) + (Lφ)(r,X t,xr , u(r,X t,xr ), Z¯r)
]
dr −
∫ t+α
s
ZˆrdBr.
On a donc
Yˆs − Y¯s = φ(τ,X t,xτ )− u(τ,X t,xτ ) +
∫ τ
s∧τ
β¯rdr −
∫ τ
s∧τ
(Zˆr − Z¯r)dBr
oø
β¯r = −
[
∂φ
∂t
(r,X t,xr ) + (Lφ)(r,X t,xr , u(r,X t,xr ), Z¯r) + g(r,X t,xr , u(r,X t,xr ), Z¯r)
]
.
En notant
βˆr = −
[
∂φ
∂t
(r,X t,xr ) + (Lφ)(r,X t,xr , u(r,X t,xr ), Zˆr) + g(r,X t,xr , u(r,X t,xr ), Zˆr)
]
,
et en remarquant qu’il existe c > 0 telle que |β¯r − βˆr| ≤ c‖Z¯r − Zˆr‖, on dØduit qu’il existe un
processus Ft-adaptØ (γr) tel que
β¯r − βˆr =< γr, Z¯r − Zˆr > .
Finalement,
Yˆs − Y¯s = φ(τ,X t,xτ )− u(τ,X t,xτ ) +
∫ τ
s∧τ
βˆrdr +
∫ τ
s∧τ
< γr, Zˆr − Z¯r > dr−
∫ τ
s∧τ
(Zˆr − Z¯r)dBr
et donc (Yˆ −Y¯ , Zˆ−Z¯) vØrie une Øquation diffØrentielle stochastique rØtrograde linØaire. D’aprØs
ce qui a ØtØ vu au chapitre prØcØdent au travers de la proposition 3.7 , on a alors l’ØgalitØ
Yˆt − Y¯t = E
[
Γt,τ (Yˆτ − Y¯τ ) +
∫ τ
t
Γt,sβˆsds
]
oø
Γt,s = exp
(∫ s
t
γrdBr − 1
2
∫ s
t
|γr|2dr
)
.
Nous avons par hypothŁse u(τ,X t,xτ ) ≤ φ(τ,X t,xτ ) et βˆr > 0 sur l’intervalle [t, τ ], on en dØduit
donc que Yˆt − Y¯t > 0, c’est à dire u(t, x) < φ(t, x). C’est contradictoire. 
80 Chapitre 4 - Equations aux dérivées partielles
4.4 Cas où le coefficient d’ordre 2 dépend du gradient
Deux problŁmes majeurs semblent gŒner l’extension du rØsultat prØcØdent à des systŁmes
d’Øquations diffØrentielles stochastiques progressives rØtrogrades oø le coefcient de diffusion
σ dØpend Øgalement de Z.
• Tout d’abord, quelles Øquations aux dØrivØes partielles sont associØes à de tels systŁmes
d’Øquations diffØrentielles stochastiques progressives rØtrogrades ?
• Si on suppose la premiŁre question rØsolue, on s’aperçoit que techniquement, dans le cas
oø σ dØpend de Z, on n’a pas immØdiatement la continuitØ de u : (t, x) 7→ Y t,xt . Or elle
semble trØs utile à la dØmonstration prØcØdente. Comment prouve t’on la continuitØ de u
dans ce cas ?
Le schØma en 4 Øtapes de Ma, Protter et Yong rØpond d’une certaine maniŁre à la premiŁre
question, mais dans l’optique que nous adoptons (c’est à dire rØsoudre les Øquations aux dØrivØes
partielles par les solutions de systŁmes d’Øquations diffØrentielles stochastiques rØtrogrades et
non l’inverse), la rØponse donnØe nous paraît trop implicite pour Œtre transposØe à cette approche,
ce qui nous entraînera à poser le problŁme sous une forme diffØrente. Nous allons tout d’abord
rØpondre à la seconde question, ce qui constituera un rØsultat nouveau à notre connaissance. Nous
verrons qu’en calquant la preuve de Pardoux et Tang, au cas oø σ dØpend deZ nous pourrons alors
rØpondre d’une autre maniŁre à la premiŁre question constituant ainsi là-aussi un rØsultat nouveau
et le principal rØsultat de ce chapitre.
Nous considØrons donc maintenant le systŁme d’Øquations diffØrentielles stochastiques pro-
gressives rØtrogrades

Xs = x+
∫ s
t
f(r,Xr, Yr, Zr)dr +
∫ s
t
σ(r,Xr, Yr, Zr)dBr
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr, Zr)dr −
∫ T
s
ZrdBr.
(4.19)
Pour simplier la prØsentation, on va supposer jusqu’à la n de cette partie que T est choisi tel
que ρ(A(0)) < 1, oø A est la matrice de la proposition 2.7. Par le thØorŁme 3.12, on sait alors
que pour t ∈ [0, T [, la solution (X t,x, Y t,x, Zt,x) de (4.19) est dØnie sur [t, T ]. Remarquons
que pour obtenir existence et unicitØ, comme mentionnØ au chapitre 3, on pourrait prendre des
conditions moins restrictives sur les coefcients de (4.19). Toutefois, on n’obtient la continuitØ
de u : (t, x) 7→ Y t,xt que sous les hypothŁses du thØorŁme 3.12. En effet, comme il en a ØtØ
fait allusion dans la preuve prØcØdente, le principal ingrØdient nØcessaire à la dØmonstration de
la continuitØ est une majoration au sens de normes adØquates des solutions du systŁme (4.19).
Dans le cas oø σ dØpend de Z, la seule alternative au thØorŁme 3.9 est notre thØorŁme 3.13. Sous
les hypothŁses prises (ρ(A(0)) < 1), nous donnons une version plus faible mais sufsante à nos
besoins.
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Théorème 4.10 Il existe une constante C > 0 (ne dépendant que de T et des constantes de
Lipschitz des fonctions f, g, σ et φ) telle que
sup
t≤s≤T
E
[|X t,xs |2]+ sup
t≤s≤T
E
[|Y t,xs |2]+ E
[∫ T
t
‖Zt,xs ‖2ds
]
≤ C
(
|x|2 + E[Φ(0)2] + E
[∫ T
t
(|f(r, 0, 0, 0)|2 + |g(r, 0, 0, 0)|2 + ‖σ(r, 0, 0, 0)‖2) dr])
Démonstration.
Tout d’abord, remarquons que les coefcients de la matrice A(t) dØcroissent avec t. En dØsignant
par N la norme sup ie ∀C ∈Md(R), N(C) = sup
1≤i,j≤d
|Cij|, par positivitØ des coefcients de la
matrice A(t) et par la proposition 2.2, on dØduit que t 7→ ρ(A(t)) est dØcroissante.
En utilisant les notations du chapitre 3, par dØcroissance de t 7→ ρ(A(t)), Ψt,x est ρ(A(0)) contrac-
tante. La dØmonstration de 3.13 donne alors une constante C qui ne dØpend que de T et des
constantes de Lipschitz des fonctions f, g, σ et φ. On en dØduit trivialement le rØsultat avec les
sup à l’extØrieur des espØrances. 
Munis de cette majoration, nous pouvons attaquer la rØsolution du second problŁme. Souli-
gnons de nouveau que ce rØsultat n’avait jamais ØtØ dØmontrØ dans le cas qui nous intØresse, c’est
à dire oø σ dØpend de Z. Par contre, dans le cas oø σ ne dØpend pas de Z, on peut trouver des
rØsultats de ce type dans de nombreuses rØfØrences ([35],[10] par exemple).
Théorème 4.11 La fonction u définie sur [0, T ]× Rp par u(t, x) = Y t,xt est continue.
Démonstration.
Soit (t0, x0) xØ. Notons X¯s = X t,xs − X t0,x0s , Y¯s = Y t,xs − Y t0,x0s , Z¯s = Zt,xs − Zt0,x0s . On voit
alors que (X¯, Y¯ , Z¯) est solution du systŁme suivant :


dXs = f¯(s,Xs, Ys, Zs)ds+ σ¯(s,Xs, Ys, Zs)dBs
dYs = g¯(s,Xs, Ys, Zs)ds− ZsdBs
Xt∧t0 = x− x0
YT = Φ¯(XT )
pour t ≤ s ≤ T oø


f¯(r, x, y, z) = 1r≥tf(r, x +X t0,x0r , y + Y
t0,x0
r , z + Z
t0,x0
r )− 1r≥t0f(r,X t0,x0r , Y t0 ,x0r , Zt0,x0r )
g¯(r, x, y, z) = 1r≥tg(r, x+X t0,x0r , y + Y
t0,x0
r , z + Z
t0,x0
r )− 1r≥t0g(r,X t0,x0r , Y t0,x0r , Zt0,x0r )
σ¯(r, x, y, z) = 1r≥tσ(r, x+X t0,x0r , y + Y
t0,x0
r , z + Z
t0,x0
r )− 1r≥t0σ(r,X t0,x0r , Y t0,x0r , Zt0,x0r )
Φ¯(x) = Φ(x +X t0,x0T )− Φ(X t0 ,x0T ).
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En appliquant le thØorŁme 4.10, on obtient donc que
sup
t∧t0≤s≤T
E
[|X t,xs −X t0,x0s |2]+ sup
t∧t0≤s≤T
E
[|Y t,xs − Y t0,x0s |2]+ E
[∫ T
t∧t0
‖Zt,xs − Zt0,x0s ‖2ds
]
≤ C
(
|x− x0|2 + E[|Φ¯(0)|2] + E
[∫ T
t∧t0
|f¯(r, 0, 0, 0)|2dr
]
+ E
[∫ T
t∧t0
|g¯(r, 0, 0, 0)|2dr
]
+ E
[∫ T
t∧t0
‖σ¯(r, 0, 0, 0)‖2dr
])
Remarque On a en fait prolongØ X t,x, Y t,x, Zt,x et X t0,x0, Y t0,x0, Zt0,x0 respectivement sur
[t ∧ t0, t] et [t ∧ t0, t0] alors qu’a priori, on ne pouvait les considØrer que sur [t ∨ t0,+∞[.
Il suft maintenant de noter que
E
[∫ T
t∧t0
|f¯(r, 0, 0, 0)|2dr
]
= E
[∫ t∨t0
t∧t0
|f(r,X t0,x0r , Y t0,x0r , Zt0,x0r )|2dr
]
≤ C
(
E
[∫ t∨t0
t∧t0
|f(r, 0, 0, 0)|2
]
+ E
[∫ t∨t0
t∧t0
|X t0,x0r |2dr
]
+ E
[∫ t∨t0
t∧t0
|Y t0 ,x0r |2dr
]
+ E
[∫ t∨t0
t∧t0
‖Zt0,x0r ‖2dr
])
≤ C(1 + |x0|2)|t− t0|+ E
[∫ t∨t0
t∧t0
(|f(r, 0, 0, 0)|2 + ‖Zt0,x0r ‖2) dr
]
.
Pour la derniere inØgalitØ, on a utilisØ de nouveau le thØorŁme prØcØdent. On obtient la mŒme
inØgalitØ si l’on remplace f¯ par σ¯ et comme g¯(r, 0, 0, 0) = 0 et Φ¯(0) = 0, on en dØduit que
sup
t∧t0≤s≤T
E
[|X t,xs −X t0,x0s |2]+ sup
t∧t0≤s≤T
E
[|Y t,xs − Y t0,x0s |2]+ E
[∫ T
t∧t0
‖Zt,xs − Zt0,x0s ‖2ds
]
≤ C
(
|x− x0|2 + (1 + |x0|2)|t− t0|
+ E
[∫ t∨t0
t∧t0
(|f(r, 0, 0, 0)|2 + ‖σ(r, 0, 0, 0)‖2 + ‖Zt0,x0r ‖2) dr
])
et donc que
lim
(t,x)→(t0 ,x0)
(X t,x −X t0,x0, Y t,x − Y t0,x0, Zt,x − Zt0,x0) = (0, 0, 0).
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Ensuite en Øcrivant que
|u(t, x)− u(t0, x0)|2 = E[Y t,xt − Y t0,x0t0 |2
≤ 2E[|Y t,xt − Y t0,x0t |2] + 2E[|Y t0,x0t − Y t0,x0t0 |2]
≤ 2E[|Y t,xt − Y t0,x0t |2] + 2E
[∫ t∨t0
t∧t0
|g(r,X t0,x0r , Y t0,x0r , Zt0,x0r )|2dr
]
+2E
[∫ t∨t0
t∧t0
‖Zt0,x0r )‖2dr
]
≤ C
(
|x− x0|2 + (1 + |x0|2)|t− t0|+ E
[∫ t∨t0
t∧t0
|f(r, 0, 0, 0)|2dr
]
+E
[∫ t∨t0
t∧t0
(|g(r, 0, 0, 0)|2 + ‖σ(r, 0, 0, 0)‖2 + ‖Zt0,x0r ‖2) dr
])
,
on vØrie que la fonction (t, x) 7→ u(t, x) est bien continue. 
Remarque 4.12 En reprenant la preuve précédente, on peut obtenir d’autres résultats de régu-
larité. Il est par exemple trivial (prendre t = t0 dans la preuve) de montrer que la fonction u est
lipschitzienne en x (i.e. ∀t, u(t, ·) : Rd → R est lipschitzienne). C’est une propriété trés impor-
tante si l’on souhaite prolonger le résultat d’existence et d’unicité locale à un résultat d’existence
et d’unicité global. Malheureusement, pour pouvoir effectivement obtenir une telle extension, il
faut être capable de contrôler la constante de Lipschitz, ce qui est bien difficile dans notre cas. On
notera également que la continuité à x fixé dépend, d’après la dernière inégalité de la preuve, du
comportement du processus Z. Comprendre celui-ci est certainement la question la plus délicate
de la théorie des systèmes d’équations différentielles stochastiques progressives rétrogrades.
Nous voudrions maintenant rØpondre au premier problŁme mentionnØ plus haut, c’est à dire
dØcrire les Øquations aux dØrivØes partielles que l’on peut reprØsenter au sens de viscositØ par
la solution d’un systŁme d’Øquations diffØrentielles stochastiques progressives rØtrogrades. Y rØ-
pondre de but en blanc n’est pas particuliŁrement Øvident. Plaçons nous plutôt dans le cadre dans
lequel la rØponse à cette question nous serait le plus pratique. Pour Œtre plus prØcis, nous aimerions
considØrer une Øquation aux dØrivØes partielles de la forme dØjà vue prØcØdemment, mais oø les
coefcients des dØrivØes secondes pourraient Øgalement dØpendre du gradient de la solution. Ce
type d’Øquations aux dØrivØes partielles trouvent des applications dans de nombreux domaines,
mŒme les plus inattendus comme le dØbruitage d’images. La question est : pour une telle Øquation
aux dØrivØes partielles, quelles sont les conditions nØcessaires et sufsantes me permettant d’en
reprØsenter la solution à l’aide de la solution d’une Øquation diffØrentielle stochastique progres-
sive rØtrograde. C’est sous cette optique que nous allons procØder.
ConsidØrons donc 

M : [0,+∞[×Rp × R× Rp 7−→ Rp×p,
f : [0,+∞[×Rp × R 7−→ Rp,
g : [0,+∞[×Rp × R 7−→ R,
Φ : Rp 7−→ R.
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On aimerait trouver une reprØsentation probabiliste des solutions d’Øquations aux dØrivØes
partielles du type

∂u
∂t
(t, x) +
∑
1≤i,j≤d
M
(
t, x, u(t, x),∇u(t, x))
ij
∂2u
∂xi∂xj
(t, x)
+
〈
f
(
t, x, u(t, x),∇u(t, x)),∇u(t, x)〉+ g(t, x, u(t, x),∇u(t, x)) = 0
pour t ∈ [0, T ], x ∈ Rp,
u(T, x) = Φ(x) pour x ∈ Rp.
Malheureusement, on s’apercevra que si l’on veut rØsoudre des Øquations aux dØrivØes partielles
oø M dØpend de ∇u par les solutions d’Øquations diffØrentielles stochastiques progressives rØ-
trogrades, cela imposera une condition sur le coefcient de diffusion σ de celles-ci. En fait, on
verra qu’imposer à un coefcient de l’Øquation aux dØrivØes partielles prØcØdente qu’il dØpende
de∇u, entraîne une contrainte supplØmentaire au coefcient σ et au coefcient concernØ. An de
ne pas avoir à gØrer des contraintes incompatibles et donc de ne pas travailler sur l’ensemble vide,
on va se restreindre à ne considØrer que des Øquations aux dØrivØes partielles oø la dØpendance
en le gradient de la solution n’apparaît que dans les coefcients des dØrivØes secondes. On ne
considØrera donc que des Øquations aux dØrivØes partielles du type
(S)


∂u
∂t
(t, x) +
∑
ij
M
(
t, x, u(t, x),∇u(t, x))
ij
∂2u
∂xi∂xj
(t, x)
+
〈
f(t, x, u(t, x)),∇u(t, x)
〉
+ g(t, x, u(t, x)) = 0
pour t ∈ [0, T ], x ∈ Rp,
u(T, x) = Φ(x) pour x ∈ Rp.
(4.20)
On cherche donc sous quelles conditions sur les coefcients f, g, σ et Φ de l’Øquation diffØren-
tielle progressive rØtrograde
(E)


Xs = x +
∫ s
t
f(r,Xr, Yr)dr +
∫ s
t
σ(r,Xr, Yr, Zr)dBr
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr)dr −
∫ T
s
ZrdBr, t ≤ s ≤ T
, (4.21)
la fonction u dØnie par u(t, x) = Y t,xt est solution de (S). Le thØorŁme suivant rØpond à cette
interrogation et constitue le principal rØsultat de ce chapitre.
Théorème 4.13 Sous les hypothèses du théorème (3.12), si f, g et Φ sont des fonctions globale-
ment continues,M une fonction globalement lipschitzienne et de plus σ est une matrice inversible
vérifiant les conditions
∀t, x, y, z, σσ∗(t, x, y, z) = 2M
(
t, x, y,
(
σ∗(t, x, y, z)
)−1
z
)
, (4.22)
∃λ > 0, ∀t, x, y, z, w, |σ(t, x, y, z)−1w| ≤ λ|w|, (4.23)
alors, Y t,x désignant l’unique solution sur [0, T ] de (E), la fonction u(t, x) = Y t,xt est continue
sur [0, T ]× Rd et est solution de viscosité de (S).
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Lemme 4.14 On a presque surement pour tout s ∈ [t, T ],
Y t,xs = Y
s,Xt,xs
s = u(s,X
t,x
s ).
Démonstration du lemme.
Nous adaptons la dØmonstration du cas σ non dØpendant de Z de Delarue [10] au cas
σ dØpendant de Z, en utilisant la technique de comparaison utilisØe prØcØdemment
dans le thØorŁme 4.11.
Nous xons s ∈ [t, T ] et U un variable Fs mesurable.
Nous considØrons alors le systŁme d’Øquations diffØrentielles stochastique progres-
sive retrograde suivant

Xu = U +
∫ u
s
f(r,Xr, Yr, Zr)dr +
∫ u
s
σ(r,Xr, Yr, Zr)dBr
Yu = Φ(XT ) +
∫ T
u
g(r,Xr, Yr)dr −
∫ T
u
ZrdBr, s ≤ u ≤ T
, (4.24)
Il n’est pas difcile d’Øtendre les thØorŁmes 3.12 et 3.13 à ce systŁme en remplaçant
|x|2 par E [|U |2]. Nous pouvons donc poser (Xs,U , Y s,U , Zs,U) l’unique solution du
systŁme (4.24). Nous montrons alors qu’il existe une constante strictement positive
C telle que pour tout x ∈ Rd et tout ε > 0,
E
[
1|U−x|<ε|Y s,Us − Y s,xs |2
] ≤ CE [1|U−x|<ε|U − x|2] . (4.25)
En effet, soient pour r ∈ [s, T ],
X¯r = X
s,U
r −Xs,xr , Y¯r = Y s,Ur − Y s,xr , Z¯r = Zs,Ur − Zs,xr .
Alors, (X¯, Y¯ , Z¯) est solution du systŁme d’Øquations diffØrentielles stochastique pro-
gressive rØtrograde

X¯u = U − x +
∫ u
s
f¯(r, X¯r, Y¯r, Z¯r)dr +
∫ u
s
σ¯(r, X¯r, Y¯r, Z¯r)dBr,
Y¯u = h¯(X¯T ) +
∫ T
u
g¯(r, X¯r, Y¯r, Z¯r)dr −
∫ T
u
Z¯rdBr, s ≤ u ≤ T
oø
f¯(r, u, v, w) = f(r, u+Xs,xr , v + Y
s,x
r , w + Z
s,x
r )− f(r, u, v, w)
g¯(r, u, v, w) = g(r, u+Xs,xr , v + Y
s,x
r , w + Z
s,x
r )− f(r, u, v, w)
σ¯(r, u, v, w) = σ(r, u+Xs,xr , v + Y
s,x
r , w + Z
s,x
r )− σ(r, u, v, w)
h¯(u) = h(u+Xs,xT )− h(Xs,xT ).
Les fonctions f¯ , g¯, σ¯ et h¯ vØrient les hypothŁses (H1), (H2) et (H3).
Si l’on considŁre dØsormais un ensemble A ∈ Fs et les processus dØnis pour r ∈
[s, T ] par
(XAr , Y
A
r , Z
A
r ) = (1AXr, 1AYr, 1AZr),
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on obtient encore des processus progressivement mesurables relativement à la ltra-
tion F et qui de plus sont solutions du systŁme d’Øquations diffØrentielles progres-
sives rØtrogrades

XAu = 1A(U − x) +
∫ u
s
1Af¯(r,X
A
r , Y
A
r , Z
A
r )dr +
∫ u
s
1Aσ¯(r,X
A
r , Y
A
r , Z
A
r )dBr,
Y Au = 1Ah¯(X
A
T ) +
∫ T
u
1Ag¯(r,X
A
r , Y
A
r , Z
A
r )dr −
∫ T
u
ZAr dBr, s ≤ u ≤ T
(4.26)
En appliquant le thØorŁme 3.13 à ce systŁme (aprŁs avoir remarquØ que f¯(r, 0, 0, 0) =
0 et idem pour g¯, σ¯ et h¯), on obtient l’existence d’une constante C indØpendante de
x telle que
E
[
sup
s≤r≤T
|1AX¯r|2
]
+ E
[
sup
s≤r≤T
|1AY¯r|2
]
+ E
[∫ T
s
|1AZ¯r|2dr
]
≤ C (1A|U − x|2) .
En particulier, nous en dØduisons
E
[
1A|Y s,xs − Y s,Us |2
] ≤ CE [1A|U − x|2]
et donc (4.25) pour A = {|U − x| < ε}.
Ensuite, comme
E
[
1{|U−x|<}|u(s, U)− Y s,Us |2
] ≤ E [1{|U−x|<}|u(s, U)− u(s, x)|2]
+E
[
1{|U−x|<}|Y s,xs − Y s,Us |2
]
≤ 2 (E [1{|U−x|<}|u(s, U)− u(s, x)|2]
+ CE
[
1{|U−x|<}|U − x|2
])
≤ C ′E [1{|U−x|<}|U − x|2]
La derniŁre inØgalitØ Øtant une consØquence du thØorŁme 3.13 et de (4.25).
On conclut la preuve en Øcrivant pour tout entier strictement positif N ,
E[|u(s, U)− Y s,Us |2] ≤
∑
k∈Zd
E
[
1{|U−k/N |<1/N}|u(s, U)− Y s,Us |2
]
≤ C
′
N2
∑
k∈Zd
E
[
1{|U−k/N |<1/N}
]
≤ C
′2d
N2
.
Cela Øtant vrai pour tout N ≥ 1, on obtient que Y s,Us = u(s, U) ps
La premiŁre ØgalitØ du rØsultat attendu s’obtient par unicitØ de la solution de la
FBSDE (4.24) et la seconde de l’ØgalitØ prØcØdente lorsque U = X t,xs .

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Démonstration.
Nous allons adapter la preuve de Pardoux et Tang [35] que nous avons vu prØcØdemment à l’Øqua-
tion (E).
La preuve de la continuitØ ayant dØjà ØtØ l’objet du thØorŁme 4.11, nous n’avons qu’à prouver
la propriØtØ sur les extrema locaux. Nous allons juste montrer que u est une sur-solution de (E),
la preuve qu’il s’agit Øgalement d’une sous-solution utilisant les mŒmes arguments.
Remarquons que, par l’hypothŁse d’inversibilitØ de σ, on a p = d. ConsidØrons donc une
fonction φ de classe C2 dØnie sur [0, T [×Rd et à valeurs rØelles. Soit (t0, x0) un maximum local
de u− φ. Quitte à modier φ, on peut de plus supposer que (u− φ)(t0, x0) = 0. Nous cherchons
à prouver que
∂φ
∂t
(t0, x0) +
∑
1≤i,j≤d
M
(
t0, x0, u(t0, x0),∇φ(t0, x0)
)
ij
∂2φ
∂xi∂xj
(t0, x0)
+
〈
f
(
t0, x0, u(t0, x0)
)
,∇φ(t0, x0)
〉
+ g
(
t0, x0, u(t0, x0)
) ≥ 0.
Supposons par l’absurde que ce soit faux. Par continuitØ de u, il existe une boite centrØe en (t0, x0)
dans laquelle on a l’inØgalitØ contraire. On peut donc considØrer un rØel µ vØriant
0 < µ < T − t0 et tel que, pour tout (t, x) ∈ [t0, t0 + µ]×B(x0, µ), nous ayons à la fois
u(t, x) ≤ φ(t, x)
et
∂φ
∂t
(t, x) +
∑
1≤i,j≤d
M
(
t, x, u(t, x),∇φ(t, x))
ij
∂2φ
∂xi∂xj
(t, x)
+
〈
f
(
t, x, u(t, x)
)
,∇φ(t, x)
〉
+ g
(
t, x, u(t, x)
)
< 0.
On va s’intØresser aux processus X t0,x0, Y t0,x0 et Zt0,x0 , lorsque X t0,x0 vit dans cette boite. On
introduit donc le temps d’arrŒt
τ = min
(
inf
{
s ≥ t0, X t0,x0s /∈ B(x0, µ)
}
, t0 + µ
)
et on considŁre, pour simplier les notations, les processus
(X¯s, Y¯s, Z¯s) = (X
t0,x0
s∧τ , Y
t0 ,x0
s∧τ , 1[t0,τ ](s)Z
t0,x0
s ).
Les processus X¯s, Y¯s et Z¯s reprØsentent donc les processus X t0,x0, Y t0,x0 et Zt0,x0 arrŒtØs lorsque
X t0,x0 sort de la boite. On va maintenant comparer (X¯s, Y¯s, Z¯s) au candidat naturel donnØ par la
formule d’Itô. En effet, si on applique la formule d’Itô au processus φ(s,X t0,x0s ), on obtient
φ(s∧τ,X t0,x0s∧τ ) = φ(τ,X t0,x0τ )−
∫ τ
s∧τ
(
∂φ
∂t
(v,X t0,x0v ) + Lσφ
(
v,X t0,x0v , u(v,X
t0,x0
v ), Z
t0,x0
v
))
dv
−
∫ τ
s∧τ
∇φ(v,X t0,x0v )σ(v,X t0,x0v , Y t0,x0v , Zt0,x0v )dBv
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oø Lσ dØsigne l’opØrateur diffØrentiel
Lσφ(s, x, y, z) =
1
2
∑
1≤i,j≤d
σσ∗(s, x, y, z)ij
∂2φ
∂xi∂xj
(s, x) +
〈
f(s, x, y),∇φ(s, x)〉.
Il est donc naturel de considØrer, pour s ∈ [t0, t0 + µ], les processus
(Xˆs, Yˆs, Zˆs) =
(
X t0,x0s∧τ , φ(s ∧ τ,X t0,x0s∧τ ),∇φ(s ∧ τ,X t0,x0s∧τ )σ(s ∧ τ,X t0,x0s∧τ , Y t0,x0s∧τ , Zt0,x0s∧τ )
)
et de chercher à comparer (X¯s, Y¯s, Z¯s) et (Xˆs, Yˆs, Zˆs). Le lien entre (Xˆs, Yˆs, Zˆs) et l’Øquation aux
dØrivØes partielles (E) n’apparaissant pas de maniŁre Øvidente, on rØØcrit la derniŁre formule sous
la forme
Yˆs∧τ = φ(τ,X t0,x0τ )−
∫ τ
s∧τ
(
∂φ
∂t
(v, Xˆv) + LMφ(v, Xˆv)
)
dv −
∫ τ
s∧τ
ZˆvdBv
−
∫ τ
s∧τ
∑
1≤i,j≤d
[
1
2
σσ∗(v,X t0,x0v , u(v,X
t0,x0
v ), Z
t0,x0
v )
−M(v,X t0,x0v , u(v,X t0,x0v ),∇φ(v,X t0,x0v )
]
ij
∂2φ
∂xi∂xj
(v,X t0,x0v )dv
oø LM dØsigne l’opØrateur diffØrentiel
LMφ(s, x) =
∑
1≤i,j≤d
M(s, x, u(s, x),∇φ(s, x))ij ∂
2φ
∂xi∂xj
(s, x) +
〈
f(s, x, u(s, x)),∇φ(s, x)〉.
Or, en utilisant la relation (4.22), on a
1
2
σσ∗(v,X t0,x0v , u(v,X
t0,x0
v ), Z
t0,x0
v ) =
M
(
v,X t0,x0v , u(v,X
t0,x0
v ),
(
σ∗(v,X t0,x0v , u(v,X
t0,x0
v ), Z
t0,x0
v )
)−1
Zt0,x0v
)
et, par dØnition de Zˆ, on a
α(v) =
1
2
σσ∗(v,X t0,x0v , u(v,X
t0,x0
v ), Z
t0,x0
v )−M
(
v,X t0,x0v , u(v,X
t0,x0
v ),∇φ(v,X t0,x0v )
)
= M
(
v,X t0,x0v , u(v,X
t0,x0
v ),
(
σ∗(v,X t0,x0v , u(v,X
t0,x0
v ), Z
t0,x0
v )
)−1
Zt0,x0v
)
−M
(
v,X t0,x0v , u(v,X
t0,x0
v ),
(
σ∗(v,X t0,x0v , u(v,X
t0,x0
v ), Z
t0,x0
v )
)−1
Zˆv
)
.
Sous les hypothŁses du thØorŁme 3.12, M est lipschitzienne et donc, avec l’hypothŁse (4.23), on
obtient qu’il existe une constante C > 0 telle que
|α(v)| ≤ C|Zt0,x0v − Zˆv|.
Par consØquent, pour tout i et j, il existe un processus γ iju , à valeurs dans Rd, adaptØ et bornØ, tel
que
α(v)ij =
〈
γijv , (Z
t0,x0
v − Zˆv)
〉
.
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On remarque qu’alors
Y¯s − Yˆs = (u− φ)(τ, Xˆτ) +
∫ τ
s∧τ
(
∂φ
∂t
(v, Xˆv) + LMφ(v, Xˆv) + g
(
(v, Xˆv, u(v, Xˆv)
))
dv
+
∫ τ
s∧τ
〈
(γ∂2φ)v, Z¯v − Zˆv
〉
dv −
∫ τ
s∧τ
(Z¯v − Zˆv)dBv
oø (γ∂2φ)v dØsigne le processus à valeurs dans Rd
(γ∂2φ)v =
∑
1≤i,j≤d
∂2φ
∂xi∂xj
(v,X t0,x0v )γ
ij
v .
On a maintenant tous les ingrØdients pour faire apparaître une Øquation diffØrentielle stochastique
rØtrograde linØaire. En effet, si l’on note β le processus de carrØ intØgrable dØni par
βv =
∂φ
∂t
(v, Xˆv) + LMφ(v, Xˆv) + g
(
(v, Xˆv, u(v, Xˆv)
)
,
nous avons alors pour tout t0 ≤ s ≤ τ
Y¯s − Yˆs = (u− φ)(τ, Xˆτ ) +
∫ τ
s∧τ
(
βv +
〈
(γ∂2φ)v, Z¯v − Zˆv
〉)
dv −
∫ τ
s∧τ
(Z¯v − Zˆv)dBv
= E
[
Γs,τ (Y¯τ − Yˆτ ) +
∫ τ
s
Γs,vβvdv
∣∣∣Fs
]
oø
Γs,v = exp
(∫ v
s
(γ∂2φ)udBu − 1
2
∫ v
s
|(γ∂2φ)u|2du
)
.
En particulier,
Y¯t0 − Yˆt0 = (u− φ)(t0, x0) = E
[
Γt0,τ (Y¯τ − Yˆτ ) +
∫ τ
t0
Γt0,vβvdv
]
et, par dØnition de τ ,
Y¯τ − Yˆτ ≤ 0 et βv < 0 pour tout t0 ≤ v < τ.
On en dØduit que (u− φ)(t0, x0) < 0 et donc on aboutit à une contradiction. 
Remarque 4.15 Les hypothèses de régularité sur f, g,Φ et M interviennent dans la démonstra-
tion du théorème pour justifier deux points précis :
• la continuité des fonctions
(t, x) 7→M(t, x, u(t, x),∆φ(t, x))
(t, x) 7→ f(t, x, u(t, x))
(t, x) 7→ g(t, x, u(t, x))
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• les propriétés de la fonction α
Sous les hypothèses du théorème (3.12), on peut donc les assouplir par
• (t, x, y, z) 7→M(t, x, y, z) globalement continue et
∃C > 0, ∀(t, x, y), |M(t, x, y, z)−M(t, x, y, z′)| ≤ C|z − z′|
• t 7→ f(t, x, y, z) et t 7→ g(t, x, y, z) continues
Remarque 4.16 La condition (4.22) nous montre que l’on ne peut choisir M quelconque. On ne
pourra donc, même en s’étant donné une grande liberté sur les coefficients f et g, représenter les
solutions de toute équation aux dérivées partielles du type (S).
De plus, une fois M choisi, le coefficient σ doit vérifier la relation (4.22) qui le lie à la matrice
M . Si l’on avait voulu faire dépendre les coefficients f et g dans l’équation (S) du gradient de la
solution, on voit que dans la démonstration précédente, on aurait décomposé les termes en f et g
comme on a décomposé σ, entraînant de nouvelles contraintes.
D’une certaine manière, plus on fait dépendre l’équation aux dérivées partielles E du gradient
de la solution, plus la classe de ces mêmes équations aux dérivées partielles représentables par
une équation différentielle stochastique progressive rétrograde se restreint.
Nous aimerions, pour pouvoir appliquer le thØorŁme prØcØdent, Œtre capable de trouver les ma-
trices M susceptibles de rØpondre à la condition (4.22). La complexitØ de cette condition est telle
que l’on ne peut rØellement espØrer dØcrire ses solutions en toute dimension. NØammoins, on peut
remarquer que si d = 1 et M ne dØpend plus que de sa derniŁre coordonnØe (M = M(z)), alors
la condition (4.22) se simplie considØrablement. Il est alors assez naturel d’Ømettre l’hypothŁse
que la fonction M est injective ce qui, pour des fonctions rØelles continues, est Øquivalent à la
prendre monotone. Les deux sections suivantes sont donc consacrØes au cas d = 1 respectivement
pour M croissante et M dØcroissante.
4.5 Cas unidimensionnel : cas d’une fonction M croissante sur
[0,+∞[
Dans cette partie, nous allons Øtudier plus particuliŁrement le cas oø la fonctionM : [0,+∞[→
R est croissante et ne dØpend que de z. Les coefcients f et g n’intervenant pas dans la condi-
tion (4.22), on se concentrera sur le cas particulier oø f = g = 0. RØsumons rapidement la
situation et les rØsultats dont nous disposons dans ce cas particulier. Tout d’abord on cherche une
reprØsentation probabiliste de la solution de l’Øquation aux dØrivØes partielles suivante :

∂u
∂t
(t, x) +M
(
∂u
∂x
(t, x)
)
∂2u
∂x2
(t, x) = 0, (t, x) ∈ [0, T [×R
u(T, x) = Φ(x), x ∈ R,
(4.27)
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oø M et Φ sont dØnies sur R. On voit alors que la condition (4.22) revient à trouver une fonction
σ : R → R telle que, pour tout x ∈ R, on ait
σ(x)2 = 2M
(
x
σ(x)
)
. (4.28)
De plus, cette fonction σ doit Œtre choisie de maniŁre à ce que le systŁme d’Øquations diffØren-
tielles stochastiques progressives rØtrogrades


X t,xs = x +
∫ s
t
σ(Zt,xr )dBr
Y t,xs = Φ(X
t,x
T )−
∫ T
s
Zt,xr dBr t ≤ s ≤ T
(4.29)
possŁde une unique solution. En fait, dans le but de prouver que u(t, x) = Y t,xt est une solution
de viscositØ de (4.27), il nous faudra non seulement existence et unicitØ de la solution de (4.29)
mais aussi la continuitØ de u. La proposition suivante clarie ces exigences :
Proposition 4.17 Si σ et Φ sont des fonctions lipschitziennes de constantes de Lipschitz respec-
tives kσ et kΦ, et si kσkΦ < 1, alors le système d’équations différentielles progressives rétrogrades
(4.29) possède une unique solution et la fonction u : [0, T [×R → R définie par u(t, x) = Y t,xt
est continue.
Démonstration.
Remarquons tout d’abord qu’en utilisant les notations du chapitre 3, on a
A(0) =

 0 0 00 0 0
2
√
6kσ 8
√
6kφkσ 4
√
3kφkσ


qui est de rayon spectral ρ(A(0)) Øgal à 4
√
3kφkσ. On a donc, d’aprŁs les thØorŁmes 3.12 et
4.11, que, si 4
√
3kφkσ < 1, il existe une unique solution au systŁme (4.29) et que la fonction
(t, x) 7→ Y t,xt est continue sur [0, T [×R.
En fait, il n’est pas difcile dans ce cas simple d’amØliorer la matrice A. En reprenant la
dØmonstration de la proposition 3.11, on s’aperçoit que, dans ce cas particulier, les constantes
obtenues par les inØgalitØs de Cauchy-Schwarz s’amØliorent et que l’information importante est
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dØtenue par la derniŁre inØgalitØ i.e. (on reprend les notations de la preuve de 3.11)
‖∆Z‖22 = E
[∫ T
t
‖Zr − Z ′r‖2dr
]
= E
[∣∣∣∣
∫ T
t
(Zr − Z ′r)dBr
∣∣∣∣
2
]
≤ E
[∣∣Φ(XT )− Φ(X ′T )− E [Φ(XT )− Φ(X ′T )|Ft] ∣∣2]
≤ E [|Φ(XT )− Φ(X ′T )|2]
≤ k2ΦE
[|XT −X ′T |2]
≤ k2ΦE
[∣∣∣∣
∫ T
t
(σ(Wr)− σ(W ′r))dBr
∣∣∣∣
2
]
≤ k2ΦE
[∫ T
t
∣∣σ(Wr)− σ(W ′r)∣∣2dr
]
≤ k2Φk2σE
[∫ T
t
‖Wr −W ′r‖2dr
]
≤ k2Φk2σ‖∆W‖22.
On obtient donc une matrice
B(0) =

 0 0 00 0 0
∗ ∗ kφkσ


de rayon spectral kφkσ. Cela conclut la preuve de cette proposition. 
Remarque 4.18 La démonstration précédente n’est pas spécifique au cas où les entiers naturels
p, d et m sont égaux à 1, les seules hypothèses qui ont permis d’améliorer la matrice ont éte de
prendre M = M(z) et les coefficients f et g nuls.
Nous considØrerons ici uniquement des fonctions M vØriant les conditions suivantes :
(A1) M est une fonction paire,
(A2) M est strictement croissante sur [0,+∞[,
(A3) M(0) > 0,
(A4) M est continuement diffØrentiable sur ]0,+∞[, de dØrivØe bornØe
(A5) les zØros de M ′ sont isolØs,
(A6) M ′ a une limite à droite en 0.
Dans la suite, par convention, on notera M(∞) = lim
t→+∞
M(t) ∈ R ∪ {+∞}.
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Proposition 4.19 Supposons que la fonction M vérifie (A1)− (A6).
Alors la fonction Ψ définie par
Ψ :


[√
2M(0);
√
2M(∞)
[
→ [0,+∞[
x 7→ xM−1(x
2
2
)
(4.30)
est une bijection strictement croissante.
De plus, on vérifie que la fonction réciproque Ψ−1 est lipschitzienne de rapport 1
α
où
α = inf
t>0
{
t+ 2
M(t)
M ′(t)
}
.
Démonstration.
La fonction Ψ est croissante comme composØe et produit de fonctions croissantes positives. De
plus Ψ est clairement surjective.
En dØrivant la fonction Ψ, on obtient qu’en dehors de points isolØs de
[√
2M(0),
√
2M(∞)
[
,
[Ψ−1]′(Ψ(t)) =
1
M−1(t2/2) + t2/M ′(M−1(t2/2))
.
En posant t =
√
2M(u) pour u ∈ [0,+∞[, on obtient que la fonction Ψ−1 est lipschitzienne si
et seulement si inf
t>0
{
t+ 2
M(t)
M ′(t)
}
> 0 i.e. si et seulement si lim inf
t→0+
M(t)
M ′(t)
> 0, ce qui est le cas
sous les hypothŁses (A1)− (A6). 
ConsidØrons la fonction σ coïncidant avec Ψ−1 sur [0,+∞[ et prolongØe par paritØ sur ]−∞, 0].
La fonction σ est lipschitzienne de rapport 1
α
et l’image de σ est l’intervalle
[√
2M(0),
√
2M(∞)
[
.
De plus, pour tout x rØel, l’ØgalitØ
1
2
σ(x)2 = M
(
x
σ(x)
)
est satisfaite et grâce à l’hypothŁse (A3), la condition (4.23) aussi. Les hypothŁses (A1) et (A4)
nous assurent le caractŁre lipschitzien de M sur R.
On en dØduit le rØsultat suivant :
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Proposition 4.20 Supposons que la fonction M vérifie les conditions (A1) − (A6) et que la
fonction Φ est une fonction lipschitzienne de constante de Lipschitz strictement inférieure à α.
Considérons σ définie comme précédemment.
Alors le système d’équations différentielles stochastiques progressives rétrogrades (4.29) possède
une unique solution sur [0, T ]. De plus, la fonction (t, x) 7→ Y t,xt est continue sur [0, T [×R et
solution de viscosité de l’équation aux dérivées partielles (4.27).
Examinons maintenant ce que peut donner cette proposition sur un exemple. Nous nous assu-
rerons par la mŒme occasion que nous ne travaillons pas sur l’ensemble vide.
Exemple 4.1 Considérons pour β > 0, les fonctions Mβ définies sur R par
Mβ(x) = ln(β|x|+ 2).
La figure 4.1 donne une représentation graphique de la fonction M1.
FIG. 4.1  Graphe de M1 : x 7→ ln(|x|+ 2)
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La fonction Mβ est strictement croissante sur [0,+∞[, d’image [ln 2,+∞[. Le calcul de sa
réciproque sur [ln 2,+∞[ est ici immédiat et on a, pour x ≥ 1,
M−1β (x) =
exp x− 2
β
.
Par la proposition 4.19, on obtient, pour x ≥ √2 ln 2,
Ψβ(x) =
x
β
(
exp
(
x2
2
)
− 2
)
.
La figure 4.2 donne une représentation graphique de la fonction Ψ1.
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FIG. 4.2  Graphe de Ψ1 : x 7→ x
(
exp
(
x2
2
)
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FIG. 4.3  Graphe de x 7→ σ1(x) pour M1(x) = ln(|x|+ 2)
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La fonction Ψβ étant strictement croissante sur [
√
2 ln 2,+∞[ d’image [0,+∞[, on peut définir
sa réciproque sur [0,+∞[. On considère donc la fonction σβ coïncidant avec Ψ−1β sur [0,+∞[ et
prolongée sur ]−∞, 0[ par parité.
Ici, le calcul de la dérivée de Ψβ est aisé et on retrouve bien que
α = inf
t>0
{
t+
2
β
(βt+ 2) ln(βt+ 2)
}
=
4 ln 2
β
.
Toujours par la proposition 4.19, on obtient que σβ est une fonction β
4 ln 2
-lipschitzienne.
La figure 4.3 donne une représentation graphique de la fonction σ1.
En notant kΦ la constante de Lipschitz de la fonction Φ, on a d’après la proposition 4.20, que
si βkΦ < 4 ln 2 alors la fonction (t, x) 7→ Y t,xt est continue sur [0, T [×R et solution de viscosité
de l’équation aux dérivées partielles

∂u
∂t
+ ln
(
β
∣∣∣∣∂u∂x
∣∣∣∣ + 2
)
∂2u
∂x2
= 0, (t, x) ∈]0, T [×R,
u(T, x) = Φ(x), x ∈ R.
4.6 Cas unidimensionnel : cas d’une fonction M décroissante
sur [0,+∞[
Cette fois-ci, nous considØrons le cas oø la fonction M : [0,+∞[→ R est dØcroissante et
ne dØpend que de z. Tout comme dans le cas prØcØdent, nous supposerons que f = g = 0. On
cherche donc toujours une reprØsentation probabiliste de la solution de l’Øquation aux dØrivØes
partielles 

∂u
∂t
(t, x) +M
(
∂u
∂x
(t, x)
)
∂2u
∂x2
(t, x) = 0, (t, x) ∈ [0, T [×R
u(T, x) = Φ(x), x ∈ R,
(4.31)
en considØrant la solution lorsqu’elle existe du systŁme d’Øquations diffØrentielles stochastiques
progressives rØtrogrades

X t,xs = x+
∫ s
t
σ(Zt,xr )dBr
Y t,xs = Φ(X
t,x
T )−
∫ T
s
Zt,xr dBr t ≤ s ≤ T.
(4.32)
Cette fois, nous considØrerons uniquement des fonctions M vØriant les conditions suivantes :
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(B1) M est une fonction paire,
(B2) M est strictement dØcroissante sur [0,+∞[,
(B3) M est continuement diffØrentiable sur ]0,+∞[ de dØrivØe bornØe
(B4) Les zØros de M ′ sont isolØs
(B5) lim
t→+∞
M(t) > 0
(B6) inf
t>0
{
2
M(t)
|M ′(t)| − t
}
> 0.
Proposition 4.21 Supposons que la fonction M vérifie les conditions (B1) − (B6) . Alors la
fonction Ψ définie par
Ψ :


]√
2M(∞),
√
2M(0)
]
→ [0,+∞[
x 7→ xM−1
(
x2
2
) (4.33)
est une bijection strictement décroissante.
De plus, on vérifie que Ψ−1 est lipschitzienne de rapport 1
α
où α = inf
t≥0
{
2
M(t)
|M ′(t)| − t
}
.
Démonstration.
On obtient la dØcroissance et le rapport de Lipschitz en utilisant l’expression de la dØrivØe obtenue
dans la dØmonstration de la proposition 4.19 et l’hypothŁse (B6). La surjectivitØ se dØduit alors
de l’hypothŁse (B5). 
ConsidØrons la fonction σ coïncidant avec la fonction Ψ−1 sur [0,+∞[ et prolongØe par pa-
ritØ sur ] − ∞, 0[. La fonction σ est lipschitzienne de rapport 1
α
, et l’image de σ est l’intervalle]√
2M(∞),
√
2M(0)
]
. De plus, pour tout x rØel, l’ØgalitØ
1
2
σ(x)2 = M
(
x
σ(x)
)
est satisfaite et grâce à l’hypothŁse (B5), la condition (4.23) aussi.
Le rØsultat principal devient
Proposition 4.22 Supposons que la fonction M vérifie les conditions (B1) − (B6) et que la
fonction Φ est lipschitzienne de constante de Lipschitz strictement inférieure à α. Considérons la
fonction σ définie comme précédemment.
Alors le système d’équations différentielles stochastiques progressives rétrogrades (4.29) possède
une unique solution sur [0, T ]. De plus, la fonction (t, x) 7→ Y t,xt est continue sur [0, T [×R et
solution de viscosité de l’équation aux dérivées partielles (4.27).
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Donnons deux exemples illustrant cette proposition
Exemple 4.2 Considérons pour β > 0, les fonctions Mβ définies sur R par
Mβ(x) =
β
|x|+ β + 1.
La figure 4.4 donne une représentation graphique de M1.
FIG. 4.4  Graphe de M1 : x 7→ 1 + 11+|x|
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On vérifie que la fonctionMβ est décroissante sur [0,+∞[ et que son image est ]1, 2]. On peut
donc définir sa réciproque sur ]1, 2] et un petit calcul nous montre alors que pour x ∈]1, 2],
M−1β (x) = β
2− x
x− 1
De plus, on a
α = inf
t>0
{
2
Mβ(t)
|M ′β(t)|
− t
}
= inf
t>0


2
(
β
t+β
+ 1
)
∣∣∣− β(t+β)2 ∣∣∣ − t


= inf
t>0
{
t+ 2β + 2
(t+ β)2
β
}
= 4β.
La proposition 4.21 nous affirme alors que la fonction Ψβ définie pour x ∈]
√
2, 2] par
Ψβ(x) = β
x(4− x2)
x2 − 2
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est strictement décroissante d’image [0,+∞[.
La figure 4.5 donne une représentation graphique de Ψ1
FIG. 4.5  Graphe de Ψ1 : x 7→ x(4−x
2)
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On peut alors considérer σβ coïncidant avec Ψ−1β sur [0,+∞[ et prolongée par parité sur
]−∞, 0[. On n’a pas d’expression explicite de σβ mais toujours d’après la proposition 4.21, elle
est 1
4β
lipschitzienne.
La figure 4.6 donne une représentation graphique de σ1
FIG. 4.6  Graphe de σ1 pour M1 : x 7→ 1 + 11+|x|
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Toujours en notant kΦ la constante de Lipschitz de la fonction Φ, par la proposition 4.22 si
kΦ < 4β, alors la fonction (t, x) 7→ Y t,xt est continue sur [0, T [×R et solution de viscosité de
l’équation aux dérivées partielles

∂u
∂t
+
(
β∣∣∂u
∂x
∣∣+ β + 1
)
∂2u
∂x2
= 0, (t, x) ∈]0, T [×R
u(T, x) = Φ(x), x ∈ R.
Exemple 4.3 Considérons pour β > 0 les fonctions Mβ définies sur R par
Mβ(x) =
β√
x2 + β2
+ 1
La figure 4.7 donne une représentation graphique de la fonction M1
FIG. 4.7  Graphe de M1 : x 7→ 1 + 1√1+x2
−10 −8 −6 −4 −2 0 2 4 6 8 10
1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0
On peut ainsi vérifier que Mβ est strictement décroissante sur [0,+∞[ et d’image ]1, 2]. De
plus, un petit calcul nous montre que, pour x ∈]1, 2],
M−1β (x) = β
√
y(2− y)
y − 1 .
On en déduit que pour x ∈]√2, 2],
Ψβ(x) = βx
2
√
4− x2
x2 − 2 .
La figure 4.8 donne une représentation graphique de la fonction Ψ1.
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FIG. 4.8  Graphe de Ψ1 : x 7→ x2
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De plus, par le calcul et la définition de α, on a
α = inf
t>0
{
2
β(t2 + β2)−1/2 + 1
|−βt(t2 + β2)−3/2| − t
}
= inf
t>0
{
t+
2β2
t
+ 2
(t2 + β2)3/2
βt
}
= inf
βt>0
{
βt+
2β2
βt
+ 2
((βt)2 + β2)3/2
β2t
}
= β inf
u>0
{
u+
2
u
+ 2
(u2 + 1)3/2
u
}
.
Notons
c = inf
u>0
{
u+
2
u
+ 2
(u2 + 1)3/2
u
}
.
On vérifie facilement que c > 0 (numériquement, on trouve c ≈ 2, 961) et α = cβ donc
(B6) est bien vérifiée. La proposition 4.21 nous affirme alors que Ψβ est strictement décroissante
d’image [0,+∞[.
On en déduit qu’on peut définir Ψ−1β sa réciproque sur [0,+∞[, que l’image de Ψ−1β est ]
√
2, 2]
et que Ψ−1β est
1
cβ
lipschitzienne. On considère son prolongement paire à tout R, noté σβ . La
fonction σβ est alors aussi 1cβ lipschitzienne.
La figure 4.9 donne une représentation graphique de la fonction σ1.
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FIG. 4.9  Graphe de σ1 pour M1(x) = 1 + 1√1+x2
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Enfin, d’après la proposition 4.22, si kΦ < cβ, la fonction (t, x) 7→ Y t,xt est continue sur
[0, T [×R et solution de viscosité de l’équation aux dérivées partielles

∂u
∂t
+

 β√
∂u
∂x
2
+ β2
+ 1

 ∂2u
∂x2
= 0, (t, x) ∈]0, T [×R
u(T, x) = Φ(x), x ∈ R.
4.7 Quelques cas en dimension 2
Comme dØjà annoncØ, rØsoudre en toute dimension l’Øquation (4.22) n’est pas envisageable.
On se persuade assez facilement que, dŁs la dimension 2, les calculs deviennent inextricables.
Nous n’allons donc pas pouvoir ici rØsoudre le problŁme en toute gØnØralitØ. Toutefois nous pro-
posons 2 cas oø les rØsultats obtenus en dimension 1 peuvent Œtre gØnØralisØs. Dans ces 2 cas, la
matrice M a la particularitØ d’Œtre une matrice 2 × 2 diagonale. Toujours dans un souci de sim-
plication, on prendra f = g = 0 et une matrice M ne dØpendant que du gradient de la solution.
On peut donc Øcrire
M(x, y) =
(
ξ1(x, y) 0
0 ξ2(x, y)
)
et l’Øquation aux dØrivØes partielles associØe est alors

∂u
∂t
(t, x, y) + ξ1(∇u(t, x, y))∂
2u
∂x2
+ ξ2(∇u(t, x, y))∂
2u
∂y2
= 0 pour t ∈]0, T [, (x, y) ∈ R2
u(T, x, y) = Φ(x, y) pour (x, y) ∈ R2.
(4.34)
§ 4.7 Quelques cas en dimension 2 103
4.7.1 Cas d’une matrice hyperdiagonale
ConsidØrons tout d’abord le cas trØs simple oø ξ1 ne dØpend que de x et ξ2 ne dØpend que de
y. L’Øquation (4.22) se simplie fortement, la matrice σ Øtant alors forcØment diagonale. On doit
alors à trouver des fonctions σ1 et σ2 telles que

σ1(x)
2 = 2ξ1
(
x
σ1(x)
)
,
σ2(x)
2 = 2ξ2
(
x
σ2(x)
)
.
(4.35)
On remarque Øgalement que σ vØrie (4.23) si et seulement si σ1 et σ2 vØrient la condition
(4.23). Il suft donc de choisir des fonctions ξ1 et ξ2 vØriant les jeux d’hypothŁses (A1)− (A6)
ou (B1) − (B6) et avec une fonction Φ correctement choisie (c’est à dire telle que kσkΦ < 1
d’aprŁs la remarque 4.18), on peut reprØsenter la solution de l’Øquation aux dØrivØes partielles à
l’aide du systŁme d’Øquations diffØrentielles stochastiques progressives rØtrogrades associØ.
Exemple 4.4 En utilisant les conditions obtenues dans les exemples précédents, on peut repré-
senter la solution de l’équation aux dérivées partielles

∂u
∂t
+
(
1∣∣∂u
∂x
∣∣+ 1 + 1
)
∂2u
∂x2
+ ln
(∣∣∣∣∂u∂y
∣∣∣∣ + 2
)
∂2u
∂y2
= 0, t ∈]0, T [×(x, y) ∈ R2
u(T, x) = x+ y, (x, y) ∈ R2.
.
(4.36)
En effet, posons z = (x, y) ∈ R2, et considØrons (X t,z, Y t,z, Zt,z) l’unique solution du systŁme
d’Øquations diffØrentielles stochastiques progressives rØtrogrades

X1s = x+
∫ s
t
σ1(Z
1
r )dB
1
r
X2s = y +
∫ s
t
σ2(Z
2
r )dB
2
r
Ys = X
1
T +X
2
T −
∫ T
s
Z1rdB
1
r −
∫ T
s
Z2rdB
2
r
oø σ1 est le prolongement paire de la fonction Ψ−11 quand on dØnit
Ψ1 :


]
√
2, 2] → [0,+∞[
x 7→ x(4− x
2)
x2 − 2
et σ2 est le prolongement paire de la fonction Ψ−12 quand on dØnit
Ψ2 :


[
√
2 ln 2,+∞[→ [0,+∞[
x 7→ x
(
exp
(
x2
2
)
− 2
)
.
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La fonction u dØnie par u(t, z) = Y t,zt est continue sur [0, T [ et est une solution de viscositØ de
l’Øquation aux dØrivØes partielles (4.36). Remarquons en effet que, sur cet exemple, avec le choix
des normes euclidiennes, kΦ =
√
2 et
kσ =
√
k2σ1 + k
2
σ2
=
√(
1
4
)2
+
(
1
4 ln 2
)2
=
1
4
√
1 +
1
(ln 2)2
donc kσkΦ < 1 et toutes les conditions nØcessaires sont vØriØes.
Bien Øvidemment, cet exemple se gØnØralise en toute dimension en prenant une matrice M
hyperdiagonale c’est à dire de la forme
M(x1, . . . , xd) =


g1(x1) 0
g2(x2)
.
.
.
0 gd(xd)

 ,
4.7.2 Cas d’une matrice diagonale avec un coefficient constant
ConsidØrons maintenant un cas lØgŁrement plus compliquØ. On suppose toujours que M est
diagonale mais cette fois, un des coefcients diagonaux est constant Øgal à ε > 0. Remarquons
tout de suite que l’on ne peut prendre ε = 0 car la matrice σ doit Œtre inversible dans (4.23). On a
donc ici
M(x, y) =
(
ψ(x, y) 0
0 ε
)
et l’on Øtudie l’Øquation aux dØrivØes partielles

∂u
∂t
+ ψ(∇u)∂
2u
∂x2
+ ε
∂2u
∂y2
= 0 pour t ∈]0, T [, (x, y) ∈ R2
u(T, x, y) = Φ(x, y) pour (x, y) ∈ R2.
(4.37)
Une matrice σ vØriant (4.22) sera forcØment de la forme
σ(x, y) =
(
σ1(x, y) 0
0
√
2ε
)
et la condition (4.22) se traduira alors par l’Øquation
σ1(x, y)
2 = 2ψ
(
x
σ1(x, y)
,
y√
2ε
)
.
Il suft donc que pour tout y ∈ R, la fonction x 7→ ψ
(
x,
y√
2ε
)
vØrie les hypothŁses (A1) −
(A6) ou (B1)− (B6).
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4.7.3 Cas d’une matrice diagonale aux coefficients localement inversibles
Continuons sur notre lancØe, en considØrant l’un des rares cas thØorique oø l’on peut ef-
fectuer quelques calculs et obtenir un rØsultat. Nous considØrons ici que la fonction ξ(x, y) =
(ξ1(x, y), ξ2(x, y)) satisfait aux conditions
(C1) La fonction ξ est invariante par (x, y) 7→ (−x, y) et (x, y) 7→ (x,−y).
(C2) Pour tout (x, y) ∈]0,+∞[2, ξ1(x, y) = x + α1(x, y) et ξ2(x, y) = y + α2(x, y) oø α1 et
α2 sont des fonctions positives et de classe C1.
(C3) Les dØrivØes partielles de α1 et α2 vØrient
0 ≤ ∂α1
∂x
<
1
2
0 ≤ ∂α2
∂x
<
1
2
∣∣∣∂α1
∂y
∣∣∣ < 1
2
∣∣∣∂α2
∂x
∣∣∣ < 1
2
(C4) α1(0, 0) > 0 et α2(0, 0) > 0
Sous ces hypothŁses, la fonction α(x, y) = (α1(x, y), α2(x, y)) est lipschitzienne de constante de
Lipschitz strictement infØrieure à 1. On en dØduit par un rØsultat bien connu que la fonction ξ est
inversible sur [0,+∞[2. ConsidØrons β = (β1, β2) sa fonction rØciproque, dØnie sur un ouvert
V de ]0,+∞[2. De plus, le jacobien de ξ Øtant toujours strictement positif, l’application β est
diffØrentiable sur V et sa diffØrentielle est la rØciproque de la diffØrentielle de ξ. En particulier,
en notant |Dξ| la jacobien de ξ, on obtient
∂β1
∂x
=
1
|Dξ|
(
1 +
∂α2
∂y
)
et
∂β2
∂y
=
1
|Dξ|
(
1 +
∂α1
∂x
)
.
Notons, conformØment au cas unidimensionnel, l’application Ψ par
Ψ :
{
V → [0,+∞[2
(x, y) 7→ (xβ1(x2/2, y2/2), yβ2(x2/2, y2/2)).
La matrice jacobienne de Ψ est alors
DΨ(x, y) =

 β1(x
2/2, y2/2) + x2
∂β1
∂x
(x2/2, y2/2) xy
∂β1
∂y
(x2/2, y2/2)
xy
∂β2
∂x
(x2/2, y2/2) β2(x
2/2, y2/2) + y2
∂β2
∂y
(x2/2, y2/2)


et son jacobien est donc (les diffØrentes fonctions Øtant ØvaluØes au point (x2/2, y2/2))
|Dψ(x, y)| = β1β2 +
(
x2β2
∂β1
∂x
+ y2β1
∂β2
∂y
)
+ x2y2
(
∂β1
∂x
∂β2
∂y
− ∂β1
∂y
∂β2
∂x
)
.
Par dØnition, on a β1β2 ≥ 0. Des expressions de ∂β1∂x et ∂β2∂y et par l’hypothŁse (C2), tous les
termes du second terme de |Dψ| sont positifs. De plus, le dernier terme peut aussi se voir comme
x2y2|Dβ| = x
2y2
|Dξ|
qui est positif puisque (0, 0) 6∈ V par l’hypothŁse (C4).
Par consØquent le jacobien de la fonction Ψ est toujours strictement positif et la fonction Ψ est
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donc localement inversible partout. Par la caractØrisation des compacts du thØorŁme de Borel-
Lebesgue, on peut dØnir une fonction λ(x, y) = (λ1(x, y), λ2(x, y)) sur l’image de Ψ qui sera
localement inversible partout et d’application rØciproque Ψ.
Si de plus, l’image de Ψ est [0,+∞[2, il est facile de voir que la matrice dØnie par
σ(x, y) =
(
λ1(x, y) 0
0 λ2(x, y)
)
sur [0,+∞[2 et prolongØe à R2 par symØtrie, vØrie la condition (4.22).
4.7.4 Exemple d’un cas incertain
Pour nir ce chapitre, nous prØsentons un exemple d’Øquation aux dØrivØes partielles oø mal-
heureusement, mŒme si l’on est capable de rØsoudre la condition (4.22), pour des problŁmes de
rØgularitØ du coefcient σ obtenu, nous ne pouvons conclure comme nous l’avons fait jusqu’à
prØsent. Cet Øchec est fort dommageable, l’Øquation en question intervenant frØquemment en
imagerie.
On s’intØresse ainsi à l’Øquation aux dØrivØes partielles
∂u
∂t
+
∂2u
∂~n2
+ ε
∂2u
∂~τ 2
= 0
oø 

~τ =
(∂u/∂y,−∂u/∂x)
‖∇u‖ ,
~n =
(∂u/∂x, ∂u/∂y)
‖∇u‖ .
(4.38)
On a
u((x, y) + h~n) = u(x, y) + h∇u.~n+ 1
2
h2~nt
(
∂2u
∂x2
∂2u
∂x∂y
∂2u
∂x∂y
∂2u
∂y2
)
~n
et
u((x, y) + h~τ ) = u(x, y) + 0 +
1
2
h2~τ t
(
∂2u
∂x2
∂2u
∂x∂y
∂2u
∂x∂y
∂2u
∂y2
)
~τ
donc 

∂2u
∂~τ 2
=
1
‖∇u‖2
((
∂u
∂y
)2
∂2u
∂x2
− 2∂u
∂x
∂u
∂y
∂2u
∂x∂y
+
(
∂u
∂x
)2
∂2u
∂y2
)
∂2u
∂~n2
=
1
‖∇u‖2
((
∂u
∂x
)2
∂2u
∂x2
+ 2
∂u
∂x
∂u
∂y
∂2u
∂x∂y
+
(
∂u
∂y
)2
∂2u
∂y2
) (4.39)
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On en dØduit donc que
∂2u
∂~n2
+ ε
∂2u
∂~τ 2
=
1
‖∇u‖2
([
ε
(
∂u
∂y
)2
+
(
∂u
∂x
)2]
∂2u
∂x2
+ 2(1− ε)∂u
∂x
∂u
∂y
∂2u
∂x∂y
+
[
ε
(
∂u
∂x
)2
+
(
∂u
∂y
)2]
∂2u
∂y2
)
i.e.
∂2u
∂~n2
+ ε
∂2u
∂~τ 2
=
∑
i,j
M(∇u)ij ∂
2u
∂xi∂xj
oø
M(u, v) =
1
u2 + v2
(
εv2 + u2 (1− ε)uv
(1− ε)uv εu2 + v2
)
.
Rappelons que l’on cherche σ : R2 → GL(R) tel que pour tout (u, v) ∈ R2,
σtσ(u, v) = 2M
(
tσ(u, v))−1(u, v)
)
Idée permettant de trouver σ
On aimerait rØecrire formellement l’Øquation prØcØdente en :
(u, v) =
[
tσ(u, v)
]
M−1
(
σtσ(u, v)/2
)
bien qu’il ne soit pas dit que l’on puisse inverser M. Si on peut dØnir,
Ψ :
{
GL2(R) → R2
A 7→t AM−1(AtA/2),
on a alors (u, v) = Ψ(σ(u, v)) et donc σ(u, v) = Ψ−1(u, v). Là encore Ψ n’a aucune raison
d’Œtre inversible.
Remarquons d’ailleurs que pour λ ∈ R,
M(λ · (u, v)) = M(u, v)
et que rØciproquement, si (u, v), (u′, v′) ∈ R2 − {(0, 0)} vØrient M(u, v) = M(u′, v′), alors
il existe λ ∈ R tel que (u, v) = λ · (u′, v′). On ne pourra donc inverser M mŒme au voisinage
d’un point. Protons en pour remarquer que l’Øquation n’a pas une unique solution, car si σ est
solution,−σ l’est Øgalement.
Pour aider à construire un σ, il peut Œtre utile de remarquer que 1 et ε sont valeurs propres de
M(u, v) et qu’il n’est pas trŁs difcile d’obtenir
M(u, v) =
1
u2 + v2
(
u −v
v u
)(
1 0
0 ε
)(
u v
−v u
)
.
On va commencer par montrer que, pour (u, v) ∈ R2 − {(0, 0)}, ∃A ∈ GL2(R) tel que
M(u, v) = AtA/2 et dØterminer tous les A possibles. En utilisant la diagonalisation prØcØdente
et l’homogØnØitØ de M , on remarque que
A =
√
2
u2 + v2
(
u −v√ε
v u
√
ε
)
.
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est solution. On connait donc toutes les solutions, ce sont les√
2
u2 + v2
(
u −v√ε
v u
√
ε
)(
cos θ(u, v) s sin θ(u, v)
− sin θ(u, v) s cos θ(u, v)
)
oø θ : R2 → R et s ∈ {−1, 1}. Notons A(s, θ) cette matrice. On a
A(s, θ) =
√
2
u2 + v2
(
v
√
ε sin θ(u, v) + u cos θ(u, v) s[−v√ε cos θ(u, v) + u sin θ(u, v)]
v cos θ(u, v)− u√ε sin θ(u, v) s[v sin θ(u, v) + u√ε cos θ(u, v)]
)
et
tA(1, θ)
(
u
v
)
=
√
2(u2 + v2)
(
cos θ(u, v)
sin θ(u, v)
)
,
donc
tA(1, θ(u, v))
(
u
v
)
=
√
2
(
u
v
)
lorsque θ(u, v) est l’angle polaire du point de coordonnØes (u, v).
Heuristiquement, on a (
u
v
)
= M−1(A(1, θ)tA(1, θ)/2).
donc
tA(1, θ)M−1(A(1, θ)tA(1, θ)/2) =
√
2(u, v)
Cela nous donne une idØe de la forme que peut avoir σ.
En fait, on s’aperçoit qu’un σ qui convient est A(1, θ). En effet posons
σ =
√
2
u2 + v2
(
u2 +
√
εv2 (1−√ε)uv
(1−√ε)uv v2 +√εu2
)
,
on a alors
σσ∗ = 2M(u, v)
σ−1(u, v) =
1√
2(u2 + v2)
(
v2 +
√
εu2 (
√
ε− 1)uv
(
√
ε− 1)uv u2 +√εv2
)
donc
σ−1(u, v).(u, v) =
1√
2
(
u
v
)
.
Or comme M(u, v) = M(λ(u, v)) on a bien
σσ∗(u, v) = 2M(tσ(u, v))−1(u, v)).
Malheureusement, la matrice σ ainsi obtenue n’est pas continue en (0, 0), elle ne rentre donc pas
dans le cadre des thØorŁmes vus dans ce chapitre.
Chapitre 5
Discrétisation des équations différentielles
stochastiques progressives rétrogrades
couplées
Dans ce chapitre, les coefcients des Øquations diffØrentielles stochastiques que nous considØ-
rerons seront toujours supposØs déterministes.
Jusqu’en 2004, à notre connaissance aucun algorithme permettant de simuler la solution d’un
systŁme d’Øquations diffØrentielles stochastiques progressives rØtrogrades rØellement couplØes
n’existait. Les seules implØmentations disponibles concernaient des Øquations diffØrentielles sto-
chastiques rØtrogrades dont la condition terminale dØpend certes d’une Øquation diffØrentielle
stochastique progressive, mais indØpendante de l’Øquation rØtrograde.
Parmi celles-ci, on peut citer les travaux effectuØs par D.Chevance [7] lorsque le gØnØrateur de
l’Øquation rØtrograde ne dØpend pas de Z, amØliorØs par Zhang [43] dans le cas oø le gØnØrateur
peut dØpendre de Z, mais aussi les techniques de discrØtisation alØatoires introduites par Bally
[3], les techniques de quantication de Bally et PagŁs [4], les mØthodes de rØgression de Gobet et
Lemor [18], ainsi que le schØma et l’analyse dØtaillØe des erreurs d’approximation proposØs par
Bouchard et Touzi [6]. N’oublions pas l’approche diffØrente proposØe par Douglas, Ma et Protter
[11], s’appuyant sur l’algorithme de rØsolution en quatre Øtapes de Ma, Protter et Young [28] et
qui consiste à simuler numØriquement l’Øquation aux dØrivØes partielles associØe.
Ce lien entre Øquation aux dØrivØes partielles et systŁme d’Øquations diffØrentielles stochas-
tiques progressives rØtrogrades a permis à Delarue et Menozzi [9] de construire en 2004 un
schØma numØrique trŁs efcace pour simuler les solutions d’un systŁme oø σ ne dØpend pas
de Z et suit une hypothŁse de non dØgØnØrescence. En effet, dans ce cas, on peut Øcrire que
Ys = u(s,Xs) et Zs = v(s,Xs) avec u et v fonctions dØterministes liØes à la solution de l’Øqua-
tion aux dØrivØes partielles associØe. Delarue et Menozzi prouvent ainsi que la fonction u est de
classe C1,2 et v = ∇xuσ(t, x, u) est donc au moins continue. Avoir de la rØgularitØ sur v signiant
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avoir de la rØgularitØ sur Z, ils peuvent techniquement en Øvaluer l’erreur d’approximation.
Malheureusement, dans le cas oø σ dØpend de Z, on a beaucoup plus de mal à mesurer la
rØgularitØ des fonctions u et v et par consØquent l’erreur d’approximation. De plus, dans notre cas
on ne peut pas relier de maniŁre systØmatique un systŁme d’Øquations diffØrentielles stochastiques
progressives rØtrogrades à une Øquation aux dØrivØes partielles. Aussi n’avons nous pas poursuivi
dans cette direction.
Le contrôle obtenu sur la constante de contraction du chapitre 3, nous a suggØrØ d’Øtudier une
discrØtisation oø se mŁle à la fois une itØration de type point xe et des techniques classiques à
l’Øtude des Øquations diffØrentielles stochastiques rØtrogrades.
5.1 Discrétisation d’équations différentielles stochastiques ré-
trogrades
Nous allons commencer par dØcrire la mØthode introduite par Zhang [43] dans sa thŁse sur
le cas d’un systŁme d’Øquations diffØrentielles stochastiques progressives rØtrogrades simpliØ.
On se donne donc classiquement (Bs)s∈R un mouvement brownien à valeurs rØelles et (Fs)s≥0
sa ltration propre vØriant les conditions habituelles. Nous considØrons le systŁme d’EDSPR
suivant : 

Xs = x +
∫ s
t
f(r,Xr)dr +
∫ s
t
σ(r,Xr)dBr
Ys = Φ(XT ) +
∫ T
s
g(r,Xr, Yr)dr −
∫ T
s
ZrdBr
(5.1)
pour t ≤ s ≤ T . Nous supposons avoir pris des coefcients f, g et σ sufsamment rØguliers pour
qu’on puisse parler de la solution du systŁme (5.1) sur [t, T ]. Ce sera en particulier le cas si on les
suppose lipschitziens en espace et höldØrien d’ordre 1/2 en temps, oø par dØnition
Définition 5.1 Une fonction φ : R+ × Rd × R → Rk sera lipschitzienne en espace et α-
höldérienne en temps s’il existe des constantes C1, C2 et C3 strictement positives telles que
∀s, s′ ∈ R+, ∀x, x′ ∈ Rd, ∀y, y′ ∈ R,
‖φ(s, x′, y′)− φ(s, x, y)‖ ≤ C1|s− s′|α + C2‖x− x′‖+ C3‖y − y′‖.
Pour plus de dØtails, on pourra consulter les rØsultats du chapitre 3.
Nous allons voir maintenant comment discrØtiser les Øquations (5.1) dans le but d’obtenir
numØriquement une approximation des solutions.
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Donnons nous une subdivision pi(t = t0 < . . . < tp = T ). On a alors pour i xØ,
Xti+1 = Xti +
∫ ti+1
ti
f(s,Xs)ds+
∫ ti+1
ti
σ(s,Xs)dBs
et
Yti+1 = Yti −
∫ ti+1
ti
g(s,Xs, Ys)ds+
∫ ti+1
ti
ZsdBs.
S’il semble naturel de proposer pour l’Øquation progressive la discrØtisation eulØrienne{
Xˆti+1 = Xˆti + (ti+1 − ti)f(ti, Xˆti) + σ(ti, Xˆti)(Bti+1 − Bti),
Xˆt0 = x,
(5.2)
obtenir des formules du mŒme type, nous permettant d’approcher à la fois les Yti et Zti et cela
simplement avec la seconde Øquation du systŁme, nØcessite quelques explications.
En effet, pour la seconde Øquation nous aimerions Øcrire Øgalement un schØma de type Euler
de la forme
Yˆti = Yˆti+1 + (ti+1 − ti)g(ti+1, Xˆti+1 , Yˆti+1)− Zˆti(Bti+1 − Bti). (5.3)
Malheureusement, l’Øquation (5.3) ne dØnit pas une variable Zˆti Fti-mesurable. Pourtant si l’on
pouvait dØnir de tels Yˆ , Zˆ, nous aurions alors

Yˆti = E
[
Yˆti+1 + (ti+1 − ti)g(ti+1, Xˆti+1, Yˆti+1)
∣∣∣Fti]
(ti+1 − ti)Zˆti = E
[
(Bti+1 −Bti)(Yˆti+1 − Yˆti + (ti+1 − ti)g(ti+1, Xˆti+1, Yˆti+1)
∣∣∣Fti] . (5.4)
Finalement, les Øquations (5.4) et la condition terminale YˆT = Φ(XˆT ) dØnissent de façon unique
des processus Yˆ et Zˆ constants par morceaux (en prolongeant Xˆ, Yˆ et Zˆ par Xˆs = Xˆti sur [ti, ti+1[
et de mŒme pour Yˆ et Zˆ), adaptØs à la ltration (Ft), mŒme s’ils ne vØrient pas (5.3).
De maniŁre à Øtudier la convergence des processus Xˆ, Yˆ et Zˆ dØnis par les relations (5.4)
lorsque le pas de la subdivision |pi| = sup
0≤i≤p−1
(ti+1 − ti) tend vers 0, il est plus judicieux d’intro-
duire les processus Yˆ et Zˆ au moyen d’Øquations diffØrentielles stochastiques rØtrogrades. Cela
permet entre autres d’utiliser tous les thØorŁmes classiques des Øquations diffØrentielles stochas-
tiques rØtrogrades, comme ceux de comparaison, et ainsi d’obtenir une Øvaluation de l’erreur
commise en remplaçant les processus X , Y et Z par leur discrØtisation Xˆ,Yˆ et Zˆ. Examinons
cela d’un peu plus prŁs.
Le schØma d’Euler pour l’Øquation diffØrentielle stochastique progressive revient à considØrer
des coefcients constants par morceaux adaptØs à la subdivision pi. En appliquant le mŒme pro-
cØdØ pour l’Øquation rØtrograde mais en privilØgiant les temps terminaux car on connait YT , on
pose alors YˆT = Φ(XˆT ) et on considŁre la solution (U, V ) sur [ti, ti+1[ de l’Øquation diffØrentielle
stochastique rØtrograde
Ut = Yˆti+1 + (ti+1 − t)g(ti+1, Xˆti+1 , Yˆti+1)−
∫ ti+1
t
VrdBr (5.5)
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et on pose Yˆs = Uti et Zˆs = Vti sur [ti, ti+1[. On vØrie alors comme on l’espØrait, que
{
Yˆti = E
[
Yˆti+1 + (ti+1 − ti)g(ti+1, Xˆti+1, Yˆti+1)
∣∣∣Fti]
YˆT = Φ(XˆT ).
(5.6)
Il reste donc encore à dØmontrer la relation (5.4) pour les Zˆti . A cette n, 2 lemmes techniques
nous seront particuliŁrement utiles.
Comme le montre la formule (5.6) reliant Yˆti , Yˆti+1 et Xˆti+1 , nous aurons à simplier de nom-
breuses espØrances conditionnelles. Pour cela, on cherchera à dØcomposer les variables alØatoires
suivant deux tribus indØpendantes, l’une Øtant celle par rapport à laquelle on conditionne. Le
premier lemme nous permet alors de simplier l’espØrance conditionnelle.
Lemme 5.2 On se donne 2 tribus indépendantes F et G. On considère alors X une variable
aléatoire F -mesurable et Y une variable aléatoire G-mesurable. Pour f : IR2 → IR intégrable
relativement à la loi de (X, Y ), on a le résultat suivant
E
[
f(X, Y )|G] = E[f(X, Y )|Y ]
= g(Y )
où
g(y) = E
[
f(X, y)
]
=
∫
IR
f(x, y)dPX(x).
Démonstration du lemme.
Par des arguments de classe monotone et de passage à la limite, il suft de le vØrier
pour f(x, y) = 1[a,b]×[c,d](x, y). Or, pour G ∈ G,
E
[
E
(
1X∈[a,b]1Y ∈[c,d]|G
)
1G
]
= E
[
E
(
1X∈[a,b]
)
1Y ∈[c,d]1G
]
= E
[
E
(
1X∈[a,b]1Y ∈[c,d]|Y
)
1G
]
et E[f(X, Y )|Y ] est bien une variable alØatoire G-mesurable. On a donc bien ici
E[f(X, Y )|G] = E[f(X, Y )|Y ].
Pour la derniŁre afrmation, il suft, par le thØorŁme de Radon-Nikodym, de consi-
dØrer X et Y comme Øtant à densitØ par rapport à une mŒme probabilitØ.
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
Le deuxiŁme lemme donne quant à lui des prØcisions fort utiles concernant le processus obtenu
par le thØorŁme de reprØsentation. Il ne s’applique par contre qu’à une variable alØatoire qui
s’exprime comme une fonction du brownien.
Lemme 5.3 Supposons qu’une fonction lipschitzienne g vérifie
g(BT ) = E[g(BT )] +
∫ T
0
νrdBr.
Alors (νt)t est une martingale et
νr =
EN
[
Ng
(
Br +
√
T − rN)]
√
T − r .
=
1√
2pi(T − r)
∫
R
xg
(
Br +
√
T − rx)exp(−x2
2
)
dx
=
1
(T − r)
√
2pi(T − r)
∫
R
xg
(
Br + x
)
exp
(
− x
2
2(T − r)
)
dx.
Démonstration du lemme.
Commençons par supposer la fonction g de classe C∞ avec des dØrivØes de tout
ordre bornØes. On vØrie d’abord que
E[g(BT )|Fs] = g(BT )−
∫ T
s
νrdBr.
ConsidØrons alors la fonction u solution de l’Øquation aux dØrivØes partielles{
∂u
∂t
+
1
2
∆u = 0, (t, x) ∈]0, T [×R,
u(T, x) = g(x), x ∈ R.
Alors, par application de la formule d’Itô au processus u(s, Bs), on obtient que le
couple de processus (
u(s, Bs), (∇u)(s, Bs)
)
est solution de l’Øquation diffØrentielle stochastique rØtrograde
Ys = g(BT )−
∫ T
s
ZrdBr.
Par unicitØ, on a donc {
u(s, Bs) = E[g(BT )|Fs]
νs = (∇u)(s, Bs).
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En particulier, en choisissant le brownien tel que Bt = x, on obtient l’expression
explicite de la fonction u :
u(t, x) =
1√
2pi(T − t)
∫
R
g(x+ r) exp
(
− r
2
2(T − t)
)
dr.
Puis, en intØgrant par partie, on obtient
νs =
1√
2pi(T − s)
∫
R
g′(Bs + r) exp
(
− r
2
2(T − s)
)
dr
=
1
(T − s)√2pi(T − s)
∫
R
rg(Bs + r) exp
(
− r
2
2(T − s)
)
dr.
Lorsque g est juste lipschitzienne, par rØgularisation, on construit une suite (gn) de
fonctions de classe C∞ à dØrivØes de tout ordre bornØes et qui converge uniformØ-
ment vers g. On a alors une suite (Y n, Zn) de processus vØriant pour tout n
Y ns = gn(BT )−
∫ T
s
Znr dBr.
D’aprŁs le thØorŁme 3.5, on a convergence de Zn vers ν dans L2, de l’expression
Zns =
1
(T − s)√2pi(T − s)
∫
R
rgn(Bs + r) exp
(
− r
2
2(T − s)
)
dr.
On dØduit par identication des limites que
νs =
1
(T − s)√2pi(T − s)
∫
R
rg(Bs + r) exp
(
− r
2
2(T − s)
)
dr.

Comme cas particulier des Øquations diffØrentielles stochastiques progressives rØtrogrades
dont le coefcient σ ne dØpend pas de Z, les solutions du systŁme (5.1) prØsentent des pro-
priØtØs particuliŁrement remarquables. En effet, il existe des fonctions dØterministes u et v telles
que Ys = u(s,Xs) et Zs = v(s, Ys). L’algorithme de Zhang consiste à dØterminer explicitement
et de façon rØcursive les fonctions ui et vi vØriant Yˆti = ui(Xˆti) et Zˆti = vi(Xˆti). Les formules
exactes sont donnØes par
Théorème 5.4 On note As,xt = x + f(s, x)(t− s) + σ(s, x)(Bt − Bs) et ∆ti = (ti − ti−1) et on
définit par recurrence

up(x) = Φ(x), vp(x) = 0
ui−1(x) = E
[
ui(A
ti−1 ,x
ti ) + g
(
ti, A
ti−1,x
ti , ui(A
ti−1,x
ti )
)
∆ti
]
vi−1(x) = E
[
Bti−Bti−1
∆ti
(
ui(A
ti−1 ,x
ti ) + g
(
ti, A
ti−1,x
ti , ui(A
ti−1 ,x
ti )
)
∆ti
)]
.
On a alors Yˆti = ui(Xˆti) et Zˆti = vi(Xˆti).
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Démonstration.
On procŁde bien Øvidemment par rØcurrence descendante sur i ∈ {0, . . . , p}. Pour i = p, le
rØsultat est trivial. Supposons que le rØsultat est vrai au rang i ∈ {1, . . . , p} xØ et prouvons-le au
rang i− 1. On a, en utilisant la dØnition de Yˆ et Zˆ par l’Øquation (5.5),
Yˆti−1 = Yˆti + (ti − ti−1)g(ti, Xˆti , Yˆti)−
∫ ti
ti−1
VrdBr,
Zˆti−1 = Vti−1 ,
et, par hypothŁse de rØcurrence, Yˆti = ui(Xˆti) et Zˆti = vi(Xˆti). On a donc
Yˆti−1 = ui(Xˆti) + (ti − ti−1)g(ti, Xˆti , ui(Xˆti))−
∫ ti
ti−1
VrdBr.
Rappelons que Xˆ vØrie l’Øquation
Xˆti = Xˆti−1 + (ti − ti−1)f(ti−1, Xˆti−1) + σ(ti−1, Xˆti−1)(Bti − Bti−1)
= A
ti−1,Xˆti−1
ti .
Cela conduit à la relation
Yˆti−1 = E
[
ui
(
A
ti−1,Xˆti−1
ti
)
+ (ti − ti−1)g
(
ti, A
ti−1,Xˆti−1
ti , ui(A
ti−1 ,Xˆti−1
ti )
)∣∣∣Fti−1
]
.
En remarquant que Xˆti−1 est indØpendant de Bti −Bti−1 et en utilisant le lemme 5.2, on obtient
Yˆti−1 = Ei
[
ui
(
A
ti−1,Xˆti−1
ti
)
+ (ti − ti−1)g
(
ti, A
ti−1,Xˆti−1
ti , ui(A
ti−1,Xˆti−1
ti )
)]
= ui−1(Xˆti−1)
oø Ei dØsigne le calcul de l’espØrance par rapport à la variable Bti − Bti−1 et ui−1 est dØnie
comme dans l’ØnoncØ du thØorŁme. De plus, en Øcrivant
ui
(
A
ti−1,Xˆti−1
ti
)
+ (ti − ti−1)g
(
ti, A
ti−1,Xˆti−1
ti , ui(A
ti−1 ,Xˆti−1
ti )
)
= G
(
Xˆti−1 , Bti −Bti−1
)
,
on a
G
(
Xˆti−1 , Bti − Bti−1
)
= Ei
[
G
(
Xˆti−1 , Bti − Bti−1
)]
+
∫ ti
ti−1
VrdBr
et donc d’aprŁs le lemme 5.3 on a
Zˆti−1 = Vti−1
= Ei
[
Bti − Bti−1
ti − ti−1 G
(
Xˆti−1 , Bti − Bti−1
)]
= vi−1(Xˆti−1).

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Remarque 5.5 Si on relie l’avant dernière égalité de la démonstration ci-dessus avec l’expres-
sion
Yˆti−1 = Ei[G(Xˆti−1 , Bti − Bti−1)],
on retrouve comme on pouvait s’y attendre que
(ti+1 − ti)Zˆti = E
[
(Bti+1 −Bti)(Yˆti+1 − Yˆti + (ti+1 − ti)g(ti+1, Xˆti+1, Yˆti+1))
∣∣∣Fti] .
On rappelle que les processus Xˆ , Yˆ et Zˆ sont constants par morçeaux de subdivision adaptØe
pi = (t = t0 . . . tp = T ). La convergence du schØma d’Euler pour une diffusion a dØjà ØtØ ØtudiØe
de maniŁre approfondie. D’aprŁs les rØsultats obtenus dans [7] ou [25], on a une majoration
prØcise de l’erreur commise dans l’approximation de X par Xˆ. Zhang nous livre de plus une
Øvaluation de l’erreur de l’approximation de Y et Z par Yˆ et Zˆ ce que nous rØsumons par
Théorème 5.6 Si l’on suppose dans (5.1) que les coefficients f, σ, g et Φ sont lipschitziens en
espace et que f, σ, g sont höldériens d’ordre 1/2 en temps, alors il existe C > 0 tel que
sup
t≤s≤T
E
[
|Ys − Yˆs|2
]
+ E
[∫ T
t
|Zs − Zˆs|2ds
]
≤ C(1 + |x|2)|pi|.
Remarque 5.7 Zhang propose même dans [43] une discrétisation qui généralise la précédente
au cas où g dépend de Z, avec au final les mêmes majorations d’erreurs. Nous avons toutefois
privilégié la clarté, en ne considérant que le cas simplifié où g ne dépend que de t, X et Y , la
discrétisation pour les hypothèses optimales n’étant pas utile dans la suite et plus lourde techni-
quement.
5.2 Discrétisation des équations différentielles stochastiques
progressives rétrogrades
On aimerait dØsormais appliquer le mŒme procØdØ au cas gØnØral qui nous prØoccupe, c’est à
dire au systŁme d’Øquations diffØrentielles stochastiques

dXs = f(s,Xs, Ys, Zs)ds+ σ(s,Xs, Ys, Zs)dBs
dYs = −g(s,Xs, Ys, Zs)ds+ ZsdBs
Xt = x
YT = Φ(XT ).
(5.7)
Nous cherchons donc à obtenir de maniŁre unique des processus Xˆ, Yˆ et Zˆ constants par mor-
çeaux de subdivision adaptØe pi (avec Xˆ = Xˆti sur [ti, ti+1[ et de mŒme pour Yˆ et Zˆ) au moyen
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d’un systŁme d’Øquations inspirØ de (5.7). Malheureusement pour le cas gØnØral la discrØtisation
de subdivision pi devient le schØma

Xˆti+1 = Xˆti + (ti+1 − ti)f(ti, Xˆti, Yˆti , Zˆti) + σ(ti, Xˆti, Yˆti, Zˆti)(Bti+1 − Bti)
Yˆti = E
[
Yˆti+1 + (ti+1 − ti)g(ti+1, Xˆti+1 , Yˆti+1, Zˆti)
∣∣∣Fti]
(ti+1 − ti)Zˆti = E
[
(Bti+1 − Bti)(Yˆti+1 − Yˆti + (ti+1 − ti)g(ti+1, Xˆti+1 , Yˆti+1, Zˆti+1))
∣∣∣Fti] .
Xˆt0 = x
Yˆtp = Φ(Xˆtp)
Malheureusement ce schØma n’est pas exploitable. En effet, avec un tel couplage une Øtape de
l’algorithme nØcessite d’avoir toute la trajectoire de Xˆ et Yˆ qui n’est pas connue par dØnition
mŒme de schØma.
Utiliser un algorithme itØratif permet de rØsoudre ce problŁme. En effet, on obtient alors des
suites de variables alØatoires à 2 indices, i pour l’indice temporel, n pour l’indice d’itØration. On
fait alors en sorte que le calcul par exemple de Yˆ nti ne nØcessite que des variables d’itØration k
avec k ≤ n − 1 donc supposØe connue et des variables d’itØration n dØjà connues. On va donc
s’intØresser à la suite de processus (Xn, Yn, Zn) dØnie par
(Xn+1, Yn+1, Zn+1) = Ψ
t,x(Xn, Yn, Zn)
oø l’application Ψt,x est l’application contractante dØnie au chapitre 3 en 3.2.2 B]. L’intØrŒt est
que, d’aprŁs le thØorŁme 2.6 du chapitre 2, on sait que la suite (Xn, Yn, Zn) est convergente de
limite la solution (X, Y, Z) que l’on cherche, mais aussi que la convergence est gØomØtrique,
de raison le rayon spectral de la matrice donnØe à la proposition 3.11 du mŒme chapitre. Nous
envisageons de considØrer d’une certaine maniŁre une discrØtisation de (Xn, Yn, Zn), et d’Øvaluer
au bout de n itØrations l’erreur commise en fonction du pas de discrØtisation choisi. Une maniŁre
de le formuler est d’Øcrire que l’on considŁre la suite (Xˆn, Yˆ n, Zˆn) de processus constants par
morceaux telle que
(Xˆn+1, Yˆ n+1, Zˆn+1) = (∆pi ◦Ψt,x)(Xˆn, Yˆ n, Zˆn)
oø ∆pi est un opØrateur de discrØtisation sur la subdivision pi. En fait, pour Œtre parfaitement
rigoureux l’opØrateur ∆pi n’est dØni que sur l’image de Ψt,x.
Dans un souci de clartØ, on omettra d’indiquer la dØpendance en t et x des diffØrents processus et
de l’application Ψt,x.
On supposera dans la suite de ce chapitre que les coefcients f, g, σ et Φ sont bornØs, de classe
C1 et de dØrivØes partielles bornØes en espace et höldØriennes en temps. On notera souvent la
notation Θ indicØ ou non pour dØsigner le triplet (X, Y, Z). On considŁre donc les processus
constants (X0, Y 0, Z0) ∈ Mct,T (R)×Mct,T (R)×Mt,T (R) dØnis par

X0 = x
Y 0 = Φ(x)
Z0 = 0
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et on dØnit 

Θ0 = Θ¯0 = Θˆ0 = (X0, Y 0, Z0)
Θn+1 = Ψ(Θn)
Θ¯n+1 = Ψ(Θˆn)
Θˆn+1 = ∆pi(Θ¯
n+1)
soit de façon plus prØcise

Xn+1s = x +
∫ s
t
f(r,Xnr , Y
n
r , Z
n
r )dr +
∫ s
t
σ(r,Xnr , Y
n
r , Z
n
r )dBr
Y n+1s = Φ(X
n+1
T ) +
∫ T
s
g(r,Xnr , Y
n
r , Z
n
r )dr −
∫ T
s
Zn+1r dBr.
On sait dØjà que la suite Θn = (Xn, Y n, Zn) converge vers la solution Θ = (X, Y, Z) de (5.7)
avec une vitesse gØomØtrique. On a Øgalement


X¯n+1s = x+
∫ s
t
f(r, Xˆnr , Yˆ
n
r , Zˆ
n
r )dr +
∫ s
t
σ(r, Xˆnr , Yˆ
n
r , Zˆ
n
r )dBr,
Y¯ n+1s = Φ(X¯
n+1
T ) +
∫ T
s
g(r, Xˆnr , Yˆ
n
r , Zˆ
n
r )dr −
∫ T
s
Z¯n+1r dBr.
(5.8)
Θ¯n = (X¯n, Y¯ n, Z¯n) interviendra naturellement dans les calculs d’erreur comme Øtape intermØ-
diaire.
Tout comme dans le cas plus simple vu prØcØdemment, pour dØnir Θˆn+1 en utilisant la formu-
lation des Øquations progressives rØtrogrades, on considŁre Θ˜n+1 = (X˜n+1, Y˜ n+1, Z˜n+1) dØni
par {
X˜n+1t0 = x
Y˜ n+1T = Φ(X˜
n+1
T )
et, sur [ti; ti+1[,

X˜n+1s = X˜
n+1
ti
+ (s− ti)f(ti, Xˆnti, Yˆ nti , Zˆnti) + σ(ti, Xˆnti , Yˆ nti , Zˆnti)(Bs − Bti)
Y˜ n+1s = Y˜
n+1
ti+1
+ (ti+1 − s)g(ti, Xˆnti , Yˆ nti , Zˆnti)−
∫ ti+1
s
Z˜n+1r dBr.
(5.9)
Θ˜n joue le mŒme rôle que les processus U, V dans les relations (5.5) et (5.6). On peut alors
considŁrer les processus constants par morceaux Xˆn+1, Yˆ n+1, Zˆn+1 en posant

Xˆn+1ti = X˜
n+1
ti ,
Yˆ n+1ti = Y˜
n+1
ti ,
Zˆn+1ti = Z˜
n+1
ti .
(5.10)
Au bout de n itØrations, l’erreur commise en considØrant (Xˆn, Yˆ n, Zˆn) dans l’approximation
de (X, Y, Z) est majorØe par la somme de 2 erreurs. La premiŁre est l’erreur d’approximation
gØomØtrique faite en considØrant (Xn, Y n, Zn) plutôt que (X, Y, Z). La seconde est l’erreur de
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discrØtisation faite en Øtudiant (Xˆn, Yˆ n, Zˆn) en lieu et place de (Xn, Y n, Zn). Les quelques lignes
suivantes nous montrent que, si l’on contrôle, sur les n premiŁres itØrations, l’erreur engendrØe
par l’opØrateur ∆pi en fonction du pas de la subdivision, alors on peut Øvaluer l’erreur de discrØ-
tisation.
Comme Ψ est ρ contractante, au bout de n itØrations, s’il existe ε > 0 tel que
sup
0≤k≤n
‖Θˆk − Θ¯k‖ = sup
0≤k≤n
‖∆pi(Θ¯k)− Θ¯k‖
≤ ε,
alors on a, pour tout k ∈ {1, . . . , n},
‖Θˆk −Θk‖ ≤ ‖Θˆk − Θ¯k‖+ ‖Θ¯k − Θk‖
≤ ε+ ‖Ψ(Θˆk−1)− Ψ(Θk−1)‖
≤ ε+ ρ‖Θˆk−1 − Θk−1‖
et, comme Θˆ0 = Θ0, on a sup
0≤k≤n
‖Θˆk −Θk‖ ≤ ε
1− ρ .
En conclusion, on a pour tout n,
‖Θˆn − Θ‖ ≤ ‖Θˆn −Θn‖+ ‖Θn −Θ‖ (5.11)
≤ 1
1− ρ · sup0≤k≤n ‖∆pi(Θ¯
k)− Θ¯k‖+ ρ
n
1− ρ‖Θ
1 − Θ0‖. (5.12)
L’objectif est donc de majorer en fonction de |pi|, la quantitØ sup
0≤k≤n
‖∆pi(Θ¯k) − Θ¯k‖, c’est à
dire sup
0≤k≤n
‖Θˆk − Θ¯k‖. Nous l’Øtudierons sØparØment au travers des quantitØs sup
0≤k≤n
‖Θˆk − Θ˜k‖
et sup
0≤k≤n
‖Θ˜k − Θ¯k‖. Nous verrons alors que prouver la convergence de cette discrØtisation est
Øtroitement liØ au comportement de la suite des processus (Z˜n).
5.3 Formules de discrétisation
La suite de processus Θ˜n = (X˜n, Y˜n, Z˜n) est dØnie comme la solution d’une Øquation diffØ-
rentielle stochastique rØtrograde dont les coefcients sont constants par morceaux mais dØpendant
de l’itØration antØrieure du processus. Nous allons voir, de maniŁre Øquivalente aux rØsultats de
Zhang, que l’on peut exprimer les valeurs des processus Y˜ et Z˜ sur la subdivision associØe aux
coefcients en fonction des valeurs prises par le processus X˜ . D’une certaine maniŁre, à cette
Øtape on peut considØrer que l’introduction de Ψ permet d’obtenir des expressions explicites des
espØrances conditionnelles mises en jeu. Par comparaison avec les rØsultats de Zhang, la com-
plexitØ de l’Øquation rØtrograde se fera ressentir au travers de ces fameuses fonctions. Alors que
les fonctions de Zhang ne dØpendent que d’un seul paramŁtre, l’itØration de Picard entraîne qu’à
l’itØration n, les fonctions que nous obtenons dØpendent de tout le passØ itØratif du processus X˜,
c’est à dire de n variables. En effet
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Théorème 5.8 Pour n ∈ IN et k ∈ {0, . . . , p}, il existe des fonctions unk et vnk déterministes
définies sur Rn+1 à valeurs réelles telles que, ∀n ∈ IN et k ∈ {0, . . . , p},{
Y˜ ntk = u
n
k(X˜
j
tk
; j ≤ n)
Z˜ntk = v
n
k (X˜
j
tk
; j ≤ n).
De plus, les fonctions unk et vnk sont définies par :

unp(x0, . . . , xn) = Φ(xn), v
n
p (x0, . . . , xn) = 0
u0k(x0) = Φ(x0)
v0k(x0) = 0, ∀k ∈ {0, . . . , p}
(5.13)
et pour k < p, et N une variable aléatoire suivant une loi normale centrée réduite,

unk(x0, . . . , xn) = E
[
unk+1(x0, X
′
1, . . . , X
′
n)
]
+
(tk+1 − tk)g
(
tk, xn−1, un−1k (xj; j ≤ n− 1), vn−1k (xj; j ≤ n− 1)
)
vnk (x0, . . . , xn) =
1√
tk+1 − tkE
[
N · unk+1(x0, X ′1, . . . , X ′n)
] (5.14)
où
X ′j = xj + (tk+1 − tk)f
(
tk, xj−1, u
j−1
k (xl; l ≤ j − 1), vj−1k (xl; l ≤ j − 1)
)
+
σ
(
tk, xj−1, u
j−1
k (xl; l ≤ j − 1), vj−1k (xl; l ≤ j − 1)
)√
tk+1 − tkN.
Démonstration.
ConsidØrons les fonctions ukj et vkj dØnies par les relations (5.13) et (5.14). On prouve, par
rØcurrence sur n ≥ 0, la proposition
Hn : ∀k ≤ n, ∀0 ≤ j ≤ p, Y˜ ktj = ukj (X˜ ltj ; l ≤ k) et Z˜ktj = vkj (X˜ ltj ; l ≤ k).
• Pour n = 0 et j ∈ {0, . . . , p}, par dØnition, Y˜ nj = Φ(x), X˜nj = x et Z˜nj = 0. Donc,
d’aprŁs (5.13), H0 est vraie.
• Supposons que pour n ≥ 0 xØ, Hn soit vraie.
On a alors
∀k ≤ n, ∀0 ≤ j ≤ p, Y˜ ktj = ukj (X˜ ltj ; l ≤ k) et Z˜ktj = vkj (X˜ ltj ; l ≤ k).
Pour montrer Hn+1, il reste à montrer que
∀0 ≤ j ≤ p, Y˜ n+1tj = un+1j (X˜ ltj , l ≤ n+ 1) et Z˜n+1tj = vn+1j (X˜ ltj , l ≤ n+ 1).
On montre cela par une rØcurrence descendante sur j.
- On a Y˜ n+1T = Φ(X˜n+1T ) et Z˜n+1T = 0. Donc on a bien{
Y˜ n+1T = u
n+1
p (X˜
l
T ; l ≤ n + 1)
Z˜n+1T = v
n+1
p (X˜
l
T ; l ≤ n + 1)
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d’aprŁs (5.13).
- Supposons que ce soit vrai pour j = i + 1 ≤ p, montrons que le rØsultat est vrai pour
j = i. De
Y˜ n+1ti = Y˜
n+1
ti+1
+ (ti+1 − ti)g(ti, X˜nti , Y˜ nti , Z˜nti)−
∫ ti+1
ti
Z˜n+1r dBr, (5.15)
on dØduit
Y˜ n+1ti = E[Y˜
n+1
ti+1
|Fti ] + (ti+1 − ti)g(ti, X˜nti , Y˜ nti , Z˜nti) (5.16)
et donc, en utilisant l’hypothŁse de rØcurrence pour j = i+ 1 appliquØe à Y˜ n+1, on obtient
Y˜ n+1ti = E[u
n+1
i+1 (X˜
k
ti+1
; k ≤ n + 1)|Fti] + (ti+1 − ti)g(ti, X˜nti , Y˜ nti , Z˜nti).
En notant pour tout i et tout k
fi,k = (ti+1 − ti)f(ti, X˜kti , Y˜ kti , Z˜kti)
gi,k = (ti+1 − ti)g(ti, X˜kti , Y˜ kti , Z˜kti)
σi,k = σ(ti, X˜
k
ti
, Y˜ kti , Z˜
k
ti
),
on remarque que fi,k, gi,k et σi,k sont Fti-mesurables, puis, en utilisant la relation de discrØ-
tisation de X˜k pour k ∈ {0, . . . , n+ 1}, on obtient
Y˜ n+1ti = E
[
un+1i+1
(
X˜0ti+1 , X˜
k
ti
+ fi,k−1 + σi,k−1(Bti+1 −Bti); 1 ≤ k ≤ n+ 1
)∣∣∣Fti]+ gi,n
= E
[
un+1i+1
(
X˜0ti , X˜
k
ti
+ fi,k−1 + σi,k−1(Bti+1 −Bti); 1 ≤ k ≤ n+ 1
)∣∣Fti]+ gi,n
= E
[
un+1i+1
(
X˜0ti , X˜
k
ti
+ fi,k−1 + σi,k−1(Bti+1 −Bti); 1 ≤ k ≤ n+ 1
)
+ gi,n
∣∣∣Fti].
Or, par l’hypothŁse Hn on a pour k ≤ n
Y˜ kti = u
k
i (X˜
l
ti
; l ≤ k),
Z˜kti = v
k
i (X˜
l
ti
; l ≤ k).
En utilisant ces deux identitØs dans l’expression de fi,k, σi,k et gi,n, on obtient
Y˜ kti = E
[
χ
(
(X˜kti , k ≤ n), Bti+1 −Bti
)∣∣∣Fti]
oø
χ
(
(xk, k ≤ n), y
)
= un+1i+1
(
x0, xi + f˜i,k−1 + σ˜i,k−1 · y ; 1 ≤ k ≤ n + 1
)− g˜i,n
f˜i,k = (ti+1 − ti)f
(
ti, xk, u
k
i (xl, l ≤ k), vki (xl, l ≤ k)
)
g˜i,k = (ti+1 − ti)g
(
ti, xk, u
k
i (xl, l ≤ k), vki (xl, l ≤ k)
)
σ˜i,k = σ
(
ti, xk, u
k
i (xl, l ≤ k), vki (xl, l ≤ k)
)
.
Comme Fti et σ(Bti+1 − Bti) sont des tribus indØpendantes, on peut appliquer le lemme
5.2. En notant N une variable alØatoire de loi normale centrØe rØduite, on obtient que
Y˜ n+1ti = Λ(X˜
k
ti
, k ≤ n+ 1)
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oø
Λ(xk, k ≤ n) = E
[
χ
(
(xk, k ≤ n),
√
ti+1 − ti N
)]
=
1√
2pi
∫
R
exp(−x2/2)χ((xk, k ≤ n),√ti+1 − ti x)dx.
On retrouve donc bien d’aprŁs (5.14) que Y˜ n+1ti = u
n+1
i (X˜
k
ti
, k ≤ n+ 1).
Prouvons maintenant que pour j ∈ {0 . . . p}, Z˜n+1tj = vn+1j (X˜ktj , k ≤ n + 1). De (5.15) et
(5.16), on dØduit que
Y˜ n+1ti+1 = E[Y˜
n+1
ti+1
|Fti ] +
∫ ti+1
ti
Z˜n+1r dBr. (5.17)
Or, par hypothŁse de rØcurrence,
Y˜ n+1ti+1 = u
n+1
i+1
(
X˜0ti , X˜
j
ti + fi,j−1 + σi,j−1(Bti+1 − Bti); 1 ≤ j ≤ n+ 1
)
Notons
Υ(x) = un+1i+1
(
X˜0ti , X˜
j
ti + fi,j−1 + σi,j−1 · x; 1 ≤ j ≤ n+ 1
)
.
Alors, l’Øquation 5.17 se rØØcrit
Υ(Bti+1 − Bti) = E[Υ(Bti+1 − Bti)|Fti] +
∫ ti+1
ti
Z˜n+1r dBr.
Υ(Bti+1−Bti) dØpend de Bti+1−Bti et des (X˜jti)0≤j≤n+1 qui sontFti-mesurables. Comme
la variable Bti+1 − Bti est indØpendante de Fti , on peut appliquer le lemme 5.2 et obtenir
Υ(Bti+1 − Bti) = Ei[Υ(Bti+1 − Bti)] +
∫ ti+1
ti
Z˜n+1r dBr
oø on a notØ Ei l’espØrance calculØe par rapport à Bti+1 − Bti . Par application du lemme
5.3 on obtient alors que
Z˜n+1ti =
1
ti+1 − tiEi
[
(Bti+1 −Bti)Υ(Bti+1 − Bti)
]
=
1√
ti+1 − tiEN
[
NΥ
(√
ti+1 − ti N
)]
=
1√
2pi(ti+1 − ti)
∫
R
x exp(−x2/2)Υ(√ti+1 − ti x)dx.
On a donc nalement
Z˜n+1ti = v
n+1
i (X˜
k
ti
; k ≤ n+ 1).
Cela achŁve la rØcurrence descendante sur j et donc la rØcurrence sur n.
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
Corollaire immédiat avec les notations du thØorŁme prØcØdent, on a, pour tout n ∈ IN et
k ∈ {1, . . . , p}, {
Yˆ ntk = u
n
k(Xˆ
j
tk
; j ≤ n)
Zˆntk = v
n
k (Xˆ
j
tk
; j ≤ n).
On voit donc que l’on peut calculer rØcursivement la suite de processus Θˆn = (Xˆn, Yˆ n, Zˆn)
sur la subdivision pi. Force est de constater que si thØoriquement ce rØsultat est intØressant, d’un
point de vue pratique, il peut Œtre à la fois coßteux en temps (en raison des innombrables cal-
culs d’espØrances) et coßteux en mØmoire (si l’on cherche à gagner de la vitesse en stockant les
donnØes, on doit garder en mØmoire toutes les itØrations).
Nous avons obtenu une Øcriture explicite et rØcurrente du processus Z˜ sur la subdivision pi. Il
peut Œtre utile d’obtenir une expression de Z˜ sur tout [t, T ].
ConsidØrons donc, d’aprŁs ce qui prØcŁde, les fonctions unk et vnk telles que{
Y˜ nk = u
n
k(X˜
j
tk
; j ≤ n)
Z˜nk = v
n
k (X˜
j
tk
; j ≤ n).
On rappelle que 

unp(x0, . . . , xn) = Φ(xn), v
n
p (x0, . . . , xn) = 0
u0k(x0) = Φ(x0)
v0k(x0) = 0, ∀k ∈ {0, . . . , p}
(5.18)
et que


unk(x0, . . . , xn) = E
[
unk+1(x0, X
′
1, . . . , X
′
n)
]
+
(tk+1 − tk)g
(
tk, xn−1, u
n−1
k (xj; j ≤ n− 1), vn−1k (xj; j ≤ n− 1)
)
vnk (x0, . . . , xn) =
1√
tk+1 − tkE
[
N · unk+1(x0, X ′1, . . . , X ′n)
] (5.19)
oø
X ′j = xj + (tk+1 − tk)f
(
tk, xj−1, u
j−1
k (xl; l ≤ j − 1), vj−1k (xl; l ≤ j − 1)
)
+
σ
(
tk, xj−1, u
j−1
k (xl; l ≤ j − 1), vj−1k (xl; l ≤ j − 1)
)√
tk+1 − tk N.
Pour simplier, on utilisera l’expression Θ˜nk = (X˜ntk , Y˜
n
tk
, Z˜ntk). On montre alors que
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Proposition 5.9 Pour tk ≤ s < tk+1, on a

Y˜ n+1s = EN
[
un+1k+1
(
X˜js + (tk+1 − s)f(tk, Θ˜j−1k ) + σ(tk, Θ˜j−1k )
√
tk+1 − s N ; j ≤ n + 1
)]
+
(tk+1 − s)g(tk, Θ˜nk)
Z˜n+1s =
EN
[
N · un+1k+1
(
X˜js + (tk+1 − s)f(tk, Θ˜j−1k ) + σ(tk, Θ˜j−1k )
√
tk+1 − s N ; j ≤ n + 1
)]
√
tk+1 − s .
Démonstration.
On reprend la dØmonstration donnant l’expression des unk et vnk en remarquant que
Y˜ n+1s = E
[
un+1k+1
(
Xjtk+1 ; j ≤ n + 1
)∣∣∣Fs]+ (tk+1 − s)g(tk,Θnk)
et
Y˜ n+1tk+1 = u
n+1
k+1
(
Xjs + (tk+1 − s)f(tk,Θj−1k ) + σ(tk,Θj−1k )(Btk+1 −Bs) ; j ≤ n+ 1
)
= EN
[
un+1k+1
(
Xjs + (tk+1 − s)f(tk,Θj−1k ) + σ(tk,Θj−1k )
√
tk+1 − s N ; j ≤ n + 1
)]
+
∫ tk+1
s
Z˜n+1r dBr.

Avant de passer à une Øtude gØnØrale et d’Øvoquer les difcultØs que cela suscite, nous nous
proposons d’aborder en premier lieu le cas d’un exemple trŁs simple oø les calculs sont explicites
et permettent de justier la convergence de la discrØtisation au moyen de simulations.
5.4 Etude d’un exemple particulier
On s’intØresse au systŁme d’Øquations diffØrentielles stochastiques progressives rØtrogrades
suivant : 

Xs = x +
∫ s
0
AXrdr +
∫ s
0
σ(Zr)dBr
Ys = BXT −
∫ T
s
ZrdBr.
(5.20)
Pour des rØelsA,B et T tels que kσBeAT < 1, on peut considØrer la fonction rØelle z : [0, T ] → R
dØnie par z(r) point xe de l’application x 7→ BeA(T−r)σ(x) pour tout r ∈ [0, T ].
On peut alors rØsoudre explicitement (ou le vØrier par l’unicitØ d’une solution à cette EDSPR)
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et obtenir 

Xs = e
As
(
x +
∫ s
0
e−Arσ(zr)dBr
)
Ys = Be
AT
(
x +
∫ s
0
e−Arσ(zr)dBr
)
Zs = zs
(5.21)
Pour le systŁme (5.20), l’itØration de type point xe de l’application Ψ consiste à considØrer les
suites de processus (Xn, Y n, Zn) dØnies par :

(X0, Y 0, Z0) = (x,Bx, 0)
Xn+1s = x+
∫ s
0
AXnr dr +
∫ s
0
σ(Znr )dBr
Y n+1s = BX
n+1
T −
∫ T
s
Zn+1r dBr.
(5.22)
La discrØtisation devient alors pour n naturel positif, en considØrant (Xˆ0, Yˆ 0, Zˆ0) = (x,Bx, 0)

Xˆn+10 = x,
Xˆn+1ti+1 = Xˆ
n+1
ti
+ A(ti+1 − ti)Xˆnti + σ(Zˆnti)(Bti+1 −Bti),
Yˆ n+1ti = E
[
Yˆ n+1ti+1
∣∣∣Fti]−
∫ ti+1
ti
Zˆn+1r dBr,
Yˆ n+1T = BXˆ
n+1
T
(5.23)
Si la subdivision est prise rØguliŁre (tk+1 − tk = T/p), on peut sur cet exemple effectuer les
calculs de proche en proche et obtenir des relations de recurrence explicites pour le calcul des
solutions du systŁme itØratif et de la discrØtisation. En particulier :
Proposition 5.10 On a pour n ≥ 0 (avec la convention qu’une somme sur l’ensemble vide est
nulle) 

Xns = x
n∑
j=0
(As)j
j!
+
n−1∑
j=0
∫ s
0
(A(s− u))j
j!
σ(Zn−1−ju )dBu
Y ns = Bx
n∑
j=0
(AT )j
j!
+B
n−1∑
j=0
∫ s
0
(A(T − u))j
j!
σ(Zn−1−ju )dBu
Zns = B
n−1∑
j=0
σ(Zn−1−js )
A(T − s)j
j!
(5.24)
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Démonstration.
On procŁde par recurrence sur n ≥ 0.
Avec la convention adoptØe sur les sommes indØxØs sur le vide, le cas n = 0 est trivial.
Pour prouver l’hØrØritØ de la propriØtØ, il suft de s’assurer que∫ s
0
(∫ r
0
(r − u)k
k!
σ(Zu)dBu
)
dr =
∫ s
0
(s− u)k+1
(k + 1)!
σ(Zu)dBu
c’est à dire que l’on peut intervertir les deux intØgrales.
Pour cela, on peut utiliser la formule du binôme de Newton ce qui nous ramŁne à prouver que∫ s
0
(∫ r
0
umrnσ(Zu)dBu
)
dr =
∫ s
0
(∫ s
u
umrnσ(Zu)dr
)
dBu
Cette ØgalitØ s’obtient aisØment en utilisant la formule d’Itô au produit r
n+1
n+ 1
∫ r
0
umσ(Zu)dBu
entre 0 et s. 
De mŒme, pour la discrØtisation :
Proposition 5.11 En considérant pour (p, n) ∈ Z× Z, l’entier naturel
Cpn =


n!
p!(n− p)! si 0 ≤ p ≤ n
0 sinon,
(5.25)
et en convenant qu’une somme indexée sur l’ensemble vide est nulle, on obtient

Xˆnti = x
min(i,n)∑
j=0
Cji
(
AT
p
)j
+
n−1∑
j=max(0,n−i)
(
AT
p
)n−1−j (i+j−n∑
k=0
Cn−j−1i−k−1 σ(Zˆ
j
tk
)(Btk+1 − Btk)
)
= x
min(i,n)∑
j=0
Cji
(
AT
p
)j
+
i−1∑
k=0
(Btk+1 −Btk)

 n−1∑
j=max(n+k−i,0)
Cn−j−1i−k−1 σ(Zˆ
j
tk
)
(
AT
p
)n−1−j
Yˆ nti = B
n−1∑
j=max(0,n−p)
(
AT
p
)n−1−jmin(p+j−n,i−1)∑
k=0
Cn−j−1p−k−1σ(Zˆ
j
tk
)(Btk+1 − Btk)


+Bx
min(p,n)∑
j=0
Cjp
(
AT
p
)j
Zˆnti = B
min(n−1,p−i−1)∑
j=0
(
AT
p
)j
Cjp−i−1σ(Zˆ
n−1−j
ti ),
(5.26)
donc en particulier Zˆn est déterministe.
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Démonstration.
On procŁde par rØcurrence sur n ≥ 0, en remarquant que
q∑
j=0
Cpj = C
p+1
q+1 pour (p, q) ∈ N× Z.
Les relations sont vraies pour n = 0 car on somme alors sur l’ensemble vide.
Supposons les relations vraies à l’ordre n ≥ 0 xØ.
De Xˆn+1ti = x +
i−1∑
j=0
AT
p
Xˆntj +
i−1∑
j=0
σ(Zˆntj )(Btj+1 − Btj ), on dØduit que
Xˆn+1ti = x+ x
AT
p
i−1∑
j=0
min(n,j)∑
k=0
Ckj
(
AT
p
)k
+
i−1∑
j=0
σ(Zˆnti)(Btj+1 − Btj )
+
i−1∑
j=0
n−1∑
k=max(0,n−j)
(
AT
p
)n−1−k j+k−n∑
l=0
Cn−k−1j−l−1 σ(Zˆ
k
tl
)(Btl+1 − Btl)
Or
x+ x
i−1∑
j=0
min(n,j)∑
k=0
Ckj
(
AT
p
)k+1
= x + x
min(n,i−1)∑
k=0
(
AT
p
)k+1 i−1∑
j=k
Ckj
= x +
min(n,i−1)∑
k=0
(
AT
p
)k+1
Ck+1i
= x
min(n+1,i)∑
k=0
(
AT
p
)k
Cki
et
i−1∑
j=0
n−1∑
k=max(0,n−j)
(
AT
p
)n−1−k j+k−n∑
l=0
Cn−k−1j−l−1 σ(Zˆ
k
tl
)(Btl+1 − Btl)
=
n−1∑
k=max(0,n+1−i)
i+k−(n+1)∑
l=0
i−1∑
j=max(0,l+n−k)
(
AT
p
)n−1−k
Cn−k−1j−l−1 σ(Zˆ
k
tl
)(Btl+1 − Btl)
=
n−1∑
k=max(0,n+1−i)
(
AT
p
)n−1−k i+k−(n+1)∑
l=0
(
i−1∑
j=l+n−k
Cn−k−1j−l−1
)
σ(Zˆktl)(Btl+1 − Btl)
=
n−1∑
k=max(0,n+1−i)
(
AT
p
)n−1−k i+k−(n+1)∑
l=0
Cn−ki−l−1σ(Zˆ
k
tl
)(Btl+1 − Btl)
En rassemblant les 3 termes, on obtient bien
Xˆn+1ti = x
min(i,n+1)∑
j=0
Cji
(
AT
p
)j
+
n∑
j=max(0,n+1−i)
(
AT
p
)n−j i+j−(n+1)∑
k=0
Cn−ji−k−1σ(Zˆ
j
tk
)(Btk+1−Btk).
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La derniŁre expression de Xˆ s’obtient en intervertissant l’ordre des deux sommations.
On peut alors remarquer que
Yˆ n+1ti+1 − Yˆ n+1ti = B
n∑
j=max(n+1−p,0)
(
AT
p
)n−j
1p+j−n−1≥i C
n−j
p−i−1σ(Zˆ
j
ti)(Bti+1 − Bti)
= B
n∑
j=max(n+1−p+i,0)
(
AT
p
)n−j
Cn−jp−i−1σ(Zˆ
j
ti)(Bti+1 −Bti)
= B
min(n,p−i−1)∑
j=0
(
AT
p
)j
Cjp−i−1σ(Zˆ
n−j
ti )(Bti+1 − Bti)
Les (Zˆj, j ≤ n) Øtant dØterministes par hypothŁse de recurrence, on obtient maintenant aisØment
l’expression de Zˆn+1.

La proposition qui suit donne des majorations dont on verra dans l’Øtude plus gØnØrale de ce
schØma de discrØtisation, qu’elles permettent de conclure à sa convergence (pour cet exemple).
Proposition 5.12 Sous l’hypothèse σ bornée, pour p, n ∈ N et i compris entre 0 et p, on a
|Zˆnti|2 ≤ B2‖σ‖2∞e2AT
E
[
|Xˆnti |2
]
≤ (|x|2 + ‖σ‖2∞)e2AT
Démonstration.
Par la seconde expression de Xˆnti , on dØduit aisØment que
E
[
|Xˆnti |2
]
≤ |x|2

min(i,n)∑
j=0
Cji
(
AT
p
)j
2
+
AT
p
i−1∑
k=0

 n−1∑
j=max(n+k−i,0)
Cn−j−1i−k−1 σ(Zˆ
j
tk
)
(
AT
p
)n−1−j
2
≤ |x|2
(
1 +
AT
p
)2p
+
AT
p
‖σ‖2∞
i−1∑
k=0

 n−1∑
j=max(n+k−i,0)
Cn−j−1i−k−1
(
AT
p
)n−1−j
2
≤ |x|2
(
1 +
AT
p
)2p
+
AT
p
‖σ‖2∞
i−1∑
k=0
(
1 +
AT
p
)2(i−1−k)
≤ e2AT (|x|2 + ‖σ‖2∞)
L’inØgalitØ concernant Zˆnti se fait de la mŒme maniŁre. 
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Dans le cadre de cet exemple et avec les formules de la proposition 5.11, il est facile d’illus-
trer la convergence de la discrØtisation. Les gures qui suivent, comparent les graphes des dis-
crØtisations Xˆn, Yˆ n, Zˆn avec celles du schØma d’Euler associØ à la solution attendue et pour
la mŒme trajectoire brownienne. On a pris n = 10 et p = 100. On se place Øgalement sous
des hypothŁses permettant d’appliquer le thØorŁme d’existence et d’unicitØ 3.13 par exemple ici
T = 0.1, A = 1, B = 0.5, x = 1, σ = cos.
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A l’examen de ces graphes, la convergence sur cet exemple semble visible sur le graphe d’une
seule trajectoire. Toutefois, les graphes qui suivent sont beaucoup plus reprØsentatives de cette
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convergence. Nous avons tracØ ce que nous dØsignerons par les erreurs quadratiques entre Xˆ10 et
X , Yˆ10 et Y d’une part, entre Xˆ100 et X , Yˆ 100 et Y d’autre part. On rappelle que l’on simule X et
Y par un schØma d’Euler classique utilisant les mŒmes trajectoires browniennes. Signalons pour
nir que nous avons tracØ E
[(
Xˆnti −Xti
)2]
, E
[(
Yˆ nti − Yti
)2]
pour n = 10 et n = 100 par une
mØthode de Monte Carlo en prenant 100 trajectoires.
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PSfrag replacements
Erreur quadratique de Xˆ10 −X Erreur quadratique de Yˆ 10 − Y
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
1.36e−07
1.40e−07
1.44e−07
1.48e−07
1.52e−07
1.56e−07
1.60e−07
1.64e−07
1.68e−07
PSfrag replacements
Erreur quadratique de Zˆ10 − Z
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0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
0e+00
1e−10
2e−10
3e−10
4e−10
5e−10
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
6.0e−11
7.0e−11
8.0e−11
9.0e−11
1.0e−10
1.1e−10
1.2e−10
1.3e−10
PSfrag replacements
Erreur quadratique de Xˆ100 −X Erreur quadratique de Yˆ 100 − Y
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
1.51e−08
1.55e−08
1.59e−08
1.63e−08
1.67e−08
1.71e−08
1.75e−08
1.79e−08
1.83e−08
1.87e−08
PSfrag replacements
Erreur quadratique de Zˆ100 − Z
Nous n’avons certes pas encore dØmontrer la convergence de la discrØtisation pour cet exemple
simple. Nous allons passer à une Øtude gØnØrale de cette discrØtisation, et serons alors à mŒme de
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prouver sa convergence dans le cas particulier prØcØdent.
Comme mentionnØ prØcedemment, l’Øtude gØnØrale consiste à Øvaluer les quantitØs
sup
0≤k≤n
‖Θ˜k − Θ¯k‖
et
sup
0≤k≤n
‖Θˆk − Θ˜k‖
5.5 Evaluation de sup
{‖Θ˜k − Θ¯k‖ | k ∈ {0, . . . , n}}
On considØrera, pour α > 0, l’hypothŁse
(Hα) : ∃K > 0, ∀x, y, z, r, r′,


|f(r, x, y, z)− f(r′, x, y, z)| ≤ K|r − r′|α
|g(r, x, y, z)− g(r′, x, y, z)| ≤ K|r − r′|α
|σ(r, x, y, z)− σ(r′, x, y, z)| ≤ K|r − r′|α.
On supposera dans la suite qu’il existe α > 0 tel que l’hypothŁse (Hα) soit vØriØe.
Sur [ti, ti+1[, pour k ∈ {0, . . . , n− 1}, on a, en utilisant les formules (5.8) et (5.9)
X˜k+1s − X¯k+1s = X˜k+1ti − X¯k+1ti +
∫ s
ti
(
f(ti, Xˆ
k
ti
, Yˆ kti , Zˆ
k
ti
)− f(r, Xˆkti , Yˆ kti , Zˆkti)
)
dr
+
∫ s
ti
(
σ(ti, Xˆ
k
ti
, Yˆ kti , Zˆ
k
ti
)− σ(r, Xˆkti , Yˆ kti , Zˆkti)
)
dBr.
Donc, en posant 

εk+1s = X˜
k+1
s − X¯k+1s ,
∆f ir = f(ti, Xˆ
k
ti
, Yˆ kti , Zˆ
k
ti
)− f(r, Xˆkti , Yˆ kti , Zˆkti),
∆gir = g(ti, Xˆ
k
ti
, Yˆ kti , Zˆ
k
ti
)− g(r, Xˆkti , Yˆ kti , Zˆkti),
∆σir = σ(ti, Xˆ
k
ti
, Yˆ kti , Zˆ
k
ti
)− σ(r, Xˆkti , Yˆ kti , Zˆkti),
on a, sur [ti, ti+1[,
εk+1s = ε
k+1
ti
+
∫ s
ti
∆f irdr +
∫ s
ti
∆σirdBr.
Comme εk+1t = 0, on a donc, pour s ∈ [t, T ],
εk+1s =
∫ s
t
p−1∑
i=0
∆f ir · 1ti≤r≤ti+1dr +
∫ s
t
p−1∑
i=0
∆σir · 1ti≤r≤ti+1dBr
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et donc
E
[
sup
t≤s≤T
|εk+1s |2
]
≤ 2E

 sup
t≤s≤T
(∫ s
t
p−1∑
i=0
∆f ir · 1[ti,ti+1](r)dr
)2
+ 2E

 sup
t≤s≤T
(∫ s
t
p−1∑
i=0
∆σir · 1[ti,ti+1](r)dr
)2 .
Or, en appliquant l’inØgalitØ de Cauchy-Schwartz, puis l’hypothŁse (Hα), on obtient
E
[
sup
t≤s≤T
(∫ s
t
p−1∑
i=0
∆f ir · 1ti≤r≤ti+1dr
)2]
≤ E
[
sup
t≤s≤T
(
(s− t)
∫ s
t
p−1∑
i=0
(∆f ir)
2 · 1ti≤r≤ti+1dr
)]
≤ B2TE
[
p−1∑
i=0
∫ ti+1
ti
(r − ti)2αdr
]
≤ B
2T
2α + 1
p−1∑
i=0
(ti+1 − ti)2α+1
≤ B
2T
2α + 1
|pi|2α
p−1∑
i=0
(ti+1 − ti)
≤ B
2T 2
2α + 1
|pi|2α.
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De plus, en notant Hr =
p−1∑
i=0
∆σri · 1ti≤r≤ti+1 , on a
E

 sup
t≤s≤T
(∫ s
t
p−1∑
i=0
∆σir · 1ti≤r≤ti+1dBr
)2 = E
[
sup
t≤s≤T
(∫ s
t
HrdBr
)2]
≤ 4E
[∫ T
t
H2rdr
]
= 4E
[∫ T
t
p−1∑
i=0
(∆σri )
2 · 1ti≤r≤ti+1dr
]
≤ 4B2
p−1∑
i=0
∫ ti+1
ti
(r − ti)2αdr
≤ 4B
2
2α + 1
p−1∑
i=0
(ti+1 − ti)2α+1
≤ 4B
2T
2α + 1
|pi|2α
oø la premiŁre inØgalitØ provient de l’inØgalitØ de Doob appliquØe à la martingale continue
Ms =
∫ s
t
HrdBr.
On en dØduit donc que
E
(
sup
t≤s≤T
|X˜k+1s − X¯k+1s |2
)
≤ 2B
2T (T + 4)
2α+ 1
|pi|2α.
On a de plus
Y¯ k+1s − Y˜ k+1s = Φ(X¯k+1T )− Φ(X˜k+1T )
+
∫ T
s
p−1∑
i=0
1[ti,ti+1[(r)
(
g(r, Xˆkti, Yˆ
k
ti
, Zˆkti)− g(ti, Xˆkti , Yˆ kti , Zˆkti)
)
dr
+
∫ T
s
(Z˜k+1r − Z¯k+1r )dBr
= Φ(X¯k+1T )− Φ(X˜k+1T )−
∫ T
s
p−1∑
i=0
1[ti,ti+1[(r)∆g
i
rdr +
∫ T
s
(Z˜k+1r − Z¯k+1r )dBr.
En utilisant les propriØtØs de mesurabilitØ, on obtient
Y¯ k+1s − Y˜ k+1s = E
[
Φ(X¯k+1T )− Φ(X˜k+1T )
∣∣∣Fs]− E
[∫ T
s
p−1∑
i=0
1[ti,ti+1[(r)∆g
i
rdr
∣∣∣Fs
]
.
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Par consØquent,
E
[
sup
t≤s≤T
(Y¯ k+1s − Y˜ k+1s )2
]
≤ 2E
[
sup
t≤s≤T
E
[
Φ(X¯k+1T )− Φ(X˜k+1T )
∣∣∣Fs]2
]
+2E

 sup
t≤s≤T
E

∫ T
s
∑
ti+1>s
1[ti,ti+1[(r)∆g
i
rdr
∣∣∣Fs


2
 .
Toujours en appliquant l’inØgalitØ de Doob à la martingale continueE
[
Φ(X¯k+1T )− Φ(X˜k+1T )
∣∣∣Fs],
on obtient (rappellons que kΦ dØsigne la constante de lipschitz de l’application Φ)
E
[
sup
t≤s≤T
E
[
Φ(X¯k+1T )− Φ(X˜k+1T )
∣∣∣Fs]2
]
≤ 4k2φE
[
(X¯k+1T − X˜k+1T )2
]
≤ 8B
2T (T + 4)k2φ
2α+ 1
|pi|2α.
Pour le second terme, notons φr =
p−1∑
i=0
∆gir · 1[ti,ti+1](r). On a, par l’inØgalitØ de Jensen, puis par
les propriØtØs classiques de l’espØrance conditionnelle,
E
[∫ T
s
φrdr
∣∣∣Fs
]2
≤ E
[(∫ T
s
φrdr
)2 ∣∣∣Fs
]
≤ E
[(∫ T
s
|φr|dr
)2 ∣∣∣Fs
]
≤ E
[(∫ T
t
|φr|dr
)2 ∣∣∣Fs
]
.
Donc, en utilisant l’inØgalitØ de Doob, on obtient
E
[
sup
t≤s≤T
E
[∫ T
s
φrdr
∣∣∣Fs
]2]
≤ E
[
sup
t≤s≤T
E
[(∫ T
t
|φr|dr
)2 ∣∣∣Fs
]]
≤ 4E
[(∫ T
t
|φr|dr
)2]
.
Or (∫ T
t
|φr|dr
)2
=
(
p−1∑
i=0
∫ ti+1
ti
|∆gir|dr
)2
≤
(
B
p−1∑
i=0
∫ ti+1
ti
(r − ti)αdr
)2
≤ B
2
(α + 1)2
[
p−1∑
i=0
(ti+1 − ti)α+1
]2
≤ B
2T 2
(α + 1)2
|pi|2α.
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Donc
E
[
sup
t≤s≤T
(Y¯ k+1s − Y˜ k+1s )2
]
≤
(
16B2T (T + 4)k2φ
2α+ 1
+
8B2T 2
(α + 1)2
)
|pi|2α.
Pour nir, on vØrie que
E
[∫ T
t
(Z¯k+1r − Z˜k+1r )2dr
]
= E
[(∫ T
t
(Z¯k+1r − Z˜k+1r )dBr
)2]
= E
[(
(Y¯ k+1t − Y˜ k+1t )− (Y¯ k+1T − Y˜ k+1T )
+
∫ T
t
p−1∑
i=0
1[ti,ti+1[(r)∆g
i
rdr
)2 .
Or
Y¯ k+1t − Y˜ k+1t = E
[
Y¯ k+1T − Y˜ k+1T −
∫ T
t
φrdr
∣∣∣Ft
]
.
Si on note χ = Y¯ k+1T − Y˜ k+1T −
∫ T
t
φrdr, on a donc
E
[∫ T
t
(Z¯k+1r − Z˜k+1r )2dr
]
≤ E
[(
χ− E[χ|Ft]
)2]
≤ E[χ2]
≤ 2E
[(
Y¯ k+1T − Y˜ k+1T
)2]
+ 2E
[(∫ T
t
φrdr
)2]
≤ 2E
[(
Φ(X˜k+1T )− Φ(X¯k+1T
)2]
+ 2E
[(∫ T
t
φrdr
)2]
≤ 4B
2T (T + 4)k2φ
2α + 1
|pi|2α + 2B
2T 2
(α+ 1)2
|pi|2α
≤
(
4B2T (T + 4)k2φ
2α + 1
+
2B2T 2
(α + 1)2
)
|pi|2α.
On en dØduit donc, ‖.‖ dØsignant la norme rendant l’application Θ contractante de rapport de
contraction ρ, que
sup
0≤k≤n
‖Θ˜k − Θ¯k‖2 ≤ C(T, kφ, α)|pi|2α.
Ainsi, si en particulier les coefcients f, g et σ sont hölderiennes d’ordre 1/2, c’est à dire si H1/2
est vØriØe, on obtient que
sup
0≤k≤n
‖Θ˜k − Θ¯k‖2 ≤ C(T, kφ)|pi|.
Cette erreur que l’on pourrait qualier d’erreur d’interpolation n’a pas posØ de difcultØs ma-
jeures. En effet, il semble que la convergence de la discrØtisation se joue plutôt dans l’erreur
sup
0≤k≤n
‖Θˆk − Θ˜k‖.
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En effet, nous verrons que pour contrôler cette erreur, il nous faut contrôler les processus Z˜n et
plus particuliŁrement les quantitØs
E1(pi, n) = sup
i
E
[∫ ti+1
ti
(
Z˜nr
)2
dr
]
et
E2(pi, n) =
∑
i
E
[∫ ti+1
ti
|Z˜ns − Z˜nti |2ds
]
.
Malheureusement, à l’heure actuelle nous n’en avons pas de majorations sufsamment nes à
l’exception de cas biens particuliers comme l’exemple de la section 5.4.
5.6 Evaluation de sup
{‖Θˆk − Θ˜k‖ | k ∈ {0, . . . , n}}
Sur [ti, ti+1[, en utilisant les formules (5.10) et (5.9), on a
X˜k+1s − Xˆk+1s = (s− ti)f(ti, Xˆkti , Yˆ kti , Zˆkti) + σ(ti, Xˆkti , Yˆ kti , Zˆkti)(Bs − Bti)
donc si l’on suppose que les coefcients σ et f sont bornØes
E
(
sup
ti≤s≤ti+1
(Xˆk+1s − X˜k+1s )2
)
≤ 2(ti+1 − ti)2E
(
f(ti, Xˆ
k
ti
, Yˆ kti , Zˆ
k
ti
)2
)
+
2E
[
σ(ti, Xˆ
k
ti
, Yˆ kti , Zˆ
k
ti
)2(Bs − Bti)2
]
≤ 2|pi|2‖f‖2∞ + 2|pi|‖σ‖2∞
et donc
E
(
sup
t≤s≤T
(
Xˆk+1s − X˜k+1s
)2)
≤ C(f, σ)|pi|.
De mŒme sur [ti, ti+1[,
Yˆ k+1s − Y˜ k+1s = Y˜ k+1ti − Y˜ k+1s
= (s− ti)g(ti, Xˆkti , Yˆ kti , Zˆkti)−
∫ s
ti
Z˜k+1r dBr.
Puis
E
[
sup
ti≤s≤ti+1
(Yˆ k+1s − Y˜ k+1s )2
]
≤ 2(ti+1 − ti)2E[g(ti, Xˆkti , Yˆ kti , Zˆkti)2] + 2E
[∫ ti+1
ti
(Z˜k+1r )
2dr
]
≤ 2|pi|2‖g‖2∞ + 2
∫ ti+1
ti
E
[
(Z˜k+1r )
2
]
dr
≤ 2|pi|2‖g‖2∞ + 2E1(pi, k + 1).
140 Chapitre 5 - Discrétisation d’EDSPR
Donc
E
[
sup
t≤s≤T
(Yˆ k+1s − Y˜ k+1s )2
]
≤ C(g)|pi|2 + 2E1(pi, k + 1).
En remarquant que E
[∫ T
t
|Zˆk+1s − Z˜k+1s |2ds
]
= E2(pi, k), on obtient nalement
sup
0≤k≤n
‖Θˆk − Θ˜k‖2 ≤ C(f, g, σ,Φ)
(
|pi|+ sup
1≤k≤n+1
E1(pi, k) + sup
1≤k≤n+1
E2(pi, k)
)
.
5.7 Conclusion
Les calculs prØcØdents nous permettent d’Øcrire la proposition suivante
Proposition 5.13 Sous les hypothèses f, g, σ bornées, lipschitziennes en espace et (H 1
2
),
pour tout N , on a
‖ΘˆN − Θ‖2 ≤ 2(‖ΘˆN − ΘN‖2 + ‖ΘN − Θ‖2)
≤ C(f, σ, g,Φ)
(1− ρ)2
(
|pi|+ sup
1≤k≤N+1
E1(pi, k) + sup
1≤k≤N+1
E2(pi, k)
)
+2
ρ2N
(1− ρ)2 ‖Θ
1 − Θ0‖2
En particulier, si à n fixé,
(∗)


lim
|pi|→0
E1(pi, n) = 0
lim
|pi|→0
E2(pi, n) = 0
alors le schéma de discrétisation converge.
Proposition 5.14 Dans l’exemple particulier de la section 5.4, le schéma de discrétisation converge
et on a
‖ΘˆN − Θ‖2 ≤ 2‖ΘˆN −ΘN‖2 + 2‖ΘN −Θ‖2 (5.27)
≤ C(f, σ, g,Φ)
(1− ρ)2 |pi|+ 2
ρ2N
(1− ρ)2 ‖Θ
1 −Θ0‖2 (5.28)
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Démonstration.
Dans cet exemple, on voit que pour tout k, E2(pi, k) = 0 et E1(pi, k) ≤ ‖σ‖∞e2AT |pi|.
De plus, mŒme si le coefcient f n’est pas bornØ, de la proposition 5.12, on dØduit le mŒme type
de conclusion pour sup
0≤s≤T
|Xˆk+1s − X˜k+1s |2.

Ainsi, pour un systŁme d’Øquations diffØrentielles stochastiques progressives rØtrogrades vØ-
riant les hypothŁses de la proposition 5.13 et (*), si l’on veut approcher Θ à ε prŁs en utilisant
notre discrØtisation, il faudra effectuer N itØrations oø N est tel que ρN
1−ρ ≤ ε. La discrØtisation
que l’on effectuera à chaque Øtape d’itØration ne s’Øloignera pas trop de l’erreur ε admise, si on
choisit le pas de discrØtisation sufsamment petit.
Malheureusement, comme le montre à la fois l’Øtude gØnØrale et les formules de discrØtisation,
certains obstacles se dressent à l’efcacitØ de cette discrØtisation.
PremiŁrement, à l’heure actuelle nous ne contrôlons pas sufsamment bien la suite de proces-
sus (Z˜n) et par consØquent nous peinons à trouver des hypothŁses satisfaisantes et susceptibles
à la condition (*) d’Œtre vØriØe. Une premiŁre idØe testØe, fut d’utiliser les formules recurrentes
obtenues dans la section 5.3 an de dØgager de bonnes propriØtØs. Cette tentative s’est avØrØe
dØlicate à mener et n’a malheureusement pas aboutie. Une seconde idØe serait en remarquant que
Z˜n est solution d’une Øquation diffØrentielle stochastique rØtrograde alØatoire, d’adapter les rØsul-
tats obtenues par Zhang dans le cadre dØterministe [43] sur les quantitØs Øquivalentes à E1(pi, n)
et E2(pi, n). Cela s’avŁre fort dØlicat, les dØmonstrations de Zhang s’appuyant fortement sur du
calcul de Malliavin et des propriØtØs qui semblent propres au cadre dØterministe des coefcients.
DeuxiŁmement cette discrØtisation paraît difcilement utilisable numØriquement, les formules
rØvŁlant une forte rØcursivitØ. Un algorithme qui effectue les calculs de maniŁre directe serait
contraint de calculer des intØgrales multiples de dimension Øgale au nombre de pas de discrØtisa-
tion.
Si nous considØrons l’Øquation de Burgers sur R
∂u
∂t
(t, x)− u(t, x)∂u
∂x
(t, x) +
ε2
2
∂2u
∂x2
(t, x) = 0, (t, x) ∈ [0, T [×R
u(T, x) = Φ(x), x ∈ R
(5.29)
Par la factorisation Cole-Hopf (voir [40] ou [42] pour les dØtails), on obtient l’expression explicite
de la solution
∀(t, x) ∈ [0, T ]× R, u(t, x) = E[Φ(x + ε
√
T − tN)χ(x + ε√T − tN)]
E[χ(x + ε
√
T − tN)]
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oø ∀y ∈ R, χ(y) = exp
(
−ε2
∫ y
0
Φ(u)du
)
.
Nous afchons dans le tableau suivant, diffØrentes valeurs obtenues pour u(0, 0) (valeur mupad
0.9829265065) par le schØma de discrØtisation pour T = 0.1 et ε = 0.5.
P/N 1 2 3
2 0.9826442302 0.9828738227 0.9828699117
3 0.9826442311 0.9828937304 0.9828889371
4 0.9826442315 0.9829036659 0.9828984006
TAB. 5.1  Yˆ N0 suivant quelques valeurs de P et de N pour l’Øquation de Burgers
Nous pouvons faire de mŒme sur l’Øquation dØterministe KPZ (pour Kardar, Parisi et Zhang)
sur R :
∂u
∂t
(t, x)− ν
2
σ2
(
∂u
∂x
(t, x)
)2
+
σ2
2
∂2u
∂x2
(t, x)u(t, x) = 0 (t, x) ∈ [0, T [×R,
u(T, x) = Φ(x), x ∈ R,
(5.30)
ν et σ Øtant des rØels strictement positifs.
Elle admet Øgalement une solution explicite donnØe par (voir Kardar, Parisi and Zhang [23] et
Woyczynski [42] pour les dØtails)
u(t, x) =
log
(
E[exp(νΦ(x + σ
√
T − tN))])
ν
En testant comme prØcØdemment u(0, 0) (valeur mupad 0.9877277819), on obtient pour T = 0.1,
σ = 0.5 et ν = 1,
P/N 1 2 3
2 0.9875780068 0.9876539701 0.9876535084
3 0.9875780076 0.9876792594 0.9876784430
4 0.9875780080 0.9876918979 0.9876908668
TAB. 5.2  Yˆ N0 suivant quelques valeurs de P et de N pour l’Øquation KPZ
En gØnØral, on contourne cette difcultØ en stockant les fonctions à intØgrer sur une discrØtisa-
tion de leur ensemble de dØnition. Cependant, ici l’ensemble de dØnition grossit exponentielle-
ment avec le nombre d’itØration n utilisØ et demanderait donc une mØmoire de stockage considØ-
rable. Une piste intØressante pour diminuer le nombre d’itØrations nØcessaires serait d’utiliser la
dØcroissance du rayon spectral dØnissant le rapport de contraction lorsque l’intervalle de temps
tend vers 0, en dØcoupant l’intervalle de temps initial en une multitude de petits intervalles. Dans
le cadre de la waveform relaxation, on parle de mØthode de windowing. Il sera nØcessaire tou-
tefois que le gain obtenu sur le rayon spectral compense la multiplication des calculs engendrØs
par le dØcoupage.
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Signalons tout de mŒme un point positif à ce schØma de discrØtisation. MŒme si nous n’avons
pas abordØ le problŁme jusqu’à prØsent, il nous est impossible de calculer les espØrances du
schØma de maniŁre exacte. Chaque calcul d’espØrance apporte un terme d’erreur qu’il faut faire
apparaître dans le calcul de l’erreur globale. Ici en utilisant la formulation en termes d’opØrateur,
une technique de calcul d’espØrance (une mØthode de Monte-Carlo, la mØthode des rectangles
ou plus gØnØralement l’approximation par les splines, la quantication introduite par Bally [3] et
reprise par Delarue et Menozzi [9]) peut-Œtre reprØsentØe par un opØrateur de calcul ∆c, et la suite
de processus qui nous intØressera alors sera Θˆn+1 = (∆c ◦∆pi ◦Ψ)(Θˆn) et la formule (5.12), nous
permet de dire que la quantitØ à rØevaluer est alors sup
0≤k≤n
‖(∆c ◦∆pi − Id)(Θ¯k)‖.
Tout se passe donc comme si on avait pris un opØrateur de discrØtisation diffØrent. En fait, il
faudra rajouter à l’erreur trouvØe dans l’inØgalitØ de la proposition 5.13, une erreur de calcul
1
1− ρ · sup0≤k≤n ‖(∆c ◦∆pi −∆pi)(Θ¯
k)‖
propre à chaque opØrateur ∆c.
Nous reprenons les Øquations prØcØdentes de Burgers et KPZ, mais cette fois ci, nous utilisons
une mØthode de grille de pas 0.001 et les techniques de quantication de Bally et PagŁs pour
simuler les espØrances (nous rappelons que la quantication consiste à approcher une loi conti-
nue par une loi discrŁte). Nous ne pouvons comme prØcØdemment mentionnØ avec un tel pas que
stocker une seule itØration de l’algorithme. Les tableaux qui suivent donnent donc les valeurs de
Yˆ 10 pour P = 10, 50, 100 et 200, toujours pour les mŒmes paramŁtres.
P 10 50 100 200
Yˆ 10 0.9822016736 0.9799315739 0.9765590250 0.9679682405
TAB. 5.3  Yˆ 10 suivant quelques valeurs de P pour l’Øquation de Burgers ( = 0.5, T = 0.1)
P 10 50 100 200
Yˆ 10 0.9875791290 0.9872791451 0.9863651008 0.9826984401
TAB. 5.4  Yˆ 10 suivant quelques valeurs de P pour l’Øquation KPZ (ν = 1, σ = 0.5, T = 0.1)
On peut en se limitant à la fois sur P et sur la discrØtisation en espace de la mØthode de grille
(0.01 dans le cas des simulations qui vont suivre) procØder à une seconde itØration. Le tableau
suivant donne les rØsultats obtenus.
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P 10 15 20
Yˆ 20 0.9771924082 0.9733990940 0.9688318804
TAB. 5.5  Yˆ 20 suivant quelques valeurs de P pour l’Øquation de Burgers ( = 0.5, T = 0.1)
P 10 15 20
Yˆ 20 0.9865561812 0.9851158238 0.9833150241
TAB. 5.6  Yˆ 20 suivant quelques valeurs de P pour l’Øquation KPZ (ν = 1, σ = 0.5, T = 0.1)
Bibliographie
[1] R. ABRAHAM AND O. RIVIÈRE. Forward-backward stochastic differential equations and
pde with gradient dependent second order coefcients. ESAIM : Probab. Stat.. To appear.
[2] F. ANTONELLI. Backward-forward stochastic differential equations. Ann. Appl. Probab.,
3(3): 777793, 1993.
[3] V. BALLY. Approximation scheme for solutions of BSDE. Backward stochastic differential
equations, volume 364 of Pitman Res. Notes Math. Ser., pages 177191. Longman, Harlow,
1997.
[4] V. BALLY AND G. PAGÈS. A quantization algorithm for solving multi-dimensional discrete-
time optimal stopping problems. Bernoulli, 9(6): 10031049, 2003.
[5] J. M. BISMUT. ThØorie probabiliste du contrôle des diffusions. Mem. Amer. Math. Soc.
176, Providence, Rhode Island, 1973.
[6] B. BOUCHARD AND N. TOUZI. Discrete-time approximation and Monte-Carlo simulation
of backward stochastic differential equations. Stochastic Process. Appl., 111(2): 175206,
2004.
[7] D. CHEVANCE. Numerical methods for backward stochastic differential equations. Nu-
merical methods in finance, Publ. Newton Inst., pages 232244. Cambridge Univ. Press,
Cambridge, 1997.
[8] M.G. CRANDALL, H. ISHII, AND P.L LIONS. User’s guide to viscosity solutions of second
order partial differential equations. Bull. Amer. Math. Soc. (N.S.), 27(1): 167, 1992.
[9] F. DELARUE AND S. MENOZZI. A forward backward stochastic algorithm for quasi-linear
pdes. Annals of Applied Probability. To appear.
[10] F. DELARUE. On the existence and uniqueness of solutions to FBSDEs in a non-degenerate
case. Stochastic Process. Appl., 99(2): 209286, 2002.
[11] J. DOUGLAS JR., J. MA, AND P. PROTTER. Numerical methods for forward-backward
stochastic differential equations. Ann. Appl. Probab., 6(3): 940968, 1996.
[12] R. DURRETT. Brownian motion and martingales in analysis. Wadsworth Mathematics
Series. Wadsworth advanced book and software, 1984.
[13] E. B. DYNKIN. Superprocesses and partial differential equations. Ann. Probab., 21(3):
11851262, 1993.
145
146 BIBLIOGRAPHIE
[14] E. B. DYNKIN AND S. E. KUZNETSOV. Fine topology and ne trace on the boundary
associated with a class of semilinear differential equations. Comm. Pure Appl. Math., 51(8):
897936, 1998.
[15] N. EL KAROUI AND L. MAZLIAK, EDITORS. Backward stochastic differential equations,
volume 364 of Pitman Research Notes in Mathematics Series. Longman, Harlow, 1997.
Papers from the study group held at the University of Paris VI, Paris, 19951996.
[16] A. E. RUEHLI, E. LELARASMEE, AND A. L.SANGIOVANNI-VINCENTELLI. The wave-
form relaxation method for the time-domain analysis of large scale integrated circuits. IEEE
Trans. Computer-aided Design CAD-1, pages 131145, 1982.
[17] A. FRIEDMAN. Partial differential equations of parabolic type. Prentice-Hall Inc., Engle-
wood Cliffs, N.J., 1964.
[18] E. GOBET, J. P. LEMOR AND X. WARIN. A regression-based Monte Carlo method to solve
backward stochastic differential equations. Ann. Appl. Probab., 15(3): 21722202, 2005.
[19] C. GRAHAM, TH. G. KURTZ, S. MÉLÉARD, PH. E. PROTTER, M. PULVIRENTI, AND
D. TALAY. Probabilistic models for nonlinear partial differential equations, volume 1627
of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1996. Lectures given at the 1st
Session and Summer School held in Montecatini Terme, May 2230, 1995, Edited by Talay
and L. Tubaro, Fondazione C.I.M.E.
[20] F. HIRSCH AND G. LACOMBE. Éléments d’analyse fonctionnelle. Enseignement des Ma-
thØmatiques. Masson, Paris, 1997. Cours et exercices.
[21] H. ISHII AND S. KOIKE. Viscosity solutions for monotone systems of second-order elliptic
PDEs. Comm. Partial Differential Equations, 16(6-7): 10951128, 1991.
[22] I. KARATZAS AND S. E. SHREVE. Brownian motion and stochastic calculus, volume 113
of Graduate Texts in Mathematics. Springer-Verlag, New York, second edition, 1991.
[23] M. KARDAR, G. PARISI, AND Y. C. ZHANG. Dynamic scaling of growing interfaces.
Phys. Rev. Lett., 56: 889892, 1986.
[24] O. A. LADYŽENSKAJA, V. A. SOLONNIKOV, AND N. N. URAL′CEVA. Linear and quasi-
linear equations of parabolic type. Translated from the Russian by S. Smith. Translations
of Mathematical Monographs, Vol. 23. American Mathematical Society, Providence, R.I.,
1968.
[25] B. LAPEYRE, E. PARDOUX, AND R. SENTIS. Méthodes de Monte-Carlo pour les équations
de transport et de diffusion, volume 29 of Mathématiques & Applications. Springer-Verlag,
1998.
[26] J. F LE GALL. Spatial branching processes, random snakes and partial differential equa-
tions. Lectures in Mathematics ETH Zürich. Birkhäuser Verlag, Basel, 1999.
[27] J. MA AND J. YONG. Forward-backward stochastic differential equations and their appli-
cations. Lecture Notes Math., volume 1702. Springer, Berlin, 1999.
[28] J. MA, PH. PROTTER, AND J. M. YONG. Solving forward-backward stochastic differential
equations explicitlya four step scheme. Probab. Theory Related Fields, 98(3): 339359,
1994.
[29] J. MA AND J. ZHANG. Representation theorems for backward stochastic differential equa-
tions. Ann. Appl. Probab., 12(4): 13901418, 2002.
BIBLIOGRAPHIE 147
[30] H. P. MCKEAN, JR. A class of Markov processes associated with nonlinear parabolic
equations. Proc. Nat. Acad. Sci. U.S.A., 56: 19071911, 1966.
[31] S. MÉLÉARD. Probabilistic interpretation and approximations of some Boltzmann equa-
tions. Stochastic models (Spanish) (Guanajuato, 1998), volume 14 of Aportaciones Mat.
Investig., pages 164. Soc. Mat. Mexicana, MØxico, 1998.
[32] D. NUALART. The Malliavin calculus and related topics. Probability and its Applications.
Springer-Verlag, New York, 1995.
[33] E. PARDOUX. Backward stochastic differential equations and viscosity solutions of systems
of semilinear parabolic and elliptic pdes of second order. Stochastic Analysis and Related
Topics : The Geilo Workshop, pages 79127. Birkkhäuser, 1996.
[34] E. PARDOUX AND S. PENG. Backward stochastic differential equations and quasilinear
parabolic partial differential equations. Stochastic partial differential equations and their
applications, volume 176 of Lecture Notes in Control and Inform. Sci., pages 200217.
Springer, Berlin, 1992.
[35] E. PARDOUX AND S. TANG. Forward-backward stochastic differential equations and qua-
silinear parabolic pdes. Probab. Th. Rel. Fields, 114: 123150, 1999.
[36] S. PENG. A nonlinear Feynman-Kac formula and applications. Control theory, stochastic
analysis and applications, pages 173184. World Sci. Publishing, River Edge, NJ, 1991.
[37] S. PENG AND Z. WU. Fully coupled forward-backward stochastic differential equations
and applications to optimal control. SIAM J. Control Optim., 37(3): 825843, 1999.
[38] P. PERONA AND J. MALIK. Scale space and edge detection using anisotropic diffusion.
IEEE Trans. Pattern Anal. Machine Intell., 12: 629639, 1990.
[39] J. E. ROMBALDI. Analyse matricielle. Cours et exercices résolus. EDP Sciences, Les Ulis,
1999.
[40] G. R. WHITHAM. Linear and nonlinear waves. John Wiley & sons, 1974.
[41] M. WIEGNER. Global solutions to a class of strongly coupled parabolic systems. Math.
Ann., 292(4): 711727, 1992.
[42] W. A. WOYCZYN´SKI. Burgers-KPZ turbulence, volume 1700 of Lecture Notes in Mathe-
matics. Springer-Verlag, Berlin, 1998. Göttingen lectures.
[43] J. ZHANG. Some fine properties of Backward Stochastic Differential Equations. Ph.D.
dissertation, Purdue University, 2001.
Equations différentielles stochastiques progressives rétrogrades couplées :
Equations aux dérivées partielles et discrétisation
Résumé : Ce travail de thŁse porte sur les Øquations diffØrentielles stochastiques progressives
rØtrogrades, en particulier celles dont le coefcient de diffusion progressif dØpend de toutes les
inconnues. Nous proposons une maniŁre originale d’aborder le problŁme, nous permettant de re-
trouver des rØsultats classiques d’existence et d’unicitØ de Pardoux-Tang ou Yong. Nous obtenons
de surcroît, en adoptant l’approche Pardoux-Tang en solutions de viscositØ, des reprØsentations
probabilistes de toute une nouvelle classe d’EDP paraboliques dont les coefcients de dØrivation
d’ordre 2 dØpendent du gradient de la solution. Nous proposons Øgalement un schØma de dis-
crØtisation itØratif dont nous prouvons la convergence et Øvaluons l’erreur sur un exemple bien
particulier.
Mots-clefs : Øquations diffØrentielles stochastiques progressives rØtrogrades couplØes, waveform
relaxation, Øquations aux dØrivØes partielles, schØma numØrique.
Classification AMS (2000) : 60H10, 60H30, 60H35.
Forward backward stochastic differential equations :
Partial differential equations and discretization
Abstract : This thesis deals with the forward backward stochastic differential equations, in par-
ticular those with a coefcient of progressive diffusion which depends on all unknowns of the
problem. We propose an original way to get onto this subject, letting us to reobtain some classical
results of existence and uniqueness in the spirit of Pardoux-Tang and Yong’s results, and to nd
a probabilistic representation of a new class of parabolic PDE, in which derivation coefcient
of order 2 depends on the gradient of the solution. We also propose an iterative discretization
scheme. We prove its convergence and give an evaluation of the error on a particular example.
Key Words : forward backward stochastic differential equation, partial differential equation, wa-
veform relaxation, numerical scheme.
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