1. Let us consider the linearly increasing part. Let's assume that the number of codons in the linearly increasing part is k, so that, starting from k (inclusively) the amount of the nodes is constant till the end. The number of nodes in the beginning is 1, after one codon is 4, after k − 1 is 1 + 3(k − 1). So, the number of nodes for the linearly increasing part is
Clearly,
And
Now let us calculate the number of multiplications n m1 in the linearly increasing part: For each node in the linearly increasing part it equals to the number of starting edges:
The number of multiplications is approximately the same for different p:
2. Now let us consider the constant part. Here after any codon, the number of nodes is p. The number of multiplications after each node equals to the number of transitions. The number of transitions corresponding to insertion of zero substitution in a codon is p, of one substitution p − 1, for two substitutions p − 2, for three substitutions p − 3. Overall, the number of different possible mutations after a codon is 4p − 6. The number of codons in a constant part, after which we have transitions equals (R − k). So, the overall number of transitions (and, in turn, the number of multiplications) is:
That is,
The number of nodes in a constant part is
3. The number of summations at each node in the graph is not higher than four. So,
Or,
4. To summarize, the overall time complexity is
For the small number of p this reduces to
At worst, p = 3R, and
5. The space complexity. The space required for the algorithm is proportional to the number of nodes. This means that
At small p space = O(pR)
At worst,
