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Abstract
A simple method is proposed to find the orthogonal projection of a given point to the solution set of
a system of linear equations. This is also a direct method for solving systems of linear equations. The
output of the method is either the projection or inconsistency of the system. Moreover, in the process also
linearly dependent equations are recognized. This paper is constrained for giving theoretical foundations,
computational complexity and some numerical experiments with dense matrices although the method allows
to employ sparsity. The raw method could not compete with best software packages in solving linear equations
for general matrices, but it was competitive in finding projections for matrices with small number of rows
relative to the number of columns.
© 2006 Elsevier Inc. All rights reserved.
AMS classification: 15A06; 15A03; 15A09; 65F05; 65F50; 65Y20
Keywords: Orthogonal projection; Linear equations
1. Introduction
One of the basic problems in linear algebra is to find the orthogonal projection projS(x0) of a
point x0 onto an affine subspace S = {x|Ax = b} (cf. e.g. [2,10,11,28]). This provides a special
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solution of the system of equations. Assuming that A ∈ Rm×n with rank m then it is well known
(see e.g. [21]) that for any z ∈ S one has
projS(x0) = [I − AT(AAT)−1A](x0 − z) + z
= [I − AT(AAT)−1A]x0 + AT(AAT)−1b. (1)
In general, to compute inverse matrices is not easy (cf. e.g. [9,18]). It is often recommended to
solve several systems of linear equations instead. Therefore sometimes, a better alternative for
finding projections is to use a least square method with constraints, more precisely, to solve the
following optimization problem
min{‖x0 − x‖2|Ax = b}. (2)
To solve a system of linear algebraic equations Ax = b is a fundamental problem of linear
algebra. (In the literature they are called also as simultaneous linear equations.) While the theory of
such systems is a part of every course in linear algebra, the solution methods dominate in courses
from numerical mathematics. The methods are usually classified as direct methods (where a
solution is obtained after a finite number of steps) and iterative (typically, after every iteration
only an approximate solution is received but the convergence may be fast). Probably the oldest
solution method is the Gaussian elimination named after C.F. Gauss, although by Wikipedia – the
free Internet encyclopedia, the earliest inventor is Chinese mathematician Liu Hui, who lived in
200’s A.D. (see also book [21], introductions of Chapters 1 and 3). There exist many methods for
solving systems of linear equations (see e.g. papers [15,16,25] and books [13,14,17,18,21,24]).
Many new methods were developed in the last years and many are still being proposed [3–
5,8,12,22,26,30]. Nevertheless, it is the main purpose of this paper to present a direct method for
computing the orthogonal projections. The method leads to an algorithm for computing solutions
to linear systems. There are many methods for systems of linear equations based (explicitly or
implicitly) on projections. For example, see papers [3,7,19,23,27] and book [6]. But none of them
is the same as our method. Note that sometime relationships between some methods are discovered
[3,27,6]. In particular, Lai [20] proved that Purcell’s method [23] is theoretically equivalent with
the Gauss–Jordan elimination method.
Our method looks like an underrelaxation method (see e.g. [16]), but it is different. The key
difference between these methods and our method is the following. In an iteration of the relaxation
methods one attempts to satisfy only one violated equation, ignoring or relaxing others. But in
our method, all previously satisfied equations remain satisfied further. This produces a finite
method. Instead of projecting a point onto a hyperplane, we move along so-called equiresidual
lines. Some properties of such lines are described in Section 2. The method is developed in
Section 3. In Section 4 we give the computational complexity of the method, implementation
remarks, and various extensions of the basic problem which are solvable by the method. Among
others, our method recognizes linearly dependent equations (like elimination methods do), which
is often useful [1]. This paper is limited to theoretical foundations of the method and the exact
arithmetic is assumed in all computations. No error analysis [18,29] for the case of imprecise
arithmetic is given. However, our experiences with the method indicate that it is satisfactory
also in that case. This holds mainly for the very natural problem concerning systems of linear
equations Ax = b, where one asks to find a vector x¯ giving sufficiently small residuals in absolute
value. It is well known that such a vector can be unsatisfactory for ill-conditioned matrices A
if one asks to find a vector which is sufficiently close to the exact solution (this seems to be
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rather artificial problem, but it is important in stability questions [18]). Section 5 gives results of
numerical experiments where our method is compared with some known methods implemented in
Matlab 6.
2. Equiresidual points and lines
In this section we give some basic properties of equiresidual lines. Let us consider a system of
equations Ax = b, where the rows of A, say, aT1 , . . . , aTk ∈ Rn are linearly independent and the
components of b are b1, . . . , bk ∈ R. Such a system has a solution and can be written as follows:
aT1 x = b1,
aT2 x = b2,
· · · (3)
aTk x = bk.
To each equation of (3) a hyperplane can be assigned.
Pi = {x ∈ Rn|aTi x = bi} for all i. (4)
Let S be the solution set of (3). Thus
S = P1 ∩ P2 ∩ · · · ∩ Pk. (5)
It is well known that S is an affine subspace and there is a parallel vector subspace S0 of
dimension n − k such that for any s ∈ S we have S = s ⊕ S0 (= {s + x|x ∈ S0}). The residual
of the ith equation in a point y is the number bi − aTi y. A point y is said to be equiresidual for
system (3) if it has the same residual for each equation of the system. A line L = {u + λv|λ ∈ R}
is called an equiresidual line of system (3) if each point of L is equiresidual for (3).
In general, a line L ⊆ Rn and an affine subspace S ⊆ Rn can either be disjoint, or intersect
in exactly one point, or L ⊆ S. All these possibilities may occur also in the case when L is
equiresidual and S is a solution space of (3), as one can easily see e.g. for n = 3 and k = 2.
Our method of solving (3) is based on the idea to find an equiresidual line with non-constant
residual. Then going along such a line we receive a point of residual 0, i.e. a solution of (3).
Therefore we study this notion in some depth. The following assertion is obvious.
Lemma 1. A line is equiresidual for system (3) ⇐⇒ it contains two distinct equiresidual points
for (3).
Lemma 2. A line L = {u + λv|λ ∈ R} is equiresidual for system (3) ⇐⇒ the following two
conditions are satisfied:
(i) u is an equiresidual point for (3),
(ii) aT1 v = · · · = aTk v.
Proof. (
⇒) The equiresiduality of L means that b1 − aT1 (u + λv) = · · · = bk − aTk (u + λv)
for all λ ∈ R. Putting λ = 0 we get b1 − aT1 u = · · · = bk − aTk u which is (i). Letting λ → ∞ we
get (ii).
(⇐
) A combination of (i) with a λ-multiple of (ii) establishes the equiresiduality of L. 
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For our aims we need equiresidual lines with non-constant residual. They are called briefly as
ERNC lines and can be characterized as follows.
Lemma 3. A line L = {u + λv|λ ∈ R} is an ERNC line for system (3) ⇐⇒ the following two
conditions are satisfied:
(i) u is an equiresidual point for (3),
(ii) aT1 v = · · · = aTk v /= 0.
Proof. In addition to Lemma 2 one sees that for λ′ /= λ′′ we have bi − aTi (u + λ′v) /= bi −
aTi (u + λ′′v) if and only if aTi v /= 0. 
Immediately from Lemmas 2 and 3 we get
Corollary 1. Let u, v,w ∈ Rn, where v /= 0. Then line L = {u + λv|λ ∈ R} is equiresidual or
ERNC line for (3) ⇐⇒ the parallel line {w + λv|λ ∈ R} is equiresidual or ERNC line for (3),
respectively.
We will use special ERNC lines, namely those orthogonal to the solution set S. Such a line is
called an equiresidual orthogonal (ERO, in short) line of system (3). As usual, the linear hull of a
set of vectors a1, . . . , ak is the minimal vector subspace containing all the vectors and is denoted
by span{a1, . . . , ak}.
Theorem 1. A line L = {u + λv|λ ∈ R} is an ERO line for (3) ⇐⇒ the following conditions
hold:
(a) u is equiresidual for (3),
(b) aT1 v = · · · = aTk v /= 0,
(c) v ∈ span{a1, . . . , ak}.
Proof. (
⇒) (a) is obvious. Let s ∈ S. Then the vector subspaces S0 = (−s) ⊕ S and V0 =
span{a1, . . . , ak} are mutually orthogonal complements inRn and S0 ∩ V0 = {0}. Thus the direc-
tion vector v of L belongs to V0, as desired in (c).
By Lemma 2(ii) there is a real μ such that aT1 v = · · · = aTk v = μ. To establish (b) we prove that
μ /= 0. By (c) for any vector y ∈ V0 there are reals α1, . . . , αk such that y = α1a1 + · · · + αkak .
Assume that μ = 0. Then yTv = α1aT1 v + · · · + αkaTk v = 0, i.e. v is orthogonal to each vector of
V0 and thus v ∈ V ⊥0 = S0. According to (c) we have v ∈ V0 and hence v ∈ V0 ∩ S0 = {0}, which
is impossible (because v is a direction vector of a line).
(⇐
) By (a) and (b) L is equiresidual (Lemma 2). According to (c) we have v ∈ S⊥0 and thus
line L is orthogonal to S0. Hence L is an ERO line. 
Theorem 2. For the solution set S of system (3) the following hold:
(i) Each point of S lies in a unique ERO line for (3).
(ii) Each ERO line of (3) contains a unique point of S.
(iii) All ERO lines of (3) are mutually parallel and their common direction vector is independent
of the right-hand side vector b of (3).
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Proof. (i) We want to show that for any point u ∈ S there is a non-zero vector v ∈ Rn fulfilling
the conditions (a)–(c) of Theorem 1. The point u is evidently equiresidual (with residual 0) for (3)
and thus (a) is satisfied. Now we are going to find λ1, . . . , λk ∈ R with v = λ1a1 + · · · + λkak
and aT1 v = · · · = aTk v = μ where μ /= 0. Clearly, this will fulfill (b) and (c). It is sufficient to
ensure the solvability of the system(
AT −I
0 A
)(
λ
v
)
=
(
0
μ
)
, (6)
where λT = (λ1, . . . , λk), the vector 0 consists of zeros and the vector μ consists of μ’s only. Let
M denote the matrix of system (6). One sees that M is a non-singular square matrix and hence
(6) has a unique solution
M−1
(
0
μ
)
= μM−1
(
0
1
)
= μ
(
λ(1)
v(1)
)
,
where λ(1) and v(1) corresponds to μ = 1. Clearly v(1) /= 0 (otherwise Av(1) = 0 /= 1) and
also λ(1) /= 0 (otherwise ATλ(1) − v(1) = −v(1) /= 0 violating (6)). This proves (i).
(ii) Let L = {u + λv|λ ∈ R} be an ERO line for (3). Then there is exactly one λ0 such that
in the point u + λ0v the residual bi − aTi (u + λ0v) = 0 for all i. Namely, we can take λ0 =
(bi − aTi u)/aTi v that does not depend on i because conditions (a) and (b) of Theorem 1 hold.
Therefore L ∩ S contains exactly one point u + λ0v.
(iii) In the proof of (i) we have seen that any direction vector v(μ) of an ERO line of (3) is a
non-zero multiple of one fixed vector and does not depend on u ∈ S. Thus v is independent of
the right-hand side vector b of system (3), as desired. 
Theorem 3. Let x0 ∈ Rn. Then any point x ∈ x0 ⊕ span{a1, . . . , ak} has the same orthogonal
projection onto S.
Proof. Denote V0 = span{a1, . . . , ak}, V = x ⊕ V0, S = P1 ∩ · · · ∩ Pk and S0 = (−s) ⊕ S for
a fixed s ∈ S. As already mentioned above, the vector subspacesV0 andS0 are mutually orthogonal
and 0 is the only their common point. The affine subspaces V and S are also mutually orthogonal
and intersect at a unique point y. For each point x ∈ V the vector x − y is orthogonal to S and
hence y is the orthogonal projection of x onto S. 
Corollary 2. Let x0 ∈ Rn and L be an equiresidual line for (3) lying in x0 ⊕ span{a1, . . . , ak}.
Then L ∩ S consists of a single point and it is the orthogonal projection of x0 onto S.
Proof. As L is orthogonal to S, L ∩ S consists of a single point y and it is an orthogonal projection
of a point x ∈ L onto S. By Theorem 3, x0 has the same projection y. 
3. Developing the solution method
Let us consider a system of m linear equations labeled as (E1), . . . , (Em):
aT1 x = b1 (E1),
aT2 x = b2 (E2),· · · · · · · · · · · ·
aTmx = bm (Em),
(7)
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Fig. 1. Illustrating the algorithm.
where a1, . . . , am ∈ Rn\{0}, b1, . . . , bm ∈ R. In general, we allow dependent equations and the
inconsistency. Our algorithm will recognize such cases. More precisely, it sequentially processes
the equations and if a dependent equation (on previous ones) is encountered then the equation
is skipped and not considered further. In the case an inconsistent equation (with previous ones) is
found, then the algorithm ends. As before, the solution set (a hyperplane) of an equation (Ei ) is
denoted by Pi and the solution set of (7) (i.e. E1 to Em) is S = P1 ∩ · · · ∩ Pm.
Moreover, we will assume that also a point x0 ∈ Rn is given because our aim is to find the
orthogonal projection of x0 onto the set S.
The method is based on Corollary 2, which requires to find an equiresidual line (in fact ERO
line). Such a line will be found recursively as illustrated in Fig. 1.
The first ERO line L1 for (E1) is simply the orthogonal line to P1 through x0. Thus we put
v1 = a1 and we find the intersection, say x1, of line L1 = {x0 + λv1|λ ∈ R} and hyperplane
P1. Evidently, point x1 is the orthogonal projection of x0 to P1. It is also clear that L1 is an
ERO line for (E1). To find an ERO line for (E1) and (E2), we find two distinct equiresidual
points u1, w1 for (E1) and (E2) (Lemma 1). In L1 we search for an equiresidual point u1 for
(E1) and (E2). As L1 = {x1 + λv1|λ ∈ R}, the condition of equiresiduality b1 − aT1 (x1 + λv1) =
b2 − aT2 (x1 + λv1) gives a λ and then we get
u1 = x1 + b2 − a
T
2 x1
aT2 v1 − aT1 v1
v1. (8)
Our example in Fig. 1 gives non-zero denominator in (8), however in general, it may not be the
case (e.g. if the equation (E2) would be the same as (E1)). This pitfall is postponed to the end of
this example and will be discussed also in a general step. To find a point w1, we start with point
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w0 = x0 + a2 and construct a line L′1 through this point with direction vector v1. In this ERO line
for (E1) we look for an equiresidual point w1 for (E1) and (E2). An easy computation gives
w1 = x0 + a2 + b2 − b1 − a
T
2 (x0 + a2) + aT1 (x0 + a2)
aT2 v1 − aT1 v1
v1. (9)
The denominator in (9) is the same as in (8) and hence non-zero. Now we are lucky as we
get w1 /= u1 and thus these points determine an equiresidual line L2 for (E1) and (E2) with
direction vector v2 = w1 − u1. (The other case is possible and will be discussed later.) Since
L2 ⊆ x0 ⊕ span{a1, a2}, this line is orthogonal to P1 ∩ P2 and hence it is an ERO line for (E1)
and (E2). By Corollary 2 the intersection x2 of L2 with P1 (or P2) is the orthogonal projection of
x0 to the solution set P1 ∩ P2.
As mentioned above, there may exist also other cases. First, assume that in our example we
have the equation (E2) the same as (E1). This gives zero denominator in (8) as well as in (9). In this
case we can replace (E2) by the equation (−a2)Tx = (−b2). Now the denominator is non-zero,
but we encounter with another problem. Let us consider the case a2 = −a1 and b2 = −b1. Then
we have P1 = P2 and by our procedure one gets u1 = x1 = w1. Now x1 ∈ P2 and we conclude
that (E2) is linearly dependent on (E1). For further consideration a dependent equation is deleted
(skipped). Finally assume that a2 = −a1 and b2 /= −b1. Then the hyperplanes P1 and P2 are
parallel, but distinct. In this case we observe that x1 /∈ P2 and conclude that (E2) is inconsistent
with (E1). Now we are prepared to explain how to proceed in a general step.
Assume that k  2 and we have already found the first k − 1 linearly independent equations of
(7). Owing to the reasons of simplicity we will denote them as (E1), . . . , (Ek−1) (all encountered
dependent equations have been deleted). That means we have found and saved direction vectors
v1, . . . , vk−1 of the corresponding ERO lines and the last orthogonal projection xk−1 of x0 to
Sk−1 = P1 ∩ · · ·Pk−1. Moreover, it is assumed that
aTi vk−1 = aTj vk−1 /= 0 whenever 1  i  j  k − 1, (10)
aTj vj−1 − aT1 vj−1 /= 0 whenever 1 < j  k − 1. (11)
In ERO line Lk−1 = {xk−1 + λvk−1|λ ∈ R} for (E1), . . . , (Ek−1) we look for an equiresidual
point uk−1 for (E1), . . . , (Ek). It is sufficient to demand uk−1 have the same residual for (E1) and
(Ek). Since xk−1 ∈ P1 we get the following condition on λ
λ(aTk vk−1 − aT1 vk−1) = bk − aTk xk−1. (12)
If the term in the parenthesis is non-zero then we can compute λ and thereby uk−1. If it is zero,
then (Ek) is replaced by equation (αak)Tx = (αbk), where α ∈ R and α /= 0, 1. To unchange
the absolute value of a residual, it is recommended to put α = −1 (in this case also the new
equation is numerically the same as the original one). We assert that now we get the term in the
parenthesis non-zero. Otherwise aTk vk−1 − aT1 vk−1 = 0 and also αaTk vk−1 − aT1 vk−1 = 0. This
yield aT1 vk−1 = 0, contradicting (10). Hence in either case we can determine uk−1.
Now we are going to compute another equiresidual point wk−1 for (E1), . . . , (Ek). We begin
from point w0 = x0 + ak and in line L′1 = {w0 + λv1|λ ∈ R} we look for an equiresidual point
w1 for (E1) and (E2). This yields the following condition: λ(aT2 v1 − aT1 v1) = b2 − b1 − (a2 −
a1)Tw0. Since (11) holds,λ and therebyw1 can be computed. Usingw1 andv2 we find an equiresid-
ual point w2 for (E1), (E2) and (E3), etc. Finally in line L′k−1 = {wk−2 + λvk−1|λ ∈ R} we find
an equiresidual point wk−1 for (E1), . . . , (Ek). Since L′k−1 is equiresidual for (E1), . . . , (Ek−1)
(Corollary 1), it is sufficient to require that wk−1 is equiresidual for (E1) and (Ek), which yields the
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condition on λ: λ(aTk vk−1 − aT1 vk−1) = bk − b1 − (ak − a1)Twk−2. And again by the assumption
(11) one can compute λ and thereby wk−1. Before continuing we state a crucial assertion.
Theorem 4. The following conclusions hold:
(a) If uk−1 /= wk−1, then a1, . . . , ak are linearly independent.
(b) If uk−1 = wk−1 and xk−1 ∈ Pk, then equation (Ek) is dependent on (E1), . . . , (Ek−1).
(c) If uk−1 = wk−1 and xk−1 /∈ Pk, then equation (Ek) is inconsistent with (E1), . . . , (Ek−1).
Proof. At first notice that by Theorem 1 v1, . . . , vk−1 ∈ span{a1, . . . , ak−1}. Thus uk−1 ∈ x0 ⊕
span{a1, . . . , ak−1} and wk−1 ∈ x0 ⊕ span{a1, . . . , ak}.
(a) For a contradiction, assume that a1, . . . , ak are linearly dependent. Then uk−1, wk−1 ∈
x0 ⊕ span{a1, . . . , ak−1}. The system of k − 1 linearly independent equations (E1), . . . , (Ek−1)
has a unique solution in the affine subspace x0 ⊕ span{a1, . . . , ak−1}, namely xk−1. This point is
equiresidual (with zero residual) for (E1), . . . , (Ek−1) and by Theorem 2 it is contained in exactly
one ERO line for (E1), . . . , (Ek−1), namely the line Lk−1, and the points uk−1 and wk−1 lie in it.
Either of points uk−1 and wk−1 has been uniquely determined as an equiresidual point in Lk−1
for (E1), . . . , (Ek), and therefore uk−1 = wk−1. This contradicts our assumption.
(b) Suppose that a1, . . . , ak are linearly independent. Then span{a1, . . . , ak−1} /= ak ⊕ span
{a1, . . . , ak−1}. As uk−1 ∈ x0 ⊕ span{a1, . . . , ak−1} and wk−1 ∈ x0 + ak ⊕ span{a1, . . . , ak−1}
(because by Theorem 1 v1, . . . , vk−1 ∈ span{a1, . . . , ak−1}), we have uk−1 /= wk−1, a contradic-
tion. Thus ak is a linear combination of vectors a1, . . . , ak−1. Moreover, the point xk−1, which
is a common point of (E1), . . . , (Ek−1), fulfills also (Ek) and we conclude that equation (Ek) is
dependent on (E1), . . . , (Ek−1).
(c) The same proof as in (b) shows that ak is a linear combination of vectors a1, . . . , ak−1.
Geometrically this means that the hyperplane Pk either contains the set Sk−1 = P1 ∩ · · · ∩ Pk−1
or these sets are disjoint. As xk−1 ∈ Sk−1 and xk−1 /∈ Pk , the latter case occurs. 
Remark. The last theorem does not hold if instead uk−1 and wk−1 there are considered ar-
bitrary points u ∈ x0 ⊕ span{a1, . . . , ak−1} and w ∈ (x0 + ak) ⊕ span{a1, . . . , ak−1} which are
equiresidual for (E1), . . . , (Ek). This can be demonstrated by the following example in R3 where
we have a system of four equations:
(1, 0, 1)x = 1 (E1),
(0, 1, 1)x = 1 (E2),
(0, −1, 1)x = 1 (E3),
(−1, 0, 1)x = 1 (E4).
Let x0 = (0, 0, 0)T. Then the points u = (0, 0, 0)T ∈ x0 ⊕ span{a1, a2, a3} and w = (0, 0, 1)T ∈
x0 ⊕ span{a1, a2, a3, a4} are distinct and lie in the ERO line L = {(0, 0, 0)T + λ(0, 0, 1)T|λ ∈ R}
for (E1), (E2) and (E3). They are equiresidual for (E1), (E2), (E3) and (E4). Clearly, the vectors
a1, a2, a3 are linearly independent, but a1, a2, a3, a4 not. Hence it is important that our algorithm
changes (E4) to equation (1, 0,−1)x = −1. Then we get u = w.
Now we can continue in the process as follows. If uk−1 /= wk−1 then we put vk = wk−1 − uk−1
and define Lk = {uk−1 + λvk|λ ∈ R}. Since vk ∈ span{a1, . . . , ak}, the line Lk is an ERO line
for (E1), . . . , (Ek) (by Lemma 2 and Theorem 1). According to Corollary 2, Lk ∩ P1 consists of a
single point xk , which is the orthogonal projection of x0 to Sk = P1 ∩ · · · ∩ Pk . Theorem 4 tell us
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that a1, . . . , ak are linearly independent and thus we can go to the next iteration to scan equation
(Ek+1) (if any).
If uk−1 = wk−1 and xk−1 ∈ Pk then by Theorem 4 (Ek) depends on previous equations and
can be skipped or deleted. The next equation (if any) is denoted again as (Ek) and scanned in the
next iteration.
Finally if uk−1 = wk−1 and xk−1 /∈ Pk , then by Theorem 4 the system (7) is inconsistent and
the algorithm halts.
The following assertion summarizes some properties of the vectors vi .
Theorem 5. Suppose that scanned equation (Ek) led to a new vector vk. Then we have:
(a) span{v1, . . . , vk} = span{a1, . . . , ak},
(b) vk is orthogonal to the set Sk = P1 ∩ · · · ∩ Pk,
(c) aTi vk = aTj vk /= 0 whenever 1  i  j  k,
(d) aTj vi − aT1 vi /= 0 whenever 1  i < j  k.
Proof. (a) We proceed by induction on k. The case k = 1 being trivial, we will suppose that k 
2. By the algorithm we have vk = wk−1 − uk−1 ∈ ak ⊕ span{a1, . . . , ak−1} ⊂ span{a1, . . . , ak}.
By the induction hypothesis we have span{v1, . . . , vk−1} = span{a1, . . . , ak−1}. Therefore, if vk
would belong to the former set then ak would belong to the latter set, a contradiction.
(b) During the development of our algorithm we have already proved that vk is a direction
vector of an ERO line for (E1), . . . , (Ek), as desired. By Theorem 1 this immediately implies also
(c). As to (d), it holds for j  k − 1 by (11) and for j = k by the algorithm. 
We provide a summary of the algorithm in Table 1.
4. Complexity and extensions
In this section we show the computational complexity of our algorithm, give several imple-
mentation remarks and finally mention some extensions of the basic problem.
4.1. Computational complexity
We follow the algorithm as presented in Table 1. One sees that initialization can be done in
time O(n) (flops). Let us consider kth large iteration. Except of the while cycle, every item
can be computed in time O(n). The j th small iteration (j = 2, . . . , k) requires 4n + 4 flops (it
is supposed that the values (aj − a1)Tvj−1 are stored). Thus in total the while cycle can be done
in time (4n + 4)(k − 1) flops. Since k = 2, . . . , m, the overall complexity of the algorithm is
4(n + 1)∑mk=2(k − 1) + O(mn)  2m2n + O(mn). This is better than the complexity 2m2n +
mn2 + m3 + O(mn) of computing the projection by (1) (here we assumed that the inverse of
an m × m matrix requires m3 + O(m2) flops). On the other hand, in the case of a square non-
singular n × n matrix A we get 2n3 + O(n2), which is worse than the standard complexities (e.g.
2n3/3 + O(n2) for Gaussian elimination).
As to memory requirements, the input data need m(n + 1) + n. Except that our computation
requires storage at most mn (for vectors vk) and O(n) for others. Thus the overall memory require-
ments do not exceed 2mn + O(m + n). This is approximatively the same as do computations by
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Table 1
Algorithm
INPUT:
(1) a system of m linear equations aT
i
x = bi with ai ∈ Rn\{0} and bi ∈ R, 1  i  m,
(2) a vector x0 ∈ Rn
OUTPUT:
(1) the maximal index p such that the subsystem consisting of the first p equations has its solution set S nonempty,
(2) each of the first p equations which is linearly dependent on the previous equations is marked as dependent, and
(3) the orthogonal projection y of x0 onto S
INITIALIZATION:
k = 1;
p = 1;
v1 = a1;
x1 = x0 + b1−a
T
1 x0
aT1 v1
v1;
if m = 1 then [y = x1; HALT];
LARGE ITERATION:
k = k + 1;
{the working index of the next scanned equation is k}
p = p + 1;
if (ak − a1)Tvk−1 = 0 then [ak = −ak; bk = −bk];
uk−1 = xk−1 + bk−a
T
k
xk−1
(ak−a1)Tvk−1 vk−1;
w0 = x0 + ak ;
j = 2;
while j  k do
SMALL ITERATION:[
wj−1 = wj−2 + bj−b1−(aj−a1)
Twj−2
(aj−a1)Tvj−1 vj−1; j = j + 1
]
if uk−1 /= wk−1 then [
vk = wk−1 − uk−1;
xk = uk−1 + b1−a
T
1 uk−1
aT1 vk
vk ;
if k = m then [y = xk ; HALT]
else goto LARGE ITERATION
]
;
if aT
k
xk−1 = bk then [mark the kth equation as dependent and do not consider it anymore;
if k = m then HALT
else [k = k − 1; goto LARGE ITERATION]];
p = p − 1; HALT; {the kth equation is inconsistent}
(1), but worse than O(n2) (in the case of square non-singular n × n matrices when solving linear
equations by Gaussian elimination).
4.2. Implementation remarks
Here we suggest some recommendations for implementation.
(1) Instead of w0 = x0 + ak we can take w0 = x0 + βak for any real β /= 0. This should be
applied to obtain comparable summands in norm.
(2) In small iteration it suffices to keep in memory only the last vector wj .
(3) Similarly in large iteration we need only the last vectors uj ,wj and xj .
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(4) However, all vectors vj should be kept and it is recommended to keep also all denominators
aTj vj−1 − aT1 vj−1.
(5) One can observe that in all scalar products a row aTi acts as a factor. Consequently, if the
matrix A of the system is sparse then the products can be performed with computational
savings. Moreover, if the vector x0 is sparse, then for small indices j also uj ,wj , vj and
xj are relative sparse and also sums can be performed with savings. Clearly, as j becomes
larger these vectors are denser and denser.
4.3. Some extensions of the basic problem
(1) Suppose that the rank of the matrix A is k. Once the vectors v1, . . . , vk have been computed,
any right-hand side can be processed using no more than O(mn) flops because the vectors
are the same for all right-hand sides b (Theorem 2). For the first computation we can take
for x0 any point and hence also the zero vector.
(2) Once the orthogonal projection of a point x0 onto the solution set S of a system Ax = b has
been found, the orthogonal projection of a new point x′0 onto S can be computed in time
O(kn), where k is the rank of A (Theorem 2).
(3) Theorem 2 ensures computational savings also in the case when we need to solve several
systems of equations whose matrices have many first rows in common (because they have
many first vectors vi in common).
(4) If a system of equations Ax = b is inconsistent, then we can solve system of normal
equations ATAx˜ = ATb and thus find a least squares solution x˜ of the original system
(see e.g. [21, p. 439]) at least in theory.
(5) The whole solution set S of a system Ax = b can be found e.g. as follows. If A is an m × n
matrix of rank k, then we first find the inconsistency or proj(0) and the rank in time at most
2m2n+O(mn). Then we choose a basis of Rn, for example the unit vectors e1, . . . , en (the
columns of the identity matrix), and find proj(e1), . . . , proj(en) in time O(kn) each. These
projections generate S. Namely, S = proj(0) ⊕ span{proj(e1), . . . , proj(en)}.
(6) Our method tends to produce such solutions of systemsAx = b which minimize the absolute
residual of the first equation. Therefore, if the absolute residual of a specific equation is
needed to be very small, then the equation should be placed as the first in the system. Another
way is to keep the original position but to take the M-multiple of such an equation with a
big multiplier M; this can be applied even simultaneously for several equations (however,
this can be cancelled by a scaling procedure).
5. Numerical experiments
In this section we present numerical results for systems Ax = b where A is a dense matrix
with m rows and n columns, m  n. We used the software system Matlab 6 running on a PC with
an Intel P4 3.2 GHz processor. As to test data, we generated two kinds of matrices denoted as
‘rand’ and ‘hilb’. In the former case we shifted a random matrix to get also negative elements:
A = rand(m, n) − 0.5. In the latter case we generated a (rectangular) Hilbert matrix A with
A(i, j) = 1/(i + j − 1). In all cases we received a full rank matrix A and we took a vector z of 1s
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Table 2
Finding projections: numerical results for random matrices
m n Method ‖y − x0‖ ‖b − Ay‖/‖b‖ Time
1000 1000 invuse 1.0e+0 7.3e−10 4.78
lsqlin 1.0e+0 4.1e−14 6.95
proj 1.0e+0 2.7e−11 46.89
500 500 invuse 1.0e+0 3.4e−10 0.68
lsqlin 1.0e+0 1.2e−14 0.98
proj 1.0e+0 1.6e−12 7.00
200 200 invuse 1.0e+0 2.4e−12 0.04
lsqlin 1.0e+0 5.2e−15 0.09
proj 1.0e+0 3.2e−13 0.79
100 100 invuse 1.0e+0 9.1e−13 0.01
lsqlin 1.0e+0 2.0e−15 0.23
proj 1.0e+0 5.9e−13 0.17
1000 2000 invuse 2.0e+0 5.5e−15 10.42
lsqlin 2.0e+0 1.6e−14 46.20
proj 2.0e+0 8.9e−13 202.29
500 2000 invuse 1.5e+0 5.1e−15 3.71
lsqlin 1.5e+0 1.1e−14 32.59
proj 1.5e+0 3.3e−14 29.87
200 2000 invuse 1.0e+0 3.8e−15 1.29
lsqlin 1.0e+0 1.0e−14 28.79
proj 1.0e+0 4.4e−15 3.40
100 2000 invuse 7.6e−1 2.6e−15 0.68
lsqlin 7.6e−1 9.9e−15 27.09
proj 7.6e−1 1.8e−15 0.75
50 2000 invuse 5.8e−1 3.0e−15 0.43
lsqlin 5.8e−1 3.1e−15 25.81
proj 5.8e−1 2.6e−15 0.20
20 2000 invuse 2.5e−1 1.5e−15 0.29
lsqlin 2.5e−1 3.9e−15 25.12
proj 2.5e−1 1.8e−15 0.04
10 2000 invuse 3.3e−1 2.9e−15 0.26
lsqlin 3.3e−1 2.3e−15 25.01
proj 3.3e−1 1.7e−15 0.00
200 10,000 proj 5.9e−1 5.0e−15 45.81
200 20,000 proj 3.6e−1 1.1e−14 96.18
200 50,000 proj 2.4e−1 6.8e−15 230.18
100 20,000 proj 3.2e−1 8.0e−15 21.59
100 100,000 proj 1.1e−1 1.3e−14 112.48
100 200,000 proj 9.5e−2 4.9e−14 222.09
50 100,000 proj 8.9e−2 1.6e−14 27.76
50 200,000 proj 7.6e−2 2.4e−14 55.73
50 400,000 proj 5.1e−2 2.6e−14 109.39
20 200,000 proj 3.7e−2 2.8e−14 10.14
20 400,000 proj 2.8e−2 5.0e−14 19.8
20 1,000,000 proj 1.6e−2 3.9e−14 49.12
10 100,000 proj 4.2e−2 3.3e−14 1.25
10 200,000 proj 2.5e−2 2.2e−14 2.78
10 400,000 proj 1.8e−2 3.9e−14 4.93
10 1,000,000 proj 1.0e−2 3.8e−14 12.17
10 2,000,000 proj 6.4e−3 1.4e−13 24.23
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(i.e. z = ones(n, 1)) to be a solution and defined b = Az. Although the presented results concern
the ∞-norm, similar results were obtained also for 1-norm and 2-norm.
5.1. Orthogonal projections
We computed the orthogonal projection of a zero vector x0 (x0 = zeros(n, 1)) onto the solution
set of the above system Ax = b. We compared three methods referred to as ‘invuse’ , ‘lsqlin’,
and ‘proj’. ‘invuse’ computes proj(x0) by formula (1) and uses Matlab function ‘inv’: C = A′ ∗
inv(A ∗ A′), y = (I − C ∗ A) ∗ x0 + C ∗ b′ (the fact that x0 = 0 was not exploited). ‘lsqlin’
solves the least square problem (2) with linear constraints by using Matlab function ‘lsqlin’:
y = lsqlin(I, x0, [ ], [ ], A, b). The method ‘proj’ is our projection method with zero tolerance
1e−14: y is its output vector (the orthogonal projection of x0 to the solution set of the system).
In Table 2 there are given the distances ‖y − x0‖ between x0 and a result y, relative residuals
‖b − Ay‖/‖b‖, and cpu times (in seconds) for various sizes of random matrices A. Similar results
for Hilbert matrices are presented in Table 3. We had no exact projection of x0 at hand except of
the case when the system had a unique solution (m = n). Since the real proj(x0) must be in the
solution set of the system Ax = b and minimizes the distance from x0, the smaller distance and
smaller relative residual the better result.
Table 3
Finding projections: numerical results for Hilbert matrices
m n Method ‖y − x0‖ ‖b − Ay‖/‖b‖ Time
200 200 invuse 3.6e+1 2.1e+0 0.07
lsqlin 0.0e+0 1.0e+0 0.12
proj 1.0e+0 5.4e−8 0.79
100 100 invuse 1.2e+1 4.1e+0 0.03
lsqlin 1.0e+0 1.7e−15 1.26
proj 1.0e+0 6.7e−13 0.17
50 2000 invuse 1.6e+0 7.0e−1 0.45
lsqlin 0.0e+0 1.0e+0 2.32
proj 9.7e+0 4.8e−6 0.18
10 2000 invuse 5.3e+0 1.2e−1 0.28
lsqln 2.6e+0 3.3e−15 25.00
proj 4.2e+0 6.7e−8 0.00
200 10,000 proj 4.8e+3 6.7e−3 45.95
200 20,000 proj 1.2e+2 1.3e−4 96.84
100 20,000 proj 1.7e+2 1.4e−5 21.71
100 100,000 proj 2.6e+2 6.9e−5 111.37
50 100,000 proj 3.4e+1 5.3e−6 27.90
50 200,000 proj 1.4e+1 1.0e−6 55.65
20 200,000 proj 1.6e+1 8.9e−7 10.14
20 400,000 proj 1.0e+1 1.8e−6 20.3
10 100,000 proj 2.0e+1 1.4e−6 1.23
10 200,000 proj 1.6e+1 8.7e−7 2.53
10 400,000 proj 1.7e+1 1.5e−6 4.92
10 1,000,000 proj 1.4e+1 2.8e−6 12.07
10 2,000,000 proj 8.3e+0 1.0e−5 24.00
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Note that for n >2000 the presented results cover only our method ‘proj’ because ‘invuse’ and
‘lsqlin’ were not able to compute such large problems and ended with Matlab error message ‘out
of memory’.
5.2. Linear equations
We computed a solution of the above system Ax = b by using three Matlab methods and
our projection method. The methods are referred to as: ‘rref’, ‘A\b’, ‘lsqr’ and ‘proj’. These
methods are applied as follows. ‘rref’ (Gauss–Jordan elimination with partial pivoting): B =
rref([A b]), u = B(1 : m, n + 1). To obtain a solution vector x ∈ Rn, the vector u was comple-
mented by zeros whenever m < n. ‘A\b’ (Gaussian elimination and other techniques): x = A\b.
‘lsqr’ (a least square method with default tolerance ≈2.3e−16 and maximum number of iter-
ations 2000): x = lsqr(A, b, tol,maxiter). ‘proj’ (our projection method with zero tolerance
1e−14): x is the output (the orthogonal projection of zero vector x0 to the solution set of the
system).
In Table 4 there are given values ‖x − z‖, relative residuals ‖b − Ax‖/‖b‖, and cpu times (in
seconds) for various sizes of random matrices A. Similar results for Hilbert matrices are presented
in Table 5. Note that the error is equal to ‖x − z‖ if z is the only solution (m = n), but it is not
defined otherwise (m < n). The results show that the fastest method ‘A\b’ was better than ‘proj’
also in accuracy for random matrices. But for some Hilbert matrices our method ‘proj’ gave
smaller errors.
Table 4
Linear equations: numerical results for random matrices
m n Method ‖x − z‖ ‖b − Ax‖/‖b‖ Time
100 100 rref 7.2e−13 2.0e−15 1.29
A\b 3.1e−13 2.8e−15 0.00
lsqr 2.6e−13 1.4e−15 0.09
proj 1.3e−12 1.3e−13 0.17
200 200 rref 8.4e−14 3.6e−15 4.86
A\b 9.9e−14 4.7e−15 0.00
lsqr 2.5e−14 1.6e−15 0.29
proj 3.3e−12 1.2e−13 0.82
1000 1000 rref 3.2e−12 1.3e−14 127.17
A\b 6.5e−13 3.3e−14 0.50
lsqr 4.8e−12 2.9e−14 87.06
proj 3.9e−10 9.0e−12 51.79
2000 2000 rref 2.7e−12 2.2e−14 632.34
A\b 3.3e−12 7.3e−14 4.54
lsqr 9.3e−2 2.0e−5 437.53
proj 1.0e−8 1.0e−10 491.35
100 100,000 rref 2.4e+3 4.0e−14 768.17
A\b 1.5e+2 1.2e−15 10.53
lsqr 1.1e+0 1.0e−14 4.92
proj 1.1e+0 1.2e−14 109.90
10 1,000,000 rref 1.7e+3 7.8e−16 478.89
A\b 4.0e+2 3.2e−16 4.34
lsqr 1.0e+0 5.1e−14 4.68
proj 1.0e+0 3.8e−14 12.51
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Table 5
Linear equations: numerical results for Hilbert matrices
m n Method ‖x − z‖ ‖b − Ax‖/‖b‖ Time
10 10 rref 3.5e−4 1.2e−15 0.07
A\b 4.4e−4 1.5e−16 0.04
lsqr 9.5e−6 6.0e−16 0.09
proj 2.3e−4 1.6e−11 0.01
20 20 rref 3.0e+3 1.5e−1 0.04
A\b 4.4e+1 1.8e−16 0.01
lsqr 7.4e−6 7.4e−16 0.00
proj 3.9e−4 4.0e−12 0.01
50 50 rref 1.7e+3 2.4e−1 0.21
A\b 5.5e+2 1.1e−15 0.03
lsqr 6.7e−6 7.8e−16 0.01
proj 2.0e−3 5.3e−10 0.04
100 100 rref 1.1e+3 4.2e−1 0.82
A\b 1.0e+3 2.5e−15 0.03
lsqr 2.2e−2 1.1e−15 0.56
proj 1.3e−3 6.7e−9 0.17
200 200 rref 2.1e+3 9.1e−1 3.21
A\b 6.3e+3 7.5e−16 0.01
lsqr 1.0e−3 1.8e−15 1.54
proj 9.8e−2 5.4e−8 0.82
100 100,000 rref 1.0e+0 9.9e−1 522.59
A\b 1.5e+4 3.6e−9 10.51
lsqr 8.5e+0 1.1e−13 803.34
proj 2.6e+2 6.9e−5 109.96
10 1,000,000 rref 1.0e+0 9.9e−1 503.31
A\b 3.1e+3 6.2e−9 3.95
lsqr 1.4e+1 1.1e−13 113.93
proj 1.3e+1 2.8e−6 12.40
6. Conclusion
We have presented a new idea for computing the orthogonal projection of a point onto an
affine subspace. The numerical experiments with dense m × n matrices showed that in finding
orthogonal projections our method was competitive if not superior to the other methods whenever
m  n. In the remaining cases our method provides satisfactory results for practical purposes.
Clearly, our method can serve also for finding a solution of a system of linear equations. Although
the theoretical computational complexity of our method for linear equations is worse than those of
standard methods, the computational experiments with dense matrices are satisfactory although
our method could not compete with standard methods. Note that we tested our raw method against
well equipped standard methods (with various sophisticated techniques). We believe that better
results can be expected after improvements will be implemented also in our method. Thus there
is large room here for a further research.
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