Abstract: This paper considers the Linear Minimum Variance recursive state estimation for the linear discrete time dynamic system with random state transition and measurement matrices, i.e., random parameter matrices Kalman filtering. It is shown that such system can be converted to a linear dynamic system with deterministic parameter matrices but state-dependent process and measurement noises. It is proved that under mild conditions, the recursive state estimation of this system is still of the form of a modified Kalman filtering. More importantly, this result can be applied to Kalman filtering with uncertain observations as well as randomly variant dynamic systems with multiple models.
Introduction
Linear discrete time system with random state transition and observation matrices arise in many areas such as radar control, missile track estimation, satellite navigation, digital control of chemical processes, economic systems. Koning [1] gave the Linear Minimum Variance recursive estimation formulae for the linear discrete time dynamic system with random state transition and measurement matrices without rigorous derivation. Such system can be converted to a linear dynamic system with deterministic parameter matrices and state-dependent process and measurement noises. Therefore, the conditions of standard Kalman Filtering are violated and the recursive formulae (for example, in random transition matrix and provide the optimal real-time estimator for this case. In Section 5, simulation examples are given for the models given in Section 3 and Section 4. Finally, in Section 6, we present our conclusions.
Random Parameter Matrices Kalman Filtering
Consider a discrete time dynamic system
where x k ∈ R r is the system state, y k ∈ R N is the measurement, ν k ∈ R r is the process noise, and ω k ∈ R N is the measurement noise. The subscript k is the time index. F k ∈ R r×r and H k ∈ R N ×r are random matrices.
We assume the system has the following statistical properties: {F k , H k , ν k , ω k , k = 0, 1, 2, · · ·} are all sequences of independent random variables temporally and across sequences as well as independent of x 0 . Moreover, we assume x k and {F k , H k , k = 0, 1, 2, · · ·} are independent mutually. The initial state x 0 , the noises ν k , ω k , and the parameter matrices F k , H k have the following means and covariances
where f k ij and h k ij are the (i, j)th entries of matrices F k and H k , respectively. Rewrite F k and H k as
Substituting (7), (8) into (1), (2) converts the original system to
System (9), (10) has deterministic parameter matrices, but the process noise and observation noise are dependent on the state; therefore, this would not satisfy the well-known assumptions of standard Kalman filtering.
In the following, we will derive the recursive state estimate of the new system, which is of the form of a modified Kalman filtering. We present two lemmas first, and leave their proofs in the appendix of the paper. Lemma 1. Suppose random matrix F and random vector x are independent, then
Lemma 2.
By Lemma 2, system (9), (10) satisfies all conditions of the standard Kalman Filtering. Hence, we have the following theorem ( [2, 3] ) immediately. Theorem 1. The Linear Minimum Variance recursive state estimation of system (9), (10) is given by
where the superscript " + " denotes the Moore−Penrose pseudo inverse.
Remark 1. Compared with the standard Kalman filtering, random parameter matrices Kalman filtering has one more recursion of E(x k+1 x T k+1 ). By Theorem 1, we eventually have to compute
and their analytical expressions are given as:
Application to A General Uncertain Observation
Consider a system
where all the parameter matrices are non-random and a set of multiple observation equations is selected to represent the possible observation case at each time. The random variable γ k is defined to formulate which measurement matrix is chosen at time k and the value of γ k is either observable or unobservable. If γ k = i, the measurement matrix is H i k and the observation noise corresponds to ω i k . When the value of γ k is observable at each time k, this is an uncertain observation of the first type and the state estimation with measurement equation (13) is converted to
which is obviously the classical Kalman filtering, i.e., the least mean square estimate using the various available observation of y k . To show the applications of the random measurement matrix Kalman filtering, we focus on the the second type of uncertain observations, i.e., in (13), γ k is unobservable at each time k, but the probability of the occurrence of every available measurement matrix is known.
Consider that in (13), γ k is unobservable at each time k, but the probability of the occurrence of each measurement matrix is known. Obviously, (2) is a more general form of (13) because only expectation and covariance of H k in (2) are known (see (6) ) other than its distribution. The expectation of H k can be expressed as:
The remainder in order to apply the random measurement matrix Kalman filtering is just to calculate:
Substituting (15) and (17) into Theorem 1 can immediately obtain the random measurement matrix Kalman filtering of model (1), (13). In the following, two specific examples of the uncertain observations of the above model (1), (13) are given.
Example 1.
In the classical Kalman filtering problem, the observation is always assumed to contain the signal to be estimated. However, in practice, certain observation may contain noise alone, and the estimator cannot know this happens, only the probability of occurrence of such cases being available to the estimator. Nahi [4] derived the optimal recursive estimator with uncertain observation, but it is easy to see his result is a special case of ours except some notation difference.
Consider such a discrete dynamic process x k , k = 0, 1, · · · is defined by
where F k is a non-random matrix of appropriate dimension and ν k is a noise sequence satisfying
δ(·) is the Kronecker delta function. The initial state x 0 is assumed to be a random vector with a known mean µ 0 and a known covariance matrix P 0 .
The observation is given by
where h k is also an non-random matrix, ω k is the observation noise satisfying
p(k) is the probability that the kth observation contains the signal x k . Hence, the above observation can be described equivalently by
where the observation matrix H k is a binary-valued random matrix, with
Due to (8) ,
In the uncertain observation case, the state transition matrix is still a constant one, but the measurement matrix is random, by (27) and (28), the covariance of the process and observation noise can be written as follows:
and
Thus, the random measurement matrix Kalman Filtering in this special case is given by:
Compared the above formulas with Nahi's result [4] , it is easy to see his result is a special case of ours except some notation difference.
Example 2.
We assume y k has at least two elements and partition y k into multiple parts, each part may contain noise alone. In the simplest case, suppose y k is divided into two parts y k,1 , y k,2 . The observation equation can be given by:
where the observation matrix H k,i , i = 1, 2 are independent of each other and two binary random matrices with
Similarly as the derivation as before, we can obtain:
and the various samples ofH k with their probabilities are given in the following table: 
Substituting (34) and (35) into the Kalman filtering in Theorem 1 can yield the optimum estimator straightforwardly for system (18), (31).
Application to Multiple-Model Dynamic Process
The multiple-model (MM) dynamic process were considered by many researchers (for example, see [7] - [11] ). Although the possible models considered in those papers are quite general and can depend on the state, only suboptimal algorithms were proposed in the past a few decades. On the other hand, although some of the MM systems are not state-dependent and therefore more restrictive than the models considered in [8, 10] , but these MM systems can be reduced to dynamic models with random transition matrix and thus the optimal real-time filter can be given directly according to the random transition matrix Kalman filtering proposed in Theorem 1.
where {F i k } and {ν k } are independent sequences, and H k is non-random. We use random matrix F k to stand for the state transition matrix. The expectation of F k can be expressed as:
A necessary step for implemeting the random Kalman filtering is to calculate
Thus, all the recursive formulas of random Kalman filtering can be given by:
Simulations
The simulations were done for a dynamic system with random parameter matrices modelled as an object movement with process noise and measurement noise on the plane. The two simulations show the specific applications of results in the last two sections.
Simulation 1. We consider the model in example 1, and certain observations may contain noise alone, only the probability of occurrence available to the estimator. The object dynamics and measurement equations are given by,
, with probability γ = 0.95 (42) = 0, with probability 1 − γ = 0.05
The initial state x 0 = (50, 0), P 0|0 = 0.5I. The covariance of the noises are diagonal, given by
It is easy to see that the target is a object that moves noisily at constant rotation speed 2π/300/step in a circle with initial radius 50 about origin of the coordinate space. Using a tracking trajectory and Monte-Carlo method of 50 runs, we can evaluate tracking performance of an algorithm by comparing a tracking trajectory with the actual moving object (see Fig.1 below) and showing the second moment of the tracking error (see Fig. 2 below) given by 
Simulation 2.
In this simulation, there are three dynamic models , with the corresponding probabilities of occurrence available. The object dynamics and measurement equations are given by,
cos(2π/300) sin(2π/300) −sin(2π/300) cos(2π/300) with probability 0.1, cos(2π/250) sin(2π/250) −sin(2π/250) cos(2π/250) with probability 0.2, cos(2π/100) sin(2π/100) −sin(2π/100) cos(2π/100) with probability 0.7,
Obviously, for this system, the object at time k moves at three different rotation speeds with the two corresponding probabilities, respectively, in a circle with radius x k about origin of the coordinate space. 
Conclusion
In this paper, we have given rigorous analysis for the Linear Minimum Variance recursive state estimation of the linear discrete time dynamic system with random state transition and measurement matrices. Since such a system can be converted to a linear dynamic system with deterministic parameter matrices and state-dependent process and measurement noises. We have shown that under mild conditions, the converted system still satisfies the conditions of standard Kalman Filtering; therefore, the recursive state estimation of this system is still of the form of a modified Kalman filtering. More importantly, we found that this result can be applied to Kalman filtering with uncertain observations as well as randomly variant dynamic systems with multiple models. The simulation examples support our analysis for the applications of the random parameter matrices Kalman filtering.
Appendix
In this appendix, we provide proofs for the various lemmas that are presented in the paper.
Proof of Lemma 1. By the properties of conditional expectation, we have that
Q.E.D.
Proof of Lemma 2.
(a) : By the assumptions on the model (1) and (2), and notations in (11), it is obvious.
(b1) : Since {F k , ν k , k = 0, 1, 2, . . .} is independent of x 0 , 
E(ν kν
For x l is linearly dependent on F l−1 F l−2 · · · F 1 F 0 x 0 , ν l−1 , F l−1 F l−2 · · · F l−i+1 ν l−i , i = 2, 3, · · · , l, and {F k , ν k , k = 0, 1, 2, . . .} is independent of x 0 , Similarly, E(ω kω
