Abstract
Introduction
The wind energy is a pollution-free resource. Based on the application, the wind power generators can be classified into two main classes, constant-speed and variable speed generators. The power extraction from the wind energy should be maximized. The WECS uses the full scale converter with a PMSG. The advantages of PMSG are its high efficiency and reliability as it does not requires an external excitation. The Wind Generation System (WGS) can primarily be categorized into two types: (i) a constantspeed wind turbine whichis based on fine-tuning the pitch angle of wind turbine blades so as to control the output power of a wind turbine. (ii) a variable-speed wind turbine with optimum Tip Speed Ratio (TSR) [14, 15] . The variable-speed wind turbines are more striking, as they can extract maximum power at various wind velocities, and therefore, decrease the mechanical stress on wind energy conversion systems (WECS) [8, 13] . A pitch control strategy was assigned in [16] based on the non-linear model. The inverse system method can control the output power over a wide speed range. But it is difficult to work for non-parametric uncertainties. The electromechanical analysis is introduced for reducing the torque ripple of the PMSG [13] . This increases the machine efficiency. However analysis does not reveal about optimal power extraction.
With the conventional method, the energy is extracted from the constant speed wind energy conversion system. Using Squirrel-cage Induction Generator or DoublyFed Induction generator, energy is supplied to the load and the main drawback is that it does not track the maximum power point [7] . Maximum Power Point Tracking (MPPT) control approach is commonly implemented in order to change the wind energy into electrical energy at the maximum levels in wind power generation systems [6, 12] . The competence of power regulation is reliant on the chosen control method [11] . Different control technologies have been developed andused to control the variable speed-variable-pitch wind turbine, together with generator torque, PID and adaptive controls [10] . Tip speed ratio control, power signal feedback and hill climbing search method are the three common types of MPPT control techniques. But traditional MPPT control approaches have limitations such as estimation fault and high frequency jitter, which leads to low precision [20] . The active techniques of extracting maximum wind energy are still under development by exploiting the wind energy generation system and raising the competence of the power system to a particular level [17] .
At present several algorithms have been developed for maximum power point tracking (MPPT). A few problems of MPPT control approach are dealt with by adapting to the improvement of the intelligent optimization algorithm and combining with MPPT control approach [3] . Three general MPPT algorithms are: a) hill climbing search (HCS) or perturbation and observation (P&O), b) wind speed measurement (WSM) and c) power signal feedback (PSK) [7, 10] . Dissimilar computational intelligence (CI) methods, together with particle swarm optimization (PSO), mean-variance optimization (MVO), fuzzy logic, neural network, etc., have been used to deal with challenging control issues (both transient, dynamic and steady-state controls) in WTG systems. PSO implementation is easy and also it leads to rapid convergence and hence PSO has become popular for many applications [5] . The proposed strategy launched in this paper, is the combination of PSO and RNN techniques. In Section 3, the PSO-RNN techniques are described. The performance results are analyzed in Section 4. Section 5 contains the concluding part of the paper.
Overview of WTGS

Model of Wind Turbine
The power extracted from the wind turbine is expressed as
where ρ is the density of the air, r is the radius of wind turbine, V w wind velocity and Cp (λ) is the power coefficient. The power coefficient depends on the tip-speed ratio
The mechanical torque developed from the turbine is given by
The electro-mechanical equations of the system torque can be expressed as
where J is the inertia of the system and T e is the electromagnetic torque.
Modeling of PMSG:
Using Park's transformation, based on stator voltage and current, PMSG is modeled by the equations given below:
where V d and V q are stator voltages, i d and i q are stator currents in d-q reference frame. R is the resistance of stator winding. The electrical torque produced by the PMSG is given by the following equation.
Where λ m is magnetic flux of the core, L q , and L d are the inductances of the stator winding, and p the number of pole pairs. The active and reactive powers can be calculated using d-q transformation, which is expressed as.
where, P and Q are the active and reactive powers of the wind generation system. Using the above equations, the proposed hybrid method is used for tracking the maximum power in wind turbine generation system (WTGS). The detailed explanation of the proposed controller is described in the following section.
Proposed Controller for Optimizing MPPT Control Technique in WTGS
Organization of Proposed System Structure
The block diagram of the proposed hybrid system is illustrated in Figure 1 . From the Figure, it is seen that the power generator is connected through a PWM converter. The DC link capacitor is placed in between the converter and inverter. The PWM converter is used to control the torque and the speed. The PWM inverter is used to control the transit power in order to keep the DC-link voltage constant. Here, the inputs of the converter and inverter are received from their respective controller circuits.
Optimizing dc Voltage in the Wind Generation System using PSO Algorithm
PSO is a robust optimization technique based on swarm intelligence, which implements the simulation of social behavior. In this algorithm, each member is seen as a particle and each particle is a potential solution to the problem. In this paper, PSO algorithm is used to evaluate the dc link reference voltage ( ) for getting maximum power from the wind generation system. The inputs of the PSO algorithm are dc link voltage and current. From the inputs, the maximized power is calculated which is the output and is optimized by the dc link voltage.
Figure 1. Block Diagram of Proposed Controller in Wind Turbine Generation System
The procedure of PSO algorithm is explained in the following section.
PSO Algorithm
Initialization
Step 1: The input parameters of PSO algorithm is V dc and I dc . Here, the positions and velocity vectors of the input parameters are initialized randomly. Each parameter is considered as a particle, whose position vector is = ( 1 , 2 , … … , )in iteration k, and velocity vector is = ( 1 , 2 , … … , ). Here, V dc and I dc are the dc link voltage and current.
Fitness Calculation
Step 2: Evaluate the fitness function of each input parameters. Here, the maximum value of power is taken as a fitness function.
= max ( )
From the above equation, dc power (P d ) is calculated from the formula = ( * ). Based on the fitness function, the optimal voltage is stored and compared with the personal best of every parameter with its current fitness value. If the current fitness Vol. 8, No. 7 (2015) value is better than the previous , then assign the current fitness value to . The best solution achieved by i th particle in iteration k, is defined as
. Here, i=1,2,…,n and k=1,2,…,n, which represent the dimensions in the specified range.
Step 3: Establish the current best fitness value in the whole of inputs. If the current best fitness value is better than global best g(best), then assign the current best fitness value to g(best) and assign the current coordinates to g(best) coordinates.
Update the Position and Velocity of Input Parameters
Step 4: Update the velocity and position of the particles using the equations (11) and (12) .
(12) where, i and ω denote the particle at i th position and inertia weight respectively. Φ 1 and Φ 2 are the learning rates governing the particle towards its best position and learning rates governing the social components. The rand 1 and rand 2 are represented as the random numbers that are uniformly distributed in the range [0, 1]. The must be specified in the maximum and minimum range of [v max , v min ] velocity. Next the dc link voltage positions are updated.
Termination
Step 5: When the maximum iteration is reached, the process is terminated; otherwise steps 2-4 are repeated. Here, the optimal voltage is calculated based on the fitness function and stored as the optimal dc link reference voltage (
).This voltage is updated for every iteration. The working procedure of RNN is discussed in the following section.
Process for Recurrent Neural Network Training
RNN has two phases-training phase and testing phase and four layers-input layer, hidden layer, context layer and output layer, where 'n' neurons are considered in the unseen context layer [29] . There is a one-step time delay in the feedback path so that earlier outputs of the context layer, also called the states of the network, are employed to compute novel output values. The topology is the same as that of a feed forward network; apart from that the outputs of the unseen layer are applied as the feedback signals. The proposed RNN with voltages as input and one current as output is shown in Figure 2 .
The RNN has two inputs namely, error voltage (E) and change of error voltage (ΔE). The output of RNN is termed as the control law ( ), which is generated for regulating the load reference current. The RNN output is given to the inverter current controller. Here, the input layer to the hidden layer weights are specified as (w 11 ,w 22 ,…,w 1n and w 21 ,w 22 ,…,w 2n ). The arbitrary weights of recurrent layer and the output layer neurons are generated at the specified interval [w min , w max ]. For every neuron of the input layer, weight is assigned to be equal to one.
The RNN is trained by using back propagation through time delay (BPTT) algorithm with Bayesian regulation. The RNN process is based on the forward and backward passes. The procedure of Bayesian regulation BPTT algorithm is explained below.
Copyright ⓒ 2015 SERSC
Figure 2. Training Structure of Proposed Recurrent Layer Neural Network
Procedure of BPTT Algorithm with Bayesian Regulation
Step 1:Initialize the inputs of the input layer and assign their weights. The inputs of the network is error voltage (E) and change in error voltage (ΔE) and they are calculated from = − and ∆ =̀ respectively.
Step 2: Forward Pass
In general, an RNN can be expressed with the following equations,
where, and specify the activation state of neuron at a time and optimized values of weights respectively. The activation function depends on the network inputs and context layer inputs.
Step 3: The hidden node activation function is passed through the sigmoid function f i , to determine the decision vector. The RNN output iŝ= 2 for a single output weight matrix with i=1,2. .
Step 4: Backward Pass
In the forward pass of back propagation, the output of each neuron is calculated using the following function.
where,f, H, I, Cdenote the activation function of neuron, hidden layer values, input values and the values of the context neuron, which store the information about the previous network stage. Then j x is the j th input to the neuron and ij  is an integer indicating the displacement in recurrent connection.
Step 5: Back Propagation Error
The back propagation error is calculated from the following equation.
The error can be minimized using the Bayesian Regularization approach which is described below.
Step 6: Network Training using Bayesian Regularization Approach
In this Bayesian Regularization technique, the objective function is modified by combining the mean sum of squared network errors Step 7: The updated weights B r are calculated using (20) as shown below.
where, E w is the sum of squares of the network weights, α and β are the parameters to be optimized in Bayesian framework. The training is continued until the Back Propagation error gets reduced to a small predetermined value. The well trained network object is obtained from the above. The current control law is generated from this network. The results obtained and the analysis of the proposed hybrid method is described in the following section.
Results and Discussion
In this paper, a hybrid control technique is proposed for tracking the maximum power generation system. The proposed hybrid controller is implemented in MATLAB/Simulink working platform. Here, the proposed controller is placed within the PWM inverter controller. The PSO algorithm is used for calculating the dc link reference voltage. The controlled signals are generated from the RNN technique. These signals are given to the inputs of the current controller which generates the controlling pulses. By using the current control law, the load current reference is adjusted. The proposed hybrid method is tested using the parameters given in Table 1 , and its performances are analyzed and are given in Figures 3-8 . Table 1 
Performance Analysis and Evaluation Metric
The performances of the proposed hybrid controller are analyzed. Here, the power coefficient, tip speed ratio, torque, speed, DC link voltage and the real power are evaluated separately using PI controller, ANN technique and the proposed hybrid model PSO-ANN and the performances are compared which are shown in Figure 3 -8. The ANN employed here is Recurrent neural network.
Figure 3. Power Coefficient in Various Methods
The power coefficient outcomes are illustrated in Figure 3 . The power coefficient values are assessed from the wind speed and the maximum power can be extracted as a function of power coefficient from the wind. 70% of the Betz Limit is converted into electrical energy by the wind turbine and thus the C p of this wind turbine is calculated as 0.7 x 0.59 = 0.41. The practical values of the power coefficient lie between 0.2 and 0.5. Here, the maximum power coefficient value C p = 0.44. By using PI controller technique, it is observed that the C p value is found to increase from time t = 0.01sec. From t=2sec, the power coefficient value decreases slowly and reaches a C p value of (0.13) till t=4 sec.
Figure 4. Tip Speed Ratio in Various Methods
It is observed from Figure 4 that the tip speed ratio with PI controller reaches the steady state condition after a lapse of 3.8 sec, whereas the tip speed ratio in the controller using the ANN reaches the steady state value after 8.5 sec. With the proposed hybrid technique the tip speed ratio reaches the desired value at t=2 sec.
Figure 5. Torque Comparison in Various Methods
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Figure 6. Speed Comparison in Various Methods
The response of the electromagnetic torque and the rotor speed of the generator are shown in Figures 5 and 6 . The simulation results of the response and recovery times of the torque and speed for PI, ANN and PSO-ANN methods are given in the Table 2 below. Figure 7 shows the DC link voltage waveform with various controllers. In Figure 8 the real power obtained in all the three methods is analyzed. In the PI controller technique, the power curve swings between 0.0 and 1.1 in the time range between 0 and 0.3sec. From t=0.3sec the power curve starts to increase slowly and reaches the maximum power of 1.12MW at t = 4sec. After t=4sec, the maximum power remains constant at a value of 1.75 MW and at t = 8.6 sec it stars decreasing slowly. While using the ANN technique, initially the curve swings during the period between 0 and 4 sec and remains constant at a value of 0.98. In the proposed technique, the power starts to increase gradually from t = 0 sec and reaches its maximum power value of 1Mw at t=3sec. After reaching the maximum power, the curve remains steady after t=3 sec. As compared to the power obtained using the other techniques, the proposed method only attained the rated power of 1MW. In the proposed method the real power remains constant over a time period whereas power fluctuations occur in the ANN and PI controller techniques as it is evident from Figure 8 . The superiority of the proposed method over the existing methods in terms of real power is clearly identified.
With the proposed hybrid method, the wind turbine system achieves high torque and high speed and the rated power as compared to the other existing methods.
The Percentage Error value is evaluated as given below:
(%) = − * 100
(21) Table 3 shows the performance of the proposed PSO-RNN method in terms of Average Power (W), maximum error of power coefficient, increased power error of dc link voltage, maximum error of tip speed ratio. The Average Power (W) of the proposed method is 962.9. The existing methods such as PI and RNN offer only 892.1(W) and 899.9(W) of Average Power respectively. When compared to the existing systems, the proposed PSO-RNN Method gives higher Average Power (W).It shows that the proposed method is more accurate than the other methods. Also the proposed method has given 7.936% higher power than that of the existing PI and RNN techniques. In the same way maximum errors of power coefficient, dc link voltage and the tip speed ratio of the proposed method are considerably low when compared to the existing techniques. The error percentage is calculated using the equation (21) . Low error and high average power imply that the proposed (PSO-RNN) method gives better performance and found to be more efficient than the PI and ANN techniques.
Conclusion
In this paper, a hybrid technique is proposed for the improvement of maximum wind power extraction for variable-speed Wind Power Generation System (WPGS). The hybrid technique consists of a combination of PSO and ANN techniques. The hybrid method is simulated using MATLAB/SIMULINK. In the proposed hybrid method average power, power coefficient, dc link voltage and tip speed ratio are evaluated and compared with the respective values obtained using PI controller and the ANN techniques. The dc link voltage and the real power remain constant and an increased value of the average power is obtained in the proposed method. Hence it is established that the PSO-RNN method gives low errors of power coefficient, dc link voltage and tip speed ratio with a high percentage of average power. 
Parameters of Turbine-Generator System
