In order to find the approximate solution of the KdV equation, we use the finite element method of Taylor-Petrov-Galerkin, in which discretization in the time variable is carried out using Taylor series expansion and for discretization in space are considered as test functions cubic B-splines and Legendre polynomials as weight functions. These functions are adequate in that they satisfy continuity, integrability and orthogonality required to apply the method.
Introduction
Korteweg-de Vries equation is a nonlinear partial differential equation on which many papers and researches have been carried out, with the aim of finding exact and/or approximate solutions [8] . Curry [4] , considers Padé approximations, assuming the solution of KdV equation as a quotient of polynomial functions of decreasing exponentials and then defining a bilinear differential operator known as Hirota D−operator, which permits expressing the equation in terms of a bilinear form and then finally obtaining the solution. Galerkin method has also been used to solve KdV equation [2, 6, 9] . This method consists of finding an approximate solution by considering the solution as a linear combination of basic functions, which in this case could be polynomials, Hermite cubic polynomials [1, 6, 11, 14] . Canivar [3] uses Taylor-Galerkin finite element method on Korteweg-de Vries equation with the aim of finding the approximate solution with high precision. Initially the method is implemented using a partition of the interval on which the solution is to be defined and using cubic B-splines on the subintervals obtained (see, for example, [7, 11, 12, 13] ). The approximate solution of the differential equation is supposed to be a linear combination of B-splines following a discretization on time using a Taylor series and applying Galerkin method for discretize of space. Petrov-Galerkin method for nonlinear dispersive wave focus its study on finding the solution of KdV equation using piecewise linear interpolating [7, 12, 15] , the method employs types of functions of form and basis where when considering linear interpolants, it reduces or minimizes efforts in computational calculi [5, 12] . Villegas et al [15] also discusses Wavelet-Petrov-Galerkin to find the solution of KdV equation. Our main objective in this paper consists in determining an approximate solution of KdV equation subject to null boundary conditions and given initial conditions and applying finite element method known as Taylor-Petrov-Galerkin.
Taylor-Petrov-Galerkin method for KdV equation
Consider the boundary value problem (BVP)
with KdV partial differential equation, ε, µ given constants, null boundary conditions and initial condition u(x, t) = f (x). Domain of definition of this BVP is the interval Ω = [a, b], and subindexes x, t indicate partial derivatives with respect to space and time, respectively. In order to discretize on time, we know that the Taylor series expansion in time is given by
from equation (1), u t = −εuu x − µu xxx , hence taking derivatives on (1) with respect to time, we obtain
Therefore considering u on a given time step
Replacing u n t and u n tt on (4) we have
now, taking derivatives, reordering and multiplying through by t, we obtain
Therefore, equation (1) has been discretized only on time so that equation (5) now depends only on space. Now, we apply Petrov-Galerkin method to the weak form of differential equation (5) and weight function w(x) to discretize space. Initially, take a partition of the domain of definition Ω, with size the uniform subinterval h, N + 1 nodal points
] and h = x m+1 − x m . Now, considering Legendre polynomials as weight functions, and denoting such by P m on [x m , x m+1 ], obtain from (5)
On the other hand, if we consider that the approximate solution takes the for
, where φ m (x) is the cubic B-spline and δ m (t) is a parametric function discretized on time we have
, where prime denotes derivative respect to x. Replacing function U and its derivatives by their approximations, (6) becomes
3 Numerical results and simulation
We consider the initial value problem to show an application of the method just described. The case considers the exact solution of the KdV equation, considering as initial condition the function u (x, 0) = 3c sech 2 (Ax + D) (see e.g. [3, 7, 9] ). The error analysis given in the method was carried out by using norms L 2 and L ∞ given in [10] by 
The solution for this problem at t = 0 is shown in Figure 1 . 
Following table gives all the defined together with connection nodes, indicating that on assembling the system the elements located at node positions are added up to Num Element Node 1 Node 2 Node 3 Node 4 1
In this case matrix A is 
By way of example, we show for the case of C and D, the elements C Solving last system for the given initial condition we obtain as approximate solution the graph shown in Figure 2 . 
