Different nonresponse rates (statistically significant at 10% level using χ 2 test).
Possibility of nonignorable nonresponse: the act of voting itself may increase their interest in politics and hence the probability of their participation in the post-election survey. 
Then, the ATE can be written as,
where p 00 and p 10 are not identifiable from the data. Since p j0 ∈ [0, 1], the sharp bounds (Horowitz & Manski, 2000) are given by, τ ATE ∈ p 11 π 11 (π 00 + π 01 ) − (π 00 + p 01 π 01 )(π 10 + π 11 ) (π 10 + π 11 )(π 00 + π 01 ) , (π 10 + p 11 π 11 )(π 00 + π 01 ) − p 01 π 01 (π 10 + π 11 ) (π 10 + π 11 )(π 00 + π 01 ) . (Little & Rubin, 1987) : the outcome variable is missing at random (MAR) given the treatment status and observed covariates. For j ∈ {0, 1} and x ∈ X ,
Ignorability Assumption
The proposed assumption: missing-data mechanism directly depends on the realized value of the outcome variable itself, but is conditionally independent of the treatment status. Reasonable if the treatment does not directly cause nonresponse. Nonignorability (NI) Assumption: For k ∈ {0, 1} and x ∈ X ,
Identification of the ATE is established via Bayes rule (PROPOSITION 1). Specify the following parametric models (e.g., logistic regression),
Complete-data likelihood function:
where r ·k (x) = r 1k (x) = r 0k (x) for x ∈ X under the NI assumption. Computation: EM algorithm, Gibbs sampler with prior distributions.
Multi-valued Outcome and Treatment Variables
Setup:
The NI assumption:
Identification: there are J(K − 1) unknown probabilities while the assumption implies J(J − 1)K /2 constraints. Thus, the identification is possible so long as J ≥ 3 − 2/K . A general parametric approach: For example, we may assume,
for every j ∈ T , x ∈ X , and y ∈ Y.
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Standard Randomized Experiments Sensitivity Analysis
Sensitivity Analysis with No Covariate
Motivation: since neither MAR nor NI assumptions are directly verifiable from the data, it is of interest to examine the sensitivity of one's conclusion to the key identifying assumption. Sensitivity analysis based on the following parameter,
for k = 0, 1 where the range of the parameter is given by,
τ ATE is now a function of θ NI k and identifiable parameters. See how τ ATE varies along with the value of θ k .
Standard Randomized Experiments Sensitivity Analysis Sensitivity Analysis with Observed Covariates
Consider the following logistic regression:
The sensitivity analysis can be based on the odds ratio for the conditional probabilities of missingness,
where 
Analysis of the German Election Experiment
Model:
ML estimates (using EM algorithm) with bootstrap standard errors. The ML estimates appear to be somewhat sensitive, but the scenarios corresponding to (Γ NI 0 , Γ NI 1 ) = (3, 1/3), (1/3, 3) may be highly unlikely.
