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In recent years, the demand for software-based packet processing has been increasing, as evidenced by 
the emergence of terms such as SDN and SFV.While software packet processing is highly flexible and 
scalable, its performance is lower than that of packet processing by dedicated devices such as 
routers.Kernel bypassing techniques are used to improve the performance of software packet processing, 
and DPDK is one of the most powerful techniques.By using DPDK, it is possible to achieve 
performance close to that of dedicated devices.When we think about the mechanism of DPDK and 
virtualization, we find that DPDK, a kernel bypass technology, and hypervisor virtualization, which 
operates as a kernel function, do not go well together.In particular, we hypothesized that there  might be 
cases where the use of DPDK as a hypervisor s witch might cause performance degradation.We 
hypothesized that there might be cases where performance degradation is caused, especially when 
DPDK is used as a hypervisor switch. From the above, it can be seen that there is an increasing number 
of software that provides fast packet IO using DPDK.However, when considering fast packet IO in a 
virtual environment, especially in a hypervisor virtual environmentHowever, when considering fast 
packet IO in virtual environments, especially in hypervisor virtual environments, DPDK-based 
acceleration methods are not effective and should be avoided.Therefore, I have developed a method for 
accelerating packet IO between VMs in a hypervisor environment without using DPDK.In this paper, I 
have proposed two methods to accelerate packet IO between VMs in hypervisor environments without 
using DPDK: one using PCI-Passthrough and SR-IOV, and the other using Unikernel.We have 
confirmed that both of these methods show better performance than the commonly used methods. 
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境における VM 間のパケット IO の高速化のための手法と


















（２）VM 間通信のための virtioバックエンド 
VirtioVhostUser[6] と呼ばれる virtio バックエンド
の実装がある.virtio のバックエンドを VM に渡してし
まうことによって，仕組み上は VM 同士が直接パケット














バイザスイッチとして利用した場合を図 3 に DPDK アプ
ライアンスをハイパーバイザスイッチとして利用した場
合を図 4 に示す．なお，これらは説明のため一部簡略化










図 1: Xen での通常の VM 間通信 
 















環境の利用による大量の VM の利用を 考えると，VM 間
の通信性能を向上させることは極めて重要であると考え
ることができる.したがって本研究では，同一のハイパー






PCI-Passthrough 及び SR-IOV を利用した手法について
図 5に示す.PCI-Passthrough は，VM に直接 PCI デバイ 
 
図 3: Linux Bridge をハイパーバイザスイッチとして利
用した環境 
 
図 4: DPDK アプライアンスをハイパーバイザスイッチと
して利用した環境 
 




である．これにより VM の性能が向上する ことが知られ
ている．しかしこの技術は VM と同じ数だけ実デバイス
もしくは実デバイス単位が必要になるため，実環境で広
く VM に対してリソースを提供することが極めて 困難で
あった．SR-IOV は一つのデバイスを複数のデバイスとし 
 
図 6: Unikernel を利用した手法 
 
て認識することができる技術であったが，これら 2 つを 












Unikernel を利 用した手法につい て図 6 に示す．









バイス IO の仕組みに関しては標準のものをそのまま利 
用可能であるため，既存のハイパーバイザ技術やカーネ
ル 技 術 と非 常 に 親和 性 の高 い 手法 で あ ると 言え





（１）DPDK の物理環境での有用性の実験  
ソフトウェアでのパケット処理の代表として Linux，
DPDK を利用したソフトウェアとして，Kamuee をそれぞ
れ使用する．Kamuee は  NTT コミュニケーションズが開
発した DPDK を利用したソフトウェアルータで，ハード
ウェアルータに匹敵する性能を誇  ると言われている .こ




図 7: DPDK の物理環境での有用性の実験 
 
a) 実験環境  
実際に実験を行った環境を図 7 に示す．非試験装置  (以
下  DUT) 上に  Linux 及び  Kamuee を動作させる．NIC 
に  Mellanox ConnectX-5 を利用しているが，これは 
100GbE の  NIC であり，ワイヤーレートを出すためには
キャリアグレードのパケットジェネレータを利用する必
要がある .よってこの実験ではその性能を持つ Spirent を
パケットジェネレータとして利用する.これらは光 ケー
ブルで直つなぎになっている．  
b) 実験内容  
実験は単純な L3 フォアーディングについてのみ行う .
また，パケットは単一ホスト  から単一ホストへのもの，
すなわちルートテーブルの検索の性能をほとんど考えな




ーディングの性能を比較することができる . Linux と 
Kamuee でパケット処理に利用するコア数は  1core, 4core, 
8core とし，それぞれについてパケットサイズを  64ytes, 
128bytes, 256bytes, 512bytes, 1024bytes, 1518bytes として実
験を行った．  
c) 実験結果  




（２）DPDK の仮想環境での有用性の実験  
ソフトウェアでのパケット処理の代表として，Linux，
DPDK を利用したソフトウェアとして，VPP をそれぞれ使
用する．VPP(Vector Packet Processing)は Linux  
 
図 8: Kamuee の実験結果 
 











a) 実験環境  
今回の実験では，2種類の実験環境を用意する．それぞ
れ の 環 境 を p2v(physical-virtual) ，



















図 10: p2v 実験環境
 
図 11: v2v 実験環境 
 













全て on にした on実験，ethtoolのオプションを全て off
にした off実験をそれぞれ実施した． 
c) 実験結果  
p2v 環境，v2v 環境それぞれで実験を行った結果を図
12, 13 に示す.実験項目は Linux, VPP のそれぞれに対




図 12: p2v 実験結果 
 
図 13: v2v 実験結果  
 
（３）PCI-Passthrough 及び SR-IOV を利用した手法の 
    実験  
手法 1で紹介した，PCI-Passthrough 及び SR-IOV を利
用した VM 間相互通信の高速化手法についての実験を行
う． 
a) 実験環境  
実際に実験を行った環境を図 14に示す．DUT上にハイ
パーバイザ仮想環境を構築する．ここではハイパーバイ
ザに KVMを採用する．ハイパーバイザ上に 2 台の VMを用
意し，この 2 台の VM 間でネットワーク性能を計測する．
NICでは SR-IOVによって複数の vfが存在する．この中か








境で想定される VM 間の相互 通信の環境として，図 15
のような環境を用意した．ハイパーバイザ上に 2 台の VM 
を用意し，この 2 台の VM間でネットワーク性能を計測す
る．VM のインタフェースは Linux Bridge に接続され，
同一の L2 空間に存在している．デバイス IO には virtio 
を，virtioバックエンドには vhost-net を利用する． 
b) 実験内容  
実験は単純な同一 L2 ドメイン内の単一ホストと単一
ホストの TCP 通信についてのみ行う．計測のためのソフ
トウェアとして iperf を利用する．VMは 4vCPU・2GRAM 
 
図 14: PCI-Passthrough 及び SR-IOV を利用した手法の
実験環境 
 
図 15: 通常のハイパーバイザ仮想環境で想定される環境 
 
とした. 
c) 実験結果  
提案手法と標準環境それぞれの実験結果を並べたもの
を図 16 に示す．縦軸はスルー プットを示している． 
（４）Unikernel を利用した手法の実験 
手法 2 で紹介した，Unikernel を利用した VM 間相互
通信の高速化手法についての実験を行う.  
a) 実験環境  
実際に実験を行った環境を図 15 に示す．DUT 上にハ
イパーバイザ仮想環境を構築する．ここではハイパーバ
イザに KVM を採用する．DUT は表 5 に示すようなハ
ードウェ  ア構成になっている．ハイパーバイザ上に  2 
台の VM を用意し，この  2 台の  VM 間で  ネットワー
ク性能を計測する．VM の実装には  Unikernel を用いる．
Unikernel の構築に は様々な方法が存在するが，今回の
実験では  OSv[12] を利用する．OSv は  Unikernel の実装 
の中で最もポピュラーなものの一つで，Linux で動作す
るバイナリをそのまま  Unikernel で動作させることがで
きる．このため，以前までの実験と同様に iperf を利用
して実験を  行った．デバイス  IO には  virtio を利用し， 
 
図 16: PCI-Passthrough 及び SR-IOV を利用した手法の
実験結果  
 
図 17: Unikernel を利用した手法の実験環境 
 
 
図 18: Unikernel を利用した手法の実験結果 
 
virtio バックエンドには  vhost を利用した．  また，今回
も比較として通常のハイパーバイザ仮想環境で想定され
る  VM 間の相互通  信の環境での実験が必要であるが，
前節のものと同じ環境であるため説明を割愛する． 
b) 実験内容  
実験は単純な同一 L2度メイン内の単一ホストと単一ホ
ストの TCP 通信についてのみ行う．計測のためのソフト
ウェアとして iperf を利用する．VM は 4vCPU・2GRAM と
した． 
d) 実験結果  
提案手法と標準環境それぞれの実験結果を並べたもの
を図 18 に示す．縦軸はスループットを示している. 
 
６． 考察 
図 8, 9 より，物理環境では DPDK は Linux よりも非
常に高い性能を誇ることが示れた.これにより物理環境
での高い有用性を示した．対して，図 12, 13 より，仮
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