Introduction
Many future spacecraft such as the space station will be large and flexible and will require control of the vibrational motion induced by internal and external disturbances for fine pointing and shape Current results indicate that an accurate model is necessary to design controllers with the needed performance level.
In the past decade, many system identification techniques were developed and/or applied to identify a state space model for modal parameter identification of large flexible space structures. The modal parameters include frequencies, damping, and mode shapes. The identified state space model is also used in controller design. Many satisfactory results were reported in the literature. 3,4 Most techniques are based on sampled pulse or impulse system response histories which are known as Markov parameters. The usual practice uses the Fast Fourier Transforms (FT_ of the inputs and measured outputs to compute the sampled pulse response histories. The discrete nature of the FFT causes one to obtain pulse response rather than impulse response, and a somewhat rich input is required to prevent numerical ill-conditioning in the computation. Another approach is to solve directly in the time domain for the Markov parameters from the input and output data. The drawbacks of this method include the need to invert an input matrix which necessarily becomes particularly large for lightly damped systems. 5
Recently, an approach was developed 6"s to address the problem of inverting a large-dimensional input matrix. Reference 8 gives a more detailed presentation of the developments in Refs. 6 and 7
including additional examples. Rather than identifying the system Markov parameters which may exhibit very slow decay, it uses an asymptotically stable observer to form a stable state space discrete model for the system to be identified. The primary purpose of introducing an observer in
Ref.
8 is as an artifice to compress the data and improve system identification results in practice.
The system identification engineer can assign any poles desired, and hence specify the decay rate of the observer Markov parameters to be determined from the data and simultaneously the number of parameters needed before they have decayed to a negligible level. The desired poles can be real, complex or deadbeat. The deadbeat means that all the poles are zero in the complex plane for a discrete model.
The treatment in Ref.
8 is purely deterministic. When stochastic models are considered, it would be desirable to identify not only the system matrices of a realization, but also the noise or uncertainty characteristics of the model directly from the experimental data. This presumes that the same sensors and actuators used in the identification tests will also be used in the control system which is to be designed from the system identification results. There are basically two ways to characterize system uncertainties including plant and measurement noises. One way is to describe the input and output uncertainties directly in terms of their covariances.
Another way is to specify theidentified deadbeat observeranda Kalmanfilter is thenestablished throughuseof the ergodic property of stationaryrandomprocesses.The optimal natureof the identified observeris also discussed.Numericalandexperimental resultsaregiven to illustratethe validity of thealgorithm presented in this paper.The experimental resultsareobtainedfrom a 10-baytrussstructurehaving two accelerometers andtwo thrusters.
Basic Formulation
Consider a discrete multivariable linear system described by
where 
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and M is an n x q arbitrary matrix chosen to make the matrix A as stable as desired. Although Eq. (4) becomes
where
Equation (6) When CA 'B = 0 for i > p, one can solve for the observer Markov parameters from real data, using the same approach as in Eq. (3):
", : ,,. : Furthermore, to minimize any numerical error due to the computation of the pseudo-inverse, the rows of V should be chosen as independent as possible. As a result, the maximum p is the number that maximizes the number, (m+q)p+m, of independent rows of V. The maximum p means the upper bound of the order of the deadbeat observer.
The lower bound of the order of the observer will be addressed in the next section.
There are many ways of producing the least squares solution to equations such as Eq. (7) for Y. All the above equations assume zero initial conditions, x(0) = 0. For nonzero initial conditions, a somewhat different formula should be used. Rewrite Eq. (4) in another matrix form as
For the case where A p is sufficiently small and all the states in x are bounded, Eq. (8) can be approximated by neglecting the fhst term on the right hand side, y=YV (9) which has the following least squares solution
provided that [VVr] -1 exists. Equation (9) is identical to Eq. (7) except that the y in Eq. (7) 
To obtain the Markov parameter CAB, first consider the product _o) _o) = C(A + MC)(B + MD)
Similarly, to obtain the Markov parameter CA2B, consider the product _(1) Therefore,
As established in Ref. 8, the general relationship between the actual system Markov parameters and the observer Markov parameters is 
Note that 1 and all _ (2_ (i=O, 1 . 
By induction, the general relationship is 
The above italiciz_stamment about Eq. (15)regardingthenumbex of independent system Markov parameters also appliesto theobservergain Markov parameters,Yk°,in Eq. (25) or (28)• Note that I and all_a) (i = 0, I....) are q x q square matrices. Therefore,the leftmost matrix in Eq. (1) be extended to include process and measurement noise described as
where w(k) is the process noise assumed to be Gaussian, zero mean and white with the covariance A typical Kalman filter for the above equation can then be written as 
_'(i + I) = A[I -KCIYC(i) + [B -AKDlu(i) + AKy(i) YC(i + 1) = AYc-(i) + By(i) y(i ) = CfC (i) + Du(i) + e.,.(i )
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for all k > p. If we choose the observer such that
in the limit l --_ *,,, then Now given a set of data from a finite-dimensional system of Eq. (30), there exists a Kalman filter with the property that the residual is white, zero-mean, and Gaussian, i.e.
E[e,(k)]=0; E[e,(j)ey(k)]=O; j¢k
and satisfies the principle of orthogonality 
Computational Algorithm
Given a set of experimental input and output data, the identification algorithm proceeds as follows.
Step 1: Choose a value of p (see Eq. (7)) which determines the number of observer Markov parameters to be identified from the given set of input and output data. In general, p is required to be sufficiently larger (at least four or five times) than the effective order of the system for identification of the Kalman filter gain with accuracy.
Step 2: Form the two data matrices y and V as shown in Eq. (7) Step 4: Realize a state space model of the system and the corresponding Kalman filter gain from the recovered sequence Pk using ERA or ERAJDC.
Numerical Example
As an example, a spring/mass three-degree-of-freedom system is used to simulate data with known noise properties. 
These covariances were chosen by the following procedure. First a simulation was performed using random u(k) with a standard deviation of 20 to determine the noise free sequences Bu(k) and y(k). The standard deviation of the process noise was computed to be 5% that of the sequence Bu(k). Similarly, the standard deviation of the measurement noise was chosen as 5% that of the sequence y(k). To examine the stochastic properties of the system, one must assume that the sample histories are infinitely long but in practice they are not. Therefore, the effect of short time records must be examined. Also in the theoretical development the observer order p is specified a priori. In the simulations, two different values for the observer order parameter p are used and the results are compared.
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The computational algorithm is applied to identify the system and the corresponding Kalman filter gain in the presence of the prescribed noise levels. Table 2 shows that as the number of data points used in the identification is increased, the identified Kalman filter gains approach the true value. 
Experimental Results
To demonstrate the identification procedure using real experimental data, the structure shown in the photograph in Fig. (1) is used. The truss is 100 inches long with a square cross section of 10 in x 10 in. All the tubing 0ongerons, battens, and diagonals) and ball joints are made of aluminum. 
Appendix
Identified discrete time system matrices for truss structure. Sampling frequency is 250 Hz. 
