• Brain-computer interface to enhance slow-wave sleep.
Introduction
Slow-wave sleep (SWS) is a very distinctive feature of sleep in mammals and birds (Horne, 1992) . SWS has a restorative role and it has many physiological and behavioral implications. Many studies have established that SWS is associated with the stabilization of memories for long-term storage (Diekelmann and Born, 2010) . SWS diminishes with age, both in duration and intensity, SWS may play a role in flushing toxins from the brain, particularly ␤-amyloid (Xie et al., 2013) . Thus, enhancing SWS could have many beneficial implications for cognitive and physical health.
Given the role of sleep in declarative memory consolidation (Gais and Born, 2004; Plihal and Born, 1997) , there has been great interest to enhance SWS. One such method is to pass slow oscillatory electrical activity into the brain transcranially to modulate neuronal excitability during sleep so as to increase endogenous SWA and improve consolidation. In two studies (Marshall et al., 2004 (Marshall et al., , 2006 , healthy young people learned lists of word pairs before going to sleep. In tests given both before and after sleep, subjects attempted to recall the second word of each pair in response to the first. Remarkably, the results showed that this method of low-frequency stimulation (LFS) during sleep increased SWA and improved memory. Recall was better if the retention interval included LFS compared to sham stimulation during sleep.
Although LFS can increase SWA, it has practical and technical limitations. From a technical standpoint, it is difficult to record EEG activity during the stimulation because of the artifacts created by the applied electrical field. Given that these sorts of stimulation methods can generate complicated patterns of activated and deactivated brain areas (Lang et al., 2005) , it can be difficult to specify how the electrical stimulus influences neuronal activity. LFS is also impractical for regular use because it requires the assistance of trained technicians. Finally, while the intensity of the electrical stimulation is relatively low and likely safe in the short-term, long-term studies of efficacy and safety are lacking (Poreisz et al., 2007) .
An innovative method to enhance slow waves is to use acoustic stimulation. It is well established that auditory tones can influence EEG activity by producing K-complexes, which are similar in structure and are precursors to slow waves (Amzica and Steriade, 1998) . Tononi et al. (2010) showed that auditory stimulation during sleep can enhance SWA in young adults. The tones were of short duration (50 ms) and were applied using a fixed intra-tone interval (ITI) of 1 Hz. In this protocol, stimulation was delivered in a sequence of 15 consecutive tones (block ON), followed by periods when tones were not played (block OFF) (Tononi et al., 2010) . The block on/off sequence was adopted to track the effect of the auditory stimulation on SWA at regular intervals during deep sleep and also to tap into hypothesized infra-slow oscillations in non-rapid eye movement (NREM) sleep that seem to occur about every 15 s (Ferri et al., 2008) .
The method of fixed ITI acoustic stimulation was also shown to enhance slow waves by another research group (Ngo et al., 2013a) . Stimulation at 0.8 Hz beginning prior to sleep delayed sleep onset and enhanced SWA. Further stimulation studies showed that the response can change as a function of the timing of the stimulus relative to the phase of the slow EEG rhythms (Dang-Vu, 2012; Ng et al., 2013; Schabus et al., 2012) . These results may reflect the up and down phases of slow-wave oscillations, which correspond to periods of neuronal activity and quiescence (Volgushev et al., 2006) . Therefore, the ability to synchronize auditory stimulation to a particular phase of the slow wave could lead to more consistent enhancement of slow waves.
To take into consideration these phase-dependent responses to stimulation, we adopted a more complex stimulation approach. Ngo et al. (2013b) introduced a method that allows the auditory stimulation to be approximately tuned to the phase of the slow wave. Their results showed that this phase-dependent auditory stimulation can increase slow oscillations as well as phase-coupled spindle activity. In addition, they showed that stimulation to enhance slow waves leads to improved declarative memory performance. Presumably, the enhancement of SWA is beneficial because it is conducive to neuronal synchronization, and because spindle activity reflects an essential aspect of memory consolidation (Oudiette et al., 2013) . Furthermore, phase-dependent stimulation could also be tuned to the down state, in which case it did not enhance SWA and did not have an effect on memory (Ngo et al., 2013b) .
In this paper, we describe the reasoning behind using a methodology with a phase-locked loop (PLL) to improve sleep. This work demonstrates that the PLL is a superior algorithm to track a signal, such as in modeling EEG slow waves, and identify a target phase for real-time application, such as with delivery of stimuli a particular slow-wave phase. Phase targeting is important because different slow-wave phases correspond to different physiological states that directly influence neural activity, and stimulation at different phases can produce different effects. We include some physiological results but do not include a complete investigation of the effectiveness of the method in enhancing slow-wave sleep in a group of participants. Rather, we provide here a comprehensive methodological analysis that focuses on the phase-tracking ability of the PLL. It remains to show how the method compares with other methods and how effective and reliable it is for individuals with normal sleep patterns or with abnormal sleep patterns, as in older individuals. Ong et al. (Submitted) have described an initial application of this method to study sleep in a group of young participants.
Material and methods

Phase-locked loop
PLL theory
We have independently developed a new method for phasetracking auditory stimulation that consists of an adaptive feedback algorithm based on a PLL that tracks the phase of the underlying EEG and delivers tones at a particular preferential phase (Riedner et al., 2013) . This stimulation method is more general (it can be applied easily to any particular target phase), flexible (it adapts automatically to the slow wave individual characteristics), accurate and precise (it targets the right phase much better and more consistently) than the slow-wave detection procedure described by Ngo et al. or the more recent one described by Cox et al. (2014) .
A PLL is a control system that generates an output signal whose phase is related to the phase of an input reference signal. When it is implemented as an electronic circuit, it typically consists of a variable frequency oscillator and a phase detector. This circuit compares the phase of the input signal with the phase of the signal derived from its output oscillator and adjusts the frequency of its oscillator to keep the phases matched. The signal from the phase detector is used to control the oscillator in a feedback loop.
Because frequency is the time derivative of phase, keeping the input and output phase in lock step implies keeping the input and output frequencies in lock step. Consequently, a phase-locked loop can track an input frequency, or it can generate a frequency that is a multiple of the input frequency. The former property is used for demodulation (Viterbi and Cahn, 1964) , and the latter property is used for indirect frequency synthesis (Farazian et al., 2013) .
Phase-locked loops are widely employed in radio, telecommunications, computers, and other electronic applications (Talbot, 2012) . They can be used to recover a signal from a noisy communication channel, generate stable frequencies at a multiple of an input frequency, or distribute clock timing pulses in digital logic designs such as microprocessors. The PLL can also be implemented in a purely software realization.
There are many proposals in the literature for using the PLL in biomedical applications, as for example to model interactions of biochemical reactions (Hinze et al., 2011) , to analyze circadian rhythms (Kimura and N, 2005; Schilling, 1982) , to describe motor control (Schilling and Robinson, 2010) , and to design brain-computer interfaces (Brunner et al., 2006) . PLL processes may reflect the activity of brain structures in charge of the processing of sensory-motor information (Ahissar and Kleinfeld, 2003) . The PLL has been implemented in real time to analyze and classify EEG oscillations in the alpha, beta, delta, and theta bands (Viterbi and Cahn, 1964; Hileman and Dick, 1971; Lee and Lo, 2000; Pei-Chen and Yu-Yun, 2000) . The PLL has been also utilized to detect particular features of the EEG such as spindles (Broughton et al., 1978) .
Our particular application of the PLL for the induction of SWA is designed to rhythmically deliver an acoustic tone in a given range around the target frequency of 1 Hz and phase-locked with endogenous slow-wave oscillations. Our preliminary results indicate that synchronizing the stimulation with the phase of the EEG dramatically increases the efficacy and characteristics of the slowwave induction in comparison with a fixed interval stimulation. Here we describe the performance and the applicability of a PLL for following and guiding a stimulation protocol that has a flexible but limited range of frequencies and that is phase-locked with the quasi-periodic fluctuations of the EEG during SWS.
PLL design
There is a vast body of literature describing the details of a PLL and its implementation, which we summarize briefly here. A PLL has three main components: (1) Phase detector (PD), (2) The loop filter (LF), and (3) Voltage controlled oscillator (VCO). See Fig. 1 for a diagram of the PLL algorithm.
Let s 1 (t) be the input reference signal (in our case the EEG signal during SWS). We are assuming in this example that the signal is a sine wave with a given angular frequency ω (the real EEG it is actually a more complicated narrow-band signal). The signal also has a non-zero phase ϕ 1 (t). Let s 2 (t) be another signal, also a sinusoidal function with angular frequency ω, that we want to phase lock with the reference signal. This is our PLL signal that we will use for auditory stimulation. The signal s 2 (t) has an initial phase difference with s 1 (t) equal to 90 • . If we multiply the two signals, we have: Fig. 1 . Schematic of the PLL loop. An input sinusoidal signal (the sleep-wave oscillations) with given phase is multiplied by a computer generated signal that is shifted by 90 degrees with the input signal. A low-pass filter selects the difference of the phases of these two signals if the phase difference is small (the PLL is nearly locked). A voltage controlled oscillator (VCO) multiplies the phase difference between the two oscillators by a constant. This phase is added to the computer generated signal phase in order to match it to the reference signal.
where, K d is the gain of the multiplier or phase detector. We can rewrite Eq. (3) using trigonometric identities:
When rewritten in this way, the equation s 3 (t) has two distinct parts one that is frequency independent and one that is a function of twice the original frequency (plus the sum of the two phases). The frequency-independent phase is a function of the phase difference ϕ 2 (t) − ϕ 1 (t). We can select this relevant information by applying a low-pass filter to the multiplier s 3 (t) to obtain the error signal:
where, K LPF is the low-pass filter gain. The last component of the PLL is the VCO. The error signal gives us information about the input signal. The goal is to synchronize the output signal with input signal, so we need to minimize the error signal. We accomplish this by changing the phase of signal s 2 (t) to match the phase of signal s 1 (t). The VCO generates a periodic signal with a frequency that is proportional to a control signal, in our case the error signal. When the error signal is zero the VCO in a PLL produces a signal with a center frequency ω c that is equal to the input signal. When the error signal is non-zero, the VCO responds by changing its frequency. The rate of change of the frequency in the VCO represents its sensitivity K o :
Phase is the integral of the frequency:
And applying Eq. (7) to Eq. (6):
under the assumption of a linear error. Then if the error signal has a non-zero amplitude, the phase of the VCO signal will keep increasing until it goes back to zero. The error signal in Eq. (5) can be rewritten as:
Making the assumption that the error in phase is small, then we can simplify the above using sin(Â) ≈ Â:
Eq. (10) illustrates the corrective, iterative process of the PLL. If the error signal is non-zero, the phase keeps changing linearly, but as the phase of the VCO changes, the updated difference in phase becomes smaller at the next iteration. This process continues until the error signal amplitude approaches zero and PLL is said to be phase-locked.
The PLL behaves in a manner similar to that of an adaptive bandpass filter but with a smoother response and a larger gain. The total gain is
PLL control system representation
The PLL can be analyzed also as a control system using the Laplace transform. The closed-loop transfer function takes the form (Viterbi and Cahn, 1964 ):
where, s = iω and F(s) = (1 + s 2 )/(1 + s 1 ) is the transfer function of the low-pass filter, in this case a lag-lead filter. We can then rewrite the closed-loop transfer function as:
The denominator of Eq. (12) has the form of a harmonic oscillator s 2 + 2 ω n s + ω 2 n where the natural frequency is ω n = K/ 1 and the damping factor is = 1/2ω n 2 . The bandwidth ω h for the PLL can be calculated then by:
Another important parameter that determines a relevant time scale of the PLL is the lock-in time T L :
the time required for the lock-in process.
Parameter optimization
To optimize the PLL parameters, we performed simulations using a digital PLL on a segment of EEG containing SWS during naps in 5 subjects. These simulations were conducted (1) to determine the optimal parameters for sleep stage detection and PLL EEG phase tracking and targeting and (2) to demonstrate that the digital analysis could track the rhythm of slow waves and the burst-like slow-wave activity during SWS. The details of the algorithms for these functions are detailed in Section 2.4.
For phase tracking and targeting, we chose the parameter values through an optimization process where we varied one parameter at the time to maximize the likelihood that the acoustic pulses would be given in a particular phase range. We chose a relatively wide bandwidth (3.7 Hz around the center frequency of 0.85 Hz) to adapt to the changes of the dominant slow-wave frequency (that can vary between 0.5 and 4 Hz). Some PLL implementations apply a band-pass filter to isolate the time evolution around a particular frequency. In our application we relied on the natural narrow-band characteristics of the EEG during SWS, so we used the raw EEG as the PLL input. The specific values that we selected for our slowwave PLL were the following: low-pass frequency cut-off = 0.03 Hz, amplifier gain A 2 = 5, phase detector gain K d = 6, low-pass filter gain K LPF = 20, and VCO gain K o = 5. The lock-in time T L is 3.7 s. These optimal PLL parameters were similar between individuals.
Experimental design
A Matlab program for the automatic brain computer interface (BCI) was developed to control acoustic stimulation. We have tested our procedure in different age groups, both during naps and overnight. A detailed description of physiological outcomes will be presented in future papers. The goal of the present paper is to show the ability of the PLL to follow the slow-wave process and to determine the phase of the EEG online. We thus focus on results obtained during naps in young subjects.
This study was approved by the Northwestern University Institutional Review Board. We recruited 5 subjects from the community (3 males and 2 females, age range 21-25 years). Subjects underwent one stimulation nap and one sham nap separated by 1 week. The order of the conditions was randomly assigned. Subjects were not informed of the order of the conditions or if sounds would be played during a particular nap. Subjects wore headphones specifically designed for sleep (Acoustic Sheep Sleep Phones SP4BM) during both conditions. During the sham stimulation procedure, no sounds were played but headphones were still worn.
Sound intensity ranges were determined once before the experiment and adjusted to be between a barely audible level for the subject and a level that the subject considered acceptable for during sleep. Intensity levels were adjusted during the nap session as described below.
Data acquisition
EEG data were acquired during afternoon naps from 5 subjects. Data were recorded using a Brain Products V-Amp amplifier at 500 Hz sampling frequency. High-pass hardware filtering was applied with a cut-off frequency of 0.3 Hz. We used three recording channels, one for detection of slow waves (anterior frontal channel Fpz referenced to right mastoid) and two for differential electro-oculogram (EOG), with self-adhesive, disposable, Ag/AgCl electrodes. Data were acquired in two ways: raw data at 500 Hz via the V-Amp data acquisition software and through a MatLab Application Programming Interface (API) that communicated with the V-Amp via a TCP/IP port. Every 20 ms the API sent a packet of 10 data points to the i/o MatLab function. EEG pre-processing consisted of applying a band-pass filter (Chebychev second order, 0.05 dB passband ripple) with cut-off frequencies at 0.5 and 38 Hz to the 10 points. Data were consequently down sampled to 100 Hz to avoid aliasing. The hardware time resolution of our system is limited by the data packet delivery of the API (about 20 ms). We determined that the largest additional delay (about 40 ms) was due to the activation of the sound card (this delay can be decreased by using the MatLab Psychtoolbox and an Asio sound driver). The total measured delay was 70 ± 5 ms. As explained in Section 2.4.3, we accounted for delay by anticipating the delivery of the acoustic pulse, relative to the target phase, by a phase corresponding to the measured total delay.
Using the methods described below, the MatLab stimulation and scoring code stored downsampled EEG data, along with slow waves and spindles identified using automatic detection methods described above. In addition, data were stored to describe the online EEG scoring, the PLL output, and the timing of the auditory pulses or sham events for a total of 22 parameters. The stored data were analyzed offline using MatLab to produce the results discussed in Section 3.
Algorithms 2.4.1. Sleep detection
A protocol to automatically detect sleep was implemented using the relative average power in different EEG frequency bands. Because we wanted to emphasize robustness in detecting SWS (NREM stage 3 or stage N3), we adopted a simplified classification at this step to detect a general sleep state, which corresponds roughly with early stage N2 sleep. The automatic protocol started with a default Wake stage. We used a delta root mean square (rms) continuous calculation based on the last 5 min of EEG activity to determine stage N2 sleep onset. This automatic method for detecting stage N2 sleep agreed with scoring by a human rater (detecting at least 10 min of N2) 85% of the time in average over all the subject data (standard deviation 8.5%). We used two criteria to automatically determine when the sleep state was reached (whichever was reached first). The first criterion was for delta rms to be above an empirically determined threshold for at least 75 s. The delta rms threshold was found by collecting data from an average over 4 baseline naps without any stimulation from 4 young subjects (different from the ones used in the stimulation experiment), then calculating a histogram of delta rms for the entire data set (including waking and sleep), and then determining the delta rms value corresponding to the 40th percentile. The second criterion was the presence of spindles (total spindle duration of 1.5 s in the last 30 s) and a delta rms value equal to at least 80% of the delta rms threshold.
Slow wave and spindle detection
Each slow wave was detected as follows. First, a delta sleep threshold was determined as described in Section 2.4.3. When delta power was above this threshold during a subsequent session, every time the EEG crossed the zero line in the negative direction a counter measured the time before the EEG trace crossed the zero line in the positive direction. The maximum negative amplitude during that time interval was also recorded. If the time interval was between 0.25 and 2 s (corresponding to slow-wave frequencies between 0.5 and 4 Hz) and the negative amplitude was at least 50 V, than this event was recognized as a slow wave and its timing and characteristics were recorded. An interval of SWS was defined by detecting a minimum of 6 slow waves in a period of 30 s, which is consistent with manual scoring of SWS. This procedure identified N3 sleep stage in a very precise manner. We had an agreement of 95% (average over 30 data sets, standard deviation 3.1%) between our automatic detection and human expert scoring for this stage.
Spindle detection (a close variant of method discussed in (Ferrarelli et al., 2007) ) consisted of the following steps applied during the baseline night. Data were filtered (Chebychev second order) at 12-16 Hz (sigma). A low-pass filter (0.5 Hz cut-off frequency) was applied to the absolute value of the output of this spindle band filter to track the slow changes over time of the spindle power. The low-pass filter was applied to the last 5 s of data. The use of the low-pass filter was necessary to recover an approximation of the envelope (that contains the amplitude information for the spindle as an event) given that the usual Hilbert transformation used in (Broughton et al., 1978) is not suitable for real-time detection. Two thresholds were determined on the basis of the distribution of power in this band. The lower and higher amplitude thresholds were 2 and 8 times the mean absolute amplitude of the filtered data. With these parameters, a spindle event was then defined as any interval when the filtered signal envelope stayed within the two thresholds for a period between 0.5 and 3 s.
Acoustic stimulation
The PLL estimates EEG phase in real time (with computational delays of the order of milliseconds). As soon as a certain target phase range is reached (with a typical bandwidth of 0.3 radians), a pulse is delivered. In rare cases (less than 5%) the change in the phase is so rapid that there is a jump in phase across the target phase range. In that case, if more than a second is passed by the last pulse, a new tone is played to avoid big time gaps between consecutive stimuli.
Once the subject was determined to be asleep, the MatLab routine activated a K-complex/slow-wave detection algorithm. If a Kcomplex was detected, then brief auditory tones were played with an intertrial interval (ITI) of 5 s. The stimulus consisted of a 50-ms sequence of sine-Gaussian pulses at about 500 Hz (with 10% random variation in frequency between pulses to avoid habituation).
The auditory stimulation intensity was adjusted as follows. The maximum volume was kept below 45 dB with a minimum of 30 dB. This range was divided in 20 steps. Intensity was increased by a small step if after 4 stimuli less than 2 K-complex responses were detected within a window of 2 s after each stimulus, and decreased if an increase in alpha or beta power was observed (indicative of a possible micro-arousal) (Iber and A.A.o.S. Medicine, 2007) . This procedure has the ability to determine individualized auditory thresholds during sleep to be used in the SWS stimulation protocol. The last intensity setting achieved in the N2 stage for each nap was the maximum used in the N3 stage. The logic behind this procedure is to find the minimal volume that can elicit K-complexes (that are considered precursors and physiological similar to slow waves) without waking up the subject.
Once the onset of the N3 stage of sleep was detected (see Section 2.4.2), the SW stimulation consisted of pulses with an ITI of about 1 s. The value of the ITI was adjusted according to the phase of the slow-wave EEG through the application of the PLL. The tones were delivered when the phase of the EEG reached a certain predetermined value. This phase value could be changed online via a MatLab graphical user interface (GUI). The stimulation procedure followed an alternating pattern of blocks of n tones (block ON) and n sham tones (the times of automated tone presentation were recorded but tones were not played, block OFF). The number of tones was also a parameter the user could change at any moment during the experiment via the GUI. In the following examples, we used a phase that corresponds to the positive half-wave (just before the peak) and a sequence of 5 tones. The stimulation continued during the nap during N3 unless an arousal was detected (a sudden increase of beta or alpha power above given thresholds). The alpha and beta thresholds were calculated using the entire rms histogram for these bands from a few naps from young subjects, including all the stages, and then determining the delta rms value corresponding to the 75th percentile. Following arousal detection, a refractory time of 30 s with no stimulation began.
Although slow waves tend to occur in a narrow band (from 0.5 to 4 Hz), during sleep they appear as short bursts of activity. The PLL oscillates in a regular manner between bursts and it is able to follow the non-linear behavior of slow waves during bursts. During the bursts, the PLL is locked to the EEG trace as determined by a small phase error. How well the PLL can follow the EEG depends on the parameter values, which can be adjusted to improve the performance of the PLL.
Analysis
The analyses in this work were conducted using MatLab code. We used the built in MatLab function "pwelch" to perform spectral analysis and comparison between conditions. To calculate statistical values for the phase, we used the CircStat MatLab toolbox (Berens, 2009) . The phase for the EEG was calculated using the built in MatLab function "hilbert". We indicated in the following sections when we performed averages among subjects and individual naps. For illustration on how the PLL outputs look like, we have presented a single individual results from naps in some of the following figures. To optimize the PLL, we run simulations (again using code written in MatLab) on data collected during naps changing one PLL parameter at the time (as explained in Section 2.1.4). We also run a simulation (following as best we could the steps explained in the relevant literature) to determine the precision of the phase tracking for the Ngo et al. closed-loop method (Ngo et al., 2013b) . Fig. 2 shows EEG from channel Fpz during SWS (black curve) for one subject (subject 4). The output of the VCO is shown on the same time scale (blue curve). The PLL output closely follows the EEG trace, particularly during bursts of slow-wave activity. During these times, the phase error is small and the PLL is locked. During times when the frequency characteristics of the EEG is not within the given bandwidth, the PLL oscillates in a more regular way with a sinusoidal pattern with the central frequency of the system. This feature of the PLL is useful for our purpose because our algorithm generates a tone when a certain phase range is reached for the first time. Even when a slow wave is not present, rhythmic tones are delivered in the attempt to evoke a slow wave. The tones are indicated by pink stems in Fig. 2 . A first visual inspection shows that Fig. 2 . The EGG trace (subject 4) for an interval of SWS (black line), the VCO output for the PLL that matches the EEG trace (blue line), and the acoustic stimuli (pink stems). The negative half of the slow waves, as identified by our automatic code, are shown in red. Visual inspection shows that the PLL algorithm identified the right phase.(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) a majority of the acoustic stimuli are delivered at the target phase that in this case is between the zero crossing and the positive peak. In this example we used data from a specific nap from one subject. The statistics described in the following sections are derived from sham and stimulation naps in 5 subjects. The PLL is capable of adapting to individual sleep patterns and characteristics without the need to be further calibrated after the initial optimization using baseline information described in Section 2.1.3. Whereas the method used by Cox et al. (2014) for slow-wave phase targeting seems to perform in an inconsistent manner across different subjects, our PLL is very consistent (both within and between subjects) in how precisely the tones are delivered at a given target phase because of the inherent adaptive properties of the PLL. This section contains a detailed discussion of the phase tracking statistical performance of our algorithm.
Results
PLL phase tracking of slow-wave oscillations
To quantify the performance of the PLL in tracking the EEG signal, we used the Hilbert transform to calculate the phase of the EEG offline. It is important to note that the PLL is designed to track the EEG activity in a narrow frequency range, so discrepancies between the PLL phase and the actual phase of the EEG can be due to the richer frequency content present in the EEG. Although the Hilbert transform is the gold standard to measure phase of a time series, it is not a useful tool to calculate the phase online because it needs to have information both about the past and the future of the time series to compute the phase at any particular point. This is the reason why we use the PLL as the online phase detector. We define the PLL phase error as the difference between the phase-detector output of the PLL and the phase of the EEG calculated using the Hilbert transform. Fig. 3 shows the phase error (for subject 4) as a function of time and it is plotted superimposed on an EEG time series (to Fig. 3 . A normalized EEG trace (divided by a factor of 10, subject 4) with a superimposed phase error (in blue). The phase error is small when a burst of slow waves is present, indicating times when the PLL is locked to the EEG. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) make easier the comparison of scale the EEG is divided by a factor of 10). In general, the errors become quite small in the presence of slow-wave bursts and the PLL is therefore locked to the EEG during these events. In fact, even if our sleep staging is independent from the PLL, the PLL could be used by itself to determine the presence of SWS.
To analyze more precisely the statistical phase-tracking properties of the PLL, we used the circular statistic functions from the CircStat MatLab toolbox (Berens, 2009) . Fig. 4 top panel shows a circular histogram of the PLL phase error in degrees for the case of all the EEG data points in SWS that did not contain slow waves (data from all the subjects' naps). The circular histograms in the following figures have a bin size of 18 degrees each. The bottom panel of Fig. 4 is a histogram for the same quantity but for segments of data that contained slow waves (negative portion). The presence of slow waves reduced the standard deviation of the phase error, but introduced a small systematic error (t-test gives p = 0.051); the mean value and standard deviation of the error are 12.51 ± 28.85 degrees for the no-slow-wave case and 13.63 ± 9.88 degrees for the slow-wave case (a comparison of standard deviation F-test gives a p < 0.001). Fig. 5 shows the relationship between the slow-wave amplitude and the phase error, demonstrating that the larger the amplitude of the oscillation the smaller the error (all SWS data points from subject 4). Given that the acoustic stimulation needs to be presented at a particular phase of pre-existing slow waves oscillations, it is reassuring the PLL performance is best when we observe large amplitudes (indicating the probable presence of a slow wave) and the PLL locks to the EEG.
Phase targeting
The interval of time in seconds between pulses is illustrated in the histogram in Fig. 6 . The histogram covers a relatively large range of periods (subject 4 nap data), but with most of the pulses at a dominant period. The mean period is 1.06 s (0.935 Hz) and the standard deviation is 0.186 s (0.138 Hz).
The tones are delivered when the phase detector initially reaches the target range. Fig. 7 top panel shows the phase of the EEG in degrees (as measured with the Hilbert transform, data from all naps and all the 5 subjects) at the time a tone was applied (even when a threshold-level slow wave was not detected). In this figure the down-state is at 90 degrees, the up-state is at 270 degrees. The target phase is 240 degrees, (just before the up-state to take into account possible hardware and software delays), as marked with an asterisk. The first time a data point is in this predetermined range an acoustic pulse is applied. The mean and standard deviation of the pulses' phase is 240.37 ± 25.61 degrees. The bottom panel of Fig. 7 is similar to the top panel but only the pulses delivered close to a detected slow wave (absolute EEG amplitudes bigger than 70 V) are considered. The mean value and standard deviation for the phase of the slow-wave pulses is 243.15 ± 3.06 degrees.
The amplitude of the EEG at the acoustic tone when a slow wave was detected as a function of phase is plotted in Fig. 8 (SWS data   Fig. 5 . EEG amplitude versus the error in phase detection (subject 4 nap data). While for small amplitudes (less than 50 V) the phase error (in degrees) is uniformly distributed for large amplitudes the phase error decreases as the amplitude increases. points for subject 4). The majority (79%) of pulses are in the upstate between 180 and 360 degrees. This is valid for all the pulses even for low amplitudes, when the PLL was not locked. The error becomes small for the higher-amplitude events corresponding to real slow waves. Fig. 9 shows which percentage of pulses are within a radius of 30 degrees from the mean vector in the distribution shown in Fig. 7 top panel as a function of amplitude (all subjects). As we select pulses at higher EEG amplitudes, the percentage increases. For amplitudes above 90 V more than 95% of all the pulses were within 30 degrees from the target phase.
The phase and amplitude of the EEG at the time when the acoustic pulses were delivered as measured with the Hilbert transform and the PLL is shown in Fig. 10 (SWS for subject 4) . This figure illustrates the relationship between the reference oscillation and the EEG phase. Event time is on the y-axis while the x-axis shows the phases of the acoustic tone in degrees. Most of the pulses, in particular when associated with large slow waves, are in agreement with the phase estimation of the PLL. This outcome could suggest a possible alternative strategy for stimulation that Fig. 7 . The histogram of the phase when the tone was applied (data from all naps and all the 5 subjects). The red line represents the mean phase vector. Top panel is the statistics for all the tones during N3, bottom panel is the distribution of the phase for events that only include slow waves. The target phase of 240 degrees is indicated by a red asterisk. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Fig. 8 . The amplitude of the EEG at the time of the acoustic impulse during SWS for subject 4 is shown as a function of phase. Most of the pulses (79%) where delivered between 180 and 360 degrees that corresponds to the up-state of the slow waves. As the amplitude becomes larger the phase of the impulse comes closer to the target phase of 240 degrees (shown as a red vertical line). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Fig. 9 . Percentage of pulses that are within a radius of 30 degrees from the mean vector in the distribution shown in Fig. 7 top panel as a function of amplitude (all subjects). For pulses that happened at higher EEG amplitudes the percentage increases. For amplitudes above 90 V more than 95% of all the pulses are within 30 degrees from the target phase.
would focus on delivering a stimulus only if a certain amplitude and phase threshold is reached, instead of emphasizing the temporal continuity of the stimulation. As discussed above, we delivered pulses even when the PLL was not locked. Perhaps this strategy may induce slow waves in older adults given they have less SWS; however, this may be not appropriate for young subjects. Further experimentation with both approaches is needed to determine which is most efficacious in terms of increasing slow-wave power and coherence for different conditions and subject populations.
The spectrum of the EEG and the PLL is shown in Fig. 11 (subject 4 data). The PLL has a narrower band than the EEG during in SWS. The two spectra match quite well below 0.8 Hz. The discrepancy is higher for frequencies above 3 Hz. Fig. 12 shows a wavelet scalogram (the output of the wavelet transform where x represents time, y represents scale, and z represents energy) for the PLL superimposed on the EEG slow waves scalogram (only sections of the EEG that contain slow waves were selected as input, data from subject 4 nap) in a 60-s time span. The slow waves were detected using the algorithm described in Section 2.4.2. The figure demonstrates how the PLL tends to drift to a frequency of approximately 1.1 Hz between a burst of slow waves, and then follows on short time scales the slow wave oscillations matching the peaks closely. This figure shows in detail that the current realization of the PLL stimulates at a frequency of 1.1 Hz when slow waves are absent and at the particular individual slow wave frequency when a burst of slow wave starts. Fig. 13 top panel shows the traces of EEG and the PLL (data from subject 4). The middle panel indicates the correlation between the EEG and the PLL at different frequencies. The correlation is almost 1.0 during slow-wave bursts with a dominant frequency of 0.8 Hz. The bottom panel demonstrates that the phase differences between the two times series is close to zero during bursts of slow waves (the PLL is locked).
Comparison of phase targeting with other acoustic stimulation methods
Several algorithms to track and target the phase of the EEG during slow wave sleep have been proposed for online acoustic stimulation (Ngo et al., 2013b; Cox et al., 2014) . Cox et al. (2014) described an algorithm based on fast Fourier transform (FFT) calculation, filtering in a given frequency band, measuring of power, Hilbert transform, and fitting to a sine function to create a predictive phase model of the EEG. By inspection of the circular histograms in Cox et al. (2014) Fig. 1 , it seems that the targeting of the phase is inconsistent from subject to subject, whereas in our case we have similar results for different subjects. The target up-state phase is 90 degrees in Cox et al. (2014) while the observed mean vector value for the delivered stimulation is 78.7 ± 65.6 degrees. In comparison, the PLL method gives a mean vector of 243.15 ± 3.06 degrees (with a target phase 240 degrees) in the presence of slow waves. Ngo et al. (2013b) proposed a closed loop for stimulation of slow-waves. In this research, a relatively simple but non-adaptive algorithm was used. An average slow-wave duration and amplitude threshold were estimated for each subject, to identify the occurrence of a slow wave. Then, an acoustic pulse of pink noise was used to enhance slow-wave amplitude, as in our approach. Statis- Fig. 10 . This diagram shows the relationship between the amplitude of the EEG at the pulse versus the phase of the EEG at the pulse (data from subject 4). The y-axis shows the pulse count (positive values). The pulses have a phase value that is much closer to the estimation of the PLL when the EEG had a large amplitude at the pulse. Most of the pulses are close to the PLL estimated value. Fig. 11 . Spectrum of the EEG and the PLL (subject 4 data), showing that the EEG is a narrow-band process during SWS but the PLL is further narrowed around 1 Hz. This graph illustrates that range of sensitivity of the PLL, at frequencies above 3 Hz the PLL has much less power than the EEG spectrum so it is not useful to track oscillatory processes above this frequency.
tical results of the performance of this algorithm in terms of phase tracking and targeting was not given. We have reproduced the algorithm and applied it to the same set of offline data in our experiment to simulate its performance. The results are illustrated in Fig. 14 that compares the performance of our algorithm with the one used by Ngo et al. With a 240 degree target phase, the mean vector of the phase for the Ngo et al. algorithm was 220.73 ± 52.3 degrees (all data for all subjects considered). On the whole, our algorithm is relatively simple to implement (simple algebraic operations), and compared to other options it is more adaptive (can be applied to target many phases and frequencies) and more precise for accurately delivering stimuli phase-locked to the EEG.
Enhancement of slow-wave power and synchronization
Our algorithm taps specific resonances in the EEG to allow the brain to drive its own rhythms, corralled within a user-defined bandwidth, in this case the delta power bandwidth. In our nap study, all subjects showed an increase in slow-wave band-limited power (0.5-4 Hz) during blocks ON compared to blocks OFF, ranging from 15% to 120%. These stimulated slow waves showed characteristics typical of slow waves normally seen during natural sleep. The topographical distribution of the stimulated slow waves was nearly identical to the distribution of endogenous slow waves of SWS. These results confirm the viability of using automatically administered acoustic stimulation to enhance slow waves in sleep.
The main goal of this paper is to demonstrate the ability of our algorithm to track the EEG during SWS and determine the phase with a reasonable precision in real time. However, given that one of the main applications of this method will be the enhancement of SWS with useful implications for understanding brain processes and therapeutic applications, we include some preliminary results that demonstrate changes in delta power and synchronization of slow waves. Fig. 15 shows a particularly good response from a young subject during a nap session (subject 4). We calculated the average EEG power from Fpz over 5 s, with 50% overlap and a Hanning window. Power in the delta band increased by more than 100% in the block ON vs the block OFF during stimulation (p < 0.01) and a non-significant increase in power in the beta band of about 4% in the beta band.
The stimulation protocol also improved synchronization of the slow waves. This increase in synchronization was measured by averaging the EEG event related potentials time-locked to the start of the first tone of each 5-tone block. The results are illustrated in Fig. 16 showing the grand average over all 5 subjects. There is a clear increase in average amplitude at each auditory tone even if a decay is observable probably due to a decrease in synchronization for subsequent tones. The difference (using a t-test between each averaged data point) between the two graphs is statistically significant with p < 0.01 up to the first 4 auditory pulses.
Spectral analysis for all subjects was performed by averaging the power for 4 different conditions using time intervals of 5 s during block ON and block OFF for both the stimulation and the sham condition. Individual spectra were averaged and then smoothed with a 10-point moving average. There was a statistically significant (p < 0.05) increase of 15.3% in power in the delta band between the stimulation and sham conditions. Table 1 shows the statistics for the different EEG bands, and Figs. 17 and 18 show the spectrum and zoom in the delta region (average over all the subjects). Given that spectral power during blocks ON and blocks OFF during the sham condition are similar, these two figures include only blocks 
Discussion
The PLL implemented here was effective in tracking slow-waves and determining the correct phase for stimulation. EEG recorded from a frontal electrode during SWS was used as the PLL input, and the phase of the EEG slow-wave oscillations was estimated in real time so that acoustic stimuli could be delivered accurately at a given phase of the EEG.
The phase-locked loops used for most applications operate with small phase errors. These errors are often due either to phase jitter in the input signal or because the loop is made fast enough to follow larger phase excursions with a small lag. The EEG has large phase excursions, but it is not desirable to make the loop response fast because the reference oscillator would then have a broad spectrum of its own which would distort the spectrum of the measured phase. In other words, the PLL in this application should ideally have a slow response, so that the VCO frequency remains steady at the average center frequency of the slow-wave activity.
The choice of VCO gain used here reflects this constraint in our implementation of a PLL. As the same time, as shown in Fig. 12 , the PLL can adapt to the presence of sudden bursts of SWA in the characteristic time scale. While the PLL phase estimation is somewhat noisy, it does relatively well, delivering up to 80% of the pulses in this chosen region. When only acoustic pulses that were delivered in the presence of large EEG amplitudes were Fig. 16 . Grand average event related potentials (ERP, grand average over all 5 subjects) for block ON and block OFF intervals (during stimulation), locked to the onset of the first tone of each 5-tone block for Fpz. The ON stimulation case shows more coherence between trials resulting in higher amplitudes at the location of the acoustic pulses. The amplitude of the peaks diminishes for subsequent acoustic pulses (marked with a red square symbol). The subsequent pulses are used here for reference and are separated by the average pulse interval of 1.06 s. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) considered, almost all the pulses happened within a 30-degree radius of the target phase. This suggests that with the addition of a simple amplitude threshold, the PLL can be very accurate in delivering the stimulation at the right phase.
In this way, acoustic pulses can be delivered in a relatively broad range of phases that correspond to different physiological states, particularly the silent down-state or the excitatory up-state of neuronal assembles during SWS. The large range of phase values at which the pulses are delivered versus the mechanically precise rhythm of a perfect sinusoid might be an advantage in stimulating a biological system, given that realistic neural oscillators do not have one precise natural resonant frequency and there would be a range of values for these frequencies.
The ability to reliably enhance SWS is critical to testing relationships between SWS and other physiologic functions. This is particularly important because sleep dysfunction, particularly sleep loss, is endemic in modern society (Colten and Altevogt, 2006) , and is common in people with cardio-metabolic disorders such as obesity, hypertension, and diabetes mellitus (Tasali et al., 2008; Leproult and Van Cauter, 2010; Buxton et al., 2012; Fung et al., 2011; Koren et al., 2011) . In particular, SWS has been implicated in regulation of processes such as blood pressure (Sayk et al., 2010) , glucose, growth hormone secretion (Van Cauter et al., 2000) , and memory consolidation Cirelli, 2003, 2006) . Use of methods for selective deprivation of SWS without reduction of Fig. 18 . A zoom-in of the EEG spectrum in the delta region. The auditory stimulation produced an increase of 15.3% in delta band. There is a decrease in power during block OFF (B Off) segments, possibly due to a refractory effect.
total sleep time has provided a deeper understanding of these relationships. For example, selective deprivation of SWS using sounds to cause micro-arousals during SWS has been shown to lead to attenuation of normal dipping of blood pressure during sleep (Sayk et al., 2010) and impaired glucose metabolism (Tasali et al., 2008) . A method such as the PLL will allow us to determine if enhancement of SWS can improve or restore regulation of these functions, particularly if they are already impaired. If this method proves successful, then the acoustic stimulation of SWS could be a novel and nonpharmacologic intervention to treat common diseases with major implications for health.
Conclusions
The PLL has been used in many engineering applications, but it has had relatively limited use as a tool for brain stimulation. Here we demonstrated a novel PLL implementation that used online estimation of slow-wave phase to facilitate the regular alternation between the up and down states of cortical activity during SWS. Given the relevance of EEG oscillations for neural function in general, this technique has potential for applications in which enhancement of SWS is desirable, such to improve neurocognitive and cardio-metabolic functions.
