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ABSTRACT
A fully implicit numerical algorithm capable of analysis of the complex flowfields in-
herent to scramrjet propulsion cycles is presented. Steady state solutions of the Euler
equations and the Thin Layer approximation to the full Navier-Stokes equations are
computed for a wide variety of geometries. The numerical scheme is based on the
approximately-factored, delta form of the widely used Beam-Warming algorithm.
The flux vector splitting technique of van Leer is applied to the inviscid flux vectors
and Jacobian matrices to compute the strong oblique shock waves common to hyper-
sonic flow without the need for additional artificial dissipation terms. In addition,
real gas effects modeling which is necessary to properly account for the non-ideal
behavior of high-speed gas flows is discussed, including the implementation of an
equilibrium chemistry model for a hydrogen fuel/air combustion process.
Both inviscid and viscous test cases are presented in order to demonstrate the
ability of the numerical code to compute the flowfield features prevalent in scram-
jet component flows; including strong oblique shocks, boundary layers, regions of
separated flow, and the flow characteristics associated with the sonic injection of
hydrogen into a supersonic airstream. Steady flows through realistic scramjet com-
ponent geometries are also presented. Both the inviscid and viscous inlet diffusor
computations predict the correct general trends attributed to high Mach number
inlets; a kinetic energy efficiency nearly independent of diffusor Mach number and
degradation of performance when viscous force losses are included in the analysis.
The combustor and nozzle computations serve to illustrate the complexity of scram-
jet flowfields, the associated difficulty in assessing component performance with
conventional means, and the importance of gaining a thorough understanding of the
entire integrated cycle if the theoretical performance capabilities of the scramjet are
to be approached.
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Chapter 1
Introduction
In February 1986 President Ronald Reagan announced a national commit-
ment to the development of a hypersonic vehicle capable of the orbital ve-
locities and trajectories associated with a spacecraft, yet still possessing the
take-off and landing abilities of a conventional aircraft. This announcement
gave a new life and a new purpose to the nearly four decades of on-off research
funding and effort into the development of technology capable of answering
the challenge of hypersonic flight[1][2][31.
In 1947, Chuck Yeager and the Bell X-1 shattered the sound barrier and
ushered in the age of sonic flight and by the early 1950's the once-thought-
impossible supersonic flight was routinely attained by the X- series rocket
vehicles, and helped placed the United States firmly in the forefront of air-
craft technology. Due to these successful flight tests the National Advisory
Council on Aeronautics (NACA) launched a project to study the possibil-
ity of extending the quickly expanding flight envelope into the hypersonic
regime. The Joint Pr-ject for a New High-Speed Research Airplane was ini-
tiated by NACA, the Air Force, and the Navy in 1954. This new research
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craft was to have unprecedented performance capabilities; Mach numbers
approaching seven and altitudes reaching beyond 300, 000 feet. This vehicle
is now more commonly referred to as the X - 15; the world's first hyper-
sonic aircraft, although it relied solely on rocket engine propulsion to attain
its speed and altitude. Nevertheless, a tremendous data base was gener-
ated by the short-duration X - 15 flights, proving that manned hypersonic
flight was truly feasible. These same test flights also revealed that a more
efficient propulsion system than was currently available would be necessary
if sustained hypersonic flight was to be realized. Rocket engines afforded
very large levels of thrust but the fuel expenditure rate and oxidizer weight
penalties were enormous, affording only a minimal operation time. The
turbomachinery of conventional aircraft engines could not withstand the ex-
treme speeds and temperatures associated with the hypersonic flight regime,
while the high-speed ramjet cycle's' performance was limited due to excessive
engine inefficiencies above Mach numbers of five.
A breakthrough came in about 1960, when the idea of a supersonic com-
bustion ramjet (scramjet) cycle was postulated[4]. This cycle seemed to offer
a potentially significant performance boost over conventional turbojets and
subsonic combustion ramjets in the supersonic and particularly in the hyper-
sonic Mach number(M > 5) range resulting from a substantial increase in
efficiencies within the inlet and nozzle portions of the engine. The scramjet
and it's potential advantages as well as a more indepth examination of the
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shortcomings of the other candidate engine cycles mentioned above will be
discussed in more detail in the next chapter.
By 1965 NACA had been superseded by the National Aeronautics and
Space Administration (NASA), showing the nation's resolve and commit-
ment to the exploration and conquest of space. The Apollo Program was in
full swing, the Air Force had three major scramjet programs underway, the
Navy's interest and developmental effort into scramjet missile applications in-
tensified, and the $40 million Hypersonic Research Engine (HRE) project had
just been initiated at NASA's Langley Research Center. The objective of the
HRE program was to flight test a pod-mounted, variable-geometry scramjet
engine attached to the belly of an X - 15. Unfortunately, the costly X - 15
program was cancelled abruptly in 1968, eliminating any chance for the at-
mospheric testing of the theoretically exciting, yet still unproven scramjet
propulsion cycle. A limited amount of ground testing continued at NASA's
Langley and Lewis Research Centers from 1969 to 1974 and experiments with
flight-weight, water-cooled engines manifested the high levels of internal per-
formance thought to exist from the scramjet cycle at high speeds. At the
same time however, these tests revealed that a conventional pod-mounted
engine installation would severely limit and degrade overall engine perfor-
mance; the ingestion of a large mass flow and a large expansion nozzle were
needed to operate the scramjet efficiently at hypersonic speeds, but based on
contemporary technology, the weight and drag penalties associated with the
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necessary size of conventional engine intakes and nozzles were unacceptable.
By 1973, these studies had concluded that a careful integration of the scram-
jet engine module with the vehicle airframe was the only reasonable chance
the scramjet had to be considered a viable propulsion option for hypersonic
flight. The airframe-integrated scramjet would utilize the front undersurface
of the vehicle to capture and precompress a sufficient amount of air before
it reached the engine module and would utilize the aft undersurface of the
vehicle instead of a conventional nozzle to provide the necessary amount of
thrust-producing expansion. This airframe-integration concept will also be
presented in more detail in the next chapter.
Fueled by the progress in hypersonic research shown nearly exclusively
by NASA at it's research facilities (at least the acknowledged progress), the
Air Force joined in a cooperative study with the Langley Center in the mid-
1970's which soon led to the definition of a Mach 7 class research aircraft
development program which was to demonstrate the existence and integrity
of all technologies necessary for sustained hypersonic flight; including propul-
sion and active cooling systems, high-speed aerodynamics, and flight-worthy
structures and materials. The program was dubbed the National Hyper-
sonic Flight Research Vehicle (NHFRV) and was to be essentially a copy
of the previous decade's abandoned HRE program; a B-52 launched rocket
vehicle capable of atmospheric testing an airframe-integrated scramjet. Un-
fortunately the NHFRV was too good a copy and in 1977 the project was
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cancelled due to poorly defined mission requirements and high cost projec-
tions.
From 1977 to the early 1980's, the funding and research effort into hy-
personics steadily dwindled until only NASA was sponsoring or conducting
any type of study in the hope that national interest would someday be res-
urrected. That interest was rekindled in 1982 by the Defense Advanced
Research Projects Agency's (DARPA) Copper Canyon Report. DARPA, to-
gether with NASA, the Air Force, and the Navy was to investigate any and
all definitive limits placed on hypersonic flight by the then state-of-the-art
propulsion system, aerodynamic configuration, and materials technologies.
The 1985 finding, supported by hard experimental data, was that the neces-
sary major technological advances had indeed been made. The application of
these advances is now the technical focus behind the current National Aero-
Space Plane (NASP) program, whose objective is the further development
and integration of this technology and whose form will assume the shape of
an experimental hypersonic flight vehicle slated for operation sometime in
the late 1990's.
The airframe-integrated scramjet poses many difficult design questions
that must be answered if a hypersonic vehicle is to be realized. These ques-
tions include effects of turbulent boundary layers on engine performance
levels, the chemical kinetics and turbulent mixing characteristics within the
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combustor portion of the engine as the hydrogen fuel is injected into the main
airstream, vehicle airframe and engine component cooling requirements, the
possible strong and undesireable interactions between inlet and combustor,
and the optimal positioning of the engine module itself on the vehicle's un-
dersurface to insure robust stability and low trim drag over the entire flight
trajectory. With a distinct shortage of means to experimentally conduct
tests of the scramjet cycle, especially at the higher altitudes and Mach num-
bers, computational means appear to be a necessary and serious design tool.
Ideally, numerical analyses could be used to predict scramjet performance
over a wide range of flight conditions, and with a wide range of possible ve-
hicle geometries relatively quickly and inexpensively. Realistically however,
computational fluids algorithms remain insufficiently developed to warrant
their use as a solitary design tool.
The major efforts in computational fluid dynamics (CFD) center around
the solution of the Navier-Stokes equations; the equations that govern the
flow of a compressible fluid. The evolution and development of CFD tech-
niques closely parallels that of the scramjet, although the two remained inde-
pendent until well into the 1970's. A good discussion of this relationship and
a current state of affairs of CFD for scramjet applications at NASA's facili-
ties may be found in the article by White, Drummond, and Kumar[5]. The
two main pacing items in the development and use of CFD, particularly for
scramjet analysis, have been the available computer speed and memory re-
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sources and the level of algorithm sophistication and accuracy, both of which
had progressed relatively slowly until a short while ago. See the early work
by Ferri[41, and Knight[6] for example. With the advent of the supercom-
puters, parallel processors and the recent developments of more efficient and
accurate algorithms, a complete scramjet analysis is nearly within present
reach.
Although the majority of scramjet flowfields of interest are steady, the
Navier-Stokes equations constitute a set of spatially elliptic partial differen-
tial equations (every point within the flowfield may be influenced by all other
points). This precludes the use of any straightforward, efficient marching
scheme, and the usual procedure is to retain the unsteady terms and em-
ploy a time-dependent solution algorithm to iterate the governing equations
forward in time (the Navier-Stokes equations being temporally hyperbolic)
until a steady state solution is achieved. The convergence to the steady
state may be on the order of several thousand global iterations. Couple
this to the number of grid points or grid cells necessary to properly resolve.
a full three-dimensional viscous flow and the additional computing require-
ments introduced by the necessity to model the real gas chemistry inherent in
scramjet flows, and the solution procedure quickly becomes very inefficient,
if not overwhelmingly formidable, even for today's supercomputers. In ad-
dition, present computational methods must rely on approximate models to
simulate some of the dominant underlying physics inherent in compressible
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flows. This is clearly in evidence in scramjet flow predictions; where there
is a scarcity of experimental data from which to construct adequate models
for such things as the turbulent mixing and chemical kinetics phenomena
within the combustor. As a consequence any model used must be considered
approximate at best, and must be accounted for when judging the accuracy
and validity of any solutions obtained.
Therefore, in practice, various levels of approximations are introduced to
the Navier-Stokes equations. These include a reduction in dimensionality of
the flow domain, the dropping of some of the viscous terms, even the dis-
missing of viscous terms altogether, and simplified turbulence and chemistry
models. In this way relatively accurate behaviors of scramjet flowfields may
be obtained more efficiently.
The purpose of this thesis is to present a numerical algorithm capable
of the analysis of an airframe-integrated scramjet propulsion cycle. First,
an overview of the limitations of candidate propulsion cycles is presented,
followed by a description of the basic operational principles and concepts of
the airframe-integrated scramjet. The equations governing the flow of a fluid
through the scramjet cycle are then presented in Chapter 3. Included is the
description of the Navier-Stokes equations in a nondimensional, generalized
coordinate forml. In addition, the Thin Layer approximation to the Nav;:r-
Stokes equations is introduced. The Thin Layer model assumes that the
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viscous forces acting along any shear layer are negligible (either physically
or computationally) in comparison to the viscous forces acting normal to the
layer. The inclusion of real gas effects and of a hydrogen fuel/air combustion
model is very important to scramjet performance prediction and analysis pro-
cess. Both a thermally perfect air and an equilibrium, chemically reacting air
model are introduced in Chapter 4. Also, an equilibrium chemistry model to
simulate the chemical reaction between the sidewall- and fuel strut-injected
gaseous hydrogen and the compressed airstream is described. This model is
relatively efficient and adequate for predicting combustion processes which
are diffusion(mixing) controlled rather than those controlled by the reaction
rate kinetics. Chapter 5 presents the numerical algorithm utilized to predict
the steady, two-dimensional, viscous or inviscid fluid flows shown in the fol-
lowing chapter. The algorithm is based on the widely used Beam-Warming
fully implicit algorithm, written in the factored, delta form. In addition, a
flux vector splitting technique that is applied to both the inviscid flux vec-
tors and inviscid flux Jacobians is described. Flux vector splitting allows
for the resolution of strong shock waves without the need for any artificially
added dissipation. Various test cases to validate the numerical code and then
presentations of computed flowfields within realistic scramjet inlet, combus-
tor, and nozzle geometries are the subject of Chapter 6. Based on these
results, the conclusion that a detailed, albeit somewhat limited, analysis of
an airframe-integrated scramjet is well within the capabilities of the present
9
numerical algorithm. Finally, recommendations for future research efforts
are presented.
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Chapter 2
Hypersonic Airbreathing Propulsion
This chapter first presents a comparison among the various propulsion cy-
cles available for consideration in hypersonic vehicle applications and then
further details the concept of an airframe-integrated scramjet cycle; the only
appropriate means of efficient propulsion within the hypersonic flight regime.
In addition, the figures of merit to be utilized in the scramjet component per-
formance analyses are introduced.
2.1 Propulsion cycle comparison
As discussed briefly before, the greatest obstacle to overcome in the chal-
lenge of sustained hypersonic flight is the development of an efficient, re-
liable propulsion system capable of satisfactory performance at high Mach
numbers and over a wide range of altitudes.
Figure 2.1[7] below presents a comparison among the several available
propulsion cycle options in terms of their performance capabilities versus
flight Mach number. The ratio of thrust to propellant weight flow per sec-
ond is more commonly referred to as the specific impulse of the engine. In
11
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Figure 2.1 Engine cycle performance comparison
general, and in terms of the engine cycles being considered here, the higher
the specific impulse the greater the performance; more thrust produced for
a given propellant use rate. Conclusions drawn from the examination of a
single parameter such as specific impulse are superficial at best are not truly
representative of actual engine cycle performance. A specific conclusion may
only be realized when a given application is considered and a detailed study
is performed. The comparisons and relevant discussions to follow should be
taken in this light.
The greatest strengths of the rocket engine cycle, in addition to being
well understood and well developed, are its high t.ast to weight ratio and
12
ETRY)
10 12
and that it possesses performance characteristics independent of flight Mach
number. The rocket, in comparison to the other cycles shown in the above
figure, is a self-contained type of cycle in that both the fuel and oxidizer
necessary for the combustion process are carried on board. This frees its
performance (nozzle exit pressure mismatch notwithstanding) from the re-
strictions imposed on the airbreathing cycles by atmospheric conditions and
by vehicle flight speed as will be discussed shortly. The necessity to carry
its own oxidizer, however, considerably reduces the propulsive efficiency and
performance capabilities of a rocket due to the enormous oxidizer weight
penalties incurred. This substantial performance penalty is absent from the
airbreathing cycles, which as the name suggests utilize the oxygen contained
in the atmosphere for combustion and propulsive purposes. As a result and
as is evident from Figure 2.1, there exists at least one airbreathing cycle
which enjoys a significant performance advantage over the rocket for the
Mach number range shown (which is also the approximate Mach number
range of interest for this report). It is worthy to note however that any
hypersonic vehicle seeking orbital capabilities will undoubtably have to in-
corporate some form of rocket propulsion into the design due to the absence
of any appreciable atmoshere at orbital altitudes.
Conventional turbomachinery propulsion systems (turbojets, turbofans)
operate very efficiently from take-off to Mach numbers of two or three at
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which point temperature and temperature-related materials constraints ef-
fectively terminate their capabilities. Above these Mach numbers the turbine
inlet temperature during normal engine operation (the maximum attained
temperature within the cycle) exceeds the limit imposed by the need to en-
sure the structural integrity of the turbine blades. To operate at higher
speeds, the combustor must be operated in a fuel-lean mode (lowering the
temperature by reducing the amount of heat release) or an active turbine
cooling system must be introduced. Both requirements cause severe drops
in cycle performance and efficiency. In addition, at supersonic speeds the
necessary pre-combustion compression can be provided by an aerodynamic
means, more specifically a ram-type process, without the requirement of a
mechanical work input; making a conventional fan compressor a performance
liability. Thus at Mach numbers of about three the compressor- and turbine-
less ramjet cycle's performance exceeds that of conventional turbomachinery
engines. The ramjet, as its name implies, relies on ramming the incoming
airflow over a series of compression surfaces to slow the airflow to an accept-
ably low subsonic Mach number prior to entering the combustor. It then
expands the hot combustion gases through a nozzle to produce its thrust.
The ramjet reliance on ram-pressure for operation renders it is incapable of
unassisted take-off and therefore must be considered in parallel with another
propulsion cycle for hypersonic vehicle applications. The ramjet operates
rather efficiently up to about a Mach number of six, particularly if hydro-
14
gen fuel and variable inlet and nozzle geometry are utilized (see Figure 2.1).
There are two main loss mechanisms (in terms of total pressure degradation)
within the ramjet cycle; the losses stemming from the oblique and normal
shocks needed to decelerate the supersonic flow to a subsonic speed and then
the subsequent combustion of the airstream and fuel at a finite Mach num-
ber. The shock loss mechanism is the dominant of the two and becomes
much more pronounced as the flight Mach number and hence the required
compression increase. In addition, the high pressure and temperature levels
which result from the compression process can lead to higher heat transfer
rates and stuctural loadings within the engine; both increasing required en-
gine weight. The high temperatures within the combustor may also lead to
a molecular dissociation of the gaseous mixture, lowering the thermal en-
ergy available to be converted into kinetic energy and thrust by expansion
through the nozzle.
The supersonic combustion ramjet, or scramjet, alleviates these short-
comings to a certain degree by maintaining a supersonic flow throughout
the entire engine cycle. Since a supersonic flow is maintained everywhere,
the amount of required airflow compression is reduced and most importantly
no strong normal shock exists at the end of the diffusion process; increas-
ing inlet efficiency substantially. In addition, the lower static temperatures
and pressures that result within the engine lessen the heat and structural
loads (reducing engine weight) and lessen the amount of dissociation of the
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reaction products (increasing available thrust). This same supersonic flow,
however, is the cause of the scramjet's major inefficiency: combustion at
supersonic Mach numbers. The total pressure loss increment within the
combustor is proportional to the square of the Mach number (at least from
quasi-one-dimensional analysis) which can quickly become significant. When
the losses of both the ramjet and the scramjet are totaled and compared, the
ramjet offers better performance up to about Mach five at which time the
two cycles offer equivalent performance capabilities. Above Mach numbers
of six, however, the losses associated with the ramjet compression process
overshadow the losses incurred by the scramjet combustion process, and in
a sense the scramjet becomes less inefficient than the ramjet, but still out-
performs the rocket engine considerably. At the current moment then, the
scramjet appears to be the only cycle which can offer the performance capa-
bilities necessary for sustained atmospheric hypersonic flight.
2.2 The airframe-integrated scramjet
2.2.1 Introduction
At hypersonic velocities very large engine airflows are required for adequate
levels of thrust in spite of the high energy potential of hydrogen fuel. In
addition even the maintenance of a supersonic flow through the whole of the
scramjet cycle does not allevia+' the requirement for a substantial amount of
compression before efficient combustion can occur at hypersonic Mach num-
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bers as well as the associated substantial amount of reexpansion of the flow
to achieve adequate thrust levels. For example, Ferri's[8] Mach 12 scram-
jet cycle requires an inlet contraction ratio (capture area to combustor inlet
area) on the order of 50::1 and roughly the same magnitude for a nozzle
expansion ratio. For conventional freestream-type inlets this ratio is clearly
unacceptable in terms of the enormous size and weight penalties that would
be associated with the necessary geometry. Thus the need arises to find
an efficient means to precompress the airflow before it reaches the engine's
diffusor and an efficient means to expand the combustor gases. This is essen-
tially the motivation and purpose behind the airframe-integrated scramjet
concept. The scramjet engine is fully integrated or blended with the vehicle
structure to take advantage of the extra airflow that may be captured as
well as the external compression that can be realized as the air flows over
the vehicle undersurface. In a similar manner, the rear portion of the vehi-
cle underbody can be utilized as an expansion surface, supplementing any
nozzle-type geometry designed into the scramjet cycle.
Since the scramjet engine should be placed between the vehicle under-
surface and the bow shock in order to operate most efficiently, an engine
geometry many times wider than it is high is necessary. Such a geometry
greatly complicates the combustor design A hypersonic vehicle's scramjet
propulsion system is therefore generally viewed as a set of modular engines
mounted side by side on the undersurface of the vehicle at a location which
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provides the necessary amounts of both forebody compression and aftbody
expansion. Figures 2.2 shows the various propulsion components of a typical
hypersonic vehicle configuration and their relation to one another and the
rest of the vehicle. As is evident, there are three main components or sec-
tions to an airframe-integrated scramjet engine: forebody compression/inlet
diffusor, the combustor, and the aftbody nozzle.
r,-rlvramr - /t.hrunt forrces and moments
(mu
(inlet diffusor, combustor) aftbody expansion(nozzle)
Figure 2.2 The integrated-scramjet hypersonic vehicle concept
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2.2.2 Scramjet component description
A cutaway view of a scramjet engine module is shown in Figure 2.3[7], while
the main principles of scramjet operation are depicted in a plan view of a
scramjet engine module in Figure 2.4. Both figures show the close proximity
of the different processes inherent within the scramjet, suggesting possible
strong and complex couplings between the various components.
on struts
inlet
)mbustor
Lozzle
Figure 2.3 An airframe-integrated scramjet module
The design goal of any engine diffusion process is to deliver sufficiently
compressed uniform flow to the combustor over the entire flight trajectory.
Unfortunately this goal is unattainable, especially for a hypersonic vehicle
due to the extremes in both altitude and Mach number w:v;h which the
diffusor must cope. Efficient compression is a must however, if the vehicle is
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to have any chance at acceptable performance levels.
The underside of the vehicle acts as a compression surface and effective
use of this area can alleviate the need for a large and weighty engine-module
diffusor. In addition to completing the necessary compression process the
swept (relative to the airflow) diffusor surfaces and fuel struts provide for
inlet starting at.low supersonic Mach numbers and theoretically high levels
of internal performance over the entire range of Mach numbers. Additionally,
the strut's sweep provides a localized pressure relief along the top surface of
the engine, thus enabling the engine module to ingest the forebody boundary
layer without need for large, weighty, and complex boundary layer control
devices. These struts also provide locations for the injection of the gaseous
hydrogen fuel into the airstream within the combustor.
airfow
u7 / 
4
1) inlet diffusion 3) supersonic combustion
2) fuel injection 4) expansion into vehicle aftbody
Figure 2.4 Principles of scramjet operation
The role of the combustor is to provide a means by which energy is added
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to the airflow in order to achieve the incremental increase in velocity required
to provide a positive thrusting force.
In supersonic combustion engine design three main problems exist[9] re-
lated to 1) boundary layer separation, 2) aerodynamic heating, and 3) com-
bustion stability. The various papers by Ferri[4][8][9] contain a more detailed
discussion than will be given here.
If the combustion process is assumed to be mixing rather than kinetically
controlled, the combustion process starts near the fuel injection regions and
transmits thermal compression waves throughout the the airflow outside the
combustion region. As a result the flow is highly nonuniform and static
pressures substantially above a mean combustor pressure may be reached
locally. These high pressure spots may induce boundary layer separation if
they are strong enough. To help reduce this risk, slightly divergent combustor
geometries are considered, although the amount of divergence is limited by
geometrical and weight restrictions. Therefore boundary layer separation
and its penalties may be inevitable, especially when operating the combustor
over the wide range of both Reynolds and Mach numbers associated with the
achievement of hypersonic flight.
The most severe cooling requirements will most likely occur within the
scramjet combustor. In this respect the total amount of heat to be removed as
well as the maximum local heat transfer must be minimized in order to keep
the temperature and thickness of the combustor surfaces within acceptable
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limits. The active cooling requirements and possible solutions are detailed
in many of the papers previously referenced and will not be discussed here.
By its nature the combustion process increases the static temperature and
thus the local speed of sound within the combustor flowfield. As a conse-
quence, even the supersonic injection of fuel does not alleviate the possibility
of subsonic fuel/air velocities outside the subsonic portion of the boundary
layer region, even in the absence of any pressure gradients. Any increase in
the amount or extent of subsonic flow within the combustor makes the flow
more susceptible to boundary layer separation and reverse flow stemming
from any strong longitudinal pressure gradients. These effects introduce a
possibly high degree of instability within the combustion process which can
lead to strong undesired interactions with the inlet flow.
These phenomena and their control (or acceptance) are very important if
the scramjet engine cycle is to realize its theoretical performance potential.
Because of its high energy content and high heat capacity capabilities
for cooling purposes, hydrogen fuel is most often considered for hypersonic
vehicle applications. The hydrogen fuel is injected into the airstream from
multiple ports located in the sidewalls and fuel struts in both parallel and
perpendicular manners, the extent of each governed by the need to optimize
the heat-release schedule within the combustor to ensure an adequate amount
of trast can be generated throughout the entire flight regime. The perpen-
dicular flow injection promotes a more rapid fuel/air mixing and subsequent
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chemical reaction, and is to be used in the upstream portion of the combustor
to help ensure an adequate amount of reaction occurs before the combustion
effluent is exhausted out through the nozzle. At low speeds however, this
perpendicular induction of fuel could lead to areas of local thermal chok-
ing. An additional heat release could lead to the upstream propogation of a
strong shock wave and severe inlet/combustor interactions which could pro-
mote degradation of engine performance to unsatisfactory levelslO0]. Parallel
fuel injection must therefore be predominantly employed at the low super-
sonic Mach numbers. Although parallel injection does not promote mixing
as readily, the lower speeds within the combustor implies a longer residence
time for the gaseous mixture and greater chance for chemical reaction to
occur. Also, the low supersonic velocities will most likely occur at relatively
low altitudes which ensures a relatively high combustor temperature and
pressure, both of which help promote rapid fuel/air reaction.
The role of the nozzle is to expand the combusted fuel/air mixture, ex-
changing thermal energy for kinetic energy to produce the incremental in-
crease in airstream velocity necessary to yield a net positive thrust. Due
to the relatively high temperatures and pressures that may exist within the
combustor, a large expansion is needed; too large for an ordinary bell-type
nozzle to be efficiently installed. For this reason the aft portion of the vehicle
undersurface serves to act as an expansion surface. This allows the scramjet's
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external cowl to be alligned with the freestream flow at the design or cruise
condition so that no external drag results and maximum installed thrust is
realized. But because of this configuration, complex and strong interactions
between the freestream and nozzle flows may exist and the structure of the
flowfields and performance figures must be carefully studied over the whole
of the vehicle trajectory in order to maximize the efficiency of the exhaust
surface.
In addition to providing a thrusting force in the axial direction, the large
exhaust surface can also be used to advantage to increase favorable lift vectors
at the cruise or design conditions. At off-design operation, however, this
same surface may produce large and adverse thrust and moment forces which
must be properly balanced to ensure and maintain overall vehicle stability[ll]
An improperly designed nozzle can therefore introduce excessive trim drag
penalties. Trim drag is the drag associated with the additional vehicle surface
areas (i.e. elevons, canards, etc.) necessary to cancel or balance the various
pitch, roll, and yaw moments arising from misdirected nozzle forces. Thus the
nozzle design is primarily controlled by thrust and stability requirements, and
it is imperative that the propulsion system parameters affecting the nozzle
such as scramjet module positioning on the vehicle underbody, thrust vector
orientation, and trim drag penalties be examined and accounted for over the
entire proposed trajectory of a hypersonic vehicle.
Another important but more subtle consideration in predicting perfor-
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mance capabilities of the nozzle is the chemical state of the gas as it expands
over the rear surface. At the high temperatures typical of supersonic com-
bustors, a significant portion of the hydrogen and oxygen may be in a state
of dissociation, an energy absorbing phenomena. If this energy can not be
recovered within the nozzle significant decrements to thrust levels could re-
sult. This is the frozen flow assumption and the nonrecovery of energy is
usually termed frozen flow losses. An ideal but unrealistic expansion would
result in the gas being in a continual state of chemical equilibrium. This
would imply a recombination of the dissociated molecules and the associated
energy release would provide for the maximum attainable thrust. The actual
state of the gas will undoubtably fall between these two limiting cases, and
an appropriate model must be employed to properly compute thrust levels
of an integrated nozzle.
In summary, the large size of the propulsion system relative to the air-
fame, the complex interactions that are possible among scramjet components
and between the scramjet airflow and external airflow, and the fact that a
very careful integration of the engine to the vehicle is crucial to successful
hypersonic vehicle operation suggests that the scramjet modules and their
behavior play a dominant role in overall vehicle design.
The primary design features and component interactions to be accounted
for are[11]
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1) Design forebody to meet aerodynamic, engine inlet, and vehicle
volumetric requirements and constraints
2) Size scramjets and schedule fuel injection to meet mission requirements
3) Design aftbody expansion surface for the necessary thrust and stability,
while maintaining a low trim drag
2.2.3 Scramjet component figures of merit
The performance of the entire scramjet cycle is dependent upon the rela-
tive performances of each of the components considered in this thesis: inlet
diffusor, combustor, and nozzle.
There are various and numerous candidate performance figures that are
generally considered when discussing an airbreathing engine cycle, but many
of them assume a uniform state of flow (a one dimensional type of approx-
imation) for their definition. The flows considered for this report are truly
two dimensional so that in general no uniform flow exists at the locations
where the merit figures are to be computed. The only uniform conditions for
the flows and geometries considered for this thesis will be those at the inlet
diffusor and nozzle inflow planes. However, the figures of merit to be pre-
sented, if computed as appropriate averages at the desired locations should
still indicate the relative performance capabilities of each component.
There are a number of figures of merit that are often associated with
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the performance of a diffusor. The first is usually the diffusor stagnation
pressure ratio rD defined
r = P (2.1)
Pto
and the numbers refer to average quantities at the locations indicated in the
figure below.
I- , 
station station 1 station 2
Figure 2.5 Scramjet component station numbering
The total pressure recovery of a diffusor can vary widely depending on
the amount of compression and strength of the oblique shock waves and is
therefore difficult to predict and utilize in an initial performance estimate.
Another figure of merit which varies considerably less over the operational
range of the inlet (and is more valuable in diffusor design phase) is the kinetic
energy efficiency 77ke which is defined as the ratio of available kinetic energy
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within the flow after diffusion to the available kinetic energy before diffusion
1 -2:ul
t7ke 1 2 (2.2)
where i1l is the isentropically reexpanded velocity at station one. 7ke may
also be expressed more conveniently in terms of the inlet Mach number Mo
and the stagnation pressure ratio given above
l7ke = 1+ (7 - )M 2 [ ()1- (2.3)
Due to its nature, the kinetic energy efficiency will be less sensitive to any
averaging process. Therefore ?rkc will be computed from the flow conditions
at station 1 and an average stagnation pressure ratio will then be computed
from Equation 2.3.
For a viscous computation, the requirement of no slip (zero velocity) at
the solid boundaries introduces a skin friction drag which must be charged
against the efficiency of the inlet. The nondimensional skin friction coefficient
is defined
Cf a(P (2.4)
d te 1 2 
and the total friction drag on the inlet is simply the local skin friction drag
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integrated over the total length LD of the inlet's solid surfaces
1'Cf = l | Cf dx (2.5)
Performance figures of merit for both the combustor and nozzle com-
ponents of the scramjet cycle are much harder to define, particularly in
the quasi-one-dimensional assumptions that usually accompany such figures.
The scramjet cycle is still a relatively new concept, and with a distinct short-
age of experimental data, the inherently very complex physics within the
scramjet's combustor, and the complex interactions between the external
vehicle flow and the aft surface expansion flow there is great difficulty in
defining acceptable performance measures. In this regard, the combustor
and nozzle flows will be dealt with in a slightly more qualitative manner.
It will only be through thorough investigations that these flows will be un-
derstood well enough in order that some type of simple parameter definition
may indicate acceptable and accurate estimates of performance.
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Chapter 3
The Governing Equations of Fluid Dynamics
This chapter presents a simple derivation of the Navier-Stokes equations
by applying conservation principles to a static control volume. Both a non-
dimensional and generalized coordinate form of the equations are introduced.
Approximations to the full Navier-Stokes equations, including a reduction in
dimension, a Thin Layer model, and the Euler equations, are also presented.
3.1 The Navier-Stokes equations
The equations governing the motion of a compressible fluid, commonly re-
ferred to as the Navier-Stokes equations, are readily derived by applying the
conservation laws of mass, momentum, and energy to an arbitrarily shaped
Eulerian control volume; the control volume is held fixed with respect to
some inertial reference position and the fluid to allowed to pass through the
control volume's boundaries. The divergence theorem and the premise that
the conservation laws must hold for any control volume lying entirely within
the flow have been utilized in order for the equation set to be specified in the
form shown below. In addition the following derivation neglects the presence
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or influence of any body forces.
Conservation of mass requires that the time rate of change of the fluid
mass within the control volume equal the net flux of fluid across the control
volume's boundaries
aP -V.(pV) (3.1)
at
where p is the density of the fluid, t is time, and V is the fluid velocity defined
as
V = uiz+vj+ wk (3.2)
u, v, w being the velocity components expressed in a cartesian coordinate
system.
Newton's second law states that the time rate of change of momentum
within the control volume must be equal to the net convection of momentum
across the boundaries plus the sum of the stresses acting over the surface of
the control volume, which may be expressed
t(pV) = -V p(V V) + V IIj (3.3)
where Hij is the stress tensor defined
IIij = -P ij + Tii (3.4)
in which p is the static pressure of the fluid and Stoke's hypothesis (bulk
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viscosity of the fluid is assumed negligible) relating the two viscosity coef-
ficients (, A) has been introduced so that the shear stress components rij
may be defined
Ti = [ (a zj + a)--zk (3.5)
6 ij is the Kronecker delta, is the appropriate element of the velocity vector
V, and is the first coefficient of viscosity.
Applying conservation of energy principles to the control volume. yields
that the time rate of change of the total energy within the control volume
must balance the external heat added plus the work done by the fluid on the
control volume
(pE) -V (pEV) + V (HijV) - V + (pQ) (3.6)
at at
where Q is the heat per unit mass added to the fluid, q is the heat conducted
by the fluid, and E is the total energy per unit mass of the fluid.
E = ev2
q -kVT (3.8)
where e is the internal energy and k the coefficient of thermal conductivity
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of the fluid.
In general, the coefficients of viscosity and thermal conductivity may vary
with changes in the thermodynamic variables, most notably the temperature.
This variation can be expressed in a variety of different ways, but an accurate
and computationally simple relation for the viscosity coefficient is given by
Sutherland's model[12]
o (To) (T + C)
in which the temperature T is given in Kelvin, C = 110.0 K, and p.o
and To are reference quantities. Once p is known, the thermal conductivity
coefficient k may be computed using the. relation
k = cp (3.10)
where c is the specific heat at constant pressure of the fluid and Pr is its
Prandtl number.
The first level of approximation introduced to the full Navier-Stokes equa-
tions for the analyses of the flows considered in this paper is a reduction of
spatial dimension. Three-dimensional effects such as crossflow separation,
turbulent layers, and shock structure and coalescence will ultimately be crit-
ical to scramjet analysis. Two-dimensional flows, however, will retain and
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reveal important flow features and trends as well as significantly increase
solution efficiency. Restricting the flows to two dimensions and dropping
the external heat addition term from the energy equation, the Navier-Stokes
equations may be conveniently expressed as the following system of equations
OU OF
at Ox
OG OR OS
_- - o = 0Oy Ax Oy
. p . pv
U = PuF + p G =V PUV PU22 pvu
pv puv pv2 +p
pE puH pvH
0
R = T[ uT, + vry S=q- [
0
i V1
U'r- + V'Tb - y
where H is the enthalpy per unit mass of the fluid and
to the other thermodynamic variables introduced above
P
is simply related
(3.12)
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with
(3.11)
and
I
I
In addition, the stress tensor components simplify to
2 au Ov
2 Ov Ou
= (22- - ) (3.14)
3 ay xz
3 = ( au+v (3.15)
U is often referred to as the state vector, F and G the inviscid flux
vectors, and R and S the viscous flux vectors.
The above four equations contain the six unknowns (p, u, v, E, p, T) so
that two more equations are needed to close the set, specifically thermal and
caloric equations of state. Examination of the state vector U, which will be
defined at each discrete point within the flow region, leads to the conclusion
that the two equations of state should be of the form
T = T(p, E) (3.16)
p = p(p,E) (3.17)
For an ideal gas the above relationships become
T = (R ) e (3.18)
R
p = (-)pe (3.19)
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in which y is the ratio of specific heats and R is the gas constant.
For computational purposes, the governing equations of fluid dynamics
are most often transformed into a nondimensional form. This alleviates the
need to track dimensional units throughout the course of the solution and also
allows the resulting characteristic parameters of the flow such as the Mach
number, Reynolds number, etc. to be varied independently. The choice of
normalizing constants is arbitrary, the only requirement being the use of a
self-consistent set.
The nondimensional variables chosen for this report are
a * - t t* t aoL 2 =L = L-.v.
U* = u v* = ve e*= eel
ace ao aO
P* P P =P Tp TOO
moo
where nondimensional variables are denoted by an asterisk, freestream or
reference conditions are denoted by oo, and L is some geometrical reference
length used in defining the Reynolds number
ReL = (3.20)Ao /o
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and ao, is the freestream speed of sound
ooPoaoo
Poo
(3.21)
With these choices of normalizing constants, the two-dimensional Navier-
Stokes equations become
OF*
+ a
o*
OG*
ay*
1 R*
ReL x*
I OS*
ReL ay* (3.22)
where U*, F*, G*, R*, and S* are the vectors*-
P*E*
p*E*]
p*u*2 + *
P*t+'*V*
p*u*H* I
G * *v*u*
p*V*2 + p*
p*v*H* i
0
7'* *
U*'z. + v*%r -
S* =
I
0
U 7*y + V *r* - Y
and the nondimensional components of the shear stress tensor are given by
T s, 2 - *
-YY 3
2u*2
8x* vy* )
Ou*
0~*
(3.23)
(3.24)
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aU*
at*
I
F*=
R*=
3
u* v*3.25)
·r = ( + ) (3.25)
Instead of being nondimensionalized by a reference k,, the heat flux
quantities were normalized by the quantity /z cpPr - 1 and temperature
was replaced by the more convenient thermodynamic variable e, which results
in the q' vector components having the following form
7 e*
q PrI ax* (3.26)Pr ax*
y .Oe*
q = Pr ay* (3.27)
The Prandtl number of the flow is assumed not to change significantly
for the fluid flows considered here and is therefore held constant and given
the value of .72. The above definition does allow y to vary with changes in
the thermodynamic state of the gas.
Note that except for the addition of the Reynolds number in front of the
viscous terms and the slightly altered definition of the heat vector compo-
nents the nondimensional equations are identical to the dimensional form
given previously in Equation 3.11. For the sake of convenience, the aster-
isks will be dropped from the above quantities and all further references to
the governing equations will be to the nondimensional form unless otherwise
explicitly stated.
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3.2 Governing equations in curvilinear coordinates
For arbitrarily shaped body surfaces and complex geometries, it becomes
useful and most often essential to map the various boundaries of the physical
domain into a transformed curvilinear coordinate space such that the finite
difference grid is aligned with these boundaries. This allows for a much
greater ease in computation, particularly the numerical implementation and
enforcement of the necessary boundary conditions.
Suppose a general transformation from a cartesian coordinate system to
a body-fitted coordinate system shown in Figure 3.1 is given by
(= (xY) (3.28)
7 = 4(x,,y) (3.29)
t = t (3.30)
in which the body surface is perpendicular to the 7 coordinate direction.
The resulting system of equations can easily be derived by applying the
chain rule for partial differentiation to the x and y derivatives terms. For
example, the x partial derivative expressed in the new coordinates is given
by
' a ar (9a773
- = + a  (9(3.31)
With a similar equation holding for the y partial derivatives, the governing
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equations may be expressed in a conservation form[13] as
1 (0RA a T + --5-- +s+ -J
071 ReL 1977
= 0 (3.32)
where F and G are still the inviscid flux vectors and R and S contain the
viscous and heat flux terms. Retention of a conservation form of the equa-
tions allows shock waves to be computed as inherent solutions, termed shock
capturing. This alleviates the need for complex numerical treatments at dis-
continuities which limit the flexibility of so-called shock fitting algorithms[14].
Figure 3.1 Transformation from physical to computational space
The vectors appearing in Equation 3.32 are defined as follows:
P
0-_U 1 Pu
v J pv
pE I
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in which
1
and
(3.33)
(3.34)
yv + r7y7 )] (3.35)
(3.36)
(3.37)
qZ = - + r7le, ) (3.38)
= -P ( v e + %e,7) (3.39)
Also in the above J is the Jacobian of the transformation and U, V are
the contravariant velocity components (velocities in directions normal to con-
stant , 7 surfaces, respectively) defined as
J = ~,:% -7y 6,, (3.40)
U = t + yGv (3.41)
V = r/=u + yv (3.42)
The various metric terms appearing in the generalized equations are easily
computed from the coordinates of the grid points and the relations
6' = J Ya, 'y = - J a , (3.43)
rl7 = -Jy4, 7 = J 
The above set of equations has the same general form as the set of equa-
tions given by Equation 3.22. The difference is that the derivatives are now
split into 6 and r7 components and the individual entries of the flux vectors are
slightly more complex. It should be noted that the equations have not been
transformed into equations written along the and coordinate directions.
The equations still represent mass, momentum, and energy conservation in
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the x, y coordinate system.
It is also worthy to note that the generalized equations have been divided
through by the Jacobian of the transformation, so that the state vector terms
now represent the total magnitude of the conserved quantities within the
cell and not the usual magnitude per unit area. Correspondingly, the flux
vector terms now represent the fluxes summed over the boundaries of the grid
cells, which implies a direct similarity with a finite volume formulation of the
governing equations. Finite volume approximations allow for a higher degree
of accuracy in computing the spatial derivatives. The reader is referred to
the discussion by Bush[15] for the relationship between finite difference and
finite volume numerical methods and their relative accuracies.
To take advantage of the generalized form of the governing equations it
is necessary to have a fairly automatic means of generating the transformed
domain grids. The computational grids employed in this paper are generated
as suggested by Thompson[16]; as the solution of a Poisson equation written
in the transformed domain, with a specified grid spacing of A = A/7 = 1.
A certain amount of grid flexibility is also required so that important flow
field regions may be adequately and accurately resolved, such as occur near
solid boundaries and in regions of large flow property gradients such as those
associated with shock waves. For these purposes grid clustering[17] and grid
adaption[18] techniques are readily available.
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3.3 The Thin Layer approximation
In typical high Reynolds number flows, the viscous effects of the flows are
generally confined to thin regions near solid boundaries, these regions more
commonly referred to as boundary layers.
Boundary or shear layers often have large gradients in a direction normal
to the solid wall and relatively weak gradients along the layer, in the direction
of the flow. For this reason, computational grids are usually alligned with the
solid boundaries with a dense population of grid cells in the normal direction
in an attempt to properly resolve the strong gradients. The number of cells
employed along the length of the layer is usually much more sparse. For such
flows computed with such grids, the forces due to stresses acting along the
shear layer are often assumed to be negligible in comparison to the forces
due to the stresses acting normal to the boundary layer.
This assumption is known as the Thin Layer approximation, see for ex-
ample Steger[191, or Baldwin and Lomax[20]. The assumptions inherent in
the Thin Layer approximation to the full Navier-Stokes equations are sim-
ilar to those used in classical boundary layer development; diffusive terms
along the shear layer are ignored and only terms normal to the layer are re-
tained. The main difference btween the two approximations is that while the
boundary layer equations also drop the normal momentum equation, both
momentum -quations are kept in the Thin Layer model, making possible the
computation of separated flow regions.
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For the flows considered in this paper, solid boundaries are assumed to be
aligned with the coordinate direction and the grid spacing normal to these
boundaries is much denser than the spacing along the { direction. Following
the arguments of Bush[15], even if gradients along the layer are not small,
the cell area over which they act may be, and the contribution to the force
balance of an individual cell can be negligible. In short, for highly stretched
grids common to many viscous calculations, the gradients parallel to the
body surface, if they are not of a negligible magnitude are generally not
adequately resolved to merit their computation.
It is in this light therefore that the Thin Layer approximation is made
for the viscous flows considered in this paper. The implementation of the
approximation is all viscous terms acting along the coordinate direction,
including the heat flux term, are dropped and only the viscous terms in the
r7 coordinate direction are computed.
The Thin Layer equations in generalized coordinates are obtained by
simply setting all derivatives with respect to ~ appearing in Equations 3.32-
39 equal to zero, the result being:
AU aO " GZ 1 AsA fi , ap + ad g 0 0(3.44)at +± 9 + 7I ReL =77
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where the vector S now has the form
0
1 f~alu, + a2v 1
~J t~~a2u, + 3V,7
a1(2u2 ), + Ct2(uV)7 + a3( Iv2), + a4et
in which
4 2
ax = ( 77 + y) (3.45)
2 = I1 r/y (3.46)
a 3 = (4IY + 77) (3.47)
E4 = Ay P (772 + 77<2) (3.48)
The state and inviscid flux vectors in the above equation retain their
identical forms as given in Equation 3.32. For computational purposes the
ai terms will be considered independent of the state vector quantities. This
assumption allows a simpler representation and computation of the viscous
flux Jacobian matrices present in an implicit numerical method.
The Thin Layer equations should be valid for a wide variety of flows; as
long as the assumption that forces acting on grid cells along the shear layer
are negligible is valid. In this regard, the Thin Layer model should not be
adequate near blunt leading or trailing edges of airfoils, in regions of massive
separation and strong reverse flow, and in regions where large v,--tions in
the cell interface areas in the direction exist. None of these occurrences is
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assumed to be present in the flows considered or in the grids generated for
this paper.
3.4 The Euler equations
As stated above, for flows with sufficiently large Reynolds numbers the im-
portant viscous effects are confined to very thin boundary layers next to solid
surfaces. Many times it is advantageous to assume that the interaction of
the inviscid flow with the boundary layer is negligible. In these convection-
dominant cases, the Euler equations may be solved to yield the basic behav-
ior of the flowfield, such as position and strength of shock waves, and are
completely valid in all regions of the flowfield; both subsonic and supersonic
regions. The Euler equations are obtained by dropping all viscous and heat
flux terms from the Navier-Stokes equations. As a consequence the resulting
equations given below allow for a much more efficient solution procedure on
a digital computer.
p pU pV
0 1 pu 0 1 puU+p 0+ a 1 puV+p 0 (3.49)
At J p 0 j pvU + p 0r J pv + yp
pE [ pHU pHV
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Chapter 4
Real Gas Modeling
This chapter presents the various models available and utilized in this the-
sis to account for the non-ideal behavior of the gas as it flows through the
scramjet components including: treatment of the inlet airflow as a ther-
mally perfect or as an equilibrium, chemically reacting gas, treatment of
the fuel injection and subsequent fuel/air combustion process with a equi-
librium/complete reaction model, and treatment of the nozzle gas flow with
the assumption of either a frozen gas flow or an equilibrium gas flow.
4.1 Introduction
At the high speeds and temperatures encountered by a hypersonic aircraft,
the airflow through the vehicle's scramjet components can no longer be con-
sidered to be ideal, and this non-ideal behavior, or real gas effects, must be
incorporated into any numerical model to ensure an adequate solution ac-
curacy. In addition, scramjet cycle analysis must include the effects of the
fuel/air chemical reaction and the subsequent heat release associated with
the combustion process. For the purposes of this paper the term real gas
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implies that the ratio of temperature partial derivatives of static enthalpy to
internal energy (hT/eT) can no longer be considered a constant as it is for
ideal gases for which this ratio is simply the ratio of specific heats 7 and for
air usually given the value = 1.4). This variation results from both the
obvious chemical reaction processes (dissociation, ionization, recombination)
occuring within the combustor and nozzle components and more subtle phe-
nomena such as the excitation of the vibrational or rotational energy modes
among the various species comprising the gas throughout the scramjet cycle.
These processes, or reactions may or may not reach a state of equilibrium,
depending on the relative time scales associated with the rate of the gas flow
and the rate of chemical reactions (including excitation relaxation rates). If
this ratio of flow time to reaction time ( often referred to as the Damkohler
number) is large, the reactions may be considered to occur instantaneously
and an equilibrium state is maintained throughout the entire flow. The as-
sumption of local chemical equilibrium allows treatment of real gas effects in
a relatively simple manner. Computation efforts are lessened considerably
by the fact that the species distributions of the various components of the
gas are solely a function of the local thermodynamic state of the gas and not
a function of space or time. On the other hand, if the Damkohler number
is small the chemical reaction rates become dominant and the species distri-
butions must be obtained by the solution of individual species conservation
equations which must be fully coupled with the fluid dynamic equations.
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This inclusion of finite rate chemistry introduces additional complexity to
any algorithm as well as a substantial increase in necessary computer re-
sources (both memory and CPU) due to the very short time scales involved
in the reaction process. See for example the work by Bussing[21], Shinn and
Yee[22], and Nagaraj and Lombard[23]. For the flows considered in this the-
sis, the various chemical reactions will be assumed to happen instantaneously
so that the nonideal behavior of the air and the air/fuel combustion process
may be included in the scramjet component analysis, yet be treated in as
simple a manner as possible.
4.2 Inlet real gas modeling
Two approximations are available to model the real gas behavior of the
air as it flows through the inlet; a thermally perfect gas approximation or
an equilibrium, chemically reacting gas model. As just stated above, the
simplifying assumption made in the latter is that the composition of the
gas changes instantaneously with changes in thermodynamic state so that
fluid properties are independent of any finite rate chemical kinetics process.
For both models, real gas effects are implemented in an equivalent 7 type
of formulation derived and described by Grossman and Walters[24]. The
equivalent 7 is used in place of the ideal value in the equations of state
(Equations 3.18, 3.19).
The thermally perfect gas model assumes that the composition of the gas
50
remains constant, but that its vibrational and rotational energy modes may
be excited by changes in the gas temperature. This excitation causes varia-
tions among the gas caloric properties (cP, c,, and 7 ). This model is valid up
to the temperature at which the gas starts to dissociate and change its molec-
ular composition. The dissociation temperature of air is about 3000 K. The
thermally perfect equivalent is computed from a curve fit for the specific
heat at constant pressure cp of air given by Hesse and Mumford[25]
3888.152 191841.65 4.04 x 107 (4.1)c = 1427.63 - _T T + kg K (4.1)
from which y follows easily
cp (4.2)
CP -
R is the gas constant and for air it assumes the value 287.0 k-.K Equation 4.1
is a curve fit for the thermodynamic data tabulated by Keenan and Kaye[26];
curve fits being generally more efficient than a table look-up procedure in
numerical schemes. A comparison in accuracy between the approximation
of the above equation and the actual experimental data (see the paper by
Bush et. al.[27]) shows very good agreement for temperatures below the
dissociation level.
The equilibrium ::.emically reacting air model is available for flows in
which the temperature is expected to exceed the dissociation temperature
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of 3000 K. The model employs curve fits developed by Tannehill and
Mugge[28] to compute the thermodynamic variables (p, T, a, 7) given the
fluid density and internal energy per unit mass which are obtained from the
intermediate solution vectors 0 (in agreement with the general equations of
state first introduced in Equations 3.16 and 3.17). Various other researchers
[29][30] have commented on the costly computing time necessary to update
these values at every grid cell after every global iteration. Therefore the
equilibrium curve fits are called every 10 or 15 iterations, and between calls
y is held constant at its last computed value and used in place of an ideal
7 in computing the other thermodynamic variables.
It is expected that the thermally perfect air approximation will be ade-
quate for inviscid computations, since temperatures within the inlet do not
approach stagnation values as they do within the boundary layers present in
a viscous computation.
4.3 Combustor real gas modeling
Within the scramjet combustor, the need to account for real gas effects is the
most apparent and the most necesary. The fluid dynamics must be somehow
coupled with a combustion model to properly simulate the chemical reac-
tions and subsequent heat release which occur when the fuel/air mixture
is burned. In additon, any realistic rrdiel of a scramjet combustor must
include the injection and the mixing of fuel from the engine sidewalls and
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fuel struts into the incoming airstream. For the model considered in this
paper, the fuel is gaseous hydrogen and it is injected at a specified pressure,
temperature, and Mach number. The combustion process is modeled using
a complete reaction scheme. The complete reaction model assumes that an
instantaneous reaction of all species present occurs where both fuel and air
are present. This model is only useful if the combustion process is mixing
controlled (large Damkohler number) rather than controlled by the reaction
kinetics. A complete reaction model may not be valid at all points along a
hypersonic vehicle's trajectory path, particularly at very high Mach numbers
(M > 20) and extreme altitudes where the pressure within the combustor
will be quite low. Both of these effects make the chemical reaction rates
comparable to the gas flow rate through the scramjet components, thus in-
validating the assumption of instantaneous reaction. For the moderate Mach
numbers (Mo < 15) and altitudes considered of interest for this thesis, how-
ever, a complete reaction model should be sufficient in predicting combustor
performance[4].
The actual chemistry model will be described in detail in a paper to be
published by R. Biasca[31] at a later date, and the coupling of the chemical
reactions with the fluid dynamics, which will be described briefly below, is
implemented in the fashion introduced by Drummond and Weidner[32][33].
To ensure an accurate modeling of the fuel injection and the subsequent
mixing processes, a fuel conservation equation is added to the regular mass,
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momentum, and energy equations described in the previous chapter and has
the following cartesian coordinate form:
a a a a f 0 /)(p ) + z(puf) + a (pvf) - (r ) - = (4.3)
or in nondimensional form in generalized coordinates by
01 01 01
() + (pUf) + Or j(pVf) -
1 [ (f 0o of
R1[ O (raf) (r ) = 0 (4.4)
where f is a dimensionless hydrogen fuel mass fraction (normalized with
respect to the total hydrogen fuel fraction fo introduced into the flow from
the sidewall and fuel strut injector ports), r is a dimensionless diffusion
coefficient, and Ob and b,, were defined for convenience
hfo
ma ir
r = (Le = 1)Sc Pr
= + 2
= + 2
The Thin Layer approximation is also applied to the fuel diffusivity terms
in order to maintain a consistent set of equations and consistent solution
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procedures to be detailed in the next chapter. The above fuel conservation
equation is simply added as the fifth element of the state, inviscid flux, and
viscous flux vectors respectively, otherwise the governing equations remain
identical to those given by Equation 3.44. The expanded Thin Layer model
vectors are now
p pU pV
1 u pUu + Hip pVu + 7pU= J p, F= pUv + p G= pvv + 77ppE J JpE pUH pVH
pf pUf pVf
1 aU17 +a 2 VlU
S -- 2 U, + a3 v
J a1( + ! (1), 2 ()+ 3 a4 e
as5 f,
where
as = r( 2 + 77 ) (4.5)
The present fuel/air reaction model assumes that the gaseous mixture is
comprised of three elements (H, 0, N ), and that the combustion process
may produce any or all of eight associated species (H2, 02, N2, H, 0, N,
NO, H20, and OH).
The chemical reaction model is applied at the end of each global iteration
in the following manner. The total enthalpy and pressure are assumed to
remain constant during the chemical reaction process. Therefore, the total
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enthalpy of the products after reaction must be the same as the enthalpy of
the reactants HR given by
HR = A Yk cpdT + -(u + ) + HR (4.6)
k 0 2
where Cpk is the specific heat of species k, TO is a reference temperature
(set equal to 298 K) and HR is the total heat of formation of the reactants
evaluated at the reference temperature
HR = E Yk HA (4.7)
and yk is the concentration density of species k. To simplify the computation,
the. individual species' specific heats are assumed to be of the form[33]
cpk = bk + akT (4.8)
The integration in Equation 4.6 is then straightforward, and HR is completely
defined. The chemical reaction subroutine yields the new concentrations yk
and a new cell temperature is calculated from the equation
Hp HR = ApT + BpT - h (u + v2) +) H (4.9)
This yields a quadratic equation in the unknown cell temperature T; a more
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complex expression for the specific heats than Equation 4.8 would yield a
correspondingly more complex equation from which to compute T. Choosing
the positive root of the above equation leads to the expression
T = (-Bp + Bj + 2ApHT)/IAp (4.10)
where
.Ap = E Yak (4.11)
k
Bp = E kbke (4.12)
h, = 1ApTO2 + BpT ° (4.13)
2
HT = HR - 2(U2 + V2 ) _ H + h (4.14)
Once a new cell temperature and cell concentrations are known, the gas
mixture properties (R, p, 7, etc.) are recomputed. The solution process
then proceeds to the next fluid dynamics global iteration.
4.4 Nozzle real gas modeling
The chemical state of the combustor effluent as it expands over the rear
portion of the vehicle is critical to the performance achieved by the entire
scramjet engine. As mentioned before, at the high temperatures prevalant
within the combustor, molecular dissociation may occur. Dissociation ab-
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sorbs a lot of the thermal energy released within the combustor and if that
energy is not recovered and converted into kinetic energy within the nozzle,
the performance penalties could be significant.
The two limiting cases of the chemical state of the flow within the nozzle
are equilibrium flow and frozen flow. Equilibrium assumes that chemical re-
actions (in this case recombination of the gas molecules) are instantaneous
and that mixture properties are only a function of the state properties. The
same procedure as outlined above for the combustor chemistry is imple-
mented. Frozen flow assumes that the reaction rates are very much slower
than the gas residence time within the nozzle so that there is no time for
any reactions to take place and the gas mixture composition remains fixed
at the combustor exit conditions. The frozen flow assumption allows for a
method similar to the thermally perfect inlet air method to be adopted; a
constant gas composition but variation in the mixture's caloric properties
with gas temperature. The presence of hydrogen in the exhaust precludes
the use of the same curve fit as suggested in Equations 4.1 and 4.2. However,
curve fits are available for the specific heats of the various species containing
hydrogen[34] and knowledge of the mass fraction of each component present
within the flow is all that is required to obtain the equivalent 7 needed to
compute the other thermodynamic variables.
In actuality the real chemical state of the gas will lie somewhere between
these two limits (frozen, equilibrium flow) and can only be rigorously mod-
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eled by the inclusion of a reaction kinetics model. Finite rate chemistry was
deemed beyond the scope of the present work, and it is thought that impor-
tant trends may be predicted by analyzing the two limiting cases described
above.
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Chapter 5
Numerical Solution Algorithm
This chapter presents the numerical algorithm used in this report to solve
the governing equations of fluid dynamics as applied to two-dimensional flows
through airframe-integrated scramjet geometries.
5.1 Implicit time differencing
5.1.1 Implicit vs. explicit algorithms
The governing equations of fluid dynamics (whether the full Navier-Stokes
equations or one of the approximations described above are considered) con-
stitute a set of nonlinear, highly coupled partial differential equations for
which there exists no analytic solutions except in the most simple of cases.
In general the application of a numerical algorithm and a digital computer
are necessary to carry out the mathematical operations required to obtain a
solution. The majority of algorithms in use today for solution of the time-
dependent form of the Navier-Stokes equations fall into the category of being
either an implicit algorithm or an explicit algorithm.
An explicit algorithm is one in which only a single unknown appears
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in any one mathematical equation and the solution for that individual un-
known is straightforward. In an implicit algorithm more than one unknown
may appear in a single equation and it is usually necessary to solve a set of
equations simultaneously to achieve solutions to the unknowns. In regard
to the solution of the equations of fluid dynamics there are advantages and
disadvantages to the utilization of both types. The main advantage of an
explicit method is it's rather simple algorithm and implementation onto a
computer since the unknown solution at any iteration level is purely a func-
tion of known quantities. The major drawback is the required computer
time usually necessary to obtain a sufficiently converged solution. Compu-
tational schemes approximate the temporal and spatial partial derivatives
appearing in the fluid dynamic equations by rather simple algebraic differ-
ence operators. These approximations introduce a certain deviation or error
in a numerical solution in relation to an exact solution. For obvious reasons
it is desirable to ensure that this error does not become excessive and cor-
rupt the accuracy of the solution. For time-dependent algorithms, a limit
must be placed on the rate at which a steady state solution may be ob-
tained. In other words, the allowable time step in the integration process
to move from one intermediate iteration to the next is restricted. The time
step limitation, which be discussed in more detail in a subsequent section,
is generally proportional to the grid spacing employed. For the dense grids
necessary to properly resolve viscous forces, the allowable time step becomes
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very small and a tremendous number of iterations (orders of a thousand are
not uncommon) is required before a steady state solution is reached.
An implicit scheme on the other hand is not subject to the same severe
limitations on the allowable time increment, and thus convergence may be
reached in far fewer iterations (on the order of a few hundred). In an overly
simplified argument, the advantage of an implicit scheme is that it solves for
an updated solution to the entire flow field simultaneously and it is there-
fore possible for every point within the flow to be influenced by every other
point during each iteration. With an explicit scheme, the updated solution
at a single point is influenced only by points in it's immediate neighborhood,
thus it may take a significant number of iterations for influences to be felt
throughout the entire flow region. The main disadvantage to an implicit
scheme is the added complexity of the algorithm. Although convergence is
accelerated, the number of operations required per iteration increases signif-
icantly since an implicit method requires the computation and inversion of
a large block matrix.
Whether an implicit or an explicit scheme is used is really application-
dependent. In his thesis, Bush[15] states his recommendations for which
algorithm to use based on a number of factors, including relevant flow pa-
rameters and grid structures. For the high Reynolds numbers and the dense
and rather stretched computational grids that exist for the flows considered
in this paper, an implicit scheme was chosen; specifically the widely used
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Beam-Warming approximately-factored algorithm which will be described
next.
5.1.2 The fully implicit Beam-Warming algorithm
The approximately-factored, alternating-direction, fully implicit solution al-
gorithm developed by R. Beam and R. F. Warming is detailed in many
papers, see for example the papers by Beam and Warming[35], Steger[19],
and Pulliam and Steger[36], so just a brief derivation will be included here.
To restate, an implicit algorithm is one which attempts to solve for an
updated solution of the flow field at all discrete points simultaneously. If n+1
is used to denote an iteration time level for which an intermediate solution
of the governing equations is desired, the Thin Layer equations given by
Equation 3.44 take the form
aUn" + dF0+l aG_" +_ 1 Sn" +
t + + - ReL = 0 (5.1)
The temporal derivative term appearing first is approximated by a first-
order accurate expression arising from a Taylor series expansion about U n
00j+la (1 n+- n) + o(At2 ) + ... (5.2)
In the above equation U' = U(nAt) and is assumed to be an exact
solution of the partial differential equation given in Equation 5.1. Only after
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the partial derivatives and are replaced by their discrete approximations
Et and 6,, will U" = U". be the numerical approximation to the solution of
the partial differential equation at the discrete point ij.
The main difficulty in solving Equation 5.1 is introduced by the fact that
both F and G are nonlinear functions of U and S is a nonlinear function of
U,. The nonlinearity can be removed but the numerical accuracy maintained
by also expanding Fn+, Gn+l, and Sn+1 in Taylor series about Un:
Fn+- = F )n(n+1-U") + O(t 2 ) +.. (5.3)
n+l = n + n(n+l _ Un) + O(at2) + ... (5.4)
n+ _ n + (as )n (n+l _n) + O(Žt 2 ) + ... (5.5)
The above linearization of S (which is really a function of U,, and not just
O ) is made possible by the form of the individual elements comprising S, the
assumption stated earlier that the a terms will be considered independent of
the state vector quantities, and a slight shuffling in the partial differentiation
order. Following the derivation provided by Steger[19], a general term in S
has the following form
Sk = ak aPk,(U) /p = , v, e, etc.... (5.6)
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a - au ( k P Ok ) = (a Pk )at - a 19n at 6 a77 (5.7)
and the reordering of the partial differentiation yields a form compatible
with the definition given in Equation 5.5 and a form suitable for calculation
purposes to be described later:
ask a apfk
a =t (5.8)
Dropping the higher ordered terms and substituting equations 5.3-5 into
Equation 5.1 yields
[I + Xt2 An + _
-At( od
'OZ = n+l _ n
Bn = (G )nat
R aAt a MnIAtU =
an'* 1 aSn
+ -877 ReL e177
aFA" =( )n
, n = ( as )n
MU
and I is the identity matrix and the partial derivatives on the left hand side
of the equation are assumed to operate on AU as well. A, B, and M are
commonly referred to as the Jacobian matrices.
Equation 5.9 represents the delta form of the Beam-Warming implicit al-
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so that
where
(5.9)
gorithm. The delta formulation offers several advantages over other possible
forms which will be noted where appropriate in the following sections.
As it stands, the above equation implies a rather formidable matrix to be
inverted in order to solve for the unknowns AU. For this reason, the left side
of Equation 5.9 is factored into two components; one component containing
only ¢ derivative terms and the other containing only the r7 derivatives. The
introduction of this approximately-factored form of the implicit algorithm
reduces the full unfactored matrix inversion problem to a series of small
bandwidth (most often tridiagonal) matrix inversion problems which have
very efficient solution algorithms of their own. The two-dimensional problem.
is essentially reduced to a series of one-dimensional problems along lines of
constant and along lines of constant r7. As a result, boundary conditions
can be implemented rather easily, and the accuracy of the solution is not
degraded. The factorization does however compromise the stability of the
algorithm, decreasing the allowable time step as will be discussed later in
the chapter.
The approximately-factored form of Equation 5.9 can be written
a a n 1 a A[I + t-An ][I + t Bn - it Mn ]zU =
a?7 ReL a7
aF" dG n 1 Sn
A t ( + (5.10)
An updated solution at imReLn found by the following
An updated solution at time level n + is then found by the following
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sequence of operations:
[I + At-B h- At -Mnj At* = RHS Eq.5.10 (5.11)
[I + At-A h AU = AU* (5.12)
jn+l = Un + aU (5.13)
in which RHS Eq. 5.10 refers to the steady state operator appearing on the
right hand side of Equation 5.10.
5.2 Spatial differencing
To fully define the numerical algorithm, the spatial differencing, or algebraic
approximations, of both the flux vectors and Jacobian matrices is required.
The differencing technique chosen dictates the accuracy of the solution, as
well as the degree of resolution of all important flow field features such as
shock waves and boundary layers. The next section describes two classes of
spatial differencing in wide use today and the subsequent choice of which
would better model the flows considered in this paper.
5.2.1 Upwinding vs. central differencing
For all but the simplest types of flow and simplest geometries, solution of
the Navier-Stokes or Euler equations requires the use of a digital ri mputer,
and it wasn't until the end of the 1950's that sufficient computing power was
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available to undertake such a task. Even then the initial algorithms employed
were really insufficiently developed to obtain accurate solutions. Reasonable
solutions to fluid dynamics problems were not obtained until the mid- and
late-1960's; as a result of both the few orders of magnitude increase in avail-
able computing power and storage and the significant advances in numerical
algorithms by such people as Lax and Wendroff[37], Moretti and Abbett[38],
and MacCormack[39]. All of these algorithms were relatively successful in
predicting the gross behavior of a wide variety of flow fields but accuracy
and resolution suffered for flows which contained large flow gradients such
as shock waves. This can be attributed to the fact that these numerical
algorithms employ a standard central difference type of approximation to
derivatives which do not model the underlying physics inherent and domi-
nant in compressible flows. It wasn't until the early 1980's that more physical
algorithms started to be developed and introduced. These methods include
the A-method[40], split-coefficient method[41], flux difference splitting[42],
and flux vector splitting[43]. In general; these methods may be classified as
upwind methods and enjoy a distinct advantage over the central differenc-
ing algorithms in computing solutions of compressible flows with stong field
gradients. In addition, upwind schemes are naturally dissipative so that no
ad hoc dissipation terms that tend to corrupt accuracy of solutions is nec-
essary. It is usually necessary to add artificial dissipative terms to central
difference algorithms to overcome flow property oscillations and algorithm
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instabilities that arise during the solution process. As a result, this added
artificial viscosity as it is more commonly known, tends to corrupt or smear
regions which contain large gradients.
Central difference algorithms employ a symmetric difference operator to
model spatial derivative terms appearing in the governing equations, so that
an intermediate solution at a particular point within the flow domain is
affected equally by all of its neighboring points. Upwind methods use the in-
formation gained from the theory of characteristics to determine a physically
more appropriate orientation and extent of the difference operator.
The theory of characteristics is invaluable in determining the direction of
signal propagation within a compressible fluid flow field. Figure 5.1 shows
a representation of these characteristics for both subsonic and supersonic
one-dimensional flow.
4 4
.11
a) subsonic flow b) supersonic flow
Figure 5.1 Subsonic and supersonic c-_acteristic lines
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A
Let the axes above represent an initial data plane which uniquely de-
termines the flow properties at point P some time t later. The x axis may
represent a solution at iteration level n, from which the solution at P at time
level n + 1 is computed. All information necessary to fully define point P is
carried along the characteristic lines u, u + a, and u - a, where u is the flow
velocity and a is the flow speed of sound. For subsonic flows, in which the
flow velocity is less than the sound speed, information from both upstream
and downstream positions influence P. For a supersonic flow, however, point
P is influenced only by information originating from the upstream portion
of the flow. Central difference methods do not account for this fundamen-
tal difference in the direction of information propagation, and solutions at
supersonic points are incorrectly influenced by downstream points. Upwind
methods on the other hand do distinguish between the two flows. This is
usually done by computing a local Mach number at point P and then forming
a difference operator based on the relative value of that Mach number; an
operator using only upstream points for supersonic flow and an appropriate
combination of upstream and downstream points for subsonic flow.
The difference between an upwinding and a central differencing scheme
can most clearly be demonstrated by numerical example. Figure 5.2 displays
a comparison between results obtained with an upwinding technique (van
Leer's flux vector splitting) and results obtained with a central differencing
technique (MacCormack's predictor-corrector) for a quasi-one-dimensional
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flow of a perfect gas through a duct.
The duct area profile is given by
A(x) = 1.0663 + .0359sin( 
and the specified duct inlet conditions are a Mach number of 1.2 and total
pressure of .7143. The exit pressure is specified as .4938 which places a
normal shock wave at x = 0. The computational grid consists of 51 grid
points in both cases, with an equal spacing in the x direction. The equations
to be solved are the one-dimensional Euler equations with source terms to
account for area variation along the duct.
As is evident from the figure, both schemes predict the correct general be-
havior of the flow as a compression terminating in a shock and a subsequent
expansion in order to meet the imposed downstream pressure boundary con-
dition. The exact solution can be found in one-dimensional gas dynamic
tables, such as Liepmann and Roshko[44]. In the region of the normal shock
however, the upwinding method is clearly superior; capturing, or resolving,
the discontinuity with just one interior zone, whereas the central difference
scheme introduces strong oscillations just prior and just after the shock and
smears the discontinuity over several grid points. The oscillations and shock-
smearing that appear in the central difference results can be attributed to the
added artificial dissipation terms. Without these terms however, the solution
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central differencing method
0
upwinding method
normal shock Pe = .4938
-3.0 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 5.0
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Figure 5.2 Numerical flux computation comparison
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algorithm quickly becomes unstable and no solution may be obtained.
The shock wave encountered in this test case can be considered to be
relatively mild when compared to the shock waves expected in scramjet flow
fields. An accurate resolution of the entire flow field is extremely important in
the analysis and prediction of scramjet performance. Therefore an upwinding
scheme to be described in the next section will be used in the analysis of
scramjet flow fields presented in this paper.
5.2.2 Inviscid terms: flux vector splitting
The upwinding technique employed to compute both the inviscid spatial
flux terms and the Jacobian matrices is the flux vector splitting method
developed by van Leer[45]. The viscous terms, representing diffusion, are
still treated by the usual central differencing method and will be discussed
in the following section. Two-dimensional extensions of van Leer's scheme
may be found in papers by Anderson and van Leer[46], and Thomas, van
Leer, and Walters[16]. The actual numerical implementation for this paper
follows the description contained in the latter.
To determine the direction that the characteristic signals move through
the computational grid, it is necesary to define a physical model of the in-
teraction between two adjacent cells. For the flux vector splitting technique,
this model is based on the concepts originating with Boltzmann; the inter-
action of neighboring cells is accomplished by a mixing of pseudo-particles
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that move in and out of each cell according to a given velocity distribution.
Flux splitting is then the numerical technique of distinguishing between the
influence of the forward- and backward-moving particles.
To accomplish this, van Leer set out to split the inviscid flux vectors into
two components, such that the sum of the two recovered the original flux vec-
tor and the new flux components had eigenvalues (related to the direction of
fluid signal propagation) of all one sign; a forward flux vector associated with
nonnegative eigenvalues and a backward flux vector associated with nonpos-
itive eigenvalues. Thus the partial derivative appearing on the right hand
side of Equation 5.10 is approximated by an algebraic difference operator
split into two parts
SFF= 6F+ + S F- (5.14)
where 6j and 6 denote general backward and forward difference operators,
F+ is the split flux component associated with nonnegative eigenvalues, and
F- the component associated with the nonpositive eigenvalues. Another
requirement that van Leer wanted satisfied was the existence of one zero
eigenvalue for both flux vector components for a Mach number less than
unity. This leads to steady transonic shock structures with at most two
interior zones, and in practice only one (as was seen in the numerical example
of the preceding section). In addition, the spl;' fluxes were required to be
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continuously differentiable, even through sonic and stagnation points; a great
improvement over some of the earlier upwinding methods[42].
Warming et al.[47] found the diagonal matrix of eigenvalues of the gener-
alized F flux vector to be diag( U, U, U + a , U-a + )where
again U is the contravariant velocity component normal to lines of constant
~. If a related contravariant Mach number Me is introduced such that
U
M a- (5.15)
the positivity or negativity of the eigenvalues can be easily seen if they are
reexpressed as diag( Mt, Me, Me + 1, Mt - 1), since the speed of sound a is
always positive. Thus for supersonic flow ( Me > 1 ), all eigenvalues possess
the same sign and the flux vector components take the form
= fF F- = 0 Mt)1
F+ = 0 F- = F M <-I (5.16)
and for subsonic flow, for which the eigenvalues are of mixed sign
I gradl f [1(-u 2) + 
Ifl ()Mf) < f 1 (5.17)fp [ 4 -i( 2a) + v]
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in which
f = pa(M 1)2 (5.18)
[en 2a2 2(7 -1 )ia - (7 -1 )i2] (5.19)
In the above equations i is a scaled contravariant velocity component
and k, ky are the direction cosines of the directed cell interface in the E
direction
: = U /lgrad (5.20)
k, = . / grad (5.21)
k = y / Igrad j (5.22)
The primary advantage of the delta form of the Beam-Warming algorithm
is that the right hand side represents a steady state operator of the equations
to be solved. When the steady state solution is reached, AU = 0, the
steady state operator must also be zero. The right hand side can therefore
be considered a measure of how far the solution is from convergence, in
essence a forcing function acting on AU. The implicit operator determines
how AU must change in response to the solution U not satisfying the right
hand side; it need not know how the right hand side was computed. This
allows schemes to be constructed in a fashion as to ensure accuracy by an
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appropriate treatment of the steady state residual and to ensure efficiency
by a proper treatment of the implicit operator; the two treatments need not
be the same. For this paper the split flux differences in the direction for
a general cell i are computed as a finite volume type flux balance across the
cell. Equation 5.14 is thus written
~F+ ~'? F ~ -) + = [+(-) + (+)] +l
- [F'+(0-) + '- ( +)] i- (5.23)
The notation F' ( )i+ denote flux component vectors evaluated with
an appropriately extapolated state vector U (either from upstream or down-
stream situated cells) and using metric terms defined at the i + 1 cell in-
terface. It should be noted that discretization of a two-dimensional domain
implies the existence of two spatial indices (i, j ). In the above equation and
in the equations to follow, the spatial index unaffected by the differencing is
inferred rather than explicitly typed (i.e. the j index will be dropped from
equations dealing in ~ derivatives and the i index will be dropped in the
similar equations containing r derivatives). This is done with intentions of
brevity and clarity in mind. A general equation allowing for both first and
second order upwinding of the state vectors may be written
1
- U, + (. -i,_) (5.24)i~~i ~ 2 
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1
=+ Ui++ l i - i+1) (5.25)
First-order upwinding corresponds to 0 = O while + = 1 yields a second
order extrapolation. This approach is usually referred to as the MUSCL
approach after the first code to incorporate such differencing[48]. Anderson
and van Leer[46j note that the MUSCL-type approach has been shown to be
superior to other types of flux differencing, mainly because the flux vector
is split according to the more appropriate interface Mach number, where
fluxes are evaluated, and not according to a cell center Mach number. Also,
the split fluxes are generally less differentiable than an extrapolated state
vector of conserved quantities, which can lead to numerical errors or even
singularities when transitioning through sonic and stagnation points[45]. In
addition, an unambiguous choice can be made in computing the necessary
metric terms.
The numerical computation of Equation 5.23 is accomplished as follows.
First, an appropriate extrapolation is performed to obtain the state vectors
T- and U+. From the elements of the state vectors, forward and backward
Mach numbers are computed with the aid of Equation 5.15. The flux vector
components are then formed according to the value of the Mach numbers
using Equations 5.16-19. The same procedure is then performed at the other
( cell interface and the two terms are differenced.
The G flux vector is split the same way as outlined above, except that
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the flux splitting is dependent upon an r/ cell interface Mach number defined
as
V
a
(5.26)
For supersonic flow I 11, 1 > 1 in the 77 direction, flux vector components
are set equal to
(5.27)G- = 0d- = 
and for subsonic flow
1
91[ kc,(-V i2a) + u]
I [ k-(-V 2a) + v ]
91 [ G,ener + ( U2 + 2 ) ] I
I M,7 < 1 (5.28)
1
= ±-pa(M,± 1)2
i 1 [24
1O± [, 2a2±i 2(-y - ),7v- - _Y _ 1),2 
-Y' -1
(5.29)
(5.30)
and v is again a scaled contravariant velocity component and k,, ky are now
direction cosines of the direction interface
= V/grad 7
k.= / grad7I
(5.31)
(5.32)
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6+ I grad I1J
where
6 = MI7 > 
= / I grad 71
The flux balance over the = constant interfaces is again computed as
the difference
6Gt + 6s+G = [G+ (o) + -(O)]j+G
- [G+(U-) - ( + )]j _ (5.34)
The MUSCL-type extrapolations remain identical to those given above
in Equations 5.24-25 with the exception that the i spatial index is replaced
by a j index.
The only inviscid terms left to be treated in Equation 5.10 are the spa-
tially differentiated Jacobian matrix terms; again split according to eigenval-
ues and replaced by difference operators similar to those described for the
flux vectors previously. By analogy with Equations 5.14 and 5.16
a- 6tA = A+ + 6 A- (5.35)
A+ = A A- = 0 Me>1
A+ - O A- = A Me<-1 (5.36)
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(5.33)
and for subsonic velocities, recalling the definition of the Jacobian matrix A
A ±t - (5.37)
where F' is given by Equation 5.17.
For supersonic velocities the definition of the Jacobian matrix A is rather
straightforward and appears regularly in literature detailing an implicit algo-
rithm. For subsonic velocities however, the split form of the flux vector given
by Equations 5.17 through 5.19 do not lend themselves to a simple derivation
of the Jacobian matrices A . To overcome this difficulty an intermediate-
variable vector V is introduced such that the relationship of F' to V and
V to UJ is less complex and the chain rule of partial differentiation can be
employed to compute the Jacobian matrices more readily
AfF± afFt _9 -
(5.38)
This intermediate vector is defined to be
p
a
V = Me (5.39)
The difference operator is again written as a Jacobi li matrix balance
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between the interfaces of each computational cell
,6A+ + +A = [A+ + A- i+
- [A+ + A-]i 1_ (5.40)
In order to maintain the tridiagonal structure of the approximately-
factored algorithm, strictly first order upwinding is employed in computing
the above matrices. For example
F+
A++ = a (5.41)
apF1F 1
A+ = Ui+ (5.42)
where the i + - subscript on the F' flux vectors denotes that the necessary
metric terms are computed at that interface while the conserved variables
appearing in the matrices are extrapolated from the appropriate cell center
adjacent to the i + interface.
The splitting of the B matrices are handled in an identical fashion, except
for subsonic velocity Jacobian computations the Ms term which appears in
the intermediate vector is replaced with an M/ term.
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5.2.3 Viscous flux terms
The only terms left in order for the numerical representation of the Thin
Layer equations to be fully defined are the viscous flux vector S and the
viscous flux Jacobian matrix M. As mentioned briefly above the viscous
terms are computed using a standard central differencing operator. Unlike
the convection terms of the inviscid vectors, the diffusion terms of the viscous
vector represent a symmetric-type process, regardless of flow Mach number.
Just as for the inviscid terms, the viscous derivatives are computed as
a force balance on the 77 = constant interfaces of each computational cell.
Recalling a representative element in S to be of the form ak b, 3,k the force
balance for cell ij may be defined
( )i skij+ - kij.-
= akj+(IPkj+l- -)-_kj (5.43)
and the nonmetric terms (, 7y) appearing in the ak terms are computed as
simple averages of-the values defined at the two cell centers adjacent to that
particular interface. For example:
(~-- = a- [ al u + a2 ] (5.44)
[Clij+ (u+ -LUj )+ a2ij+ 1i j+ -Vj)]
- - l U- j- l ) + 2ij- 1( Vj-j )j+i] (5.45)
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where
lij+- =2 [(Tij+ 1) +(Ti,j)] ( 4?72 + ) (5.46)2 2 3 
and IA(T) is given in nondimensional form by Equation 3.9. The other terms
appearing in S follow quite easily. The viscous Jacobian terms are differenced
in an identical manner.
For completeness, all Jacobian matrices introduced above are defined in
Appendix A, including terms arising from the inclusion of the fuel conserva-
tion equation introduced in the previous chapter. For convenience the fuel
terms were not included in the vectors given here, but computations involving
fuel addition are straightforward: the inviscid terms are differenced exactly
like their continuity equation counterparts and the fuel diffusivity terms are
treated in an identical fashion described immediately above.
5.3 Boundary conditions
For every differential equation there are boundary conditions that need to
be satisfied in order that the problem remain well-posed. Boundary condi-
tions for the flow fields considered in this paper include upstream (entrance),
downstream (exit), solid and reflection boundaries, and a set of initial con-
ditions.
A correct treatment of the boundary conditions is essential to obtaining
an accurate solution. The bounde.y conditions must influence the interior
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solution so not only is it necessary to update the solution vectors at the
boundaries after each iteration, but it is also necessary to incorporate the
changes in the boundary values into the structure of the tridiagonal matri-
ces. The factored algorithm breaks a two-dimensional problem into a series
of one-dimensional problems along some appropriately defined grid lines.
This series is then solved sequentially; a predictor-like step in one coordi-
nate direction to obtain AU* followed by a corrector-like step in the other
coordinate direction to obtain the solution vectors AU and U +l . It is not
altogether obvious what form the boundary conditions for the intermediate
solution AU* should take. However, another advantage of the delta form
of the implicit algorithm is that this intermediate boundary treatment, as-
suming it allows a solution to be obtained, cannot affect the accuracy of
that solution or the convergence properties of the algorithm since it is the
right hand side steady state operator which drives the solution. Therefore,
in the calculations presented in this paper, the boundary conditions used in
the predictor sequence have an identical form to that if they were used in
the corrector step. These boundary conditions will be discussed next, This
treatment is used because it cannot affect the steady state convergence prop-
erties or the steady state solution and has given good results throughout the
course of this work.
As stated previously characteristics are lines along which flow informa-
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tion is carried and are invaluable in determining the correct treatment of the
upstream and downstream boundary conditions. For the supersonic inflows
and outflows associated with scramjet operation the characteristics all orig-
inate on the upstream side of the physical domain boundaries (see Figure
5.1) which greatly simplifies these two boundary treatments; the inflow cell
properties are set equal to the prescribed inflow quantities and are held con-
stant throughout the global iteration process, while the flow properties at
the exit cells are extrapolated from the properties at the last interior cells.
The correct implementation of solid surface boundary conditions is de-
pendent upon whether or not the viscous terms are retained in the governing
equations. For the inviscid approximation of the Euler equations, the re-
quirement at a solid boundary is no normal mass flux through the surface.
This requirement is satisfied by setting the contravariant velocity component
V equal to zero at a solid surface. The pressure at the wall can be obtained
by solving a normal momentum equation[19], or if the radius of curvature
of the wall is small or zero as it is for scramjet geometries, the pressure can
simply be extrapolated from the first interior cell. Thus, at a solid wall, the
G vector has the form
01 IP
Gwall =- i7z PurI (5.47)
J 77y Pwall
0V is also set qual t  ero in thecomputation of the B Jacobian matrices
V is also set equal to zero in the computation of the B Jacobian matrices
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at a solid surface.
This formulation is also used for a reflection surface in a viscous compu-
tation, such as occur within the inlet and combustor geometries, with the
added constraints that the normal derivatives of the u velocity component
and internal energy appearing in S must also vanish. The orientation of the
reflection surfaces of the geometries considered for this thesis is such that the
cartesian velocity components coincide with the contravariant components,
leading to a rather simple definition of the S,, matrix;
0
aS P# J i u,,arz Ct a2U vO I(5.48)
urst 2 V7 J
where u,, is the u component of velocity at the reflection surface, obtained
by a simple extrapolation from the first interior cell and v, is computed as
shown below.
The main requirement imposed by the retention of the viscous terms is
the no slip. condition at a solid surface, i.e. the velocity is zero. This is easily
satisfied by simply setting both wall velocity components equal to zero in S
and M. In addition, for a viscous calculation either the temperature or the
normal derivative of the temperature must be specified. For the flows con-
sidered in this paper the walls are assumed to be at a specified temperature
Twa ln, which is held constant throughout the iteration process. The viscous
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flux vector at a solid boundary becomes simply
0
1 al zr + a2 v
.
,
SLL7 = 1 +aV
.
(5.49)J t2 u, + t3 v,
a 4 e,7
The derivatives needed at the solid surfaces are easily obtained by intro-
ducing a dummy cell placed just outside of the computational domain (see
Figure 5.3) and defining flow properties there such that an average of the
two cells (0 ,1) yields correct values at the boundary:
1
( U11 +Uo) = UIwall = 0 (5.50)
1 ( V + o) = 0 (5.51)
1 Twaii2(el +eo) = ewall = ll (5.52)
The various derivatives appearing in Equation 5.49 follow naturally,
U,,,wa = 2 ul (5.53)
vn,,al = 2 vl (5.54)
e 7,WalI = 2( T ) (5.55)
7-1
T,,all is of course a nondimensional wall temperature and an identical formu-
lation is emploved in computing the components of the viscous flux Jacobian
matrix at solid boundaries.
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. x solid boundary
Figure 5.3 Solid boundary dummy cell formulation
Within the combustor, there is the additional boundary condition in-
troduced by the fuel injection ports located at specified positions along the
engine sidewalls and fuel strut. At these points the necessary state vector
and flux vector are defined with values consistent with the physical nature of
the fuel jet, and they are also held constant throughout the iteration process.
Most commonly the fuel Mach number, temperature, and pressure at the in-
jection ports will be prescribed. In addition, the fuel injection is assumed to
be perpendicular to the main airstream (uf = ). The necessary state and
flux vector quantities follow quite easily:
Pf
1 0
Uf= fVfGf = G(U f) (5.56)
-y! -1 2 f
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a
where
P (RT)f (5.57)
f= Mf (/RT)f (5.58)
Since the governing equations of fluid dynamics, whether viscous or in-
viscid, are a mixed set of parabolic and elliptic equations, a set of initial
conditions U(t = 0) at each cell is required to initialize the algorithm solu-
tion procedure. For the inviscid computations considered in this paper the
entire field is initialized with the entrance plane properties. This in effect
imposes the body geometry onto the flow at the first iteration, which can be
a real test for the stability of the algorithm especially if the geometry intro-
duces large gradients and strong initial transient disturbances, although for
the geometries and flows considered in this paper there were no real stability
problems encountered.
5.4 Algorithm stability
The stability analysis of the Beam-Warming implicit algorithm is detailed in
many papers and the reader is referred to references and relevant discussions
as contained in the work by Bush[15], from which the next few statements
and observations are drawn.
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If a von Neumann stability analysis is performed on a factored form of
a model scalar equation, it can be demonstrated that the factored stability
bounds are identical to the bounds on the unfactored scheme; the scheme
is nearly unconditionally stable for backward Euler time differencing. The
behavior of the two schemes are quite different however as the time step is
increased. For the unfactored scheme, the convergence rate increases with
increasing At, and in the limit of an infinite time step, the scheme recovers
identically a Newton-Raphson iteration scheme and its quadratic convergence
properties. The factored scheme behaves quite differently as the time step
is increased. The convergence rate is actually slowed after a certain value of
the time step is surpassed (dependent upon velocity and grid spacing), and
in the limit of an infinite At, even though the scheme remains stable, the
errors no longer decay and the solution does not converge.
Factoring the implicit side of the algorithm lessens the complexity of
boundary condition implementation as well as increases the efficiency of the
solution procedure, but it also to a certain degree destroys the convergence
properties of the scheme as the time step is increased. The optimum time
step must be found by experiment and is problem dependent but ranges from
about a CFL number of 2 up to 8 in the flows considered for this report.
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5.5 Local time stepping
To help increase the rate at which the algorithm proceeds to the steady state
solution, a local time stepping technique is employed[19]. Locally defining
time steps has the effect of advancing the solution at each computational
cell at roughly the same rate, regardless of the cell size. Any intermediate
solution, however, is no longer time accurate but this is really not a concern
since only the steady state solution is desired. A time step for each cell is
computed using a Courant-Friedrichs-Levy (CFL) number specified over the
entire domain and the formula
CFL = t [i[Ul+IVl+a(lgrad+ Igradl)] (5.59)
where U, V are the contravariant velocity components, and a the speed of
sound. The CFL number was held constant for all grid cells and varied
between 2 and 8 depending upon the application. There exists a rather
ambiguous choice as to how best define and compute the metric terms at a
cell center. For this paper the metrics were computed at each side and the
maximum values attained were employed in the above formula.
Time accurate solutions are easily recovered by setting At equal to a
constant over the entire flow domain. This time increment must be stable
for every grid cell and the equation given above can be used to determine
this maximum allowable real time step.
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Chapter 6
Results
This chapter presents the results of the numerical computations utilizing
both the inviscid Euler equation approximation as well as-the viscous Thin
Layer approximation. First, test cases are presented to determine both the
accuracy and adequacy of the numerical algorithm described in the previous
chapter. Numerical computations are then presented to demonstrate the
potential for analysis of realistic scramjet components.
6.1 Code validation
6.1.1 Inviscid test cases
Two rather simple tests are performed to determine the accuracy and ca-
pability of the inviscid algorithm which solves the Euler equations given in
Equation 3.49. Computed results from the first test case are compared to
other sets of numerical computations while the second set of results is com-
pared to two-dimensional oblique shock theory.
A good first test for any inviscid algorithm is the prediction of a channel
flow over a small circular arc obstruction. Numerous investigations of this
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flow have been carried out by many different researchers, including Ni[49],
Thomas, van Leer, and Walters[16], and Mulder and van Leer[50]. The
computational grid is shown in Figure 6.2a. The upstream Mach number is
M, = 1.4, and the circular obstruction has a maximum height equal to 4
per cent of the channel height. Computed results are shown in Figures 6.2b
and 6.2c. The algorithm correctly predicts the initial oblique shock caused
by the arc's leading edge, the shock wave reflection from the channel's upper
surface, and the subsequent interaction between this reflected shock and the
expansion waves created by the flow as it travels over the second half of the
circular bump. The results for the Mach number contours and Mach number
distributions along the channel surfaces are in excellent agreement with those
obtained by Ni[49], shown below.
M
b) Isomach lines.
Figure 6.1 Ni's channel bump results
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Figure 6.2 Inviscid channel flow over circular arc
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Perhaps a more appropriate test case for the applications being considered
for this thesis is that of supersonic flow over a simple wedge; much like what
will be found within the scramjet's inlet diffusor. Two inlet Mach numbers
are considered for the geometry shown in Figure 6.3a. The wedge angle 
is set equal to 7 for both the Mo, = 2.0 and the Ioo = 8.0 computations,
the results of which are depicted in Figures 6.3b and 6.3c, respectively. Both
results agree very well with oblique shock theory in terms of both shock
angle and shock strength predicted, as is shown in the following table. The
subscripts 0 and 1 denote properties upstream and just downstream of the
initial oblique shock respectively, and is the shock angle measured from.
the horizontal.
M0 = 2.0 0 = 7 M = 8.0 = 7
computed theory computed theory
,B 35.90 36.21° 12.8° 12.62°
Pi/Po 1.46 1.46 3.38 3.40
M1 1.75 1.75 6.39 6.42
Table 6.1 Oblique shock property prediction comparison
6.1.2 Viscous test cases
Two test cases are also presented for the validation of the Thin Layer approx-
imation to the full Navier-Stokes equatior. introduced in Chapter 3. Both
test results are compared to the numerical solutions obtained by Carter[51]
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c) Moo= 8 Mach contours
b) Moo = 2 Mach contours
a) computational grid
Figure 6.3 Inviscid supersonic flow over simple wedge
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which were in good agreement with experimental data.
The first test case investigated is the supersonic flow over a flat plate.
The Reynolds number ReL for the flow is 282, the freestream Mach number
Mo. = 3.0, and the freestream temperature To = 216 K. The Reynolds
number differs from that given by Carter due purley to the different set of
normalization parameters utilized; all other flow conditions were identical.
The wall temperature was specified as the freestream stagnation temperature
Tt = 604.8 K. The computational grid for the flat plate is shown in Figure
6.4a and consists of 61 x 61 grid points; a total of 3600 individual grid cells.
Velocity component and temperature profiles at L = .15m (the length
scale used in the Reynolds number definition) from the plate leading edge
are shown in Figures 6.4b, 6.4c, and 6.4d along with the results obtained
by Carter. As is evident the computed property profiles agree very well
with those of Carter. Note that the small kink in the various profiles at
approximately y/L = .60 is due to the effect of the bow shock emanating
from the leading edge of the plate, caused by the no slip condition imposed
along the length of the plate.
The second viscous flow trial should test the Thin Layer approximation
assumption more rigorously. Flat plate flow is relatively free of any stream-
wise gradients; the Thin Layer approximation results should have showed
nearly identical results to a full Navier-Stokes computation such as those of
Carter. The flow considered is a similar Aio = 3.0 flow over a 10° compres-
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Figure 6.4 Viscous supersonic flat plate flow
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Figure 6.4 Viscous supersonic flat plate flow (cont'd)
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sion wedge. The pressure rise due to the oblique compression shock wave
should be great enough to separate the boundary layer in the neighborhood
of the leading edge of the compression surface. The Reynolds number for this
flow, based on the distance xc from the plate leading edge to the compres-
sion surface, was Re,, = 4733; all other flow conditions remained identical to
those of the first test. The upstream conditions were obtained in the manner
described by Carter; successive computational domains were defined and flat
plate solutions carried out until the neighborhood of the compression wedge
was reached.
Computed results are shown in Figure 6.5, in terms of the wall pres-
sure and skin friction distributions in the vicinity of the compression wedge.
Comparison with Carter's results shows fairly good agreement, although the
extent of separation (the region of negative skin friction) and in particular
the onset of separation is slightly under predicted. This could be attributed
to a number of factors, including the accuracy of upstream boundary condi-
tions, the handling of both downstream and outer boundary extrapolations,
convergence criteria, grid resolution (all of which are discussed by Carter),
and the Thin Layer approximation itself. The Thin Layer model, however,
has been shown to give good results in predicting separated flows by other
researchers (for example Bush[151 and Baldwin and Lomax[20]), so a combi-
nation of the other factors might have contributed more substantially to the
discrepancies.
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Figure 6.5 Viscous supersonic flow over compression surface
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6.1.3 Viscous flow with hydrogen fuel injection
Efficient scramjet engine design requires a detailed understanding of the flow
field near both perpendicular and parallel fuel injectors. The final test case
presented is the perpendicular injection of gaseous hydrogen into a super-
sonic viscous flow. Only the mixing of the hydrogen fuel and the airstream is
considered; the airstream and injector conditions are such that chemical re-
action is assumed not to occur within the prescribed physical domain. The
geometry and expected flow features are shown below. The blockage and
Figure 6.6 Flow field near a perpendicular fuel injector
deflection of the supersonic airstream by the fuel jet result in an adverse
pressure gradient which separates the boundary layer upstream of the in-
jector and a strong bow shock which turns the main flow over the fuel jet.
This particular geometry may represent a two-dimensional equivalent of the
flow between two scramjet engine fuel struts, or between a fuel strut and the
103
engine sidewall, so that an understanding of the flowfield is a good first step
in understanding the flows within a more complex combustor geometry.
The geometry of the duct and initial conditions are identical to those in-
vestigated by Drummond[52]. The freestream air conditions are Moo = 2.7,
Too = 800 K, and p,o = .101 mPa, while the conditions at the .127cm injec-
tor port were M = 1.1, Tf = 242 K, and pf = .526mPa. The results are
shown in Figure 6.7. Figure 6.7a shows the computational grid; the outlined
box depicts the extent of the region shown in the temperature, pressure, and
hydrogen mass fraction contour plots of Figure 6.7b, 6.7c, and 6.7d respec-
tively. Contour lines for hydrogen mass fractions of .75, .50, .25, and .01 are
shown. In addition, results obtained by Drummond are shown in the inserts.
His contour plots span the whole lower half of the duct. The computed
results compare reasonably well, at least qualitatively, with Drummond's as
well as with experimental observations of flow near fuel injectors[52]. The
thickening thermal boundary layer and the merged separation and bow shock
are clearly evident in- the temperature and pressure contour plots. The recir-
culating region upstream of the flow convects hydrogen fuel forward of the
jet (see Figure 6.7d), albeit to a rather limited extent. The separated zone
downstream of the injector port also serves to capture hydrogen, producing a
very fuel rich region. With a static jet to static freestream pressure of 5, the
hydrogen jet penetration is significant[52]; the 1 per cent hydrogen contour
lies at nearly one-fifth the duct height after only 2 cm dv nstream of the
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Figure 6.7 Hydrogen fuel injection computation
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Figure 6.7 Hydrogen fuel injection computation (cont'd)
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injector port.
Such computations give insight into the nature of the flow field surround-
ing fuel injectors and indicates likely locations for ignition of the fuel/air
mixture. A more rigorous examination would of course require a full Navier-
Stokes calculation as well as the inclusion of a turbulence model, although
the art of turbulence modeling is still very much in the development stage
and any results obtained for complex flows such as the fuel injection flow are
highly suspect without experimental data for support.
6.1.4 Conclusions
Test cases have been performed to determine the accuracy and the extent to
which the numerical algorithm may be applied to the flows within a scram-
jet engine cycle. The inviscid test cases have compared to other numerical
computations as well as inviscid shock theory and the results have shown ex-
cellent agreement. The viscous test cases have demonstrated the algorithm's
ability to readily handle supersonic viscous flows, including regions of sep-
arated and reverse flow which will undoubtably occur within the scramjet
engine. In addition, the effects of fuel injection into a supersonic airstream
have been shown to give adequate results. As mentioned above, some kind
of turbulence model is necessary to more accurately model the fuel/air mix-
ing process, but t.,'ulence modeling was deemed beyond the scope of the
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present work.
Scramjet component analysis is then an extension of the various test cases
presented here, and in light of the results obtained thus far, prediction and
analysis of realistic flows through scramjet cycle components is clearly within
the capabilities of the present numerical algorithm.
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6.2 Scramjet inlet computations
6.2.1 Inviscid results
Representative inviscid inlet diffusor flows are shown in Figure 6.8 for in-
let Mach numbers Mo equal to 3, 6, and 9 respectively. Both the engine
sidewall and the single fuel strut wedge half-angles are 6, the inlet width
is 15 cm, and the inlet length (from wedge leading edge to throat) is 39 cm.
The overall inlet diffusor contraction ratio Ao/A1 is 3.7. This particular
geometry is rather simple, yet still a realistic model of the actual scramjet
geometries being considered[5]. Uniform flow conditions were assumed at
the inlet's entrance plane so that only the flow in the lower half of the inlet
was computed; the flow through the upper half was inferred by symmetry.
The two-dimensionality of the scramjet flowfields are clearly evident in the
Mach contour plots of Figure 6.8; especially the non-uniformity of the flow
at the exit plane which becomes more pronounced as the inlet Mach number
increases.
For all inviscid computations the grid adaption technique of Thames et.
al.[18] was utilized. The effect grid adaption has on the computed results is
depicted in Figure 6.9 which represents an Mo = 5 flow through the diffu-
sor. The grid adaption technique operates on the pressure field of the flow,
clustering cells towards areas which possess strong gradients such as occur
with shock waves. The shock wave pattern is clearly evident in the adap+t- .
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Figure 6.8 Inviscid inlet diffusor flows
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grid plot of Figure 6.9a. The Mach number contour plots for both an un-
adapted grid computation and an adapted grid computation are shown in
Figures 6.9b and 6.9c respectively. A much better resolution of the oblique
shock waves is obtained when grid adaption is employed (at relatively small
computational expense); much of the spurious numerical scatter evident in
the unadapted contour plot is effectively eliminated. The performance val-
ues of this particular inlet were not significantly affected by the use of grid
adaption, due mainly to the nature of the averaging procedures necessary for
their calculations.
Figure 6.10 shows the performance figures of merit for this particular in-
let geometry. Figure 6.10a is the kinetic energy efficiency rlke for both the
inlet diffusor considered alone and the inlet diffusor considered with forebody
compression. The forebody is assumed to be a single 8° wedge. In addition,
uniform conditions are assumed at the diffusor inlet plane and forebody losses
other than a total pressure loss are neglected. For the range of diffuaor inlet
Mach numbers Mo shown, the freestream Mach numbers Mo, range from
approximately 3.5 up to 14.5. Clearly, the kinetic energy efficiency for this
diffusor is nearly constant. This is more evident when forebody compres-
sion is included; the entire curve is simply lowered by about .01. The slight
increase in efficiency evident above diffusor Mach numbers of 5 can be at-
tributed to the lesser amount of compression occuring. At these high Mach
numbers much oi the flow at the exit plane has only seen one oblique shock
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Figure 6.10 Inviscid scramjet inlet performance
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wave. See for example the M0 = 9.0 flow results given previously in Figure
6.8c. As stated before, when the component performance parameters were
introduced, the flow at the exit plane is highly two-dimensional so that any
analysis made based on an average of the flow properties at this station is
crude at best. As is evident in Figure 6.10b the stagnation pressure ratio
suffers greatly if the forebody compression is accounted for. This penalty is
nearly unavoidable within the hypersonic flight corridor and not even vari-
able forebody and diffusor geometry increases the performance enough to
compensate for the added complexity and weight of such a system[8].
Also shown in Figure 6.10 is the inlet diffusor's theoretical design condi-
tion; the point at which the initial oblique shock lies right on the fuel strut's
leading edge and the reflected shock intersects the lower sidewall again at
the diffusor throat. This cancels any further oblique shocks and produces
uniform flow conditions at the combustor entrance plane. The design Mach
number for this geometry is approximately A/lo = 5.1. The design condition
performance values were calculated from oblique shock theory, and the very
good agreement between the numerically computed values and the theoreti-
cal values at this point is further testament to the accuracy of the numerical
algorithm.
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6.2.2 Viscous results
Representative viscous inlet diffusor flows are presented in Figure 6.11 for
inlet Mach numbers Mo of 3, 5, and 7 respectively. The diffusor geometry
is identical to that described previously for the inviscid flow computations.
The engine sidewalls and fuel strut were assumed to be actively cooled such
that the surface temperature was maintained at a constant Twau = 1000.0 K,
which is about 70 per cent of the freestream stagnation temperature at Mo =
3 and less than 20 per cent at M = 7. The Reynolds number for the
flows displayed is ReL = 7.8 x 104, which implies a theoretically very thin
boundary layer along the diffusor surfaces. In this respect, sufficient grid
resolution was probably not attained since only about five grid cells normal
to the solid surfaces lie within the computed boundary layer and usually 10
to 15 cells are required. A further investigation into the necessary number of
grid cells for proper boundary layer resolution is in order for these high Mach
number viscous flows, since the performance values could be significantly
affected. Time and computer resource limitations, however, did not permit
this.
Figure 6.12 presents a comparison between the computed inlet perfor-
mance figures for the viscous and inviscid cases. Again, performance trends
for the viscous case are correctly predicted; the friction drag resulting from
the imposed no-slip condition at the diffusor -alls leads to a substantial
efficiency penalty. A drop of approximately 3 per cent in kinetic energy effi-
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l1o = 3.0 contours
Figure 6.11 Representative viscous inlet diffusor flows
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ciency and a drop of 7 per cent in stagnation pressure recovery are evident.
The decline in both efficiency measures increases slightly as the inlet Mach
number is increased.
6.3 Scramjet combustor computations
A series of qualitative rather than quantitative combustor computations are
presented in Figures 6.13, 6.14, and 6.15. The scramjet combustor flow-
fields are the most complex due to the fuel injection process, the inherent
turbulent nature of the fuel/air mixing process, and the complex physics
associated with the combustion process. As mentioned briefly above, the
present algorithm cannot hope to quantitatively predict complex combustor
flows, particularly with the absence of a turbulence model and with regard
to the Thin Layer approximation's exclusion of all streamwise gradients.
Nonetheless, a qualitative analysis of the combustor flowfields will yield fun-
damental insights into the nature of the real flows and will hopefully point in
the direction of the important underlying physics which must be thoroughly
understood if scramjet design and production is to be successful.
Figure 6.13 shows an inviscid combustor flow without any hydrogen fuel
injection, and subsequently no chemical reaction. The combustor geometry
is a mirror image of the inlet diffusor geometry described previously. The
diffusor Mach number is Mo = 5.0; the reflected shock from just upstream
of the throat is evident for just a few centimeters until it interacts with the
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b) pressure contours
a) NMach number contours
Figure 6.13 Inviscid combustor flow without fuel injection
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expansion waves resulting from the area increase. Figure 6.14 is the identical
flow with the addition of hydrogen fuel injection from locations within both
the engine sidewalls and the single fuel strut. Reactions are still not allowed
to proceed. The fuel is injected perpendicular to the main airstream at a
distance 6 cm from the throat with the following flow conditions: AMf = 1.1,
Tf = 1000.0 K, and p = 2.5atm. The penetration of the hydrogen jet is
confined to a close proximity to the strut and sidewall surfaces. Again, the
outermost contour line represents a fuel mass fraction of 1 per cent. The
increments increase by about .05 per contour. The maximum fuel fraction
occurs right at the fuel strut injector location and has a value of about .30.
Figure 6.15 presents the same flow just described, but allows chemical reac-
tion to occur between the hydrogen fuel and the airstream. The chemical
reaction and subsequent heat release serve to increase temperature and de-
crease the mach number within the combustor. This can be seen more readily
in Figure 6.16 which compares the Mach number variations within the com-
bustor between the first combustor flow shown (no fuel injection) and the
combustor flow which is allowed to react. The average exit Mach number for
the chemically reacting flow is substantially lower than that of the first.
Various fuel injector locations and fuel injector conditions must be inves-
tigated in order to better understand the complex nature of the combustor
flowfield and its sensitivity to those parameters.
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b) hydrogen fuel mass fraction contours
a) pressure contours
Figure 6.14 Inviscid combustor flow with fuel injection
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b) pressure contours
a) -Mach number contours
Figure 6.15 Inviscid combustor flow with chemical reaction
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Figure 6.16 Combustion effect on Mach number variaion
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6.4 Scramjet nozzle computations
A few typical scramjet nozzle-type flows are presented to demonstrate the
complex interactions between the combustor effluent flow and the freestream
airflow; in particular the sensitivity of the nozzle exit plane conditions to
changes in the freestream pressure. The combustor exit conditions are as-
sumed to be uniform and constant for all three flows presented: M2 = 2.0,
T2 = 1800.0 K, and P2 = 1 atm. The freestream Mach number and tem-
peraure were also held fixed at Moo = 5.0 and Too = 300.0 K. The only
parameter that is varied is the freestream pressure po,, which was set equal
to .25atm in Figure 6.17, .10atm in Figure 6.18, and .04atm in Figure
6.19. The external cowl is situated at y/L = .20, and extends a distance
x/L = .4 past the shoulder of the expansion surface. The height of the
combustor exit plane is also .20. In addition, the nozzle wall angle measured
from the horizontal is 12°. The lower boundary of the computational domain
is treated by a simple extrapolation procedure utilizing information from the
interior cells.
As is evident in all three figures, the fact that the nozzle consists only of a
single-sided expansion surface has a pronounced effect on both the freestream
and nozzle portions of the flow. Part c) of each of the figures shows the pres-
sure and Mach number variations at the rightmost computational boundary;
the proclaimed nozzle e.:. plane. As the freestream pressure is lowered the
pressure variation diminishes while the seeming discontinuity in the Mach
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Figure 6.17 Scramjet nozzle flow; p, = .25
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Figure 6.18 Scramljet nozzle flow; po = .10
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number profile intensifies. The profile for the po, = .04 case (Figure 6.19)
shows a very sharp and fast jump in flowfield Mach number, as if there were
one dividing streamline separating the two flows.
In addition, the flows show the difficulty in defining suitable parameters
such as exit area and associated nozzle pressure ratios which are usually
sufficient to predict performance levels of conventional nozzles. Nozzle flows
over the whole range of vehicle trajectory will have to be carefully studied
in order to maximize the efficiency of the aft surface expansion.
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Chapter 7
Conclusions
A two-dimensional implicit, time-marching numerical algorithm has been
written and its capabilities and potential for analysis of the complex flowfields
inherent within an airframe-integrated scramjet propulsion cycle have been
demonstrated.
Steady state solutions of the Euler equations and the Thin Layer Navier-
Stokes equations may be computed for a wide variety of flow geometries.
The numerical scheme is based on the fully implicit approximately-factored
Beam-Warming algorithm. In addition, the flux splitting technique of van
Leer has been introduced to compute the inviscid flux vectors and Jacobian
matrices. In this way no artificial dissipation terms which could corrupt the
accuracy of the computed flow fields are needed, and hence none are used.
The inviscid test cases presented showed the algorithm's ability to capture
very strong, oblique shocks with no special numerical treatment. The viscous
test cases demonstrated the code's ability to resolve boundary layers, regions
of separation and reverse flow, and the complex features associated with jet
injection of hydrogen into a supersonic airstream. All of these elements are
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crucial to the accurate prediction and analysis of scramjet flowfields.
Representative, realistic scramjet flowfields have also been computed and
presented. Both the inviscid and viscous inlet diffusor results predict the
correct overall performance attributes of such a geometry. The substantial
amount of airstream compression at high Mach numbers introduces a severe
stagnation pressure loss penalty, which becomes more pronounced when vis-
cous losses are included in the analysis. In addition, it was evident that
the kinetic energy efficiency of the inlet was indeed less sensitive to the in-
let Mach number Mo than was the total pressure ratio, and thus could be
more valuable in any preliminary design phase. The combustor and nozzle
flow computations displayed the complexity of the flowfields within those
two components, and the importance of gaining a thorough understanding
of each if the theoretical performance capabilities of the scramjet cycle are
to be approached.
The complex nature of scramjet flowfields, and the wide range of vehicle
flight speeds and altitudes over which the scramjet must operate serve to
make scramjet analysis truly an arduous task, but a necessary one if hyper-
sonic flight is to be realized.
The first recommendation for near term research efforts is a more detailed
analysis of the scramjet components than was given here. arametric inves-
tigations of inlet and nozzle geometries, as well as investigations into the
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optimal locations and modes (parallel vs. perpendicular) for the hydrogen
fuel injection would serve to further understanding of scramjet operation.
In addition, there are many algorithm enhancements which should be
the focus of future research efforts. For the internal flows of the scramjet
cycle, a full Navier-Stokes computation would yield more accurate results;
streamwise viscous forces cannot be neglected everywhere within the flow,
especially in the vicinity of the hydrogen fuel injectors. A turbulence model
should also be implemented for a more realistic accounting of the scramjet
flows. Turbulence modeling is still a developing art and a model which has
been shown to be robust and yield good results for high Mach number flows
should be chosen. Presently, no model may be utilized with a sufficient
level of confidence to merit proclaiming any computation as entirely without
fault. At some point along the hypersonic vehicle's trajectory the chemical
reaction rates will become comparable to the fluid particles' residence time
within the combustor and nozzle. In these cases equilibrium chemistry is no
longer adequate or valid and finite rate chemistry must be included.
All of these enhancements will add significantly to the computer resources
(memory and CPU) required for the computations. More efficient solution
procedures will be necessary to merit the algorithm's use. Relaxation meth-
ods, vector processors, and parallel processors show encouraging signs of
bettering efficiency.
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Appendix A
Jacobian Matrices
A.1 Vector definitions
state vector of conserved variables U
=- 1
J
p
PU
pvPV
pE
Pf
inviscid flux vectors F, 
1
= J
pU
puU + (2p
pvU + yp
pHU
pUf
pV
puV + 77/p
pvV + 77yp
pHV
pVf
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viscous flux vector S
1
S = -J
inviscid split flux vectors F±', dG±
gradlj
J
t = I grad 7lJ
intermediate split flux
V~,.
+±pa(MA + 1)2
fi [ + ± k,F(-Me 2)]
fI[v - YkF±(- ~ I 2)]
f± [a2 01 + 1 (U2 + 2) ]
f f
±Ipa(M,7 ± 1)2
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vector V
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f 1(V)
f2(V)
f3 (V)
f4(V)
f5 (V)
9l(v)
g2 (V)
g3 (V)
g4(V)
g5(V)
Qlfi = 2_1 [,7(1 - y) ± 2MIt,(y -1) + 2]Olf~g = 2 -
k.,F = ,/lIgrad I
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km,G = r / gradi
ky,G = r/ grad 7 1
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A.2 Jacobian matrices definitions
supersonic inviscid Jacobians a, 
au Ioaf
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