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Summary 
The Acceleration Thesis studies the phenomenon of social acceleration in its different aspects, something 
that has been occurring since the beginnings of civilization, and is one of the topics of debate in 
contemporary Critical Theory. Ideas such as the hypothesis of the social brain even suggest that the 
complexity of our social structure, and the increase of our cognitive abilities along the evolutionary 
process, are two factors interconnected in a system of positive feedback, where the increase of complexity 
in our society caused the increase in our cognitive ability, and vice versa. The acceleration hypothesis 
defines, in a certain way, as ―acceleration‖ like this: the subjective compression of space and time, 
something that occurs in a cyclical and phased manner during history, accelerating the social processes 
and the very speed of experience of individuals. These cycles are characteristically punctuated by 
technological advances, which besides facilitating the life style characteristic of that time, has a direct 
connection with the means of production and amenities connected to that time. Our capacity for 
development and technological progress is certainly a fundamental aspect of our social acceleration, 
where certain forms of disruptive technologies are responsible for causing major changes in society and in 
the subjective experience of the individuals that compose it, some contemporary examples that we can 
cite are: robotics, nanotechnology, genetics and artificial intelligence.When we find ourselves in a society 
immersed in a capitalist model, where the means of production are pressured to produce more and more 
to supply a market characterized by consumerism, acceleration induces an increase in the speed of 
production that exceeds the physical and cognitive capacities of human beings, mainly due to the 
enormous amount of workload imposed to/by us. An obvious solution to such demand  is automation. The 
automation of the means of production is a process closely related to technological unemployment that 
characterizes every era of advance and modernization, where historically, certain occupations did not last 
even a century before they were extinct in our society.  We define automation as the replacement of the 
human individual by mechanical and artificial processes. The automation of the means of production 
occurred in several stages, as in the industrial revolutions, previously we can say that it was our physical 
capacities that were surpassed. However, in the middle of the 4th Industrial Revolution, with the massive 
use of technologies such as Artificial Intelligence (AI) is our cognitive capacitie that is being 
continuously surpassed. Thus, new questions about the benefits and risks of the use of such technologies 
are being debated, mainly in the area of machine ethics, which will be the focus of our study. Moral and 
regulatory issues are essential to explore the benefits, and avoid the risks of AI in several areas. such as: 
in the automation of autonomous vehicles, education, automation of means of production such as Design 
and Engineering, armed forces (autonomous weapons), health, and in issues involving human rights, such 
as privacy. In this article we present a review of several points, the risks and benefits of social 
modernization through AI, how human society has been preparing to deal with such changes, and finally, 
how the debate on such technologies is taking place in a way totally dominated by European and North 
American societies. We believe it is necessary to make the debate about the technologies that will shape 
the future of global society more democratic and inclusive, so that our preferences are more homogeneous 
and less biased. 
Keywords: Acceleration, Automation, Artificial Intelligence, Ethics, Society. 
 
                                                             
1 Master in Electrical Engineering (Escola Politécnica, PUCRS), PhD student in Philosophy (PUCRS), 
CAPES/PROEX nicholas.correa@acad.pucrs.br – ORCID: 0000-0002-5633-6094 
Introduction 
 ―In my kingdom, you have to run as fast as you can just to stay in the same place. No one standing still 
can triumph, no matter how well constituted‖. 
Lewis Carroll  Alice in the Wonderland 
Why does the human being have such a big brain? Most animals have a brain proportional to 
body size, where species with larger bodies have larger brains, however, our brain is six times 
larger than what is expected for a creature with our body size. One of the most accepted ideas 
about the ―why‖ of this fact is the social brain hypothesis. This hypothesis proposes that 
primates like us, have a bigger brain than the average, when compared to other animals of the 
same size, because we are inserted in an extremely social environment (DUNBAR, 2009). 
Social problems are particularly difficult to solve, cooperation among allies, disputes between 
tribes and rival troops, deceiving enemies and, at the same time, avoiding to be deceived, are 
forms of reasoning that involve complex ways of thinking such as counterfactuals and 
hypotheses updating based on evidence (Bayesian inference). Primatologist Frans de Waal 
(2007) in his book ―Chimpanzee Politics‖ reports the social complexity of our closest relatives 
in the evolutionary tree. Very similar to us humans, chimpanzees are extremely ―political‖ 
creatures, living within social hierarchies, where coalitions, betrayals and reconciliations are 
behavioral patterns common among them, and also in our too much political human, a 
commonality inherited among our species. The hypothesis of the social brain supposes that our 
highly complex social structure has generated a kind of ―arms race‖ where ―one primate tries to 
be smarter than the other primate‖ together with natural selection has led to this abnormal 
growth of the hominid brain, resulting in us: homo sapiens sapiens. 
With larger brains and more refined cognitive skills, new and ingenious strategies have been 
developed to deal with a hostile environment full of threats, including, equally intelligent 
primates. Strategies for hunting, fire, winter clothing, spears, bow and arrow, bronze, iron, steel, 
gunpowder, nuclear weapons, a short period of time in cosmological historical terms and the 
acceleration of our cognitive processes has generated an acceleration of our entire social 
structure. Two forms of acceleratory processes, intertwined in a system of positive feedback so 
that their parts can no longer be analyzed individually (they can, but one is important to 
understand the other). Thus, our cognitive acceleration, the increase and expansion of our 
intelligence, and social acceleration, the increase in speed in human social dynamics and 
interactions, are closely linked. Acceleration as a social and phenomenological phenomenon has 
been a subject of interest to philosophers and sociologists since the 18th century 
(KOSELLECK, 1985), and the questioning of whether such gain in speed is something ―worth 
the price‖  has been the target of critical theorists who promote the Acceleration Thesis, whose 
first appearance in literature can be referred to Adams (1907) in his ―law of acceleration‖. 
However, what in fact characterizes acceleration in the context proposed by critical theory? 
Scheuerman (2001) and Harvey (1992) seem to give a similar definition, where acceleration is 
mainly characterized as a phenomenon of compression of space and time that seems to occur in 
a form of cycle, every new century. Gleick (1999) characterizes this compression of space and 
time as, in his words, the ―acceleration of almost everything‖, where various aspects of an 
individual's experience, such as relationships, work, entertainment, seem to have been spatially 
constricted, where the modern urban individual finds himself more and more enclosed by 
society, and accelerated by it‘s frantic pace. 
Rosa (2010) also proposes that acceleration is a staged process, where the stages are usually 
punctuated by new technological advances or other types of modernization, and at the same 
time, accepted with some resistance by a portion of the society. Take the ancient Greeks, for 
example: some contemporaries of Socrates, and himself, shared the opinion that scripture-
reading, a characteristic modernization of the time, was something that weakened the intellect, 
since it made the capacity of memorization unnecessary (399 - 347 BC, [1997]). Other protests 
are characteristic to several modernizations that society has suffered throughout history, in 
Rosa's words: 
Thus, the protests and anxieties relating to the introduction of the steam 
engine, the railway, the telephone, or the personal computer mirror in many 
respects the various ―communitarian‖ anxieties and protests against 
manifestations of individualization, or traditionalist opposition against 
ensuing waves of rationalization — with rationalization generally being 
victorious in the process of modernization. (ROSA, 2010, p. 78). 
In fact, modernization has always seemed to prevail in the face of cries for deceleration, 
whether for the preservation of values or customs of the time in question. Perhaps the most 
expressive aspect of this so-called ―acceleration‖ is seen in technological modernization, 
something that can be investigated until the early days of civilization, but certainly its most 
significant expression came with the revolution of the means of transport and communication 
(VIRILIO, 1997), followed by the industrialization of the means of production (ROSA, 2010). 
More recently, with the advent of the digital revolution, the very increase in computing 
capacity, that is, speed in data processing, has its own terminology. Since 1965 Moore's law has 
accurately predicted the growth of computing capacity, which tends to double every two years, 
givem the increase in the density of transistors in integrated circuit (IC) chips (MOORE, 1965). 
As we try to compare our past with the present, we may wonder: how different our social and 
experiential world should be from that experienced by our ancestors? How different must have 
been the experience of existence for an individual living in the XVI century, compared to one in 
the XXI, in terms of values, lifestyle, personal relationships and habits? In an anthropological 
historical perspective only an instant has passed, but the whole of human society has rapidly 
changed. Is our biological evolution in synchrony with our social acceleration? Questions like 
that are the target of criticism of the Acceleration Thesis. Rosa recognizes the link between 
technological and social acceleration in the following way:  
[...]technological acceleration, which is frequently connected to the 
introduction of new technologies (like the steam engine, the railway, the 
automobile, the telegraph, the computer, the Internet), almost inevitably 
brings about a whole range of changes in social practices, communication 
structures, and corresponding forms of life. For example, the Internet has not 
only increased the speed of communicative exchange and the virtualization of 
economic and productive processes; it has also established new occupational, 
economic, and communicative structures, opening up new patterns of social 
interaction and even new forms of social identity. (ROSA, 2010, p. 88). 
Whether all the acceleration we experience will result in a future where our values will be 
preserved is an unknown. However, what history can teach us is that ―progress‖ has rarely been 
intentionally slowed down in the name of preserving what we call values. What usually occurs 
is a change in what we as individuals and society value. For Rosa (2010), in western society one 
of the driving forces of acceleration is capitalism, since the 2nd industrial revolution. where the 
famous expression ―time is money‖ was coined, the acceleration of the means of production has 
been something imperative for any producer who wants to stay alive in an increasingly 
accelerated and competitive market. 
Thus, immersed in the modern capitalist/consumerist context, acceleration becomes only the 
natural norm, as we increase our need for productivity, our need efficiency, our need to perform 
tasks more rapidly, acceleration goes beyond the limits of human potential. The alternative to 
when acceleration demands more than what human potential can promote is also a ―natural‖ 
choice given our capacity for technological improvement: automation.  
Automation of Acceleration  
Fundamentally, automation can be characterized as a process where a system or technology 
makes automatic some function that was previously performed by an individual 
(PARASURAMAN, RILEY, 1997). Automation can occur partially, usually occurring in 
extremely repetitive process, whereas when automation is carried out by the whole process, the 
work now occurs entirely by the responsibility of a machine, in the words of Lee and See (2005, 
p. 50): automation of today can be the machine of tomorrow. Even so, fully automated activities 
are often still carried out under expert supervision, however, given the incessant pace of 
acceleration, this fact is also rapidly changing.  
 The automation of processes that were formerly carried out by human individuals is one of the 
sources causing the waves of ―technological unemployment‖ that have occurred over the last 
two centuries (PETER, 2017). Many jobs and forms of occupation have not lasted for more than 
a century in our society: such as telephone switchboard operators, typists, public streetlamp 
lifts, night-soil collectors, elevator operators, vendors and ice cutters, furnace burners, and many 
other labor occupations. Thus, with each wave of modernization that occurs in our society, 
comes a second wave, that of technological unemployment. In the 1st industrial revolution, 
steam machines resulted in an unprecedented transition from manual production to a machined 
industry, where various jobs were completely replaced by machines. The 2nd industrial 
revolution allowed mass production, given the manipulation of electrical energy, which 
improved work automation, while the 3rd industrial revolution, due to the advent of electronic 
technologies, further increased the capabilities of automated means of production (BLOEM et 
al, 2014).  
The promise of automation would be to some extent this: free the human individual from time-
consuming, repetitive, and also detrimental activities to the human constitution, deferring to the 
machines those tasks that we no longer wish to occupy ourselves, freeing the individual to 
devote himself to more complex, creative activities that intrinsically need the human touch. But 
would we be able to make this distinction? Would there be a definite line marking human and 
non-human activities/capacities? How much are we willing to delegate to autonomous 
processes, and how much haven't we already delegated? 
With the development of Artificial Intelligence (AI), more and more intelligent algorithms are 
part of, and in a way help to shape, our society. Tasks and jobs formerly performed by humans 
yesterday are fully delegated to autonomous intelligent systems today (BLOEM et al, 2014). 
The so-called 4th Industrial Revolution is the culmination of the digital revolution, where 
technologies such as robotics, nanotechnology, genetics and artificial intelligence now promise 
to transform our world (MULHALL, 2002), and the most present technology in our society, 
accessible and massively used at the moment, is AI. 
A big difference between the present moment of technological modernization when compared to 
those that have already occurred, is that in the case of the technological revolutions of the past it 
was our physical strength and speed that were exceeded. But now machines are progressively 
surpassing our cognitive capabilities in several areas. Given the size and complexity that our 
society has achieved, human beings alone are not able to cope with the demands of certain 
process vital to our civilization, and we increasingly rely on the help of intelligent autonomous 
systems. Samuel Butler, a British thinker, already in 1863 foreseeing a possible adverse 
outcome imposed by our most recent technological revolution, criticized as follows:  
Day by day, however, the machines are gaining ground upon us; day by day 
we are becoming more subservient to them; [...]Every machine of every sort 
should be destroyed by the well-wisher of his species. Let there be no 
exceptions made, no quarter shown; let us at once go back to the primeval 
condition of the race. If it be urged that this is impossible under the present 
condition of human affairs, this at once proves that the mischief is already 
done, that our servitude has commenced in good earnest, that we have raised 
a race of beings whom it is beyond our power to destroy, and that we are not 
only enslaved but are absolutely acquiescent in our bondage. (BUTLER, 
1863). 
We will now explore the concept of AI and how its influence can impact the future of our 
society. 
What's AI? 
Artificial intelligence is a concept that influences, and at the same time is influenced, by a large 
set of areas of knowledge, being intrinsically an interdisciplinary research field, where within its 
scope are areas such as computer science, cognitive sciences, mathematics, philosophy, among 
several others (WANG, SIAU, 2019). AI can mean several things, sucha as: a cleaning robot, a 
classification algorithm, an autonomous car, a personal assistants like Apple's Siri, a war drone, 
or the best (non-human) Go player in the world, AlphaGo Zero. 
Artificial intelligence is usually divided into two categories, specific (weak AI), or general 
(strong AI). Most advances in AI are in the area of specific intelligence, that is, in the creation 
of specialized systems for extremely specific tasks, however, the holy grail of AI research is the 
development of General Artificial Intelligence (AGI), an intelligent system capable of solving 
different problems proficiently in a wide range of possible environments (MÜLLER, 
BOSTROM, 2016). We also refer to AGI when we compare AI with human intelligence, 
because human cognition is the only known process (physical and computable) capable of 
solving general problems, and generalizing solutions, so AGI is when AI reaches the human 
cognitive level or surpasses it.  
When artificial intelligent systems/agents surpass human intelligence, we will achieve what is 
known in the literature as a Singularity (VINGE, 1993), defined as: ―any intellect that exceeds 
the cognitive performance of human beings in virtually all fields of interest‖ (BOSTROM, 2014, 
p. 22). Singularities may be a natural consequence of our search for artificial intelligence, if the 
phenomenon of intelligence is, as some theorists understand, a process of improvement and 
optimization, when AI reaches levels close to that of a human, cognitive improvement may 
become an instrumental goal that we cannot control, something that may result in an ―explosion 
of intelligence‖ (MÜLLER, BOSTROM, 2016). The concept of ―intelligence explosion‖ can be 
understood in the following way: gradually, tasks that before were necessary the human action 
for a satisfactory performance can be carried out with an even better performance by artificial 
autonomous systems. If this gradual evolution is maintained, AI can become more proficient 
than us in creating future generations of AI, and from the point where AI becomes capable of 
self-enhancing without human intervention, it is possible that we can experience the 
phenomenon of intelligence explosion, where a Singularity could be quickly reached.  
 
Can we ask ourselves, how far we are from that turning point? In a survey by Grace et al (2017), 
researchers and experts in the field believe that AI will outperform human performance in all 
tasks in 45 years with a 50% chance, and automate all human work in 120 years (is important to 
state that the variance of the opinions of the experts was quite substancial). There is also 
concern about the risks that machines with a high level of intelligence may bring to humanity in 
the coming decades. A survey conducted by Müller and Bostrom (2016), consisted of building a 
questionnaire to evaluate the progress of the AI research field and prospects for the future, 
interviewing various experts in the field. The questionnaire showed that, on average, there is a 
50% chance that high-level machine intelligence will be achieved between 2040 and 2050, 
reaching a 90% probability by 2075. It is also estimated that this intelligence will exceed human 
performance in 2 years (10% chance) to 30 years (75% chance) after reaching human 
intelligence levels. 
However, if the benefits of the AI project justify the possible risks it is still a matter of debate, 
and the issue of safety in the area of AI has been increasingly pointed out as an essential factor 
for the development of safe and beneficial artificial intelligence. 
Social Impact 
There are several open questions and problems that need to be solved in the area of AI and its 
influence on our society:  
 How do we remedy the economic impacts of AI in order to avoid negative effects such 
as mass unemployment (FREY, ORSBORNE, 2013)?  
 How can we prevent the automation of jobs from pushing income distribution towards a 
law of disproportionate power between classes, genders and race (BRYNJOLFSSON, 
MCAFEE, 2014)? 
 Can autonomous lethal weapons be built without changing humanitarian rights 
(CHURCHILL, ULFSTEIN, 2000)? 
 Should autonomous weapons be completely banned (DOCHERTY, 2012)? 
 How can privacy be ensured by applying machine learning to confidential data such as 
medical data sources, phone lines, emails, online behavior patterns (ABADI et al, 
2016)? 
 How can we transparently understand what complex AI systems are doing 
(MORDVINTSEV, OLAH, TYKA, 2015)? 
At the same time, AI has the potential to help us meet some of the greatest challenges facing our society. 
First, we will list some of the possible benefits that AI can bring, and indeed, is already doing. 
Autonomous Vehicles 
According to the World Health Organization (WHO, 2018), traffic accidents cause around 1.35 
million deaths per year worldwide, which is equivalent to one person being killed every 25 
seconds. Through self-driving technology (i.e., self-driving Car's), we are expected to reduce 
traffic-related accidents and deaths. A classification system with six distinct levels of 
automation was published in 2018 by SAE International (Society of Automotive Engineers) 
(2018). This classification is based on the amount of intervention and attention required by the 
driver: 
 Level 0: The automated system issues warnings and can intervene momentarily, but has 
no continuous control of the vehicle; 
 Level 1 (hands on): the driver and the automated system share control of the vehicle; 
 Level 2 (hands off): the automated system takes full control of the vehicle: acceleration, 
braking and steering; 
 Level 3 (eye's off): the driver can safely divert his attention from driving tasks by, for 
example, watching a movie or using his mobile phone; 
 Level 4 (mind off): as level 3, but no attention from the driver is required for safety, the 
driver can sleep safely or get out of the driver's seat; 
 Level 5 (steering wheel optional): no human intervention is required, totally 
autonomous vehicles such as a taxi fleet or autonomous public transport. 
It is believed that autonomous vehicles can improve traffic safety, labor cost, relieve travelers 
from driving and navigation tasks, they can generate higher speed limits, minimize congestion 
and increase road capacity. Also, with less congestion due to the widespread use of autonomous 
cars greater fuel efficiency can be achieved, leading to positive impacts on the environment 
(ROJAS-RUEDA et al, 2020). In addition to the automation of land vehicles, there is already a 
large use of autonomous technologies for other types of transport. Drone technology is already 
exploited in various ways by industry, commerce, and military (JOSHI, 2017).  
AI in Education 
Natural language processing techniques have made enormous advances with the use of AI, now 
tasks such as writing texts, answering questions, making abstracts, translating, and many others 
already match the human capacity (RADFORD et al, 2019). This kind of technology has the 
potential to benefit many illiterate people, including in the literacy process for these individuals, 
by AI-Enabled Hyperpersonalization (systems used to personalize learning for each individual 
student). In pedagogical processes, AI has the potential to assist educators (voice assistants) in 
tasks such as classification and evaluation (SIAU, 2018), and given the importance and 
influence of AI in our present and future, it is of interest that students are exposed and 
familiarized with these technologies. Accessibility to technology can also help to make 
education increasingly a globally accessible right, something that virtual teaching platforms 
already make available (STOICA et al, 2017). Large learning centers such as MIT 
(Massachusetts Institute of Technology) already provide free material in a free virtual learning 
environment, something that breaks down barriers such as distance for people who do not have 
―physical‖ access to education.  
AI and Design Automation 
AI has brought several benefits to the industry, such as real-time maintenance and control of 
industrial processes. An example that attests to the ―creative‖ capacity of artificial intelligent 
systems can be found in the area where designer and engineers utilizes intelligent tools for 
generative design. Deep learning techniques have been applied for design optimization, known 
as generative design, or, design exploration. Such techniques are able to generate various design 
options for a proposed structure, such as a wheel or any other 1-3D structure, not only from an 
aesthetic point of view, but also optimizing for performance, ensuring robust structures that are 
diverse and with a better aesthetic. And since these intelligent algorithms are capable, by brute 
force, to optimize a huge amount of the space of possibilities within the proposed parameters, 
they are often able to find design solutions that humans would not be able to conceive (in such a 
short time), being possible to perform 50,000 days of engineering in a single day (OH et al, 
2019).  
AI and Human Resource Management 
In human resources the use of intelligent systems can also optimize work dynamics in various 
ways. Autonomous intelligent systems are able to process, compare, and select data, such as job 
applications thousands of times faster than human individuals. In addition to speed, the process 
can be optimized to be as impartial as possible in decision-making. With better classification 
and hiring methods companies in turn increase the chance of hiring more qualified individuals, 
generally increasing the company's production and monetization processes. However, it is 
important to emphasize that intelligent algorithms are only capable of increasing diversity and 
inclusion in organizations if the data sets used in their learning process are not ―contaminated‖ 
by biases and prejudices characteristic of human beings (TAMBE, CAPPELLI, 
YAKUBOVICH, 2019). 
AI in the Armed Forces 
The use of autonomous weapons would benefit the military industry in several ways, for 
example: intelligent algorithms such as image recognition classifiers can strengthen and 
improve soldier decision-making, the use of virtual reality can optimize military training for real 
combat areas. Nowadays air strikes in high-risk areas are already carried out by autonomous 
drones, where the only human intervention still needed is in decision making to ―open fire‖, 
autonomous air vehicles like the Predator and remote-controlled robots like Daksh, Atlas, 
ARSS, MATILDA, ANDROS are widely used, as they reduce the victims themselves and costs 
while increasing the efficiency of operations. The development of autonomous lethal systems 
such as SGR-A1, MIDARS, Gladiator TUGV, Super Aegis and Guardium, aim to make human 
control a ―redundant factor‖ in the decision making process of such systems (KOHLBRECHER 
et al, 2014). 
However, the use of AI and autonomous agents by the military sector is still an extremely 
controversial issue, several experts in the field of AI advocate for the prohibition of intelligent 
weapons, or strong regulation, like with nuclear or biological weapons (ABAIMOV, 
MARTELLINI, 2020). AI also has a large application in areas where the unhealthy nature of the 
task can put human health at risk, for example: in the mining sector autonomous technologies 
began about a decade ago, the first application being autonomous vehicles providing many 
benefits such as reducing workers exposure to dangerous conditions (SIAU, HYDER, NAH, 
2018). Other examples of dangerous environments where the use of machinery has been 
employed instead of human labor are: nuclear facilities, marine exploration at extreme depths, 
cleaning up oil spills as in the 2010 oil spills in the Gulf of Mexico, also in conditions where 
extreme climates, such as the extraterrestrial atmospheric conditions of Mars, would limit 
human exploration and labor (WANG, SIAU, 2019).  
Another possible application of artificial intelligence in the security sector would be in its use 
by law enforcement to help find and track sexual predators within the Internet. ―Sweetie‖ a chat-
bot impersonating a computer animated child was created by the child rights organization Terre 
des hommes in order to be a sting operation (an operation designed to catch a person in the act 
of committing a crime). In this case, offering money to obtain child pornography.  In 10 weeks 
about 20,000 men contacted the avatar, and 1,000 individuals offered him money, all their 
names were transferred to the authorities. Terre des Hommes has launched a global campaign to 
end ―virtual sex tourism‖, project director Hans Guyt argues that given the nature of the 
problem, where there is not enough human labor to deal with the number of individuals 
engaging in this type of activity, new forms of law enforcement are needed.   
AI in Health Care 
Finally, the application of artificial intelligence has very positive prospects to optimize the 
health system of our society. Currently AI already assists health professionals in the biological 
monitoring of patients, helping to diagnose diseases, and given surgical support. Robotics allied 
to AI can create new palliative treatment methods for patients in chronic situations, such as 
robot nurses in the assistance of the elderly. Good prediction algorithms allied to bio-monitoring 
of vital functions can help in the identification of patients with urgent needs, as in the case of 
heart attack and strokes, reducing death numbers in emergency medical rooms (HAMET, 
TREMBLAY, 2017).   
Risks and Challenges 
While AI has the potential to help in several areas, supposedly improving our quality of life, it 
also presents several risks and threats to society as we know. Some of the main risks pointed out 
by the literature involve issues such as privacy and data security, the transparency of algorithms 
(what they are actually doing in a decision-making process), technological unemployment, 
ethical issues, inequality in income and power distribution, among others (SIAU, WANG, 
2018)(TEGMARK, 2016). Certainly, as AI advances and the more capable it is, the more risks 
it will potentially bring to human society.  
Civil Liability for Autonomous Vehicles 
In the example of autonomous cars, they are supposed to be able, and should be able, to detect 
possible collisions with cars, objects, or pedestrians, but if they are not able to react in time due 
to the specificity of the situation, or due to a malfunction of the vehicle or software, we come to 
the question of who should be held responsible. Would the driver be responsible for an 
―autonomous collision‖? Or should the manufacturing company be held accountable? May we 
should blame the government that allows the transit of autonomous vehicles? 
On March 19, 2018, an autonomous vehicle of the company Uber killed in a collision a 49-year-
old pedestrian/ cyclist, Elaine Herzberg, in the state of Arizona in the USA. In response to the 
fatality, the company ceased activities with autonomous vehicles in the state. John Simpson, 
director of privacy and technology projects for Consumer Watchdog, a nonprofit organization 
that defends the interests of US taxpayers and consumers, said that the collision highlighted the 
need for tighter regulations on the emerging technology of autonomous vehicles: ―Autonomous 
cars cannot accurately predict human behavior, and the real problem comes in the interaction 
between humans and autonomous vehicles‖ (LEVIN, WONG, 2018). 
Although stand-alone vehicles are not yet a publicly available technology, their test versions are 
circulating in several US cities. It is estimated that by 2021, at least five major automotive 
companies will have autonomous cars and trucks available for sale to the general public. The 
possibility of machines being responsible for decisions that can result in the life or death of 
human beings has reinvigorated ethical debates on issues such as whether ethics is universal or 
varies between cultures. To program autonomous vehicles certain moral priors, such as those 
expressed in the trolley problem, must be specified, for that it seems necessary that society 
reaches a social consensus on what risks we are willing to take (MAXMEN, 2018). 
Threat to human dignity 
Agassi and Weizenbaum (1976) advice that technology (AI) should not be used to replace 
people in positions that require some form of interpersonal relationship, such as in customer 
service, psychologists and therapists, physical educators, caregivers of the elderly, police 
officers, judges, etc. Both authors assume that ―authentic feelings‖ and ―empathy‖ are 
fundamentally necessary for individuals who assume such functions, and that if the AI is used in 
this way, it would represent a risk to human dignity. According to Agassi and Weizenbaum 
(1976) this would cause a ―atrophy of the human spirit‖, which arises from the fact that we 
think of ourselves as machines, leading to an alienated society disconnected from its values. 
Many think and argue that autonomous agents would be more impartial than humans when it 
comes to decision making, since we are by nature susceptible to various forms of prejudice and 
cognitive biases. However, AI systems are only as intelligent as the data used to train them, for 
example: when we train an AI to assist in classifying judicial decisions, we can use a large 
amount of data, cases already tried in the past, to train our system. However, if past decisions 
carry some kind of prejudice toward some group (a statistical bias), for example, a social 
minority, the same biases will take root in our autonomous decision making system. So in fact, 
an AI may be more discriminatory, where the most vulnerable groups are the most likely to be 
it‘s victims (YAVUZ, 2019). 
Another example of how AI systems, if poorly trained, can endanger our concept of human 
dignity can be found in facial recognition systems. Some systems have real implications, and 
directly impact people, researchers at Georgetown Law School have estimated that 117 million 
American adults are in facial recognition networks used by law enforcement, and that African 
American individuals are disproportionately represented in criminal databases, leading to 
African Americans being more likely to be classified as potential suspects. Facial recognition 
algorithms also have sexist biases, as there are far more photos of white men than, for example, 
black women in the data sets used to train facial recognition systems (more than     of the 
images are from male), making the system more flawed in identifying black women. Another 
example, in 2015 Google had to apologize formally after its face recognition system classified 
African American individuals as ―gorillas‖ (LOHR, 2018). 
Privacy 
The use of data generated by individuals is also a cause for concern regarding the privacy of 
users and how the AI can diminish, or extinguish, our private life. The term Big Data refers to 
the large amount of data that is produced today. Our digital traces have countless origins, such 
as: our financial transactions, what we look for in search engines like Google, what we watch in 
sites like YouTube and NetFlix, our behaviour patterns (likes, comments, time spent on a 
certain post) in social media, our GPS location captured by our mobile phones, among several 
other sources (KAPPLER et al, 208). Here are some examples of data production on the planet 
in one day (MANYIKA et al, 2011):  
 500 million tweets are sent;  
 294 billion emails are sent;  
 4 petabytes of data are created on Facebook;  
 4 terabytes of data are created from each connected car; 
 65 billion messages are sent in WhatsApp; 
 5 billion searches are done; 
 By 2020 the entire digital universe is estimated to reach a size of 44 zettabytes (ZB = 
1,000
7
 bytes = 8×10
21
 bits).  
AI to be trained, like Deep Learning systems, needs large amounts of data, examples. Virtually 
all application domains in which deep learning has been successful have had access to huge 
amounts of data, such as image recognition algorithms or Apple's personal assistant Siri 
(LECUN, BENGIO, HINTON, 2015). An interesting analogy with the second industrial 
revolution is that data is like ―coal for AI‖ (analogous to coal for steam engines in the 2nd 
Industrial Revolution), and the big technology companies, Google, Amazon, Facebook, are the 
coal mines of today.  
A well-known example of how data mining can be used for dubious purposes was portrayed by 
the Cambridge Analytica scandal. Created in 2013, the company combined prediction and 
classification techniques to aid strategic communication during election processes. Cambridge 
Analytica has participated in more than 44 political campaigns in different countries, for 
example: it provided services to the campaigns of Ted Cruz, Donald Trump in the US, as well 
as the Brexit campaign in the UK, with the aim of separating the UK from the European Union. 
However, the company's involvement is contested and the subject of several criminal 
investigations, both in the USA and the UK. On March 17, 2018, it was announced that 
Cambridge Analytica had used personal data from more than 50 million profiles from platforms 
such as Facebook, Google, Twitter, Instagram and Whatsapp. The data was used to create a 
psychological profile for each user, containing more than 9,000 personality points such as: daily 
geographical movement, periodic contacts, cultural level, bank statements, sexual preference, 
tendency to feelings such as fear and anxiety, among others. It is claimed that such information 
was used to select more susceptible individuals to certain forms of advertising (KANAKIA, 
SHENOY, SHAH, 2019).  
Today, China has a policy of mass surveillance on its territory, supervising the lives of virtually 
all Chinese citizens. The monitoring carried out by the Chinese government uses more than 200 
million digital cameras connected to the Internet, where intelligent facial recognition systems 
aided by other types of technology, such as: surveillance drones, autonomous police, and large 
amounts of data acquired on social media platforms, guarantee the government an extremely 
robust system to monitor its citizens. In an official document published in 2015, China set out 
its intention to build an omnipresent national video surveillance network by 2020, fully 
connected to the Internet, operating uninterrupted, to ensure public safety. The network is 
called: ―Skynet‖ (MOZUR, 2018). 
Transparency and Open Source 
One of the negative aspects of AI and all forms of machine-learning (bottom-up) programming 
is that its algorithms are basically black boxes, and it is very difficult to explain the internal 
processing in machine-learning systems. That is, we may have a very efficient algorithm in 
classification, but how it is arriving in the decision making that leads it to classify correctly is, 
in a way, a mystery. This lack of transparency of AI not only affects its users but even its 
programmers, which makes this type of system somewhat unpredictable outside 
training/learning conditions (SNOEK et al, 2012).  
OpenAI is a non-profit AI research company, created to develop open source AI that is 
beneficial to mankind (METZ, 2016), however, making the code of autonomous intelligent 
systems freely accessible does not make it ―more understandable‖, it only provides a tool, not 
yet widely understood, to the general public. For example, OpenAI in collaboration with other 
AI research groups, in 2019 created the best natural language processing model in history (GPT-
2: Generative Pretrained Transformer 2), capable of solving several problems involving text 
analysis on a human level (RADFORD et Al, 2019). However, OpenAI did not release the code 
to the public for the potential of this technology to be used maliciously, like in the creation of 
fake news and bots on social media platforms, OpenAI even requested that government 
regulation help determine the right thing to do.  
An example of GPT-2's textual creation capabilities: given a brief text input, the algorithm can 
complete the ―story‖ with extreme proficiency, an example taken from Radford et al (2019, p. 
20): 
Context (written by a human): In a shocking finding, scientist discovered a 
herd of unicorns living in a remote, previously unexplored valley, in the 
Andes Mountains. Even more surprising to the researchers was the fact that 
the unicorns spoke perfect English. GPT-2: The scientist named the 
population, after their distinctive horn, Ovid‘s Unicorn. These four-horned, 
silver-white unicorns were previously unknown to science. Now, after almost 
two centuries, the mystery of what sparked this odd phenomenon is finally 
solved. Dr. Jorge Pérez, an evolutionary biologist from the University of La 
Paz, and several companions, were exploring the Andes Mountains when 
they found a small valley, with no other animals or humans. Pérez noticed 
that the valley had what appeared to be a natural fountain, surrounded by two 
peaks of rock and silver snow. Pérez and the others then ventured further into 
the valley. ―By the time we reached the top of one peak, the water looked 
blue, with some crystals on top,‖ said Pérez. Pérez and his friends were 
astonished to see the unicorn herd. These creatures could be seen from the air 
without having to move too much to see them – they were so close they could 
touch their horns. While examining these bizarre creatures the scientists 
discovered that the creatures also spoke some fairly regular English. Pérez 
stated, ―We can see, for example, that they have a common ‗language,‘ 
something like a dialect or dialectic.‖ Dr. Pérez believes that the unicorns 
may have originated in Argentina, where the animals were believed to be 
descendants of a lost race of people who lived there before the arrival of 
humans in those parts of South America. While their origins are still unclear, 
some believe that perhaps the creatures were created when a human and a 
unicorn met each other in a time before human civilization. According to 
Pérez, ―In South America, such incidents seem to be quite common.‖ 
However, Pérez also pointed out that it is likely that the only way of knowing 
for sure if unicorns are indeed the descendants of a lost alien race is through 
DNA. ―But they seem to be able to communicate in English quite well, which 
I believe is a sign of evolution, or at least a change in social organization,‖ 
said the scientist. 
In February 2020 GPT-2 has already been surpassed by the T-NLG (Turing Natural Language 
Generation) natural language processor, created by Microsoft, a model with 17 billion language 
parameters (CORBY, 2020). However, the race for the state of the art in natural language 
processing is a fierce contest, in June 2020 OpenAI launched the GPT-3 (now with 175 billion 
language parameters, GPT-2 hah I.5). In the article the authors show the ability of GPT-3 to 
generate samples of texts, poems, articles and news, human evaluators have difficulty to 
distinguish GPT-3 texts from man-made articles. As an example we have here a poem, based on 
the works of Wallace Stevens, with the title ―Shadows in the Way‖ (BROWN et al, 2020, p. 49): 
Nobody will come to this place. It is a road that leads nowhere. 
The solitude is deep. The mountains are high. 
But they are desolate, and they turn the traveler‘s face 
Towards the North. All the sounds of the world are far away. 
When the wind rises above the trees,  
The boughs bow to the ground. 
Even the birds that inhabit the tangle of weeds, 
That is the roadside cover, are silent. One listens, 
But hears no roar of the forest. One is alone. 
One will be taken. 
One will be taken. 
There is no utterance, there is no conversation, 
But one is uneasy all the same.... 
There is a thin blue mist, 
A darkness rising like smoke, 
And within that darkness 
A possession of the heart. 
One will be taken.... It was here, and it will be here again 
Here, under this sky empty and full of light. 
 
The social impacts of technologies such as natural language processors operating at a quasi-
human level is an important issue to be addressed, especially with regard to the interpretability 
of such systems (Why, and how, do they achieve such results?). Since 2016, foreseeing this kind 
of situation, IEEE (Institute of Electrical and Electronics Engineers) has been striving to 
regulate and standardize minimum levels of transparency in AI, where IEEE identifies multiple 
scales of transparency at different levels of expertise, users/engineer/programmers (IEEE SA, 
2016). 
Inequality in the distribution of wealth 
With the use of autonomous intelligent systems, companies benefit from the possibility to 
drastically reduce their human labour in order to lower costs, which in principle would increase 
production and reduce the price of certain commodities. However, the adoption of this 
management policy has two obvious consequences in the first analysis: the accumulation of 
wealth for the individuals who own the companies oriented to the development of AI, and, the 
unemployed mass would have no source of income. Recently, in May 2020, more than 90 
professionals in the area of education (higher education) were dismissed from the Laureate 
group, responsible for universities such as Anhembi Morumbi, the FMU University Center and 
other higher education institutions in Brazil. The fired professionals were all responsible for 
teaching Distance Education subjects in different courses, something that can already be seen as 
an attempt to diminish the role of the teacher in educational processes. The Laureate network to 
replace its professionals opened the hiring of ―monitors‖, which, assisted with IAs (robot 
correctors) would be enough to replace the role of the teacher in the Distance Education model. 
It is important to point out that these dismissals were made at a global critical moment, during 
the pandemic of the new corona virus COVID-19 (DOMENICI, 2020). 
Even if the benefits and wealth generated by the use of artificial intelligence are enough to 
justify the unemployed masses, we still have the question: how will we distribute the new goods 
and services generated by this economy sustained by intelligent automation? One solution to 
this problem would be the institution of UBI's (Universal Basic Income), but although it 
provides a solution to the unemployment issue, the mass institution of UBI's can generate other 
types of problems (RUSSELL, DEWEY, TEGMARK, 2015). A more recent proposal was 
suggested by O'Keefe et al (2020), called by the authors ―Windfall's Clause‖. The clause is an 
ex ante legal commitment (meaning that the clause is in force even before the event it is 
intended to occur, i.e. something based on an assumption) where companies in the area of AI 
development (such as DeepMind or OpenAI) would commit to donate a significant amount of 
any extremely large profit (extremely large being something greater than or equal to gross world 
product). The clause guarantees that any ―large windfall profit‖ generated, for example, by the 
development of IAG, will be used in part to benefit mankind, something similar to a tax 
collection, but not controlled by the government (for example, in the case of DeepMind it would 
be the United Kingdom), and, at the same time, would not only benefit the country of the 
company in question. The Windfall Clause is a legal tool that provides companies seeking high 
performance AI development a way to show their commitment to the safe and beneficial 
development of AI for the global common good, some of the motivations of the project are: 
- Addressing the effects of technological employment; 
- Mitigating income inequality; 
- Stabilizing social relations between AI companies and the global community; 
- Strengthening pro-social norms that encourage philanthropic behavior. 
Even so, the question of whether individuals would really be happy and fulfilled if they did not 
need to contribute/work is in fact a complex existential question. While on the one hand, 
individuals would be free to seek other ways to satisfy themselves or give meaning to their 
existence, it is not clear that everyone would be able to find healthy ways to deal with this new 
freedom and abundance of free time. Dostoevsky (1864 [1992]), in a critique of the idea that 
economic fullness would bring spiritual fullness to the human species, wrote the following 
passage in his work, Notes from the Underground: 
[...]I ask you: what can be expected of man since he is a being endowed with 
strange qualities? Shower upon him every earthly blessing, drown him in a 
sea of happiness, so that nothing but bubbles of bliss can be seen on the 
surface; give him economic prosperity, such that he should have nothing else 
to do but sleep, eat cakes and busy himself with the continuation of his 
species, and even then out of sheer ingratitude, sheer spite, man would play 
you some nasty trick. He would even risk his cakes and would deliberately 
desire the most fatal rubbish, the most uneconomical absurdity, simply to 
introduce into all this positive good sense his fatal fantastic element. It is just 
his fantastic dreams, his vulgar folly that he will desire to retain, simply in 
order to prove to himself, as though that were so necessary, that men still are 
men [...] (DOSTOEVSKY, 1992, Chapter 8, p. 21).  
Autonomous Weapons  
Several experts, academics, and political and civil organizations question the use of autonomous 
machines in military combat. Currently, in the case of the U.S., autonomous weapons such as 
drones require a human operator to ―pull the trigger‖, and on October 31, 2019, the Defense 
Innovation Council of the U.S. Department of Defense (USDIB, 2019) published a list of 
principles for the ethical use of AI, so that a human operator would always be able to 
understand the decision process (transparency) taken by the ―black box‖ of an intelligent 
algorithm in a situation involving the death of another human being (kill-chain). Several 
countries already have programs for the development of AI weapons, such as the already 
mentioned USA, Russia and both Koreas. Given the potential that these new types of 
technologies are more dangerous than the weapons operated by human individuals, the IEEE 
started a Global Initiative on Autonomous and Intelligent Systems Ethics in order to regulate the 
use of such technologies (IEEE, 2016). An open letter published by the Future of Life Institute 
(RUSSELL, DEWEY, TEGMARK, 2015), signed by 8,600 individuals, with names such as 
Stephen Hawking, Elon Musk, Peter Norvig, Demis Hassabis, and several other intellectuals 
concerned about the impacts of AI on society, argued for a ban on autonomous weapons. 
Several organizations currently follow a technical research agenda that seeks to align AI with 
human values and morals, such as the Machine Intelligence Research Institute, Future of 
Humanity Institute, Future of Life Institute, and the Center for Human-Compatible Artificial 
Intelligence. 
Machine ethics 
The challenges and possible risks mentioned above raise the importance for the issue of 
machine ethics, which raises the question: how can we build autonomous moral agents? These 
must be based on and guided by human ethics, however, the problem of morality and ethics is 
still a big open problem(s). Anderson and Anderson (2006a, p. 15) point that: ―The ultimate 
goal of machine ethics is to create a machine that follows an ideal ethical principle or set of 
normative principles‖. Machine ethics raises many problems of human ethics, for how can we 
teach or program a set of ethical and normative principles if we ourselves do not know, or do not 
know how to express formally and robustly, the normative principles that define human 
morality? These principles must be expressed in a rigorous way, so that intelligent autonomous 
agents can follow our moral standards, and this advocates the creation of a ―Formal Theory of 
Human Morality‖, or a ―Universal framework for normative principles‖. 
To formalize the nature of artificial moral agents, which is in itself a research of 
interdisciplinary interest, we need to consider several philosophical ideas and solve some open 
problems such as: the characterization and formalization of concepts such as agency and its 
foundations, rational agency, moral agency, among others (ANDERSON, ANDERSON, 
2006b). This problem has several obstacles, because is not clear how moral behaviour evolves 
in complex systems, for example: some experiments with autonomous robots pre-programmed 
to cooperate with each other in the search for resources, at the same time avoiding risks present 
in the environment, resulted in agents who learned to lie and cheat in order to accumulate 
resources (WAGNER, 2015). Wallach and Allen (2008) suggest that trying to clarify certain 
moral issues, such as whether ― ‖ is right or wrong, will probably help advance the 
understanding of human ethics, filling gaps in modern normative theory, while providing a 
platform for empirical investigation of moral issues.  
If we consider the possibility of creating a Singularity (VINGE, 1993), then the problem of 
machine ethics becomes more urgent, because a super-intelligent AI misaligned with our moral 
and normative principles can pose a considerable risk to human society. The Machine 
Intelligence Research Institute has suggested the need to create ―Friendly Artificial Intelligence‖ 
(FAI), and several research agendas have been suggested listing the main obstacles to be faced 
in the creation of autonomous moral agents, such as: embedded agency, realistic world models, 
logical uncertainty, corrigibility, counterfactuality in decision theory, vingean reflection, among 
others (SOARES; FALLENSTEIN, 2014). According to Bostrom (2012) given certain 
properties (instrumental objectives) that we expect intelligent agents to have, regardless of their 
terminal objective (Instrumental Convergence Thesis), and the fact that we cannot expect 
artificial intelligent agents to be ―moral‖ by default (Orthogonality Thesis), we must strive to 
ensure that future AI and possible Singularities are aligned with our values. 
In fact, if we reach a AI with super-human level of intelligence before solving the alignment 
problem, we run the risk of no longer being able to control this Singularity, and we will no 
longer be able to prevent such agent from achieving its goals. The complexity of our value 
system makes a robust formalization of this concept extremely difficult, so it is difficult to make 
the motivations of an AI humanly friendly.  
In the search for ways to develop autonomous moral agents, it may be necessary to unite two 
―opposing‖ theories of moral philosophy, Consenquentialism and Deontology. Consequentialist 
models (such as Utilitarianism) evaluate the good of an action by its result, its consequence, 
while deontological models (such as Kantianism) define rules and normative principles (duties), 
which can be attributed as correct, or not, from a moral point of view. According to recent 
discoveries in neuroscience, cognitive sciences and moral psychology, contemporary cognition 
theories such as ―Dual Process Theory‖ have been used to explain our moral behavior in 
decision-making (JOHNSON, 2014)(BLOOM, 2013). Experiments using functional magnetic 
resonance imaging (fMRI) techniques show that there are two processes at work during decision 
making in a moral dilemma, a fast and intuitive system (System 1), and a slower system 
responsible for deliberative and reflective reasoning (System 2) (GREENE et al, 2001). It is 
assumed that while rapid, intuitive and emotional processes are responsible for rapid decision 
making, our moral progress (as individuals and society) occurs more slowly, when System 2 is 
able to abstract, reflect, communicate, and ultimately socialize the more behavioral components 
(System 1) of our normativity. This sophisticated mechanism guarantees a rapid response 
model, capable of updating itself over time. In principle, our System 1 is slowly interpreted, 
verbalized and socialized by System 2, where new concepts are slowly abstracted and 
segmented in System 1, and the cycle is repeated. Thus we have a dynamic where types of 
reinforcement (positive and negative) govern our morality at its most fundamental level, while 
more sophisticated processes turn such intuitive responses into rules and social norms. This 
model suggests a consequentialist-deontological duality, which suggests a promising paradigm 
for the development of moral autonomous agents. 
Safety Issues in AI 
The field of AI security is an emerging research area that has gained popularity in recent years. 
Jurić et al (2020) conducted a quantitative bibliographic survey on the recent expansion of the 
area and its main topics of interest, showing an increase in the number of publications since 
2003, with a large explosion of interest in 2010. The subfields of AI safety research have short 
and long term interests and applications, ranging from ―how to make existing AI techniques 
safer and more robust‖ to ―how to ensure that human values are preserved and understood by 
super intelligent artificial agents‖. Even so, the common motivation for short and long-term 
strategy is the same: ―how to make the interaction between humans and AI safe‖? The main 
topics to be worked on in the area today are the following: 
 Interpretability: we have previously discussed in the section on Transparency and Open 
Source how difficult it is to interpret how certain algorithms perform their 
classifications or decision making. Techniques such as decision trees and even images 
showing the kernel of individual neurons in neural networks have been explored. 
However the efficiency and interpretability provided by such methods is still a matter of 
debate, interpretability in high precision algorithms (especially those based on deep 
neural networks) is still an open problem (GUIDOTTI et al, 2018); 
 Corrigibility: how to make agents, possibly flawed, correctable, even if rational agents 
(expected utility maximizers) have a strong instrumental incentive to preserve their 
terminal objectives (SOARES et al. 2015)? 
 Robustness to adversarial attacks: neural networks are highly susceptible to adversarial 
attacks, i.e. attacks specially designed to fool, for example, image classification 
algorithms. An open question (linked to the problem of interpretability) is ―why‖ these 
adversarial examples exist, and why they are apparently imperceptible to the human 
individual (YUAN et al, 2019); 
 Safe Exploration and Distribution Switching: The training environment is generally not 
a perfect representation of the actual task intended, so exploration is a fundamental 
feature of machine learning. How can we minimize errors, possibly fatal when dealing 
with complex environments, when the deployment environment is different from the 
training environment (AMODEI et al, 2016)? 
 - Machine ethics: this subfield is especially focused on the issue of interaction between 
humans and autonomous agents. Given the diversity of the global ethical landscape, and 
recognizing that ethical structures are not static but dynamic, the study of human 
preferences is very important to point the best way to develop our policies involving the 
use of AI (AWAD et al, 2020). 
 Value Alignment: one of the paradigms of AI is the use of reinforcement learning and 
other similar techniques that use reward functions to designate the preference of certain 
actions and world states. Human values and preferences can be extremely difficult to 
specify, so value learning is also an important topic for safety in AI (SOARES, 2016). 
As AI becomes increasingly autonomous and proficient, the task of imbuing artificial agents 
with ethical principles becomes increasingly important. Value alignment and learning is one of 
the most important areas of long-term research. Important philosophical issues arise in the 
context of alignment between AI and humans, where normative aspects are interrelated with 
several areas (moral psychology, cognitive sciences, economics), promoting a rich area for 
interdisciplinary study. Currently, there are already examples of how misaligned agents can 
affect and cause harm in our society, in March 2016 Microsoft, 24 hours after the launch of its 
chatbot, Tay, on the Twitter platform, the company had to terminate the program, because the 
agent was generating racist, anti-Semitic and sexist ―tweets‖ (WOLF et al, 2017).  The real 
challenge of value alignment is not to identify the ―true and ultimate moral theory‖, but to 
understand which principles define a fair and egalitarian form of alignment, regardless of the 
fact that our global moral landscape is extremely pluralistic. One question that arises from this 
challenge is: ―Which, or from whom, values should we align our IAs, and how can we aggregate 
different moral theories?‖. Thus, at the heart of the alignment problem we find not technical 
problems, but fundamentally philosophical questions, such as: 
 What are the characteristics that define a virtuous and moral human? 
 Should we consider the preferences of all humanity, or should the preferences of 
individuals who do not act ethically be ignored? 
 Which method should be used to rank preferences, which are the most important and 
which are the least? 
 Should we calculate the preferences of the most needy with more weight or magnitude? 
Beneficial, safe, transparent, reliable, friendly, these are some of the attributes we want an FAI 
to possess, however, the concepts we aim for can be extremely difficult to specify. For example, 
clean and sustainable energy is a simple concept to define, now defining a Tokamak nuclear 
fusion reactor is extremely complicated, in this analogy, sustainable energy are our values, the 
description of the reactor is the alignment problem. We define it as ―aligned‖ when an artificial 
intelligent system reliably follows human goals and objectives, being aligned with our interests, 
being in a way an extension of our moral values and preferences. Different alignment strategies 
interpret differently what ―aligned with our interests‖ means: 
 Aligned means when an AI does what has been specified (literally), or; 
 Aligned means when an AI accomplishes not what was specified, but the intent of the 
controller, or; 
 Aligned means when an AI realizes our idealized preferences under reflective 
equilibrium, or; 
 Aligned means when an AI realizes our social, global, aggregate preferences. 
Recently, in 2018 at the Asilomar Conference organized by the Future of Life Institute (Oxford 
- UK), they established as the main objective of AI research, not the creation of indirect 
intelligence, but the the creation of beneficial intelligence. Stuart Russel (2019) in his book 
―Human Compatible - Artificial Intelligence and the Problem of Control‖ proposes three 
principles for alignment that seem promising: 
1. The sole purpose of an AI is to maximize the realization of human preferences; 
2. The AI must initially be uncertain about what those preferences are; 
3. The ultimate source of information about human preferences is human behavior. 
Finally, the field of alignment research is a rich interdisciplinary platform where several areas 
have found a common interest, and apparently issues such as ethics and morals are at the heart 
of the debate. 
The global landscape of machine ethics: a misaligned society  
Humanity is vast and multifaceted, our species is currently divided into approximately 195 
countries (193 recognized by the United Nations, the Holy See and the State of Palestine not yet 
being recognized), with possibly much more ―cultures‖ if we define such a concept as 
something that is not necessarily limited to nations. Humanity has not yet achieved the status of 
a single global culture or society (as much as there are many cross-cultural traits in common), 
and perhaps this is not even our wish. However, our common environment obliges us to ―have 
to deal with each other‖, something that is often a reason for conflict, given our differences in 
their most diverse forms. Situations where our differences are exacerbated often involve some 
kind of moral disagreement, and this is one of the most persistent sources of conflict in human 
life. The Armed Conflict Location & Event Data Project (ACLED) is an interactive online 
infographic, constantly updated, which shows which countries (of which there are reports) there 
are armed confrontations between state forces and/or rebel groups, it shows how the occurrence 
of conflicts in our world is something extremely common. In March 2020, UN Secretary 
General António Guterres, given the current pandemic caused by the new coronavirus COVID-
19, in a statement said: ―The fury of the virus illustrates the madness of war [...]For the warring 
parties, I say: withdraw from hostilities. Silence the weapons; stop the artillery; stop the air 
strikes. This is crucial...‖. Unfortunately, we cannot say that the appeals of the United Nations 
have been answered. 
Given the transformative power that the technologies cited in this study, whether for the benefit 
or risk of our society, it would be extremely important that there be a consensus, an alignment, 
on the standards and guidelines that ideally regulated such technologies. In recent years, several 
organizations, private, public and governmental, have published guidelines and research 
agendas on ethical issues about the regulation of the use of autonomous intelligent systems. But 
is there a global and democratic consensus of such regulatory principles? Today, there is a 
convergence of eleven ethical principles: transparency, justice and equity, non-maleficence, 
responsibility, privacy, beneficence, freedom and autonomy, trust, dignity, sustainability and 
solidarity. 
However, in addition to the current state of global conflict, there is much cultural divergence 
between how such ethical principles are interpreted, which are the most important, and how they 
should be implemented. Jobin et al (2019) mapped the countries responsible for producing the 
existing ethical guidelines for AI regulation, their research identified 84 documents containing 
ethical guidelines for intelligent autonomous systems, divided by the ethical principles 
described above, and also an 88% increase in publications since 2016. The research also showed 
that most of the published documents come from private institutions (n = 19, 22.6%), 
government organizations (n = 18, 21.4%), and academic and scientific research institutions (n 
= 9, 10.7%), other documents having varied origins. The geographical distribution showed a 
greater representation of economically more developed countries, with the USA (n = 20, 23.8%) 
and the United Kingdom (n = 14, 16.7%) which together represent more than one third of all 
ethical principles of AI published. Meanwhile, South American and African countries are not 
represented by any type of organization and are literally outside the debate about the ethical 
principles that should guide the future transformation of our society. 
According to Jobin et al (2019) among the eleven ethical principles there was a convergence 
around five principles: transparency, justice, non-maleficence, responsibility and privacy. 
However, the way these principles are interpreted, and the recommendations, vary among 
documents, especially among nationalities, which combined with the under-representation of 
countries in regions such as Africa, South America and Central Asia, indicate that the 
international debate on ethics does not currently occur on a democratic global scale. Also, the 
under-representation of ethical principles such as sustainability and solidarity reinforces the 
idea that the humanitarian cost of anthropogenic climate change is being neglected by the least 
affected countries, i.e. the most developed. Currently, through the Bill 21/2020 proposed by 
Bismarck (2020) in the House of Representatives in Brasilia - Federal District, Brazil has the 
first bill regulating the use of artificial intelligence in the country. The law establishes 
principles, rights, duties, and instruments of governance for the use of artificial intelligence, the 
proposal establishes certain ethical foundations already explored in the literature of machine 
ethics, citing values such as: respect for human rights, equality, non-discrimination and 
plurality, transparency, privacy, and primarily the beneficial use of AI for human society. The 
proposal involves several sectors of society making its approval something non-trivial, however, 
we can see this proposal as an advance being made in the legislative area for the updating of our 
legal system in face of these new technologies. 
In order to preserve the cultural and moral pluralism that will guide the ethical issue involving 
AI, it is important that emerging countries are given a voice in this global debate, in order to 
have a better articulated ethical scenario between AI and society as a whole. An interesting 
study, with empirical findings on the fact of moral pluralism, showing the difference between 
moral principles among different cultures was the Moral Machine experiment conducted by 
Awad et al (2018). The moral machine was an experiment implemented on an online platform in 
order to explore moral dilemmas faced by autonomous vehicles, using the formal framework of 
the well-known Trolley Problem. The platform achieved a very large reach, gathering 40 
million decisions, in ten languages, from 10 million people in several different countries. 
Global moral preferences were summarized in nine different groups, which characterize certain 
decision-making patterns: 
I. Preference for inaction;  
II. Saving pedestrians; 
III. Saving women; 
IV. Saving the righteous (they were crossing in the lane, and at the green light for 
pedestrians); 
V. Spare the physically fit; 
VI. Save the ones of superior status; 
VII. Saving more people; 
VIII. Save the young; 
IX. Save humans (animals were sacrificed). 
Thus, using the individual variations in preferences, based on the demographic data of the 
participants, transcultural ethical variations were observed, which were grouped into three major 
groups of countries: Eastern (mainly formed by Islamic and Confucian countries and cultures), 
Western (formed by Protestant, Catholic, and Orthodox countries in Europe), and Southern 
(formed by Latin American countries in Central and South America, in addition to some African 
countries that are characterized, in part, by French influence). The distributions between the 
three groups revealed marked differences, for example: the Eastern group was characteristic in 
preferring to save more humans, to save pedestrians, and to save the ―righteous‖. The Western 
grouping has a preference for inaction, sparing the young and sparing the physically fittest. 
Meanwhile, the countries belonging to the Southern grouping show a strong preference for 
saving women when compared to the other groupings, also, opting to save more those with 
higher status, and young people (AWAD et al, 2018). 
The study cited above demonstrates strong evidence about the plurality of the human moral 
landscape, something that surely must be considered in studies dealing with issues such as 
ethics, moral psychology, and therefore AI alignment. Determining the existence of universal 
cognitive processes in relation to morality, and how such processes can vary transculturally, is 
an important step to be taken in the area of experimental philosophy and ethics, with important 
implications for existing ethical and meta-ethical theories. Another similar study by Awad et al 
(2020), using the same platform (The Moral Machine), collected responses from 70,000 
participants in 42 different countries, with a lower limit of 200 responses per scenario and 
country. This study sought to show the quantitative and qualitative differences in the moral 
dilemma of ―when it is acceptable to sacrifice a life‖, something that can be considered a 
universal moral questioning for humans. The results showed that the qualitative ordering about 
the acceptability of a sacrifice is something individually, universal, and has a low cross-cultural 
variation, whereas the quantitative ordering was significantly different between different 
countries. The authors of the study point to a relationship found between the level of relational 
mobility and the acceptability of a sacrifice. Relational mobility refers to how easy it is for 
individuals in a given community to create new bonds and relationships (societies with low 
relational mobility, individuals tend to preserve and maintain more lasting relationships). 
Societies with low relational mobility have a much greater rejection of the concept of ―sacrifice 
for the greater good‖. The authors suggest that behaviors such as ―sacrificing an individual‖ in 
societies with low relational mobility are seen as a social risk, and may affect the individual's 
relationship with the rest of the community (leading to social alienation). Thus, this type of 
society would be less prone to engage in behaviors that can be interpreted as negative by the 
community. 
O estudo citado acima demonstra um forte evidência sobre a pluralidade da paisagem moral 
humana, algo que com certeza deve ser considerado em estudos lidando com questões como 
ética, psicologia moral e SIA. Determinar a existência de processos cognitivos universais em 
relação à moralidade, e como tais processos podem variar transculturalmente é um importante 
passo a ser dado na área de filosofia experimental e ética, com importantes implicações para as 
teorias éticas e meta-éticas já existentes. Outro estudo similar realizado por Awad et al (2020), 
utilizando a mesma plataforma (The Moral Machine), coletou respostas de 70,000 participantes 
em 42 países diferentes, com um limite inferior de 200 respostas por cenário e país. Este estudo 
busco mostrar as diferenças quantitativas e qualitativas sobre o dilema moral de ―quando é 
aceitável sacrificar uma vida‖, algo que pode ser considerado um questionamento moral 
universal para humanos. Os resultados mostraram que a ordenação qualitativa sobre a 
aceitabilidade de um sacrifício é algo individual, universal, e possui uma baixa variação 
transcultural, já a ordenação quantitativa foi significativamente diferente entre países diferentes. 
Os autores do estudo apontam para uma relação encontrada entre o nível de mobilidade 
relacional e a aceitabilidade de um sacrifício. Mobilidade relacional diz respeito ao quão fácil é 
para indivíduos de uma determinada comunidade criarem novos laços e relacionamentos 
(sociedades com baixa mobilidade relacional, indivíduos tendem a preservarem e manterem 
relacionamentos mais duradouros). Sociedades com baixa mobilidade relacional apresentam 
uma rejeição muito maior em relação ao conceito de ―sacrifício para um bem maior‖. Os 
autores sugerem que comportamentos como ―sacrificar um indivíduo‖ em sociedades com baixa 
mobilidade relacional são vistos como um risco social, podendo afetar a relação do indivíduo 
com o resto da comunidade (o levando a alienação social), dessa forma, este tipo de sociedade 
seria menos propensa a engajar em comportamentos passíveis de serem interpretados como 
negativos pela comunidade. 
Conclusion 
The exponential advance in our technological acceleration, more specifically in artificial 
intelligence, is rapidly transforming society on a global scale, directly and indirectly. In the 
coming years the way we live, work, relate, etc., will be transformed in an accelerating rate 
never before seen in human history. However, this new technological industrial revolution is a 
double-edged sword, on the one hand capable of improving our lives, but on the other, the 
potential to pose great risks to our way of life and stablished social norms.  
The challenge of machine ethics provides an opportunity for our society to finally decide what 
is morally right and wrong, or, decide how moral disputes can be settled. It is imperative that we 
do so, for we cannot expect autonomous agents to exercise our moral preferences without our 
inference. As much as a single system of moral principles may be impractical, our 
disagreements as a global society may not be irresolvable. The real challenge is how to maintain 
our cultural and social pluralism while aligning ourselves globally for acceptable and universal 
ethical standards.  
Now society needs more than ever to behave proactively rather than reactively in regulating this 
new wave of acceleration, in order to prevent its negative effects and ensure the benefits for 
humanity as a whole. 
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