Abstract. Developing a hydrological forecasting model based on past records is crucial to 23 effective hydropower reservoir management and scheduling. Traditionally, time series analysis and 24 modeling is used for building mathematical models to generate hydrologic records in hydrology 25 and water resources. Artificial intelligence (AI), as a branch of computer science, is capable of 26 analyzing long-series and large-scale hydrological data. In recent years, it is one of front issues to 27 apply AI technology to the hydrological forecasting modeling. In this paper, autoregressive 28 moving-average (ARMA) models, artificial neural networks (ANNs) approaches, adaptive 29 neural-based fuzzy inference system (ANFIS) techniques, genetic programming (GP) models and 30 support vector machine (SVM) method are examined using the long-term observations of monthly 31 river flow discharges. The four quantitative standard statistical performance evaluation measures, 32 the coefficient of correlation (R), Nash-Sutcliffe efficiency coefficient (E), root mean squared 33 error (RMSE), mean absolute percentage error (MAPE), are employed to evaluate the 34 performances of various models developed. Two case study river sites are also provided to 35 illustrate their respective performances. The results indicate that the best performance can be 36 obtained by ANFIS, GP and SVM, in terms of different evaluation criteria during the training and 37 validation phases. 38 39
Introduction

42
The identification of suitable models for forecasting future monthly inflows to hydropower 43 reservoirs is a significant precondition for effective reservoir management and scheduling. The 44 results, especially in long-term prediction, are useful in many water resources applications such as 45 environment protection, drought management, operation of water supply utilities, optimal 46 reservoir operation involving multiple objectives of irrigation, hydropower generation, and 47 sustainable development of water resources, etc. As such, hydrologic time series forecasting has 48 always been of particular interest in operational hydrology. It has received tremendous attention of 49 researchers in last few decades and many models for hydrologic time series forecasting have been 50
proposed to improve the hydrology forecasting. 51
These models can be broadly divided into three groups: regression based methods, time series 52 models and AI-based methods. For autoregressive moving-average models (ARMA) proposed by 53 Box and Jenkins (1970) , it is assumed that the times series is stationary and follows the normal 54 distribution. ARMA is one of the most popular hydrologic times series models for reservoir design 55 and optimization. Extensive application and reviews of the several classes of such models 56
proposed for the modelling of water resources time series were reported (Chen and Rao, 2002 ; 57 Salas, 1993; Srikanthan and McMahon, 2001) . 58
In recent years, AI technique, being capable of analysing long-series and large-scale data, 59
has become increasingly popular in hydrology and water resources among researchers and 60 practicing engineers. Since the 1990s, artificial neural networks (ANNs), based on the 61 understanding of the brain and nervous systems, was gradually used in hydrological prediction. An 62 extensive review of their use in the hydrological field is given by ASCE Task The adaptive neural-based fuzzy inference system (ANFIS) model and its principles, first 67 developed by Jang (1993) , have been applied to study many problems and also in hydrology field 68 as well. Chang & Chang (2001) studied the integration of a neural network and fuzzy arithmetic 69 for real-time streamflow forecasting and reported that ANFIS helps to ensure more efficient 70 reservoir operation than the classical models based on rule curve. Bazartseren et al. (2003) used 71 neuro-fuzzy and neural network models for short-term water level prediction. Dixon (2005) 72 examined the sensitivity of neuron-fuzzy models used to predict groundwater vulnerability in a 73 spatial context by integrating GIS and neuro-fuzzy techniques. Other researchers reported good 74 results in applying ANFIS in hydrological prediction (Cheng et Genetic Programming (GP), an extension of the well known field of genetic algorithms (GA) 77 belonging to the family of evolutionary computation, is an automatic programming technique for 78 evolving computer programs to solve problems (Koza, 1992) . GP model was used to emulate the 79 rainfall-runoff process (Whigam and Crapper, 2001 ) and was evaluated in terms of root mean 80 square error and correlation coefficient Whigam and Crapper, 2001) . It was 81
shown to be a viable alternative to traditional rainfall runoff models. The GP approach was also 82 employed by Johari et al (2006) to predict the soil-water characteristic curve of soils. GP is 83 employed for modelling and prediction of algal blooms in Tolo Harbour, Hong Kong (Muttil and 84 Chau, 2006 ) and the results indicated good predictions of long-term trends in algal biomass. The 85
Darwinian theory-based GP approach was suggested for improving fortnightly flow forecast for a 86 short time-series (Sivapragasam et al., 2007) . 87
The support vector machine (SVM) is based on structural risk minimization (SRM) principle  88 and is an approximation implementation of the method of SRM with a good generalisation 89 capability (Vapnik, 1998) . Although SVM has been used in applications for a relatively short time, 90 this learning machine has been proven to be a robust and competent algorithm for both 91 classification and regression in many disciplines. Recently, the use of the SVM in water resources 92 engineering has attracted much attention. Dibike 
Artificial Neural Networks (ANNs)
115
Since early 1990s, ANNs, and in particular, feed-forward back-propagation perceptrons have been 116 used for forecasting in many areas of science and engineering (Chau and Cheng, 2002 ). An ANN 117 is an information processing system composed of many nonlinear and densely interconnected 118 processing elements or neurons, which is organized as layers connected via weights between 119
layers. An ANN usually consists of three layers: the input layer, where the data are introduced to 120 the network; the hidden layer or layers, where data are processed; and the output layer, where the 121 results of given input are produced. The structure of a feed-forward ANN is shown in Fig. 1 . 122
A multi-layer feed-forward back-propagation network with one hidden layer has been used 123 throughout the study (Haykin, 1999) . In a feed-forward back-propagation network, the weighted 124 connections feed activations only in the forward direction from an input layer to the output layer. 
Genetic programming (GP)
150
GP is a search methodology belonging to the class of 'intelligent' methods which allows the 151 solution of problems by automatically generating algorithms and expressions. These expressions 152 are codified or represented as a tree structure with its terminals (leaves) and nodes (functions). GP, 153 similar to GA, initializes a population that compounds the random members known as 154 chromosomes (individual). Afterward, fitness of each chromosome is evaluated with respect to a 155 target value. GP works with a number of solution sets, known collectively as a "population", 156 rather than a single solution at any one time; the possibility of getting trapped in a "local 157 optimum" is thus avoided. GP differs from the traditional GA in that it typically operates on parse 158 trees instead of bit strings. A parse tree is built up from a terminal set (the variables in the problem) 159 and a function set (the basic operators used to form the function). GP is provided with evaluation 160 data, a set of primitives and fitness functions. The evaluation data describe the specific problem in 161 terms of the desired inputs and outputs. They are used to generate the best computer program to 162 describe the relationship between the input and output very well (Koza, 1992) . 163 The representation of GP can be viewed as a parse tree-based structure composed of the 164 function set and terminal set. The function set is the operators, functions or statements such as 165 arithmetic operators ({+, -, *, /}) or conditional statements (if… then…) which are available in the 166 GP. The terminal set contains all inputs, constants and other zero-argument in the GP tree. An 167 example of such a parse tree can be found in Fig. 4 . Once a population of the GP tree is initialized, 168 the following procedures are similar to GAs including defining the fitness function, genetic 169 operators such as crossover, mutation and reproduction and the termination criterion, etc. In GP, 170 the crossover operator is used to swap the subtree from the parents to reproduce the children using 171 mating selection policy rather than exchanging bit strings as in GAs. 172
The genetic programming introduced here is one of the simplest forms available. A more 173 comprehensive presentation of GP can be found in the literature (Borrelli et al., 2006; Koza, 174 1992) . 175
Support vector machine (SVM)
176 SVM is the state-of-the-art neural network technology based on statistical learning (Vapnik, 1995; 177 Vapnik, 1998 'o', respectively) that has the maximal margin. This indicates that the distance from the closest 187 positive samples to a hyperplane and the distance from the closest negative samples to it will be 188 maximized. 189
Given a set of training data ( i w and b) are estimated by minimizing the following regularized risk function (Vapnik, 194 1995; Vapnik, 1998): 
This constrained optimization problem is solved using the following primal Lagrangian form: 212 
with the constraints, 219
In Eq. Therefore, the regression function can be given as 224 
Radial basis function (RBF) 232
Two-layer neural networks 234 for lag 0 to 24 in Hongjiadu, which are presented in Fig.11 . From Fig.10(a) and Fig.11(a) , the ACF 300 exhibits the peak at lag 12. In addition, Fig.10(b) and Fig.11 based on flow series in Manwan, and the models ARMA (5, 9), (6, 10), (7, 9), (8, 9) and (10, 11) 353 have a relatively minimum AIC value based on flow series in Hongjiadu. Table 1 and Table 2,  354 respectively, show their AIC values and the performance of alternative ARMA models. Hence, 355 according to their performance indices, ARMA (8, 7) is selected as the ARMA model in Mamwan,  356 and ARMA (6, 10) is selected as the ARMA model in Hongjiadu. 357
In this study, a typical three-layer feed-forward ANN model (Fig. 1) with a back-propagation 358 algorithm is constructed for forecasting monthly discharge time series. The back-propagation 359 training algorithm is a supervised training mechanism and is normally adopted in most of the 360 engineering application. The primary goal is to minimize the error at the output layer by searching 361 for a set of connection strengths that cause the ANN to produce outputs that are equal to or closer 362 to the targets. The neurons of hidden layer use the tan-sigmoid transfer function, and the linear 363 transfer function for output layer. A scaled conjugate gradient algorithm (Moller, 1993 ) is 364 employed for training, and the training epoch is set to 500. The optimal number of neuron in the 365 hidden layer was identified using a trial and error procedure by varying the number of hidden 366 neurons from 2 to 13. The number of hidden neurons was selected based on the RMSE. The effect 367 of changing the number of hidden neurons on the RMSE of the data set is shown in Fig. 12 and 368 Fig. 13 . It can be observed that the effect of the number of neurons assigned to the hidden layer 369 has insignificant effect on the performance of the feed forward model. The numbers of hidden 370 neurons were found to be four and four for Manwan and Hongjiadu, respectively. 371
The ANFIS applies a hybrid learning algorithm that combines the backpropagation gradient 372 descent and the least squares estimate method, which outperforms the original backproagation 373
algorithm. An essential part of fuzzy logic is fuzzy sets defined by membership functions and rule 374 bases. Shapes of the fuzzy sets are defined by the membership functions. The adjustment of 375 adequate membership function parameters is facilitated by a gradient vector. After determining a 376 gradient vector, the parameters are adjusted and the performance function is minimised via 377 least-squares estimation. For the proposed Sugeno-type model, the overall output is expressed as 378 linear combinations of the resulting parameters. The output f in Fig. 3 can be rewritten as: 379
The resulting parameters (p 1 , q 1 , r 1 , p 2 , q 2 , r 2 ) are computed by the least-squares method. 381
Consequently, the optimal parameters of the ANFIS model can be estimated using the hybrid 382 learning algorithm. For more detail, please refer to Jang and Sun (Jang et al., 1997). 383 GP has the ability to generate the best computer program to describe the relationship between 384 the input and output. In this study, in order to find the optimal monthly flow series forecasting 385 model, the selection of the appropriate parameters of GP evolution is necessary. Although the 386 fine-tuning of algorithm was not the main concern of this paper, we investigated various 387 initialization and run approaches and the adopted GP parameters are presented in Table 3 . This 388 setup furnished stable and effective runs throughout experiments. The evolutionary procedures are 389 similar to GAs including defining the fitness function, genetic operators such as crossover, 390 mutation and reproduction and the termination criterion, etc. In GP, the crossover operator is used 391 to swap the subtree from the parents to reproduce the children using mating selection policy rather 392 than exchanging bit strings as in GAs. 393
A kernel function has to be selected from the qualified functions in using SVM. Dibike et al. 2006). Therefore, the RBF is used as the kernel function for prediction of discharge in this study. 399
There are three parameters in using RBF kernels: C, ε and σ. the accuracy of a SVM model is 400 largely dependent on the selection of the model parameters. However, structured methods for 401 selecting parameters are lacking. Consequently, some kind of model parameter calibration should 402 be made. Recently, there are several methods developed to identify the parameters, such as the 403 simulated annealing algorithms (Pai and Hong, 2005) , GA (Pai, 2006 ) and the shuffled complex 404 evolution algorithm (SCE-UA) (Lin et al., 2006; Yu et al., 2004) . The SCE-UA method belongs to 405 the family of evolution algorithm and was presented by Duan et al. (1993) . In this study, the 406 SCE-UA is employed as the method of optimizing parameters of SVM and a more comprehensive 407 presentation can be found by Lin et al. (2006) . To reach at a suitable choice of these parameters, 408 the RMSE was used to optimize the parameters. Optimal parameters (C, ε, σ) = (19.9373, 409 8.7775e-004, 1.2408) and (C, ε, σ) = (0.5045, 5.0814e-004, 0.6623) were obtained for Manwan 410
and Hongjiadu, respectively. 411
Results and discussion
412
The Manwan Hydropower, has been studied by Cheng et al. (2005) 
