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BOUNDARY SINGULARITIES OF SOLUTIONS OF
SEMILINEAR ELLIPTIC EQUATIONS IN THE HALF-SPACE
WITH A HARDY POTENTIAL
CATHERINE BANDLE, MOSHE MARCUS, AND VITALY MOROZ
Abstract. We study a nonlinear equation in the half-space {x1 > 0} with a Hardy potential,
specifically
−∆u−
µ
x21
u+ up = 0 in Rn+,
where p > 1 and −∞ < µ < 1/4. The admissible boundary behavior of the positive solutions
is either O(x
−2/(p−1)
1 ) as x1 → 0, or is determined by the solutions of the linear problem
−∆h− µ
x2
1
h = 0. In the first part we study in full detail the separable solutions of the linear
equations for the whole range of µ. In the second part, by means of sub and supersolutions
we construct separable solutions of the nonlinear problem which behave like O(x
−2/(p−1)
1 )
near the origin and which, away from the origin have exactly the same asymptotic behavior
as the separable solutions of the linear problem. In the last part we construct solutions that
behave like O(x
−2/(p−1)
1 ) at some prescribed parts of the boundary, while at the rest of the
boundary the solutions decay or blowup at a slower rate determined by the linear part of
the equation.
1. Introduction
We study positive solutions of the semilinear problem
−∆u− µ
x21
u+ up = 0 in Rn+, (Pµ)
where p > 1, −∞ < µ < 1/4 and Rn+ := {x ∈ Rn : x1 > 0} is the half-space in Rn, with
n ≥ 2.
Equation (Pµ) serves as a model for a more general problem in a bounded smooth domain
Ω ⊂ Rn,
−∆u− µ
δ2
u+ up = 0 in Ω, (PΩ,µ)
where δ(x) := dist(x, ∂Ω) is the distance function to the boundary of Ω. Because of the strong
singularity of the Hardy potential, the boundary values of the solutions of (PΩ,µ) cannot be
prescribed arbitrarily. The Hardy potential forces the solutions either to vanish or to be
singular at the boundary. Existence and boundary behavior of the solutions of (Pµ) has been
discussed in [4, 5]. In [4] it was observed that in some regimes the nonlinearity gives rise to
uniform boundary blowup solutions that behave like O(δ−2/(p−1)) at the boundary, whereas
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for certain values of parameters µ and p the equation admits solutions that behave like O(δα+)
or O(δα−), uniformly near the boundary, where
α± =
1
2
±
√
1
4
− µ (1.1)
are the roots of the quadratic equation −α(α− 1) = µ.
The question arises if it is possible to find solutions of (PΩ,µ) with nonuniform boundary
behavior, say solutions that grow like O(δ−2/(p−1)) on one part of the boundary and like
O(δα±) on other parts. We refer to solutions that grow as O(δ−2/(p−1)) at parts of the
boundary as solutions with strong singularities. Note that moderate singular solutions of
(PΩ,µ) that behave like O(δ
α−) on some parts of the boundary and O(δα+) at another part
were recently studied in [11, 13]. The existence of solutions of (PΩ,µ) with a nonuniform
boundary behavior was also discussed in [9].
The aim of the present paper is to study positive solutions with strong singularities in the
case of the model problem (Pµ) on the half-space. In what follows, we say that a solution u
of (Pµ) has a strong singularity at a point x0 ∈ ∂Rn+ if
lim inf
x→x0
u(x)|x− x0|
2
p−1 > 0 non-tangentially.
If 2(p+1)
(p−1)2
+ µ > 0, it is straightforward to see that the function
U∗(x) = Cp,µx
− 2
p−1
1 (1.2)
with Cp,µ =
{
2(p+1)
(p−1)2
+ µ
}1/(p−1)
is a solution (Pµ) that has a strong singularity at every point
of the boundary. The above condition on µ is fulfilled when 1 < p < pKO, where
pKO :=
{
+∞ if µ ≥ 0,
1− 2α− if µ < 0,
(1.3)
is the Keller–Osserman exponent. Note that if µ < 0 then α− < 0, and hence pKO > 1. An
adaptation of the arguments in [4, Lemma 4.11] shows that for µ < 0 the critical exponent
pKO is sharp, in the sense that for p ≥ pKO problem (Pµ) has no solutions that behave like
O(x
−2/(p−1)
1 ) near the boundary.
If µ > 14 , Lei Wei [15] has proved that U∗ is the unique positive solution of problem (Pµ).
In this case the blowup rate of the solution near the boundary is determined only by the
nonlinearity and does not depend on µ. See also [8] for relevant results in the case of problem
(PΩ,µ).
In what follows we focus on the case −∞ < µ < 14 . Then the linear regime comes into play,
when the behavior of positive solutions of (Pµ) is determined not only by the nonlinearity
but also by the linear equation
−Lµh = 0 in Rn+, where Lµ := ∆+
µ
x21
. (Lµ)
The restriction µ < 1/4 is related to Hardy’s inequality∫
Rn+
|∇ϕ|2 ≥ 1
4
∫
Rn+
ϕ2
x21
, ∀ϕ ∈ C∞c (Rn+),
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where 1/4 is the optimal constant, see [12]. It turns out that for µ > 14 no positive solutions
of (Lµ) exists [12], while for µ < 1/4 the set of positive solutions [12] has a reach structure.
In what follows, a function h ∈ L1loc(Rn+) is called an Lµ-subharmonic function if h is a
distributional subsolution of (Lµ), i.e.,∫
Rn+
h(−∆ϕ) dx−
∫
Rn+
µ
x21
hϕdx ≤ 0 ∀ 0 ≤ ϕ ∈ C∞c (Rn+).
If we replace “≤” by “≥” or “=” in the above inequality then we say that h is an Lµ-
superharmonic or Lµ-harmonic, respectively. By the elliptic regularity, every Lµ-harmonic
is a classical solution of (Lµ). A separable Lµ-harmonic is of the form r
γH(θ) where r = |x|
is the distance to the origin and θ is the azimuth, that is cos(θ) = x1|x| , see Section 2.1 below
for detailed definitions.
If µ < 1/4, then
h+(x1) = x
α+
1 and h−(x1) = x
α−
1
are two Lµ-harmonics with uniform decay at the boundary. We call h+ small and h− large
Lµ-harmonics, respectively. Observe that α− > 0 if 0 < µ < 1/4 and large Lµ-harmonic h−
vanishes at the boundary. Nevertheless ηh− 6∈ H10 (RN+ ), for any η ∈ C∞c (Rn) that is positive
on a part of {x1 = 0}.
A direct computation also shows that the function
H−(x) = x
α+
1 |x|−(n−2+2α+)
is a separable positive Lµ-harmonic. H− has an isolated point singularity at the origin, and
behaves like the small Lµ-harmonic h+ away from the origin. It is known that H− is the
unique (up to a scalar multiple) positive Lµ-harmonic with this behavior [1, 2]. In Proposition
2.1 we provide a uniqueness proof in the class of separable Lµ-harmonics, which is based only
on elementary ODE arguments.
The set of positive Lµ-harmonics with a point singularity at the origin that behave like
the large Lµ-harmonic h− away from the origin has a more complicated structure. We show
that the admissible rate of growth at the origin for such Lµ-harmonics fills an entire interval.
Theorem 1.1. Let −∞ < µ < 1/4. For every γ ∈ ( − (n − 2 + α+), α+) there exists a
separable positive Lµ-harmonic Hγ such that
c−1x
α−
1 |x|γ−α− ≤ Hγ(x) ≤ cxα−1 |x|γ−α− ∀x ∈ Rn+. (1.4)
Remark 1.1. For γ = α− and γ = −(α− + n− 2) the Lµ-harmonic Hγ has the explicit form
Hα− = x
α−
1 and H−(α−+n−2) = x
α−
1 |x|−(n−2+2α−).
In the Examples 2.1 and 2.2 we point out its connection with the pure Laplacian, i.e. µ = 0.
Next we move to the study of the nonlinear problem (Pµ). By a solution of (Pµ) in what
follows we understand a function u ∈ L1loc(Rn+) that satisfies (Pµ) in the distributional sense.
Similarly, subsolutions and supersolutions are defined, if we replace “=” by “≤” and “≥”,
respectively. By the elliptic regularity, every distributional solution of (Pµ) is also a classical
solution of (Pµ). A separable solution is of the form r
γv(θ), where r is the distance to the
origin and θ is the azimuth.
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Our first result is the existence of a separable solution to (Pµ) with a strong singularity at
the origin that behaves like a small Lµ-harmonic at the boundary, away from the origin. We
show that such solutions exist below the critical exponent
pc := 1 +
2
n− 2 + α+ . (1.5)
Observe that for any µ < 1/4 we always have 1 < pc < pKO ≤ ∞.
Theorem 1.2. Let −∞ < µ < 1/4 and 1 < p < pc. Then (Pµ) admits a unique separable
solution u such that
c−1x
α+
1 |x|−α+−
2
p−1 ≤ u(x) ≤ cxα+1 |x|−α+−
2
p−1 ∀x ∈ Rn+. (1.6)
Relevant results for 0 < µ < 1/4 were also established in [9, Section 4].
Using an elementary Phragme´n–Lindelo¨f type argument in combination with a localised
Keller–Osserman type bound, we also establish a nonexistence result that shows that the
value of the critical exponent pc is sharp.
Theorem 1.3. Let −∞ < µ < 1/4 and p > pc. Then (Pµ) does not admit positive solutions
that satisfy (1.6).
Remark 1.2. Using potential theoretical techniques in the spirit of [11, 13] one can extend
the above nonexistence result to the critical case p = pc. However this would go beyond the
scope of the present work.
Next we construct separable solutions with a strong singularity at the origin, that behave
like large Lµ-harmonics at the rest of the boundary. Such solutions exist for a wider range
1 < p < pKO and they are not unique.
Theorem 1.4. Let −∞ < µ < 1/4 and 1 < p < pKO. Then (Pµ) admits a positive solution
u such that
c−1x
α−
1 |x|−α−−
2
p−1 ≤ u(x) ≤ cxα−1 |x|−α−−
2
p−1 ∀x ∈ Rn+. (1.7)
In view of the Keller–Osserman a priori bound, which is also valid for (Pµ) (see Proposition
4.2), this result is sharp, as for p > pKO equation (Pµ) does not admit positive solutions with
strong singularities.
Theorem 1.5. Let −∞ < µ < 1/4 and p > pKO. Then (Pµ) does not admit positive solutions
which satisfy (1.7).
Remark 1.3. For every p ∈ (pc, pKO) the solution u = r−
2
p−1 v(θ) constructed in Theorem 1.4 is
dominated by the Lµ-harmonics Hγ with γ = − 2p−1 , constructed in Theorem 1.1. This follows
directly from the comparison of the bounds (1.7) and (1.4). Therefore, in the supercritical
range pc < p < pKO the solution u is a moderate solution of the nonlinear problem (Pµ), in
the sense of [11] or [13]. At the same time, the solution U∗ = Cp,µx
− 2
p−1
1 described in (1.2)
is not dominated by a positive Lµ-harmonic for any p ∈ (1, pKO). To see this, recall that as
a consequence of the Phragme´n–Lindelo¨f comparison principle, any positive Lµ-harmonic h
must satisfy lim infx1→0 h(x)x
−α−
1 < +∞, cf. [4, Theorem 2.6], which contradicts to p < pKO.
Finally, we show that for the subcritical values of 1 < p < pc one can construct solutions
with strong singularities on arbitrary compact subsets of the boundary.
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Theorem 1.6. Let −∞ < µ < 1/4 and 1 < p < pc. Let F ⊂ ∂Rn+ be a closed set. Then there
exists a solution U of (Pµ) such that U = 0 on ∂R
n
+ \ F and, for every (0, ξ) ∈ F ,
c−1x
− 2
p−1
1 ≤ U(x1, ξ) ≤ cx
− 2
p−1
1 ∀x1 ∈ (0, 1), (1.8)
where c > 0 depends only on µ, p. Furthermore,
c−1x
α+
1 dist(x, F )
−α+−
2
p−1 ≤ U(x) ≤ cxα+1 dist(x, F )−α+−
2
p−1 , ∀x ∈ Rn+ (1.9)
with c as before.
The separable solutions play an important role in our consideration. In Section 2 we start
with the construction and discussion of separable Lµ-harmonics. Our main result here is a
detailed characterisation of admissible singularities at the origin of separable Lµ-harmonics
which are small (Proposition 2.1) and large (Proposition 2.2) on the boundary and away
from the origin. A particular case was presented in Theorem 1.1 but we believe that the
consideration of Lµ-harmonics in Section 2 could be of independent interest.
In Section 3 we construct separable solutions for the nonlinear problem (Pµ) that satisfy the
assumptions of Theorems 1.2 and 1.4. In Section 4 we prove nonexistence results of Theorems
1.3 and 1.5, while in Section 5 we present some results on solutions with a general singular
set and prove Theorem 1.6.
2. Construction of separable Lµ-harmonics
2.1. Polar coordinates. We introduce the polar coordinates

xn = r(
∏n−2
j=1 sin θj) sin φ,
xn−1 = r(
∏n−2
j=1 sin θj) cos φ,
xk = r(
∏k−2
j=1 sin θj) cos θk, k = 3, 4, . . . , n− 2,
x1 = r cos θ1,
where r > 0, 0 ≤ θj ≤ π (j = 1, 2, 3, . . . , n − 2) and 0 ≤ φ ≤ 2π. In these coordinates the
Laplacian is expressed as
∆ = ∆r +
1
r2
∆Sn−1 ,
where ∆r = r
1−n∂r(r
n−1∂r) and ∆Sn−1 is the Laplace-Beltrami operator on Sn−1. It can
be determined recursively as follows. Set t = cos(θ1) and let η ∈ Sn−2. Then for n ≥ 2,
x = (rt, r
√
1− t2η) and
∆Sn−1 =
1
(1− t2)n−32
∂
∂t
(
(1− t2)n−12 ∂
∂t
)
︸ ︷︷ ︸
L
+
1
1− t2∆Sn−2 .
Our goal is to look for solutions of (Lµ) and (Pµ) of the form
rγk(t)p(η).
They will be called separable Lµ-harmonics and separable solutions, respectively.
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2.2. Separable Lµ-harmonics. In what follows we denote
Λ(γ) := γ(γ + n− 2). (2.1)
Since x1 = rt, separable Lµ-harmonics
h(x) = rγk(t)p(η)
of (Lµ) satisfy,
Lk
k
+
µ
t2
+
1
1− t2
∆Sn−2p
p
+ Λ(γ) = 0.
This implies that
∆Sn−2p
p
= const on Sn−2.
If n = 2, this term does not exist. Since we are looking for solutions in the half-space, p is an
eigenfunction on Sn−2. It is well-known that the eigenvalues are
νm := m(m+ n− 3), m = 0, 1, 2, . . . .
Replacing p−1∆Sn−2p by −νm, we obtain for k the differential equation
(1− t2)k¨ − (n− 1)tk˙ + µ
t2
k + k
(
Λ(γ)− νm
1− t2
)
= 0 in (0, 1), (2.2)
where ˙=
d
dt
.
This equation is of Fuchsian type and has singularities at t = 0 and at t = ±1, see [10,
Chapter 4]. Its solutions can be expressed in terms of hypergeometric functions. Since in our
case t varies in [0, 1], we are only interested in the local behavior of the solutions in t = 0 and
t = 1. It is determined by the indicial equations.
The indicial equation at t = 0 is
α(α − 1) + µ = 0. (2.3)
As in (1.1), its roots are given by
α± :=
1
2
±
√
1
4
− µ.
Because for µ < 1/4, α− < α+, there exists a regular solution k(t) near t = 0 of the form
tα+f0(t), where f0(t) is an analytic function in (0, 1) such that f0(0) 6= 0. In addition there
is a singular solution near t = 0 of the form tα−f1(t) where f1(t) is an analytic function in
[0, 1) such that f1(0) 6= 0.
The indicial equation at t = 1 is
κ2 + κ
(
n− 3
2
)
− νm
4
= 0.
Its roots are
κ± = ±
√
νm
4
+
(
n− 3
4
)2
− n− 3
2
.
Observe that for m 6= 0, κ+ > 0 which implies that k(t) vanishes at t = 1. We are looking for
a separable Lµ-harmonic which is regular in R
n
+. This means that we are only interested in
those solutions which behave like k(t) ∼ (1− t)κ+ near t = 1.
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At the origin k(t) behaves either like tα+ or tα− . We say that k(t) is regular, singular at
the origin, respectively. We shall discuss the two cases separately.
2.2.1. Separable Lµ-harmonics that are regular on ∂R
n
+ \ {0}. Problem (2.2) with γ ∈ R can
be written as
d
dt
(
σ(t)k˙γ
)
+
σ(t)
1− t2
(
µ
t2
+ Λ(γ)− νm
1− t2
)
kγ = 0, where σ(t) := (1− t2)
n−1
2 . (2.4)
This equation could be interpreted as an eigenvalue problem, weakly formulated as∫ 1
0
σϕ˙ψ˙ dt−
∫ 1
0
σ(t)
1− t2
(
µ
t2
− νm
1− t2
)
ϕψ dt = Λ(γ)
∫ 1
0
σ(t)
1− t2ϕψ dt, (2.5)
for all test functions ψ, where ϕ and ψ are in the weighted Sobolev space W 1,2(0, 1;σ, σ
1−t2
)
and are such that all integrals exist, that is they vanish at both endpoints if νm 6= 0, and only
at t = 0 if νm = 0.
From the classical spectral theory and since µ < 1/4, it follows that for each νm, m =
0, 1, 2, . . . , there exists a countable sequence of eigenvalues of (2.5),
0 < Λ1,m < Λ2,m ≤ · · · .
It is easy to see that ϕ(t) = tα+ is a solution of (2.5) for Λ = Λ(α+) and νm = 0. Since it does
not change sign it is the eigenfunction corresponding to Λ1,0 and it is the lowest eigenvalue
of (2.5). If n = 2, then νm = 0 and we have only one series of eigenvalues Λj,0, j = 1, 2 . . . .
Definition 2.1. Hµ,0 denotes the class of separable Lµ-harmonics h that for any R > 0 behave
like
c−1x
α+
1 ≤ h(x) ≤ cxα+1 as R−1 ≤ |x| ≤ R and x1 → 0.
Here c is a positive constant depending in general on R.
We are now in a position to construct Lµ-harmonics in Hµ,0.
(1) Choose m ∈ N0 := N ∪ {0} and let pm(η) be an eigenfunction of Sn−2 corresponding
to the eigenvalue νm = m(m + n − 3). (The multiplicity of νm is, except for m = 0,
larger than one).
(2) Choose s ∈ N ∪ {0} and let ϕs,m be the eigenfunction corresponding to Λs,m.
(3) Determine γ such that Λ(γ) = Λs,m. This leads to two roots
γ±(s,m) := ±
√
Λs,m +
(
n− 2
2
)2
− n− 2
2
. (2.6)
(4) Then the functions
h+ = r
γ+ϕs,m(cos(θ1))pm(η) and h− = r
γ−ϕs,m(cos(θ1))pm(η) (2.7)
belong to Hµ,0.
Since the indicial equation (2.3) is independent of Λ(γ), all eigenfunctions ϕs,m behave at the
boundary like tα+ . In summary we have obtained the following.
Proposition 2.1. (i) All separable Lµ-harmonics in Hµ,0 are given by (2.7). Near the
boundary and away from the origin, we have
lim
θ1→π/2
ϕs,m(cos(θ1))
cosα+(θ1)
= c > 0,
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for all (s,m) ∈ N0 × N0. If m 6= 0 then we have ϕs,m(1) = 0 and therefore h± vanishes on
the whole x1−axis. In particular, all Lµ-harmonics corresponding to (s,m) 6= (1, 0) change
sign.
(ii) The only positive separable Lµ-harmonics in Hµ,0 are given by
h+ = x
α+
1 and h− = r
−(α++n−2) cos(θ1)
α+ . (2.8)
Remark 2.1. Since α+ > 0 the function h− in (2.8) always has a point singularity at the
origin.
2.2.2. Separable Lµ-harmonics that are singular at ∂R
n
+ \ {0}. Similar to the class Hµ,0 we
introduce
Definition 2.2. Hµ,sing is the class of separable Lµ-harmonics that for any R > 0 behave like
c−1x
α−
1 ≤ h(x) ≤ cxα−1 as R−1 ≤ |x| ≤ R and x1 → 0.
Here c is a positive constant depending in general on R.
We construct separable Lµ-harmonics in Hµ,sing for values of γ such that Λ(γ) 6= Λs,m (cf.
(2.6)). We shall make use of the solutions of (2.2) that are regular at t = 1.
If we integrate (2.4) from t to 1 and keep in mind that the solutions which are regular on
the x1-axis satisfy σ(1)k˙γ(1) = 0, we obtain
−σ(t)k˙γ(t) +
∫ 1
t
σ(s)
1− s2
(
µ
s2
+ Λ(γ)− νm
1− s2
)
kγ(s)ds = 0,
and after a second integration
kγ(t) = kγ(1) −
∫ 1
t
σ−1(ξ)dξ
∫ 1
ξ
σ(s)
1− s2
(
µ
s2
+ Λ(γ)− νm
1− s2
)
kγ(s)ds =: T (k). (2.9)
It is not difficult to see that for given kγ(1) > 0 if m = 0 or kγ(1) = 0 otherwise, and for t0
near t = 1, T (k) is a contraction in the Banach space (C[t0, 1], ‖·‖∞). Consequently (2.9) has
a unique solution kγ(t) in [t0, 1]. This solution can be continued into the whole interval (0, t0).
Either it vanishes at t = 0 and behaves like tα+f0(t) or it becomes singular like t
α−f1(t). In
the first case kγ is an eigenfunction of (2.5). It can be excluded by our assumption on Λ(γ).
Hence kγ(t) is singular on ∂R
n
+ \ {0} and the corresponding separable Lµ-harmonics
H+ = r
γkγ(cos(θ1))pm(η) and H− = r
−(γ+n−2))kγ(cos(θ1))pm(η), (2.10)
belong to Hµ,sing.
Proposition 2.2. (i) Let γ ∈ R be such that Λ(γ) 6= Λs,m for any (s,m) ∈ N0×N0. Then the
functions H± constructed in (2.10) are Lµ-harmonics. They are singular near the boundary
and away from the origin in the sense that
lim
θ1→π/2
kγ(cos(θ1))
cosα−(θ1)
= c > 0.
(ii) If Λ(γ) < Λ(α+), then
H+ = r
γkγ(cos(θ1)) and H− = r
−(γ+n−2)kγ(cos(θ1)) (2.11)
are positive separable Lµ-harmonics in Hµ,sing.
BOUNDARY SINGULARITIES OF EQUATIONS WITH HARDY POTENTIAL 9
(iii) For γ = α− we have the particular positive separable Lµ-harmonics in Hµ,sing of the
form
H+ = x
α−
1 and H− = r
−(α−+n−2) cosα−(θ1).
Remark 2.2. Any linear combination of Lµ-harmonics is again an Lµ-harmonic, but it is not
necessarily a separable Lµ-harmonic.
Remark 2.3. It follows also from Sturm’s comparison theorem that every Lµ-harmonic of the
form (2.10) is positive if Λ(γ) < Λ(α+). The admissible range of γ for positive Lµ-harmonics
in (2.11) fills therefore the whole interval γ ∈ (−(α++n−2), α+). Observe that α− = −α++1
belongs to this range. This is in accordance with the statement in Proposition 2.2 (iii).
Clearly, Theorem 1.1 is a special case of Propositions 2.2. In the case of the pure Laplacian,
i.e. µ = 0, we will illustrate positive harmonics constructed in Propositions 2.1 and 2.2 by
two examples.
Example 2.1. Consider the special case n = 2 and µ = 0. Then α+ = 1, α− = 0, Λ(α+) = 1
and Λ(α−) = 0. The separable Lµ-harmonics constructed in this section are H+ = r
γ cos(γφ)
and H− = r
−γ cos(γφ), where −π2 < φ < π2 . They belong to H0,0 if γ = 1+2s for s ∈ N0 and
otherwise to H0,sing. If −1 ≤ γ ≤ 1 they are positive in R2+. The class H0,sing consists of the
functions rγ cos(γφ) with −1 < γ < 1. They can be conceived as the restrictions of positive
harmonics in sectors with the opening angle φ ∈ (− π2γ , π2γ ), vanishing on the boundary.
Example 2.2. Now consider the case µ = 0 and n > 2. Then α+ = 1, α− = 0, Λ(α+) = n− 1
and Λ(α−) = 0. The admissible γ-range for separable positive harmonics Hγ constructed
above with µ = 0 is γ ∈ [−(n − 1), 1]. Unlike on the plane, not all the positive harmonics
in H0,sing are restrictions of the positive harmonics in cones containing the half space. This
difference is discussed next.
First consider the Laplacian −∆ on the conical domain Cϑ = {x ∈ Rn\{0} ; θ1 < ϑ}, where
ϑ ∈ [π/2, π). Let λ1(Cϑ) > 0 be the positive principal Dirichlet eigenvalue of −∆Sn−1 on the
cross–section Sn−1∩Cϑ and φ1 ∈ H10 (Sn−1∩Cϑ) be a corresponding positive principal Dirichlet
eigenfunction. It is not difficult to see that λ1(Cϑ) is a continuous monotone decreasing
function. Since λ1(Cπ/2) = n− 1 and limϑ→π λ1(Cϑ) = 0, a direct computation shows that for
every γ ∈ (0, 1) there exits ϑ ∈ (π/2, π) such that
H+ = r
γφ1, H− = r
−(γ+n−2)φ1,
are harmonic on the cone Cϑ (see e.g. [6] for similar constructions on conical domains). The
restriction of H± on R
n
+ ⊂ Cϑ are harmonics in the class H0,sing of the type constructed in
(2.11) with γ ∈ (0, 1) ∪ (− (n− 1),−(n − 2)).
To cover the remaining range γ ∈ [−(n− 2), 0], consider in Rn \ {0} the operator
−Lϑ := −∆− ϑa(θ1)|x|2 ,
where ϑ ≥ 0 and a : [0, π] → R is a nonnegative continuous function such that a(θ1) = 0
for θ1 ∈ [0, π/2] and a(π) = 1. Let λ1(ϑa) ≤ 0 denotes the principle eigenvalue of the
Laplace Beltrami operator −∆Sn−1 − ϑa on Sn−1 and φ1 ∈ H1(Sn−1) be the corresponding
positive eigenfunction. Again, it is not difficult to see that λ1(ϑa) is a continuous monotone
decreasing function, λ1(0) = 0 and limϑ→∞ λ1(ϑa) = −∞, In particular, there exists a critical
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value ϑ∗ > 0 such that λ1(ϑ
∗a) = − (n−2)24 . A direct computation then shows that for every
γ ∈ [−n−22 , 0] there exits ϑ ∈ [0, ϑ∗] such that
H+ = r
γφ1, H− = r
−(γ+n−2)φ1,
are Lϑ-harmonics in R
n\{0}. Since a(θ1) = 0 for all θ1 ∈ [0, π/2], the restriction of H± on Rn+
are ∆-harmonics in the class H0,sing of the type constructed in (3.5) with γ ∈ [−(n− 2), 0].
3. Separable solutions of the nonlinear problem
Our goal is to look for separable solutions of the nonlinear equation (Pµ) of the form
u(r, θ) = r−
2
p−1 v(t).
Observe that in contrast to the separable Lµ-harmonics, u is independent of η. The equation
for v(t) is
Lv := (1− t2)v¨ − (n− 1)tv˙ + µ
t2
v + Λ
(
− 2p−1
)
v = vp for t ∈ (0, 1), (3.1)
where Λ(·) is defined in (2.1). The existence of a solution is based on the method of upper
and lower solutions. The following identity will play a crucial role. Let α = α±, then
Ltα+ǫ = ǫ(2α + ǫ− 1)tα+ǫ−2 +
[
Λ
(
− 2p−1
)
− Λ(α+ ǫ)
]
tα+ǫ. (3.2)
3.1. Construction of a solution v that behaves like tα+ near t = 0. Assume
1 < p < pc,
where pc is defined by (1.5). Then Λ
(
− 2p−1
)
> Λ(α+). By (3.2) the function v = τt
α+
satisfies
Lv − vp = τtα+
{
Λ
(
− 2p−1
)
− Λ(α+)− τp−1tα+(p−1)
}
.
Consequently for small τ > 0 the expression above is positive and v is a therefore a lower
solution of (3.1).
In a second step we shall construct an upper solution of (3.1). For this purpose consider
the function
v = ctα(1− κtǫ), where α = α+, κ < 1 and ǫ > 0.
A straightforward computation yields
Lv = cΛ0tα − cκǫ(2α + ǫ− 1)tα+ǫ−2 − cκΛǫtα+ǫ,
where
Λǫ := Λ(− 2p−1)− Λ(α + ǫ).
Thus
Lv − vp = ctα+ǫ−2[Λ0t2−ǫ − κǫ(2α + ǫ− 1)− κΛǫt2 − cp−1tα(p−1)+2−ǫ(1− κtǫ)p].
If we choose ǫ < 2, κ < 1 and keep in mind that 2α+ > 1 and that Λ0,Λǫ > 0, the expression
above is negative for large c. Hence v is an upper solution. We can always take τ sufficiently
small and c sufficiently large such that v < v. By the method of upper and lower solutions
there exists a solution v ≤ v ≤ v.
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Lemma 3.1. (i) If 1 < p < pc then (3.1) has a solution v such that for some 0 < c1 < c2,
c1t
α+ < v(t) < c2t
α+ for all t ∈ [0, 1].
(ii) If p ≥ pc then there is no such solution. In particular there is no solution of (3.1) such
that
∫ 1
0 σv˙
2dt and
∫ 1
0
v2
t2
dt exist.
Proof. The existence has been established above by means of the method of upper and lower
solutions. In order to prove (ii) we assume that there exists a positive solution v. Testing
(3.1) with tα+ we obtain∫ 1
0
σ
1− t2
(
vtα+ [Λ(− 2p−1)− Λ(α+)]− vptα+
)
dt = 0. (3.3)
By our assumption on p the bracket [Λ(− 2p−1 )−Λ(α+)] is non positive. This contradicts the
identity (3.3) unless v ≡ 0. 
3.2. Construction of a solution v that behaves like tα− near t = 0. The construction
of an upper solution for small solutions in Lemma 3.1 relies heavily on the fact that α+ > 1/2.
Since α− < 1/2, we need a different argument. Throughout this section we shall make the
additional assumption
− 2p−1 < α−, (3.4)
which is equivalent with 1 < p < pKO defined in (1.3). We shall distinguish between two
cases.
(i) Λ
(
− 2p−1
)
− Λ(α−) ≤ 0.
From (3.2) it follows that the function v := ctα− satisfies
Lv − vp = ctα−
{
Λ
(
− 2p−1
)
− Λ(α−)− cp−1tα−(p−1)
}
. (3.5)
By our assumption the right-hand side is non positive for t ∈ [0, 1]. The function v = ctα− is
therefore an upper solution.
For a lower solution we make the ansatz v = τtα−(1− κtǫ)+, κ ≥ 1. Then
Lv−vp = τtα−+ǫ−2[Λ−0 t2−ǫ−κǫ(2α−+ǫ−1)−κΛ−ǫ t2−τp−1tα−(p−1)+2−ǫ(1−κtǫ)p] in
(
0,
1
κ
1
ǫ
)
.
Here
Λ−ǫ =Λ(−
2
p− 1)− Λ(α− + ǫ) =
(
− 2
p− 1 + α− + ǫ+ n− 2
)(
− 2
p− 1 − α− − ǫ
)
=Λ−0 − ǫ(2α− + n− 2)− ǫ2.
By our assumptions, Λ−0 ≤ 0 and (3.4), we have − 2p−1 + α− + n− 2 ≥ 0. Thus Λ−ǫ < Λ−0 for
any positive ǫ. Let ǫ > 0 be such that 2α− + ǫ− 1 < 0 and α−(p− 1) + 2− ǫ > 0 (the latter
strict inequality is satisfied in view of (3.4)). It is now possible to choose κ > 1 such that
Λ−0 t
2−ǫ − κǫ(2α− + ǫ− 1)− κΛ−ǫ t2 > 0 in
[
0,
1
κ
1
ǫ
]
.
Then τ can be taken so small that Lv− vp ≥ 0 in (0, κ−1/ǫ]. Moreover we have Lv− vp = 0 in
(κ−1/ǫ, 1). Hence v is a lower solution in the weak sense. We can now take c in the definition
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of the upper solution so large that v < v. By standard arguments there exists a solution
v ≤ v ≤ ctα− .
(ii) Λ
(
− 2p−1
)
− Λ(α−) > 0.
Now there holds Λ−0 > 0. In this case we have to modify the upper solution. We make the
ansatz v = ctα−(1 + κtǫ), κ > 1. Then
Lv− vp = ctα−+ǫ−2[Λ−0 t2−ǫ+κǫ(2α−+ ǫ− 1)+κΛ−ǫ t2− cp−1tα−(p−1)+2−ǫ(1+κtǫ)p] in (0, 1).
We choose again ǫ such that 2α− + ǫ − 1 < 0 and α−(p − 1) + 2 − ǫ > 0. For large c and κ
the expression in the brackets is negative and v is an upper solution. For the lower solution
we set v = τtα−(1− κtǫ)+, κ > 1 and choose ǫ as for the upper solution. As in (i) we deduce
that for small τ , v is a weak lower solution which is bounded from above by v. By the same
arguments as before there exists a solution v ≤ v ≤ v.
3.2.1. Review of the upper and lower solutions of (3.1). We summarize the different upper
and lower solutions constructed in the previous sections, in dependence on the parameters µ
and p.
In case (i) of Section 3.2, the assumptions Λ−0 ≤ 0 and (3.4) together imply firstly that
2α− + n− 2 > 0 or equivalently
µ∗ := −n(n− 2)
4
< µ.
and secondly
p−c := 1 +
2
n− 2 + α− ≤ p.
Therefore, for µ ≤ µ∗ it holds p−c ≥ pKO and the case (i) is empty.
In case (ii) of Section 3.2, the assumptions Λ−0 > 0 and (3.4) imply
− 2
p− 1 + α− + n− 2 < 0.
Hence either
µ∗ < µ and 1 < p < p−c ,
or
µ∗ ≥ µ and 1 < p < pKO.
If µ = µ∗, then p−c = ∞. The upper and lower solutions constructed in this section are
illustrated in Table 1.
µ p subsolution supersolution
−∞ < µ < 1/4 1 < p < pc τtα+ ctα+(1− κtǫ), κ < 1
µ∗ < µ < 1/4 p−c ≤ p < pKO τtα−(1− κtǫ)+, κ > 1 ctα−
µ∗ < µ < 1/4 1 < p < p−c τt
α−(1− κtǫ)+, κ > 1 ctα−(1 + κtǫ), κ≫ 1
−∞ < µ ≤ µ∗ 1 < p < pKO τtα−(1− κtǫ)+, κ > 1 ctα−(1 + κtǫ), κ≫ 1
Table 1. Sub and supersolutions for (Pµ) (τ is small, c is large)
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In conclusion we have the following.
Lemma 3.2. Assume 1 < p < pKO. Then there exist constants 0 < c1 < c2 such that (3.1)
has a solution v satisfying
c1t
α− < v(t) < c2t
α− for all t ∈ [0, 1].
Remark 3.1. In the case µ = 0 we have α− = 0. Then for 1 < p <
n
n−2 = p
−
c ,
v(t) = Λ
(
− 2p−1
) 1
p−1
is a solution as in Lemma 3.2, see (3.5).
3.3. Uniqueness. This section is devoted to the proof of the following
Proposition 3.3. Assume Λ0 = Λ(− 2p−1) − Λ(α+) > 0. Then (3.1) has a unique positive
solution v that satisfies v ≤ c1tα+ for t ∈ [0, 1] and for some c1 > 0.
We start with an auxiliary result. Set v = tα+w. A straightforward computation implies
that w satisfies
(1− t2)w¨ + [2α+
t
(1− t2)− (n− 1)t]w˙ + [Λ
(
− 2p−1
)
− Λ(α+)]w = tα+(p−1)wp,
or equivalently
(σ˜w˙)t =
σ˜
1− t2
[
tα+(p−1)wp − Λ0w
]
, with σ˜(t) = t2α+(1− t2)n−12 . (3.6)
Lemma 3.4. If Λ0 > 0 and w(0) <∞, then w(0) > 0.
Proof. From
σ˜(t)w˙(t)− σ˜(ǫ)w˙(ǫ) =
∫ t
ǫ
σ˜
1− s2
[
sα+(p−1)wp − Λ0w
]
ds
we deduce that limǫ→0 σ˜(ǫ)w˙(ǫ) = b. Since w is bounded in t = 0, it follows that b = 0. Thus
w(t) −w(0) =
∫ t
0
σ˜−1 ds
∫ s
0
σ˜
1− ξ2
[
ξα+(p−1)wp − Λ0w
]
dξ.
If w(0) = 0 the right-hand side is negative for small t and therefore also w(t). This is
impossible and consequently w(0) > 0. 
Proof of Proposition 3.3. The existence has been established in Lemma 3.1. In order to prove
uniqueness we follow the arguments of Lemma 3.2 in [4] (see also Theorem 6.18 in [7]).
Suppose that there are two positive solutions V and v of (3.1) that satisfy V ≤ c1tα+ and
v ≤ c2tα+ for t ∈ [0, 1]. We first treat the case where V (t) > v(t) in (a, b) ⊂ (0, 1), V (t) = v(t)
at the endpoints t = a > 0 and t = b < 1. Set V (t) = tα+W (t) and v(t) = tα+w(t). Both W
and w satisfy equation (3.6). We write W − w =: φw and observe that φ(a) = φ(b) = 0 and
that
d
dt
(σ˜(wφ)t) =
σ˜
1− t2
[
tα+(p−1)(W p − wp)− Λ0wφ
]
.
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If we multiply this equation with wφ and integrate, we obtain∫ b
a
σ˜
1− t2
[
tα+(p−1)(W p − wp)wφ − Λ0w2φ2
]
dt = −
∫ b
a
σ˜[(wφ)t]
2 dt (3.7)
= −
∫ b
a
σ˜(w2φ˙2 + 2wφw˙φ˙+ w˙2φ2) dt.
Multiplying (3.6) by wφ2 and integrating, we get∫ b
a
σ˜
1− t2
[
tα+(p−1)wp+1φ2 − Λ0w2φ2
]
dt = −
∫ b
a
σ˜(2wφw˙φ˙+ w˙2φ2) dt (3.8)
From (3.7) and (3.8) it follows that
−
∫ b
a
σ˜φ˙2w2 dt =
∫ b
a
σ˜
1− t2 t
α+(p−1)[(W p − wp)wφ− wp+1φ2] dt. (3.9)
Since
(W p − wp)wφ ≥ pwp−1(W − w)wφ = pwp+1φ2,
(3.9) implies that W = w, contradicting our assumption.
Suppose now that W − w > 0 in (0, 1). By Lemma 3.4 there exists a positive function φ
such that W − w = wφ. In the proof of Lemma 3.4 it was shown that limt→0 σ˜(t)w˙(t) = 0.
Consequently
σ˜(t)w˙(t) =
∫ t
0
σ˜
1− s2
[
sα+(p−1)wp − Λ0w
]
ds,
which, by the rule of Bernoulli-L’Hospital, implies that w˙(0) = 0. Hence the integrals at the
right-hand side of (3.7) exist at t = 0. By the same argument they also exist at t = 1. Since
σ˜(±1) = 0, (3.7) and (3.9) hold if we replace a by 0 and b by 1. Exactly in the same way we
treat the cases where a = 0, b < 1 and a > 0 and b = 1. 
The investigations of this section lead to the following results for the solutions of nonlinear
problem (Pµ).
Theorem 3.5. Assume that −∞ < µ < 1/4.
(i) If 1 < p < pc then (Pµ) has a unique separable solution of the form
u(r, θ1) = r
− 2
p−1 v(cos(θ1)) (3.10)
where 0 < v <∞ satisfies
lim
θ1→π/2
v(cos(θ1))
cos(θ1)α+
= v(0) > 0.
(ii) If p ≥ pc then (Pµ) has no separable solution of the form (3.10) that satisfies
c1 cos(θ1)
α+ < v(cos(θ1)) < c2 cos(θ1)
α+ in [0, π/2].
We have therefore found a solution that has a strong singularity at the origin and behaves
like a small Lµ-harmonic at the rest of the boundary. In the next theorem we describe a
solution with a strong singularity at the origin that behaves like a large Lµ-harmonic at the
rest of the boundary.
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Theorem 3.6. Assume that −∞ < µ < 1/4. If 1 < p < pKO, then there exist constants
0 < c1 < c2 such that (Pµ) has a separable solution of the form
u(r, θ1) = r
− 2
p−1 v(cos(θ1))
satisfying
c1 cos(θ1)
α− < v(cos(θ1)) < c2 cos(θ1)
α− in [0, π/2].
Remark 3.2. (i) We expect that in this case the separable solution is not unique.
(ii) From the Keller–Osserman estimate, which is presented in the next section, it follows
that this result is sharp, in the sense that no such solutions exist if p > pKO.
4. Phragme´n–Lindelo¨f type estimate, Keller–Osserman a priori bound and
nonexistence proofs
We establish a version of the Phragmen–Lindelo¨f type comparison principle, which shows
in particular that a class of Lµ-subharmonics either have a prescribed order of singularity at
the origin or have a “regular” decay at the origin, similarly to the dichotomy exhibited by
the Lmu-harmonics in (2.8). See [14, pp. 93-106] for a classical reference to the Phragme´n–
Lindelo¨f principle.
Lemma 4.1. (Phragme´n–Lindelo¨f type estimate) Let µ < 1/4. Let h ∈ C2(Rn+ ∩
BR(0)) be an Lµ-subharmonic in R
n
+∩BR(0), for some R > 0. Assume that x ∈ Rn+∩BR(0)
and
(a) ∃ρ ∈ (0, R) : lim sup
x1→0
h(x)
x
α+
1
< +∞ as ρ < |x| < R,
(b) lim
x1→0
h(x)
x
α−
1 + x
α+
1 |x|−(n−2+2α+)
= 0.
Then for x ∈ Rn+ ∩BR(0) it holds
lim sup
x1→0
h(x)
x
α+
1
< +∞.
Proof. Without loss of generality we may assume that h is continuous on Rn+∩ B¯R(0). Choose
Cρ > 0 such that
h < Cρx
α+
1 as ρ < |x| < R.
For τ > 0, define a comparison function
hτ := h−Cρxα+1 − τ
(
x
α−
1 + x
α+
1 |x|−(n−2+2α+)
)
.
Clearly, hτ is Lµ-subharmonic in R
n
+ ∩BR(0) and hτ ∈ C2loc(Rn+ ∩BR(0)).
For every τ > 0, conditions (a) and (b) imply that hτ ≤ 0 on a neighbourhood of ∂(Rn+ ∩
BR(0)). Hence we can apply the classical comparison principle for Lµ, which applies for any
µ < 1/4 in proper subdomains of Rn+ ∩ BR(0) (see for instance [4, Lemma 2.4]) and deduce
that hτ ≤ 0 everywhere in Rn+ ∩ BR(0). By considering arbitrary small τ > 0, we conclude
that h ≤ Cρxα+1 in Rn+ ∩BR(0). 
Next we prove a localised version of a Keller–Osserman type bound for positive solutions
of the nonlinear problem (Pµ).
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Lemma 4.2 (Keller–Osserman type bound). Let µ < 1/4 and p > 1. Let u be an
arbitrary positive solution of (Pµ) in R
n
+ ∩BR(0), for some R > 0. Then
u(x) ≤ Cx−
2
p−1
1 in R
n
+ ∩BR/2(0), (4.1)
where C > 0 is a universal constant that depends on R but does not depend on u.
Proof. The argument is based, as in the proof of Lemma 35 in [4], on the construction of a
supersolution U satisfying
∆U +
µ
x21
U ≤ Up in {x1 > ǫ} ∩BR(0), U =∞ on ∂ ({x1 > ǫ} ∩BR(0)) .
We set U = c(x1 − ǫ)−
2
p−1 (R− r)− 2p−1 . Then
∆U = c(x1 − ǫ)−
2
p−1∆(R− r)− 2p−1 − 2c
(
2
p− 1
)2
(x1 − ǫ)−
2
p−1
−1
(R− r)− 2p−1−1x1
r
+ c(R− r)− 2p−1∆(x1 − ǫ)−
2
p−1 .
Furthermore
∆(R− r)− 2p−1 = 2 (p + 1)
(p − 1)2 (R− r)
− 2p
p−1 +
2(n − 1)
r(p − 1) (R− r)
− 2
p−1
−1
=: Ap(R− r)−
2p
p−1 +Bp
(R − r)− 2p−1−1
r
∆(x1 − ǫ)−
2
p−1 = 2
(p + 1)
(p − 1)2 (x1 − ǫ)
− 2p
p−1 = Ap(x1 − ǫ)−
2p
p−1 ,
which leads to
LµU − Up = c(x1 − ǫ)−
2p
p−1 (R− r)− 2pp−1×[
(x1 − ǫ)2(Ap +BpR− r
r
)− Cp(x1 − ǫ)(R− r)x1
r
+Ap(R − r)2 + µ
x21
(x1 − ǫ)2(R− r)2 − cp−1
]
,
where Cp = 2
(
2
p−1
)2
. It is easy to see that for large c the expression in the brackets is
negative for all ǫ < ǫ0. Consequently U is a supersolution in R
n
+ ∩BR(0).
Observe that U, u ∈ C2loc(Rn+∩BR(0)). By the classical comparison principle for Lµ, which
applies for any µ < 1/4 in proper subdomains of Rn+ ∩ BR(0) (see for instance [4, Lemma
2.4]) it follows that u ≤ U in Rn+ ∩BR(0) and u < cx
− 2
p−1
1 (R/2)
− 2
p−1 in Rn+ ∩BR/2(0). 
Next we establish the following nonexistence result which extends Theorem 3.5 (ii) to non
separable solutions.
Proposition 4.3. Let µ < 1/4 and p > pc := 1 +
2
n−2+α+
. Then for any R > 0, equation
(Pµ) admits no positive solutions u in R
n
+ ∩BR(0) which satisfy
(a) u(x) ≤ c xα+1 |x|−α+−
2
p−1 in Rn+ ∩BR(0),
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(b) lim inf
x→0
u(x)
|x|− 2p−1
> 0 as x→ 0 nontangentially in Rn+.
Proof. Since p > 1 + 2n−2+α+ , using condition (a) and α− < α+, we conclude that for x ∈
R
n
+ ∩BR(0),
lim
x1→0
u(x)
x
α−
1 + x
α+
1 |x|−(n−2+2α+)
= 0.
Then, by Lemma 4.1 with ρ = R/2, we conclude that
lim
x1→0
u(x)
x
α+
1
<∞.
But this contradicts (b). 
Theorem 1.3 now follows as a special case of Proposition 4.3, while Theorem 1.5 follows
directly from Lemma 4.2 and (1.7).
5. Solutions with a general singular set: proof of Theorem 1.6
In this section we construct solutions of the nonlinear problem (Pµ) that have a strong
singularity on an arbitrary closed subset F of the boundary, and that behave either as x
α+
1
or as x
α−
1 as x→ (0, ξ) ∈ ∂Rn+ \ F non-tangentially. Here x = (x1, ξ) and ξ = (x2, . . . , xn).
We start with some notation. Denote by Kµ the Martin kernel of Lµ in R
n
+. It is known
that
Kµ(x, y) ∼ xα+1 |x− y|2α−−n ∀x ∈ Rn+, y ∈ ∂Rn+.
Let Kµ,R be the Martin kernel of Lµ in DR := BR(0) ∩Rn+. Then
Kµ,R → Kµ as R→∞,
uniformly on compact subsets of Rn+. By the representation theorem of Ancona [1], every
positive Lµ-harmonic function u in DR can be represented in the form
u(x) =
∫
DR
Kµ,R(x, y)dν(y), (5.1)
where ν ∈ M+(∂DR) (= space of positive finite Borel measures in ∂DR). Conversely, for
every ν as above the function u defined in (5.1) is Lµ-harmonic in DR.
Denote,
Tr,r′ := {x = (x1, x′) ∈ Rn+ : 0 < x1 < r, |x′| < r′}.
If (0, x′) ∈ ∂Rn+, put Tr,r′(0, x′) = (0, x′) + Tr,r′ .
Proof of Theorem 1.6. Denote by v0 the solution of (Pµ) in R
n
+, constructed in Theorem 1.2.
It satisfies
lim
x1→0
v0(x1, 0)
x
2/(p−1)
1
= c0.
Denote vξ = v0(x + (0, ξ)). Let {ξk} be a dense sequence of points in F . For every m,
max(vξ1 , . . . , vξm) is a subsolution and vξ1 + . . . ,+vξm is a supersolution. Therefore there
exists a solution Vm of (Pµ) in R
n
+, such that
max(vξ1 , . . . , vξm) ≤ Vm ≤ vξ1 + . . . ,+vξm .
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In fact there exists a minimal such solution and it is this solution that we denote by Vm.
Clearly the sequence {Vm} increases and
lim inf
x1→0
Vm(x1, ξk)
x
2/(p−1)
1
≥ c0, k = 1, . . . ,m,
uniformly in the following sense: for every ǫ ∈ (0, 1) there exists a(ǫ) > 0, independent of m,
such that
Vm(x1, ξk)
x
2/(p−1)
1
≥ (1− ǫ)c0 k = 1, . . . m, 0 < x1 < a(ǫ).
Obviously, the solution V = limVm satisfies the same inequality,
V (x1, ξk)
x
2/(p−1)
1
≥ (1− ǫ)c0 k = 1, 2, . . . , 0 < x1 < a(ǫ).
Because of continuity of ξ 7→ V (x1, ξ) for every fixed x1 > 0,
V (x1, ξ)
x
2/(p−1)
1
≥ (1− ǫ)c0 for every (0, ξ) ∈ F, 0 < x1 < a(ǫ).
This inequality and the Keller–Osserman estimate imply (1.8).
For any point y ∈ Rn put
dF (y) = dist(y, F ).
Clearly,
vξ(x) = v0((0, ξ) + x) ≤ V (x) ∀ξ ∈ F, x ∈ Rn+.
This implies the left hand inequality in (1.9). We turn to the proof of the right hand inequality.
For every a > 0 and every solution u of (Pµ) in R
N
+ , put
ua(x) = a
2
p−1u(ax).
Then ua too is a solution of (Pµ). If F is the set of strongly singular points of u then F
a := 1aF
is the set of strongly singular points of ua. If P ∈ R¯n+ \ F , we denote by uP the function ua
with a = dF (P )/4. Let V and Vk be defined as before.
Let P ∈ ∂Rn+\F and a = dF (P )/4. We shall prove that there exists a constant C depending
only on µ, c, p such that
V Pk (z) ≤ Czα+1 ∀z ∈ T1,1(Pa), Pa =
1
a
P. (5.2)
As C is independent of k, (5.2) implies that
V P (z) ≤ Czα+1 ∀z ∈ T1,1(Pa), Pa =
1
a
P.
Since
V P (z) = a
2
p−1V (az),
the last inequality is equivalent to
V (x) = a
− 2
p−1V P (x/a) ≤ Ca− 2p−1 (x1/a)α+ ≤ C ′dF (x)−1−
2
p−1x
α+
1 ∀x ∈ Ta,a(P )
where C ′ = 8
1+ 2
p−1C. Thus (5.2) implies the right hand side inequality in (1.9).
Now to prove (5.2), we fix k and P and put w = V Pk . Since dF a(P
a) = 4, w vanishes contin-
uously at z1 = 0 for |z′ − Pa| < 4. By the Keller–Osserman estimate, w(z) ≤ c(µ, n, p)z
− 2
p−1
1 .
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In particular w < c′ = c2
2
p−1 in the strip 1/2 < z1 < 2. Let V
w
µ = − µz21 +w
p−1, L wµ = ∆+V
w
µ
and
−L wµ w = 0 in Rn+.
Obviously |V wµ | < c0z−21 – where c0 is independent of w – and there exists a positive L wµ -
superharmonic function, e.g. a positive eigenfunction of Lµ. Therefore the results of Ancona
[1] – specifically the boundary Harnack principle (briefly BHP) – may be applied to L wµ . Let
Gwµ denote the Green kernel of L
w
µ in R
n
+. Let (0, z
′) be a point such that |z′−Pa| < 1 and let
Z∗ = (2, z′), Z=(1,z’). Applying BHP to the pair w and Gwµ (·, Z∗) in T3/2,2(0, z′) we obtain
w(Z)
w(z)
∼ G
w
µ (Z,Z
∗)
Gwµ (z, Z
∗)
∀z ∈ T1,1(0, z′).
Hence
w(z) ≤ C1 w(Z)
Gwµ (Z,Z
∗)
Gwµ (z, Z
∗) ≤ C2Gwµ (z, Z∗) ≤ C2Gµ(z, Z∗) ≤ Czα+1 .
Here we used the fact that Gwµ ≤ Gµ. 
Notation. If E ⊂ Rn−1 = ∂Rn+ and β > 0, we denote
Eβ = {x = (β, x′) : dist (x′, E) < β}.
If τ is a positive finite measure on a Borel set E as above, we denote
Kµ[τ ;E] =
∫
E
Kµ(x, y)dτ(y).
Following [11] we say that a positive Borel function u in Rn+ has normalized boundary trace
τ on E if τ(E) <∞ and
1
α−
∫
Eβ
|u−Kµ[τ ;E]|dS → 0 as β → 0.
Proposition 5.1. Let p < pc and µ < 1/4. Let F be an arbitrary compact set and let ν be
a positive locally bounded measure on ∂Rn+. Then there exists a solution u of (Pµ) such that
u is strongly singular in the sense of (1.8) at every point of F and has normalized boundary
trace ν on every compact subset of F ′ := ∂Rn+ \ F .
Proof. For every R > 0 let uR be the solution of (Pµ) in DR with normalized boundary
trace ν on ∂1DR := (∂DR) ∩ [x1 = 0] and zero on ∂2DR = (∂DR) ∩ Rn+. (The existence and
uniqueness of this solution is proved in [11] for 0 ≤ µ ≤ 1/4 and the proof is similar when
µ < 0.) Then uR increases as R increases and, because of the Keller Osserman estimate the
limit uν := limR→∞ uR is a solution of (Pµ) in R
n
+ with normalized boundary trace ν.
Let U be a solution as in Theorem 1.6. Then max(uν , U) is Lµ-subharmonic and uν + uF
is Lµ-superharmonic. Therefore there exits an Lµ-harmonic function u between these two.
Clearly u has the required boundary behavior. 
Remark 5.1. Let 1 < p < pKO. If ν = fdS where f ∈ L1(Rn−1) is a positive function then
wfR = Kµ[ν; |x′| < R] increases with R and wν = limR→∞wfR is an Lµ-harmonic function
in Rn+ with normalized boundary trace ν. It is not difficult to show that if, in addition, f
is continuous then wν(x)/x
α−
1 → cf when x1 → 0 and c is a constant independent of f . It
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was shown in [13] that, for ν as above, the solution uν of (Pµ) exists for every p ∈ (1, pKO).
Finally, uν/wν → 1, ν-a.e. (see [11]). Therefore,
lim
x1→0
uν(x)/x
α−
1 = cf
where c is a constant independent of f .
Remark 5.2. When p ≥ pc, there may not exists any positive solution vanishing on F ′ =
∂Rn+ \ F . Therefore the result stated in Theorem 1.6 does not extend to this case. However,
if 1 < p < pKO then, following the construction of V in the proof of Theorem 1.6 – but with
a function v0 satisfying (1.7) – one finds that for every y ∈ F , V (x)|x − y|2/(p−1) converges
to a positive constant cy as x → y non-tangentially. Furthermore V behaves like xα−1 at F ′.
More precisely, one obtains,
1
c
x
α−
1 dist(x, F )
−α−−
2
p−1 ≤ V (x) ≤ cxα−1 dist(x, F )−α−−
2
p−1 , ∀x ∈ Rn+.
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