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RELATIVE QUASIMAPS AND MIRROR FORMULAE
LUCA BATTISTELLA AND NAVID NABIJOU
Abstract. We construct and study the theory of relative quasimaps in genus zero, in the spirit
of A. Gathmann. When X is a smooth toric variety and Y is a very ample hypersurface in X we
produce a virtual class on the moduli space of relative quasimaps to (X, Y ) which can be used
to define relative quasimap invariants of the pair. We obtain a recursion formula which expresses
each relative invariant in terms of invariants of lower tangency, and apply this formula to derive
a quantum Lefschetz theorem for quasimaps, expressing the restricted quasimap invariants of
Y in terms of those of X. Finally, we show that the relative I-function of [FTY18] coincides
with a natural generating function for relative quasimap invariants, providing mirror-symmetric
motivation for the theory.
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1. Introduction
1.1. The aim of relative quasimap theory. Relative Gromov–Witten theory for smooth pairs
(X,Y ) occupies a central place in modern enumerative geometry, owing both to its intrinsic interest
and to the role it plays in the degeneration formula [Gat02, Vak00, Li01, Li02, MP06]. However,
while the structures underlying the absolute Gromov–Witten invariants — generating functions,
Frobenius manifolds, Lagrangian cones, etc. — are well-understood, the nature of the corresponding
structures in the relative setting remains mysterious.
A promising avenue for addressing these questions is to adapt ideas coming from mirror symmetry
to the relative context. There are several possible approaches here, depending on one’s viewpoint
on mirror symmetry, but the end goal of each should be to obtain pleasant closed formulae for
generating functions of relative Gromov–Witten invariants.
Recent work of Fan–Tseng–You [FTY18] uses the correspondence between relative invariants
and the Gromov–Witten invariants of orbifolds [ACW17] in order to derive a mirror theorem for
certain restricted generating functions of relative invariants.
We propose a more direct approach to the problem. Our motivation comes from the theory of
stable quasimaps: this theory dates back to Givental’s earliest work on mirror symmetry [Giv98],
1
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and has since been systematised and extended in order to prove a large class of mirror theorems in
the absolute setting [CFK10, CFKM14, CFK14, CFK]. The belief is that a fully-fledged theory of
relative quasimaps should lead to an equally powerful collection of mirror theorems in the relative
setting.
1.2. Results. In this paper, we realise this proposal in the context of genus-zero quasimaps relative
to a hyperplane section.
1.2.1. Construction and recursion. We begin by constructing moduli spaces of relative stable quasimaps
in the spirit of Gathmann, that is, as substacks of moduli spaces of (absolute) quasimaps:
Q0,α(X |Y, β) →֒ Q0,n(X, β).
These spaces are equipped with natural virtual fundamental classes, and hence can be used to
define relative quasimap invariants. We prove a recursion formula for such invariants, expressing
each relative invariant in terms of invariants with smaller numerical data (see Theorem D below).
1.2.2. Application 1: wall-crossing. We then apply the recursion formula to relate our invariants
to the relative I-function considered in [FTY18]. This demonstrates that the theory of relative
quasimaps provides a natural framework for studying relative mirror symmetry.
Theorem A (Theorem 5.1). The relative I-function coincides with the following natural gener-
ating function for relative quasimap invariants
I
X|Y
β (z, 0) = (ev1)∗
(
1
z − ψ1
[Q0,(Y ·β,0)(X |Y, β)]
virt
)
.
This result provides a geometric interpretation of the combinatorial factors appearing in [FTY18,
Theorem 4.3]: they are the first Chern classes of the tangency line bundles appearing in the recursion
formula for relative quasimaps. The fact that no other terms enter into the recursion is due to the
stronger stability condition enjoyed by the quasimap spaces.
1.2.3. Application 2: quasimap quantum Lefschetz. Besides the connections to relative Gromov–
Witten theory, we may also apply the recursion formula to study absolute quasimap theory. By
repeatedly decreasing the tangency orders, we obtain a quantum Lefschetz theorem for quasimap
invariants, expressing the invariants of a hyperplane section Y in terms of those of X . This takes
two forms; first, we have a general result which holds without any special restrictions on the target
geometry:
Theorem B (Theorem 4.1). Let X be a smooth projective toric variety and Y ⊆ X a smooth
very ample hypersurface. Then there is an explicit algorithm to recover the (restricted) quasimap
invariants of Y , as well as the relative invariants of (X,Y ), from the quasimap invariants of X .
Even in the situation where the quasimap theories of X and Y coincide with the (respective)
Gromov–Witten theories, the quasimap algorithm is much more efficient than the Gromov–Witten
algorithm, due to the absence of rational tails. It is clear that this phenomenon generalises to the
setting of the quasimap degeneration formula (once such a result has been established); we plan to
revisit this in future work.
The second form of the quantum Lefschetz theorem is an explicit relation between generating
functions, obtained by applying Theorem B in the semipositive context.
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Theorem C (Theorem 4.4). Let X be a smooth projective toric Fano variety and let i : Y →֒ X
be a very ample hypersurface. Assume that −KY is nef and that Y contains all curve classes (see
§4.3). Then
S˜Y0 (z, q) =
∑
β≥0 q
β
(∏Y ·β
j=0(Y + jz)
)
· SX0 (z, β)
PX0 (q)
where S˜Y0 (z, q) and S
X
0 (z, β) are the following generating functions for 2-pointed quasimap invari-
ants
S˜Y0 (z, q) = i∗
∑
β≥0
qβ(ev1)∗
(
1
z − ψ1
[Q0,2(Y, β)]
virt
)
SX0 (z, β) = (ev1)∗
(
1
z − ψ1
[Q0,2(X, β)]
virt
)
and PX0 (q) is given by:
PX0 (q) = 1 +
∑
β>0
KY ·β=0
qβ(Y · β)!〈[ptX ]ψ
Y ·β−1
1 ,1X〉
X
0,2,β .
This is similar in spirit to the results of [Gat03b]; however, the stronger stability condition con-
siderably simplifies both the proof and the final formula. This result can also be obtained as a
consequence of [CFK14, Corollary 5.5.1]; see §4.6.
1.3. Plan of the paper. The plan of the paper is as follows. In §2 we define the space of relative
quasimaps, as a substack of the moduli space of (absolute) quasimaps:
Q0,α(X |Y, β) →֒ Q0,n(X, β).
Here X is a smooth toric variety, Y is a smooth very ample hypersurface and α = (α1, . . . , αn)
encodes the orders of tangency of the marked points to Y . Note that we do not require Y to be
toric.
The study of the relative geometry (PN , H), for H ⊆ PN a hyperplane, plays a fundamental
role: in this case, the relative space is irreducible of the expected codimension Σni=1αi (in fact, it is
the closure of the so-called “nice locus” consisting of maps from a P1 whose image is not contained
inside H , and which satisfies the tangency conditions at the marked points). Thus it has an actual
fundamental class, which we use to define relative quasimap invariants of the pair (PN , H). This
fundamental class can also be pulled back to endow Q0,α(X |Y, β) with a virtual class, and hence
we can define relative quasimap invariants of a general pair (X,Y ) as above.
In §3.1 we prove a recursion formula relating [Q0,α(P
N |H, d)] with classes determined by lower
numerical invariants. We make use of the comparison morphism:
χ :M0,n(P
N , d)→ Q0,n(P
N , d)
This restricts to a birational morphism between the relative spaces, which we use to push down
Gathmann’s formula to obtain a recursion formula for relative stable quasimaps.
In §3.2 we turn to the case of an arbitrary pair (X,Y ) with Y very ample. We use the embed-
ding X →֒ PN defined by OX(Y ) to construct a virtual class [Q0,α(X |Y, β)]
virt. We then prove
the recursion formula for (X,Y ) by pulling back the formula for (PN , H). This requires several
comparison theorems for virtual classes, extending results in Gromov–Witten theory to the setting
of quasimaps. The full statement of the recursion formula is:
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Theorem D (Theorem 3.6). Let X be a smooth projective toric variety and let Y ⊆ X be a
very ample hypersurface (not necessarily toric). Then
(αkψk + ev
∗
k[Y ]) ∩ [Q0,α(X |Y, β)]
virt = [Q0,α+ek(X |Y, β)]
virt + [DQα,k(X |Y, β)]
virt
in the Chow group of Q0,α(X |Y, β).
Here DQα,k(X |Y, β) is a certain quasimap comb locus sitting inside the boundary of the relative space;
its virtual class should be thought of as a correction term. Such terms also appear in Gathmann’s
stable map recursion formula; however, in our setting the stronger stability condition for quasimaps
considerably reduces the number of such contributions.
In §4 we apply Theorem 3.6 to prove the quasimap quantum Lefschetz theorems B and C dis-
cussed above. Finally in §5 we apply the same result to prove Theorem A, equating the relative
I-function with a generating function for our relative quasimap invariants.
In Appendix A we define the diagonal pull-back along a morphism whose target is smooth, and
verify that it agrees with the more modern concept of virtual pull-back [Man12a] when both are
defined. The diagonal pull-back was employed implicitly in [Gat02], but we find it useful here to
give a more explicit treatment.
1.4. Future directions. We expect Theorem A to extend to general simple normal crossings
divisors and arbitrary genus. To this end, we are currently in the process of developing and applying
a fully-fledged theory of logarithmic quasimaps, taking inspiration from the theory of logarithmic
stable maps [GS13, Che14, AC14]. In this context, the “relative mirror theorem” will take the form
of a wall-crossing formula between logarithmic quasimap and Gromov–Witten invariants, together
with closed-form expressions for the quasimap generating functions.
Acknowledgements. We thank Tom Coates, Cristina Manolache and Dhruv Ranganathan for
helpful advice concerning both exposition and subject matter. We are especially grateful to Ionut¸
Ciocan-Fontanine for thoroughly examining a preliminary version of this manuscript and providing
several clarifications and corrections. We would also like to thank Fabio Bernasconi, Andrea Petracci
and Richard Thomas for useful conversations. This work was supported by EPSRC, the Royal
Society and the London School of Geometry and Number Theory.
1.5. Table of notation. We will use the following notation, most of which is introduced in the
main body of the paper.
X a smooth projective toric variety
Y a smooth very ample hypersurface in X
Σ, Σ(1) the fan of X , and the set of 1-dimensional cones of Σ
ρ, Dρ an element of Σ(1), and the toric divisor in X associated to it
Mg,n(X, β) the moduli space of stable maps to X
M0,α(X |Y, β) the moduli space of relative stable maps to (X,Y ); see §2.2
Qg,n(X, β) the moduli space of toric quasimaps to X ; see §2.1
Q◦0,α(X |Y, β) the nice locus of relative quasimaps to (X,Y ); see §2.4
Q0,α(X |Y, β) the moduli space of relative quasimaps to (X,Y ); see §2.3
DQα,k(X |Y, β) the quasimap comb locus; see §3.1
DQ(X |Y,A,B,M) (a component of) the comb locus; see §3.1
EQ(X |Y,A,B,M) the total product for the comb locus; see §3.1
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DQ(X,A,B) the quasimap centipede locus; see §3.1
EQ(X,A,B) the total product for the centipede locus; see §3.1
Mwtg,n the moduli stack of weighted prestable curves; see §3.1
BunGg,n the moduli stack of principal G-bundles on the universal curve over Mg,n; see
Remark 3.7
Q(f) the push-forward morphism between quasimap spaces; see §2.3
χ the comparison morphism from stable maps to quasimaps; see §2.4
f !v virtual pull-back for f virtually smooth; see Appendix A
f !∆ diagonal pull-back; see Appendix A
2. Relative stable quasimaps
We begin with a brief recollection of the theories of stable quasimaps and relative stable maps,
thus putting our work in its proper context.
2.1. Stable quasimaps. The moduli space of stable toric quasimaps Qg,n(X, β) was constructed
by I. Ciocan-Fontanine and B. Kim [CFK10] as a compactification of the moduli space of smooth
curves in a smooth and complete toric variety X . Roughly speaking, the objects are rational maps
C 99K X where C is a nodal curve, subject to a stability condition; the precise definition depends
on the description of X as a GIT quotient. The space Qg,n(X, β) is a proper Deligne–Mumford
stack of finite type. It admits a virtual fundamental class, which is used to define curve-counting
invariants for X called quasimap invariants.
This theory agrees with that of stable quotients [MOP11] when both are defined, namely when
X is a projective space. There is a common generalisation given by the theory of stable quasimaps
to GIT quotients [CFKM14]. For simplicity, we will work mostly in the toric setting; however, this
restriction is not essential for our arguments. Thus in this paper when we say “quasimaps” we
are implicitly talking about toric quasimaps. Quasimap invariants provide an alternative system
of curve counts to the more well-known Gromov–Witten invariants. These latter invariants are
defined via moduli spaces of stable maps, and as such we will often refer to them as stable map
invariants.
ForX sufficiently positive, the quasimap invariants coincide with the Gromov–Witten invariants,
in all genera. This has been proven in the following cases:
• X a projective space or a Grassmannian: see [MOP11, Theorems 3 and 4], and [Man14] for
an alternative proof.
• X a projective complete intersection of Fano index at least 2: see [CFK, Corollary 1.7], and
[CZ14] for an earlier approach.
• X a projective toric Fano variety: see [CFK17, Corollary 1.3].
In general, however, the invariants differ, the difference being encoded by certain wall-crossing
formulae, which can be interpreted in the context of toric mirror symmetry [CFK14].
2.2. Relative stable maps. Let Y be a smooth very ample hypersurface in a smooth projective
varietyX . In [Gat02] A. Gathmann constructs a space of relative stable maps to the pair (X,Y ) as a
closed substack of the moduli space of (absolute) stable maps to X : The relative space parametrises
stable maps with prescribed tangencies to Y at the marked points. Unfortunately this space does
not admit a natural perfect obstruction theory. Nevertheless, because Y is very ample it is still
possible to construct a virtual fundamental class by intersection-theoretic methods, and hence one
can define relative stable map invariants. Gathmann establishes a recursion formula for these virtual
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classes which allows one to express any relative invariant of (X,Y ) in terms of absolute invariants of
Y and relative invariants with lower contact multiplicities. By successively increasing the contact
multiplicities from zero to the maximum possible value, this gives an algorithm expressing the
(restricted) invariants of Y in terms of those of X : see [Gat02, Corollary 5.7]. In [Gat03b] this
result is applied to give an alternative proof of the mirror theorem for projective hypersurfaces
[Giv96] [LLY97].
2.3. Definition of relative stable quasimaps. For the rest of the paper, X will denote a smooth
projective toric variety and Y ⊆ X a very ample hypersurface. We do not require that Y is toric.
Consider the line bundle OX(Y ) and the section sY cutting out Y . By [Cox95] we have a natural
isomorphism of C-vector spaces
H0(X,OX(Y )) =
〈∏
ρ
zaρρ : Σρaρ[Dρ] = [Y ]
〉
C
where the zρ for ρ ∈ Σ(1) are the generators of the Cox ring of X and the aρ are non-negative
integers. We can therefore write sY as
sY =
∑
a=(aρ)
λa
∏
ρ
zaρρ
where the a = (aρ) ∈ N
Σ(1) are exponents and the λa are scalars. The idea is that a quasimap(
(C, x1, . . . , xn), (Lρ, uρ)ρ∈Σ(1), (ϕm)m∈M
)
should “map” a point x ∈ C into Y if and only if the section
(1) uY :=
∑
a
λa
∏
ρ
uaρρ
vanishes at x. We now explain how to make sense of expression (1). For each exponent a appearing
in sY we have a well-defined section:
ua := λa
∏
ρ
uaρρ ∈ H
0(C,⊗ρL
⊗aρ
ρ )
Furthermore, given two such a and b, since
∑
ρ aρ[Dρ] = [Y ] =
∑
ρ bρ[Dρ] in PicX it follows from
the exact sequence
0→M → ZΣ(1) → PicX → 0
that a and b differ by an element m ofM . Thus the isomorphism ϕm allows us to view the sections
ua and ub as sections of the same bundle, which we denote by LY (there is a choice for LY here,
but up to isomorphism it does not matter). We can thus sum the ua together to obtain uY .
The upshot is that we obtain a line bundle LY on C, which plays the role of the “pull-back” of
OX(Y ) along the “map” C → X , and a global section
uY ∈ H
0(C,LY )
which plays the role of the “pull-back” of sY . With this at hand, we are ready to give the main
definition of this paper. We begin with the case X = PN and Y = H = {z0 = 0} a co-ordinate
hyperplane. In this situation, the discussion above simplifies significantly.
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Definition 2.1. Fix a number n ≥ 2 of marked points, a degree d ≥ 0 and a vector α =
(α1, . . . , αn) ∈ N
n of tangency orders such that Σiαi ≤ d. The space of relative stable quasimaps
Q0,α(P
N |H, d) is the closure inside Q0,n(P
N , d) of the so-called nice locus, consisting of quasimaps
with smooth source curve (
(P1, x1, . . . , xn), u0, . . . , uN
)
(each ui ∈ H
0(P1,OP1(d))) such that u0 6= 0, u
∗
0(0) ≥
∑
αixi and (u0, . . . , uN) do not vanish
simultaneously on P1 (i.e. there are no basepoints).
In the above definition u∗0(0) := 0
!([P1]) ∈ A∗(u
−1
0 (0)) is obtained via Fulton’s refined Gysin map
[Ful98, §2.6] applied to the diagram:
u−10 (0) P
1
P1 OP1(d)

u0
0
In the general case, the complete linear system |OX(Y )| defines an embedding i : X →֒ P
N such
that i−1(H) = Y for some hyperplane H . By the functoriality property of quasimap spaces (see
[CFK14, §3.1]) we have a map
k = Q(i) : Q0,n(X, β)→ Q0,n(P
N , d)
where d = i∗β.
Definition 2.2. As before, fix a number n ≥ 2 of marked points, an effective curve class β ∈ H+2 (X)
and a vector α = (α1, . . . , αn) ∈ N
n of tangency orders such that Σiαi ≤ Y ·β. The space of relative
stable quasimaps
Q0,α(X |Y, β) ⊆ Q0,n(X, β)
is defined as the following fibre product:
Q0,α(X |Y, β) Q0,n(X, β)
Q0,α(P
N |H, d) Q0,n(P
N , d)
 k
Remark 2.3. I. Ciocan-Fontanine has kindly pointed out that, contrary to the case of stable maps,
k might not be a closed embedding, even though i is. For instance, consider the Segre embedding
P1 × P1
i
−֒→ P3
([x : y], [z : w]) 7→ [xz : xw : yz : yw]
and the induced morphism between quasimap spaces:
k : Q0,3(P
1 × P1, (2, 2))→ Q0,3(P
3, 4)
If we take the following two objects of Q0,3(P
1 × P1, (2, 2)):((
P1[s:t], 0, 1,∞
)
,
(
L1 = OP1(2), u1 = s
2, v1 = st
)
,
(
L2 = OP1(2), u2 = st, v2 = t
2
))
((
P1[s:t], 0, 1,∞
)
,
(
L1 = OP1(2), u1 = st, v1 = t
2
)
,
(
L2 = OP1(2), u2 = s
2, v2 = st
))
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then these two quasimaps are non-isomorphic, but they both map to the same object under k,
namely: ((
P1[s:t], 0, 1,∞
)
,
(
L = OP1(4), z0 = s
3t, z1 = s
2t2, z2 = s
2t2, z3 = st
3
))
Notice that this only happens on the locus of quasimaps with basepoints.
Remark 2.4. The above discussion also makes sense for ǫ-stable quasimaps where ǫ > 0 is an
arbitrary rational number. We therefore have a notion of ǫ-stable relative quasimap. For ǫ = 0+ we
recover relative quasimaps as above, whereas for ǫ > 1 we recover relative stable maps in the sense
of Gathmann.
For simplicity we restrict ourselves to the case ǫ = 0+. However, all of the arguments can be
adapted to the general case. As ǫ increases, the recursion formula (see §3.2) becomes progressively
more complicated due to the presence of rational tails of lower and lower degree. Consequently the
quantum Lefschetz theorem (see §4) also becomes more complicated.
Remark 2.5. To avoid confusion, we remark that the spaces defined above are not the same as
the spaces defined in [Oko, §6], which also go by the name of “relative quasimaps.”
2.4. Basic properties of the moduli space.
Lemma 2.6. Q0,α(P
N |H, d) is irreducible of codimension
∑
i αi in Q0,n(P
N , d).
Proof. Since Q0,α(P
N |H, d) is defined as the closure of the nice locus, it is enough to show that the
nice locus itself is irreducible of the correct dimension. The quasimaps which appear in the nice
locus have no basepoints, and as such may be viewed simply as stable maps. This identifies the
nice locus with a locally closed substack of M0,n(P
N , d), and then [Gat02, Lemma 1.8] applies to
show that this has the desired properties. 
Recall that there exists a comparison morphism
χ :M0,n(P
N , d)→ Q0,n(P
N , d)
which has the effect of contracting each rational tail and introducing a basepoint at the correspond-
ing node, with multiplicity equal to the degree of the rational tail. (For more details, see [MOP11,
Theorem 3] and [Man12b, §4.3]; earlier manifestations of these ideas can be found in [Ber00] and
[PR03].)
Lemma 2.7. The comparison morphism χ restricts to a proper and birational morphism
χα : M0,α(P
N |H, d)→ Q0,α(P
N |H, d).
Proof. Let χα denote the restriction of χ to M0,α(P
N |H, d). The fact that this factors through
Q0,α(P
N |H, d) can be deduced by applying χα to a smoothing family of any relative stable map.
Moreover χα is an isomorphism over the nice locus, which is an open dense subset of both source
and target. It follows that χα is proper and birational (and hence also surjective). 
Since the moduli space of relative quasimaps is irreducible of the correct dimension, it has a
fundamental class which we can use to define relative quasimap invariants for the pair (PN , H):〈
γ1ψ
k1
1 , . . . , γnψ
kn
n
〉PN |H
0,α,d
:=
∫
[Q0,α(PN |H,d)]
n∏
i=1
ev∗i γi · ψ
ki
i
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Remark 2.8. The relative quasimap invariants of (PN , H) agree with the relative Gromov–Witten
invariants of (PN , H), since the birational map χα preserves the fundamental classes (the psi classes
pull back along χα by Lemma 3.3 below). Note that if we set α = (0, . . . , 0) we recover the classical
comparison theorem for the absolute Gromov–Witten and quasimap invariants of projective space.
We will now use the above results to define relative quasimap invariants in general. Since the
absolute space Q0,n(P
N , d) is unobstructed, the morphism k : Q0,n(X, β) → Q0,n(P
N , d) admits
a natural relative perfect obstruction theory, and so there is a virtual pull-back morphism k!v.
Alternatively, we may use the presence of a virtual class on Q0,n(X, β) and the smoothness of
Q0,n(P
N , d) to define a diagonal pull-back morphism k!∆. The discussion in Appendix A shows that
these two maps coincide, and from now on we will denote them both by k!. We then define the
virtual class on Q0,α(X |Y, β) by pull-back along k
[Q0,α(X |Y, β)]
virt := k![Q0,α(P
N |H, d)]
and use this class to define relative quasimap invariants in general:〈
γ1ψ
k1
1 , . . . , γnψ
kn
n
〉X|Y
0,α,β
:=
∫
[Q0,α(X|Y,β)]virt
n∏
i=1
ev∗i γi · ψ
ki
i .
It will be important for the statement of the recursion formula to provide a description of the
geometric points of Q0,α(X |Y, β). Recall the notation introduced at the beginning of §2.3.
Lemma 2.9 (Combinatorial description). Let(
(C, x1, . . . , xn), (Lρ, uρ)ρ∈Σ(1), (ϕm)m∈M
)
∈ Q0,n(X, β)
be a quasimap to X . This belongs to the relative space Q0,α(X |Y, β) ⊆ Q0,n(X, β) if and only if,
for every connected component Z of u−1Y (0) ⊆ C, the following conditions hold:
(1) if Z consists of an isolated marked point xi, then u
∗
Y (0) has order at least αi at xi;
(2) if Z is a (possibly reducible) subcurve of C, and if we let C(i) for 1 ≤ i ≤ r denote the
irreducible components of C adjacent to Z, and m(i) the multiplicity of uY |
∗
C(i)
(0) at the
unique node Z ∩ C(i), then:
(2) deg(LY |Z) +
r∑
i=1
m(i) ≥
∑
xi∈Z
αi.
Proof. From the definition of Q0,α(X |Y, β), we see that it is sufficient to prove the statement in
the case (X,Y ) = (PN , H). These conditions are satisfied on the nice locus by definition, and so
continue to be satisfied on the closure Q0,α(P
N |H, d) by the conservation of number principle. On
the other hand, suppose we are given a quasimap satisfying these conditions. If x is a basepoint of
this quasimap, of multiplicity m, then we may adjoin a rational tail to the source curve at x, and
define a map from this rational tail to PN by choosing a line in PN through the image of x and
taking an m-fold cover of this line, totally ramified at the point of intersection of the rational tail
with the rest of the curve. In this way we obtain a stable map which maps down to our original
quasimap under χ. Moreover this stable map belongs to M0,α(P
N |H, d) by [Gat02, Proposition
1.14]; hence by Lemma 2.7 our quasimap belongs to Q0,α(P
N |H, d), as required. 
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3. Recursion formula
3.1. Recursion formula for (PN , H). We wish to obtain a recursion formula relating the quasimap
invariants of multiplicity α with the quasimap invariants of multiplicity α+ ek, as in [Gat02, The-
orem 2.6]. For m = αk + 1 the following section (of the pull-back of the jet bundle of the universal
line bundle)
σmk := x
∗
kd
m
C/Q(u0) ∈ H
0(Q, x∗kP
m
C/Q(L))
vanishes along Q0,α+ek(P
N |H, d) inside Q = Q0,α(P
N |H, d), and also along a number of comb
loci. The latter parametrise quasimaps for which xk belongs to an internal component Z ⊆ C (a
connected component of the vanishing locus of u0), such that:
deg(L|Z) +
r∑
i=1
m(i) =
∑
xi∈Z
αi
The strong stability condition means that quasimaps in the comb loci cannot contain any rational
tails; this is really the only difference with the case of stable maps.
Indeed, we can push forward Gathmann’s recursion formula for stable maps along the comparison
morphism
χ : M0,α(P
N |H, d)→ Q0,α(P
N |H, d)
and, due to Corollary 2.7 above, the only terms which change are the comb loci containing rational
tails. In fact these disappear, since the restriction of the comparison map to these loci has positive-
dimensional fibres:
Lemma 3.1. Consider a rational tail component in the comb locus of the moduli space of stable
maps, i.e. a moduli space of the form:
M0,(m(i))(P
N |H, d)
and assume that Nd > 1. Then
dim
(
[M0,(m(i))(P
N |H, d)] ∩ ev∗1(ptH)
)
> 0
where ptH ∈ A
N−1(H) is a point class. Thus the pushforward along χ of any comb locus with a
rational tail is zero.
Proof. This is a simple dimension count. We have
dim
(
[M0,(m(i))(P
N |H, d)] ∩ ev∗1(ptH)
)
= (N − 3) + d(N + 1) + (1 −m(i))− (N − 1)
= (Nd− 1) + (d−m(i))
from which the lemma follows because m(i) ≤ d. 
Remark 3.2. With an eye to the future, we remark that these rational tail components contribute
nontrivially to the Gromov–Witten invariants of a Calabi–Yau hypersurface in projective space,
and so their absence from the quasimap recursion formula accounts for the divergence between
Gromov–Witten and quasimap invariants in the Calabi–Yau case [Gat03b, Rmk. 1.6].
Since we wish to apply the projection formula to Gathmann’s recursion relation, we should
express the cohomological terms which appear as pull-backs:
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Lemma 3.3. We have:
χ∗(ψk) = ψk
χ∗(ev∗kH) = ev
∗
kH
Proof. The contraction of rational tails occurs away from the markings. 
Proposition 3.4. Define the quasimap comb locus DQα,k(P
N |H, d) as the union of the moduli spaces
DQ(PN |H,A,B,M) := Q0,A(0)∪{q01 ,...,q0r}(H, d0)×Hr
r∏
i=1
Q0,α(i)∪(m(i))(P
N |H, di)
where the union runs over all splittings A = (A(0), . . . , A(r)) of the markings (inducing a splitting
(α(0), . . . , α(r)) of the corresponding tangency conditions), B = (d0, . . . , dr) of the degree and
all valid multiplicities M = (m(1), . . . ,m(r)) such that the above spaces are all well-defined (in
particular we require that |A(0)|+ r and |A(i)|+ 1 are all ≥ 2) and such that
d0 +
r∑
i=1
m(i) =
∑
α(0)
Write [DQα,k(P
N |H, d)] for the sum of the (product) fundamental classes, where each term is weighted
by:
m(1) · · ·m(r)
r!
Then
(αkψk + ev
∗
kH) · [Q0,α(P
N |H, d)] = [Q0,α+ek(P
N |H, d)] + [DQα,k(P
N |H, d)].
Proof. This follows from [Gat02, Thm. 2.6] by pushing forward along χ, using the projection
formula and Lemmas 2.7, 3.1 and 3.3 . 
Remark 3.5. In the discussion above we have implicitly used the fact that there exists a commuting
diagram of comb loci:
DM(PN |H,A,B,M) M0,α(P
N |H, d)
DQ(PN |H,A,B,M) Q0,α(P
N |H, d)
The vertical arrow on the left is a product of comparison morphisms (notice that H ∼= PN−1). The
horizontal arrow at the top is the gluing morphism which glues together the various pieces of the
comb to produce a single relative stable map. Here we explain how to define the corresponding
gluing morphism for quasimaps, that is, the bottom horizontal arrow.
Suppose for simplicity that r, the number of teeth of the comb, is equal to 1. Consider an element
of the quasimap comb locus, consisting of two quasimaps:(
(C0, x01, . . . , x
0
n0 , q
0), L0, u00, . . . , u
0
N
)(
(C1, x11, . . . , x
1
n1 , q
1), L1, u10, . . . , u
1
N
)
such that u0(q0) = u1(q1) in PN . We want to glue these quasimaps together at q0, q1. The definition
of the curve is obvious; we simply take:
C = C0 q0⊔q1 C
1
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On the other hand, gluing together the line bundles L0 and L1 to obtain a line bundle L over
C requires a choice of scalar λ ∈ Gm, in order to match up the fibres over q
i. Furthermore, if
the sections are to extend as well, then this scalar must be chosen in such a way that it takes
(u00(q
0), . . . , u0N(q
0)) ∈ (L0q0)
⊕(N+1) to (u10(q
1), . . . , u1N (q
1)) ∈ (L1q1)
⊕(N+1). Since neither q0 nor
q1 are basepoints (because they are markings), these tuples are nonzero, and so λ is unique if it
exists. Furthermore it exists if and only if these tuples belong to the same Gm-orbit in A
N+1. This
is precisely the statement that u0(q0) = u1(q1) ∈ PN . Similar arguments apply for r > 1, and for
more general toric varieties.
3.2. Recursion formula in the general case. In this section we prove the main result of this
paper: a recursion formula for relative quasimap invariants of a general pair (X,Y ).
Theorem 3.6. Let X be a smooth projective toric variety and let Y ⊆ X be a very ample
hypersurface (not necessarily toric). Then
(αkψk + ev
∗
k[Y ]) ∩ [Q0,α(X |Y, β)]
virt = [Q0,α+ek(X |Y, β)]
virt + [DQα,k(X |Y, β)]
virt
in the Chow group of Q0,α(X |Y, β).
The formula is proven by pulling back the recursion for (PN , H) along k = Q(i). Only the final
term requires further discussion. As in the previous section, we define DQα,k(X |Y, β) to be the union
of the moduli spaces
DQ(X |Y,A,B,M) := Q0,A(0)∪{q1,...,qr}(Y, β
(0))×Y r
r∏
i=1
Q0,α(i)∪(mi)(X |Y, β
(i))
where the union runs over all splittings A = (A(0), . . . , A(r)) of the markings (inducing a splitting
(α(0), . . . , α(r)) of the corresponding tangency requirements), B = (β(0), . . . , β(r)) of the curve class
β and all valid multiplicities M = (m(1), . . . ,m(r)) such that the above spaces are non-empty and
such that:
Y · β(0) +
r∑
i=1
m(i) =
∑
α(0)
We refer to the DQ(X |Y,A,B,M) as comb loci.
Remark 3.7. Note that Y is not in general toric, and so we should clarify the meaning of the
factor
Q0,A(0)∪{q1,...,qn}(Y, β
(0))
above. There are two possibilities here: one is to define this space as the cartesian product
Q0,n(Y, β) Q0,n(H, d)
Q0,n(X, β) Q0,n(P
N , d)

k
and equip it with the virtual class pulled back along k:
[Q0,n(Y, β)]
virt := k![Q0,n(H, d)]
Using this definition, Q0,n(Y, β) consists of those quasimaps in Q0,n(X, β) for which the section uY
(constructed in §2.3) is identically zero. This has obvious advantages from the point of view of our
computations, but is conceptually unsatisfying.
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On the other hand, in [CFKM14] moduli spaces of stable quasimaps are constructed for GIT
quotient targets satisfying a number of conditions. Since Y is a hypersurface in a toric variety, it
has a natural presentation as such a GIT quotient
Y = C(Y ) G
where C(Y ) ⊆ AΣX (1) is the affine cone over Y and G = HomZ(Pic(X),Gm) ∼= G
rX
m acts on C(Y )
via the natural inclusion
GrXm →֒ G
ΣX (1)
m
(here C(Y ) ⊆ AΣX(1) is preserved by G because it is cut out by a homogeneous polynomial in the
Cox ring of X). Thus, we have two possible definitions of Q0,n(Y, β) and its virtual class; we will
now show that they agree.
Objects of QGIT0,n (Y, β) are diagrams of the form
P ×G C(Y )
C
p u
where C is a prestable curve, P is a principal G-bundle on C, and u is a section of the associated
C(Y )-bundle. Given this data, there is a G-equivariant embedding
P ×G C(Y ) P ×G A
ΣX (1) =
⊕
ρ∈ΣX (1)
Lρ
C
j
p u
which expresses P ×G C(Y ) as the vanishing locus of uY , viewed as a section of a line bundle on
the total space of ⊕ρ∈ΣX(1)Lρ. This shows that the two definitions of the moduli space agree.
It remains to compare the virtual classes. The obstruction theory on the GIT space is defined
relative to the stack BunG0,n parametrising principal G-bundles on the universal curve CM0,n →
M0,n. It is given by
E∨Q/BunG0,n
= R• π∗(u
∗ Tp)
where π is the universal curve over Q = QGIT0,n (Y, β) and Tp is the relative tangent complex of the
projection map ρ. There is a natural isomorphism
BunG0,n = Pic0,n ×M0,n . . .×M0,n Pic0,n︸ ︷︷ ︸
rX
given by sending P to the rX individual factors of the affine bundle P ×G A
rX . Using the normal
sheaf sequence for the inclusion j in the diagram above (all relative to the base C) we obtain a
short exact sequence on C:
0→ u∗Tp →
⊕
ρ∈ΣX (1)
Lρ → u
∗NP×GC(Y )/⊕ρ∈ΣX (1)Lρ → 0
Since P ×G C(Y ) is defined by the vanishing of uY , we see that the final term is isomorphic to
the line bundle LY discussed above. Thus we have a natural isomorphism of objects of the derived
category:
u∗Tp =
 ⊕
ρ∈ΣX (1)
Lρ → LY

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Applying R• π∗ we obtain on the left hand side the obstruction theory for Q
GIT
0,n (Y, β) relative
BunG0,n. On the other hand, the first term on the right hand side is the obstruction theory for
the toric quasimap space Q0,n(X, β) relative to the fibre product of the Picard stacks, whereas the
second term is the relative obstruction theory for Q0,n(Y, β) inside Q0,n(X, β). Thus the virtual
classes agree as well.
Aside 3.8. In Remark 2.3 we saw that if Y = P1 × P1 and X = P3, with Y →֒ X given by the
Segre embedding, then the induced map
QGIT0,3 (Y, (2, 2))→ Q
GIT
0,3 (X, 4)
is not injective. However, there is no contradiction between this and the discussion above. The
somewhat subtle point is that the definition of the quasimap space depends on the presentation
of the target as a GIT quotient [CFKM14, §4.6]. In Remark 2.3 we expressed Y as a toric GIT
quotient
Y ∼= A4 G2m
whereas in the context of Remark 3.7, Y would be expressed as a more parsimonious quotient:
Y ∼= C(Y ) Gm
The map QGIT(A4  G2m) → Q
GIT(X) is not an embedding, but it factors through QGIT(C(Y ) 
Gm)→ Q
GIT(X) which is.
We have thus shown that the comb locus DQ(X |Y,A,B,M) makes sense for general (X,Y ). Our
next task is to construct a virtual class on this locus. Consider the product (not the fibre product
over Y r)
EQ(X |Y,A,B,M) := Q0,A(0)∪{q1,...,qr}(Y, β
(0))×
r∏
i=1
Q0,α(i)∪(mi)(X |Y, β
(i))
which we may endow with the product virtual class (with weighting as before):
[EQ(X |Y,A,B,M)]virt :=(
m(1) · · ·m(r)
r!
)
·
(
[Q0,A(0)∪{q1,...,qr}(Y, β
(0))]virt ×
r∏
i=1
[Q0,α(i)∪(mi)(X |Y, β
(i))]virt
)
We have the following cartesian diagram
DQ(X |Y,A,B,M) EQ(X |Y,A,B,M)
Xr Xr ×Xr

∆Xr
and we can use this to define a virtual class on the comb locus:
[DQ(X |Y,A,B,M)]virt := ∆!Xr [E
Q(X |Y,A,B,M)]virt
The virtual class on the union DQα,k(X |Y, β) of the comb loci is defined to be the sum of the virtual
classes [DQ(X |Y,A,B,M)]virt.
Remark 3.9. This is the same definition of the virtual class of the comb locus that we gave in
§3.1 in the case (X,Y ) = (PN , H).
On the other hand, there is another cartesian diagram:
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∐
B : i∗B=B′
DQ(X |Y,A,B,M) DQ(PN |H,A,B′,M)
Q0,n(X, β) Q0,n(P
N , d)

k
Recall that we are trying to show that the virtual class of the comb locus pulls back nicely along
k. The result that we need is:
Lemma 3.10. k![DQ(PN |H,A,B′,M)]virt =
∑
B:i∗B=B′
[DQ(X |Y,A,B,M)]virt
For the proof of Lemma 3.10, let us introduce the following shorthand notation. We fix the data
of A, B′, M for a comb locus of (PN , H), and set:
D(X |Y ) :=
∐
B : i∗B=B′
DQ(X |Y,A,B,M) D(PN |H) := DQ(PN |H,A,B′,M)
E(X |Y ) :=
∐
B : i∗B=B′
EQ(X |Y,A,B,M) E(PN |H) := EQ(PN |H,A,B′,M)
D(X) :=
∐
B : i∗B=B′
DQ(X,A,B) D(PN ) := DQ(PN , A,B′)
E(X) :=
∐
B : i∗B=B′
EQ(X,A,B) E(PN ) := EQ(PN , A,B′)
Q(X) := Q0,n(X, β) Q(P
N ) := Q0,n(P
N , i∗β)
Here D(X) and E(X) are the so-called centipede loci; they are defined in the same way as the
comb loci, except that we replace both the quasimaps to Y and the relative quasimaps to (X,Y )
by quasimaps to X . There is a cartesian diagram:
E(X |Y ) E(PN |H)
E(X) E(PN )
 θ
Since E(PN ) is smooth (being a product of spaces of quasimaps to PN ) and there is a natural
fundamental class on E(PN |H), we have a diagonal pull-back morphism θ! = θ!∆ (see Appendix A).
It follows immediately from the definitions that:
Lemma 3.11. [E(X |Y )]virt = θ![E(X)]virt .
Now consider the following cartesian diagram
D(X) D(PN ) MwtA,B
Q(X) Q(PN ) Mwt0,n,β
ϕ
X  ϕPN  ψ
k
where Mwt0,n,β is the moduli space of prestable curves weighted by the class β [Cos06, §2] and:
MwtA,B := M
wt
0,A(0)∪{q01 ,...,q
0
r},β
(0) ×
r∏
i=1
Mwt0,A(i)∪{q1i },β(i)
The vertical maps in the above diagram are given by gluing together curves (in the case of ψ) and
quasimaps (in the case of ϕX and ϕPN ). The maps D(X) → M
wt
A,B and Q(X) → M
wt
0,n,β admit
relative perfect obstruction theories which are the same as the usual perfect obstruction theories
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relative to the moduli spaces of unweighted curves. Furthermore the morphism ψ admits a perfect
obstruction theory. Thus there are virtual pull-back morphisms ψ!, and by the splitting axiom
(which is the same in quasimap theory as in Gromov–Witten theory; see [CFK17, §2.3.3]) we have:
[D(X)]virt := ∆!Xr [E(X)]
virt = ψ![Q(X)]virt
Commutativity of virtual pull-backs then implies that:
(3) [D(X)]virt = ψ![Q(X)]virt = ψ!k![Q(PN )] = k!ψ![Q(PN)] = k![D(PN )]
Proof of Lemma 3.10. Putting all the preceding results together, we consider the cartesian diagram:
D(X |Y ) E(X |Y ) E(PN |H)
D(X) E(X) E(PN )
Xr Xr ×Xr
  θ

∆Xr
We then have:
[D(X |Y )]virt = ∆!Xr [E(X |Y )]
virt by definition
= ∆!Xrθ
![E(X)]virt by Lemma 3.11
= θ!∆!Xr [E(X)]
virt by commutativity
= θ![D(X)]virt by definition
= θ!k![D(PN )] by formula (3) above
= θ!k!∆!(PN )r [E(P
N )] by definition
= k!∆!(PN )rθ
![E(PN )] by commutativity
= k!∆!(PN )r [E(P
N |H)] by Lemma 3.11
= k![D(PN |H)] by definition
Summing over all the components of DQα,k(P
N |H, d) we obtain the result. 
Proof of Theorem 3.6. Apply k! to Proposition 3.4, using Lemma 3.10. 
4. Quasimap quantum Lefschetz theorem
The recursion formula shows that the relative quasimap invariants of (X,Y ) are completely
determined, in an algorithmic way, from the absolute invariants of X and Y ; by repeatedly applying
the recursion formula, we can remove all the tangency conditions, leaving us with an expression
which only involves the invariants of X and Y .
However, we can do much more than this. In this section we will prove (two variations of) a
quantum Lefschetz theorem for quasimap invariants, that is, a result which expresses the quasimap
invariants of Y in terms of those of X . This is the quasimap analogue of the quantum Lefschetz
hyperplane principle in Gromov–Witten theory and, on the face of it, has nothing to do with relative
invariants.
RELATIVE QUASIMAPS AND MIRROR FORMULAE 17
4.1. General quasimap quantum Lefschetz. First we state the most general form of the theo-
rem, without any additional assumptions on X and Y .
Theorem 4.1 (Quasimap quantum Lefschetz theorem). Let X be a smooth projective toric variety
and Y ⊆ X a smooth very ample hypersurface. Then there is an explicit algorithm to recover the
(restricted) absolute quasimap invariants of Y , as well as the relative quasimap invariants of (X,Y ),
from the absolute quasimap invariants of X .
The corresponding result in Gromov–Witten theory is due to Gathmann [Gat03a, Corollary
2.5.6]; the proof we present in the quasimap setting is very similar to his. The term “restricted”
here means that we only integrate against cohomology classes pulled back from H∗(X), rather than
allowing arbitrary classes from H∗(Y ).
Proof. The idea, of course, is to repeatedly apply the recursion formula. The proof is by induction,
and in order for the argument to work it is essential that we determine simultaneously the absolute
invariants of Y and the relative invariants of (X,Y ).
We induct on: the intersection number d = Y · β, the number of marked points n, and the total
tangency Σiαi, in that order. This means that when we come to compute an absolute or relative
invariant, we assume that all of the absolute and relative invariants with
(1) smaller d, or
(2) the same d, but smaller n, or
(3) the same d, the same n, but smaller Σiαi
are known. For the purposes of this ordering, we set Σiαi = d + 1 for any absolute invariant of
Y . This means that when we come to compute such an invariant, we assume that all the relative
invariants with the same d and n are known.
We first prove the induction step for the relative invariants; suppose then that we want to
compute some invariant:
〈γ1ψ
k1
1 , . . . , γnψ
kn
n 〉
X|Y
0,α,β
We assume Σiαi > 0, since otherwise this is just an absolute invariant of X . Pick some k ∈
{1, . . . , n} with αk > 0, and apply Theorem 3.6 to obtain:
((αk − 1)ψk + ev
∗
k[Y ]) ∩ [Q0,α−ek(X |Y, β)]
virt = [Q0,α(X |Y, β)]
virt + [DQα−ek,k(X |Y, β)]
virt
Capping this with the appropriate product of evaluation and psi classes, we obtain from the first
term on the right-hand side the invariant that we are looking for.
It remains to show that the other terms are known by the induction hypothesis. Clearly, this is
true for the term on the left-hand side, which has the same d, the same n, but smaller Σiαi. Consider
on the other hand a component of the comb locus. This contributes a product of an absolute
invariant of Y (corresponding to the internal component) with a number of relative invariants of
(X,Y ) (corresponding to the external components). One can check that each of these invariants
either has smaller d, or the same d and smaller n. Thus, they are also determined. Therefore the
relative invariant is determined inductively.
Now we prove the induction step for the absolute invariants of Y . Suppose then that we want
to compute a restricted invariant:
〈γ1ψ
k1
1 , . . . , γnψ
kn
n 〉
Y
0,n,β
If we apply Theorem 3.6 with α = (d+ 1, 0, . . . , 0) we obtain
(dψ1 + ev
∗
1[Y ]) ∩ [Q0,α−e1(X |Y, β)]
virt = [DQα,1(X |Y, β)]
virt
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where the comb locus on the right-hand side has a connected component isomorphic to the moduli
space
Q0,n(Y, β)
(corresponding to a “comb with no teeth”). Capping as before with an appropriate class, we obtain
the invariant that we are looking for. The term on the left-hand side is known since Σiαi is smaller,
while any other terms coming from the comb locus either involve invariants with smaller d or with
the same d but smaller n, and so are also known inductively. This completes the proof. 
Remark 4.2. There is a subtle but extremely important point which we have ignored in the proof
above. While the statement of Theorem 4.1 only concerns the restricted quasimap invariants, i.e.
those with insertions from H∗(X), when we calculate contributions from the comb loci we are forced
to consider unrestricted invariants, due to classes in the diagonal in H∗(Y × Y ) which do not come
from H∗(X×X). This is problematic, since in general these terms cannot be computed inductively.
However, a careful analysis of the recursion formula shows that any term which appears in this
way must in fact be zero. The argument is the same as the one given for Gromov–Witten invariants
in [Gat03a, §2.5]; the details are left to the reader. The key idea is to show that any absolute or
relative quasimap invariant which has precisely one insertion from outside of H∗(X) must be zero,
and then to show that any term arising from the comb locus and involving unrestricted classes is
equal to a product of invariants, at least one of which takes this form.
4.2. A mirror theorem for quasimap invariants. Although the algorithm presented in the
previous section is completely explicit, it is in general quite involved, since the combinatorics can
become arbitrarily complicated. We would like to be able to find a closed formula which expresses
the quasimap invariants of Y in terms of those of X . This is our goal over the next few sec-
tions, culminating in Theorem 4.4, which provides such a closed formula, under some additional
restrictions.
In [Gat03b] Gathmann applies the stable map recursion formula to obtain a new proof of the
mirror theorem for hypersurfaces [Giv96]. This can be viewed as a partial quantum Lefschetz
formula, expressing certain stable map invariants of Y in terms of those of X .
In this section we carry out a similar computation in the quasimap setting. We work with
generating functions for 2-pointed quasimap invariants (the minimal number of markings, due to
the strong stability condition). The absence of rational tails in the quasimap moduli space makes
the quasimap recursion much simpler than Gathmann’s.
Our formula can be viewed as a special case of [CFK14, Corollary 5.5.1], and thus as a rela-
tion between certain residues of the Gm-action on spaces of 0-pointed and 1-pointed parametrised
quasimaps to Y . Some of the consequences of this formula are explored in [CFK14, Section 5.5];
for instance, it follows in the semipositive case that all primary ǫ-quasimap invariants with a fun-
damental class insertion can be expressed in terms of 2-pointed invariants.
4.3. Setup. As before, we let X = XΣ be a smooth projective toric variety and i : Y →֒ X a
smooth very ample hypersurface. We also make the following two assumptions:
(1) Y is semi-positive: −KY is nef;
(2) Y contains all curve classes : the map i∗ : A1(Y )→ A1(X) is surjective.
By adjunction, −KX pairs strictly positively with every curve class coming from Y , hence with every
curve class by Assumption (2). Thus −KX is ample by Kleiman’s criterion (since the effective cone
of a toric variety is finitely generated), so X is Fano. Also note that if dimX ≥ 3 then Assumption
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(2) always holds, due to the classical Lefschetz hyperplane theorem; on the other hand if dimX = 2
then Assumption (2) forces X to be P2.
We fix a homogeneous basis η0, . . . , ηk for H
∗(X) = H∗(X,Q) and let η0, . . . , ηk denote the
dual basis with respect to the Poincare´ pairing. Without loss of generality we may suppose that
η0 = 1X and η
1 = [Y ]. We get an induced basis ρ1 = i
∗η1, . . . , ρk = i
∗ηk for i
∗H∗(X). Notice that
ρ0 = i
∗η0 = i
∗[ptX ] = 0, ρ1 = i
∗η1 = [ptY ]. We can extend the ρi to a basis ρ1, . . . , ρl for H
∗(Y )
by adding ρk+1 . . . , ρl. Let ρ
1, . . . , ρl denote the dual basis; notice that ρi is not equal to i∗ηi (they
do not even have the same degree!). Note also that ρ1 = 1Y .
4.4. Generating functions for quasimap invariants. As with many results in enumerative
geometry, the quasimap Lefschetz formula is most conveniently stated in terms of generating func-
tions. Here we define several such generating functions for the absolute quasimap invariants of X
and Y . We work with two marked points since this is the minimum number required in order for
the quasimap space to be nonempty. However since we only take insertions at the first marking we
would like to think of these, morally speaking, as 1-pointed invariants (in Gromov–Witten theory
the corresponding statement is literally true, due to the string equation).
For any smooth projective toric variety X (or more generally, any space for which the quasimap
invariants are defined), and any effective curve class β ∈ H+2 (X), we define
SX0 (z, β) = (ev1)∗
(
1
z − ψ1
[Q0,2(X, β)]
virt
)
and
SX0 (z, q) =
∑
β≥0
qβSX0 (z, β)
where by convention SX0 (z, 0) = 1X , and q is a Novikov variable. These are generating functions
for quasimap invariants of X which take values in H∗(X).
The same definition applies to Y . However, as noted in §4.1, quantum Lefschetz theorems only
work if we study restricted quasimap invariants. The generating function for these is defined as
S˜Y0 (z, β) = (ev1)∗
(
1
z − ψ1
[Q0,2(Y, β)]
virt
)
where crucially ev1 is viewed as mapping to X instead of to Y . Thus S˜
Y
0 (z, β) takes values in
H∗(X) and involves only quasimap invariants of Y with insertions coming from i∗H∗(X); this is
in contrast to SY0 (z, β), which takes values in H
∗(Y ) and involves quasimap invariants of Y with
arbitrary insertions. As earlier, we can also define S˜Y0 (z, q).
Now, since X and Y are smooth, we may use Poincare´ duality to define a push-forward map on
cohomology, i∗ : H
k(Y )→ Hk+2(X).
Lemma 4.3. i∗S
Y
0 (z, β) = S˜
Y
0 (z, β).
Proof. This follows from functoriality of cohomological push-forwards and the fact that we have a
commuting triangle:
Q0,2(Y, β) Y
X
ev1
ev1 i
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Let us spell this out explicitly, in order to help the reader familiarise with the generating functions
involved. First, it is easy to see from the projection formula that:
i∗ρ
i =
{
ηi for i = 1, . . . , k
0 for i = k + 1, . . . , l
Now, we can write SY0 (z, β) as:
SY0 (z, β) =
l∑
i=1
〈
ρi
z − ψ1
,1Y
〉Y
0,2,β
ρi
Thus applying i∗ gives
i∗S
Y
0 (z, β) =
l∑
i=1
〈
ρi
z − ψ1
,1Y
〉Y
0,2,β
i∗ρ
i =
k∑
i=1
〈
ηi
z − ψ1
,1X
〉Y
0,2,β
ηi = S˜Y0 (z, β)
as claimed. 
4.5. Quasimap quantum Lefschetz formula. We now turn to our main result: a formula ex-
pressing the generating function S˜Y0 (z, q) for restricted quasimap invariants of Y in terms of the
quasimap invariants of X .
Theorem 4.4. Let X and Y be as above. Then
(4) S˜Y0 (z, q) =
∑
β≥0 q
β
(∏Y ·β
j=0(Y + jz)
)
· SX0 (z, β)
PX0 (q)
where:
PX0 (q) = 1 +
∑
β>0
KY ·β=0
qβ(Y · β)!〈[ptX ]ψ
Y ·β−1
1 ,1X〉
X
0,2,β
Notice that PX0 (q) depends not only on X but also on the divisor class of Y in X ; the superscript
is supposed to indicate that the definition only involves quasimap invariants of X .
Proof. Form = 0, . . . , Y ·β, define the following generating function for 2-pointed relative quasimap
invariants
S˜
X|Y
0,(m)(z, β) = (ev1)∗
(
1
z − ψ1
[Q0,(m,0)(X |Y, β)]
virt
)
where we view ev1 as mapping to X . Note that S˜
X|Y
0,(0)(z, β) = S
X
0 (z, β). Also define the following
generating function for “comb loci invariants”
T˜
X|Y
0,(m)(z, β) = (ev1)∗
(
m[Q0,(m,0)(X |Y, β)]
virt +
1
z − ψ1
[DQ(m,0),1(X |Y, β)]
virt
)
where again we view ev1 as mapping to X . As in [Gat03b, Lemma 1.2], it follows from Theorem
3.6 that
(5) (Y +mz)S˜
X|Y
0,(m)(z, β) = S˜
X|Y
0,(m+1)(z, β) + T˜
X|Y
0,(m)(z, β)
and we can apply this repeatedly to obtain:
(6)
Y ·β∏
j=0
(Y + jz)SX0 (z, β) =
Y ·β∑
m=0
Y ·β∏
j=m+1
(Y + jz)T˜
X|Y
0,(m)(z, β)
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We now examine the right-hand side in detail. By definition, T˜
X|Y
0,(m)(z, β) splits into two parts:
those terms coming from the relative space and those terms coming from the comb loci.
Let us first consider the contribution of the comb loci. Since there are only two marked points
and the first is required to lie on the internal component of the comb, it follows from the strong
stability condition that there are only two options: a comb with zero teeth or a comb with one
tooth.
First consider the case of a comb with zero teeth. The moduli space is then Q0,2(Y, β) and we
require that Y · β = m. Thus this piece only contributes to T˜
X|Y
0,(Y ·β)(z, β), and the contribution is:
k∑
i=1
〈
ρi
z − ψ1
,1Y
〉Y
0,2,β
ηi
Next consider the case of a comb with one tooth. Let β(0) and β(1) denote the curve classes of
the internal and external components, respectively, and letm(1) be the contact order of the external
component with Y . The picture is as follows
x2
x1
m(1)
and the invariants which contribute take the form〈
ρi
z − ψ1
, ρh
〉Y
0,2,β(0)
〈
ρh,1X
〉X|Y
0,(m(1),0),β(1)
ηi
for i = 1, . . . , k and h = 1, . . . , l. By computing dimensions, we find
0 ≤ codim ρh = dimY − codimρh
= dimY − vdimQ0,(m(1),0)(X |Y, β
(1))
= dimY − (dimX − 3−KX · β
(1) + 2−m(1))
= KY · β
(1) − Y · β(1) +m(1)
≤ 0
where the final equality follows from adjunction and the final inequality holds because −KY is nef
and m(1) ≤ Y · β1. This shows that the only non-trivial contributions come from curve classes
β(1) such that KY · β
(1) = 0, and that in this case the order of tangency must be maximal, i.e.
m(1) = Y · β(1). Furthermore we must have codim ρh = 0 and so ρh = ρ1 = 1Y which implies
ρh = ρ1 = [ptY ]. Finally since m
(1) = Y · β(1) we have
m = Y · β(0) +m(1) = Y · (β(0) + β(1)) = Y · β
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and so again this piece only contributes to T˜
X|Y
0,(Y ·β)(z, β), and the contribution is:
k∑
i=1
 ∑
0<β(1)<β
KY ·β
(1)=0
(Y · β(1))
〈
ρi
z − ψ1
,1Y
〉Y
0,2,β−β(1)
〈
ρ1,1X
〉X|Y
0,(Y ·β(1),0),β(1)
 ηi
where the Y · β(1) factor comes from the weighting on the virtual class of the comb locus. Finally,
we must examine the terms of T˜
X|Y
0,(m)(z, β) coming from:
ev1∗(m[Q0,(m,0)(X |Y, β)]
virt)
Notice that we only have insertions from i∗H∗(X) ⊆ H∗(Y ), since ev1 is viewed as mapping to X .
On the other hand
vdimQ0,(m,0)(X |Y, β) = dimX − 3−KX · β + 2−m
= dimX − 1−KY · β + Y · β −m by adjunction
≥ dimX − 1 + Y · β −m since −KY is nef
≥ dimX − 1 since m ≤ Y · β
where in the second line we have applied the projection formula to i, and thus have implicitly used
Assumption (2), discussed in §4.3; namely that every curve class on X comes from a class on Y .
Consequently the only insertions that can appear are those of dimension 0 and 1. However,
the restriction of the 0-dimensional class η0 = [ptX ] to Y vanishes, as do the restrictions of all
1-dimensional classes except for η1 (by the definition of the dual basis, since η
1 = Y ). Thus the
only insertion is i∗η1 = ρ1 = [ptY ], and since η
1 has dimension 1 all the inequalities above must
actually be equalities. Thus we only have a contribution if −KY · β = 0 and m = Y · β. The
contribution to T˜
X|Y
0,(Y ·β)(z, β) in this case is:
(Y · β)〈ρ1,1X〉
X|Y
0,(Y ·β,0),βη
1
Thus we have calculated T˜
X|Y
0,(m)(z, β) for all m; substituting into equation (6) we obtain
Y ·β∏
j=0
(Y + jz)SX0 (z, β) = T˜
X|Y
0,(Y ·β)(z, β)
=
k∑
i=1
〈
ρi
z − ψ1
,1Y
〉Y
0,2,β
ηi+
k∑
i=1
 ∑
0<β(1)<β
KY ·β
(1)=0
(Y · β(1))
〈
ρi
z − ψ1
,1Y
〉Y
0,2,β−β(1)
〈
ρ1,1X
〉X|Y
0,(Y ·β(1),0),β(1)
 ηi+
(Y · β)〈ρ1,1X〉
X|Y
0,(Y ·β,0),βη
1
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where the third term only appears if KY · β = 0. We can rewrite this as:
Y ·β∏
j=0
(Y + jz)SX0 (z, β)
= S˜Y0 (z, β) +
∑
0<β(1)≤β
KY ·β
(1)=0
(
(Y · β(1))
〈
ρ1,1X
〉X|Y
0,(Y ·β(1),0),β(1)
)
S˜Y0 (z, β − β
(1))
It is now clear from the expression above that equation (4) in the statement of Theorem 4.4 holds,
with:
PX0 (q) = 1 +
∑
β>0
KY ·β=0
qβ(Y · β)〈ρ1,1X〉
X|Y
0,(Y ·β,0),β
To complete the proof it thus remains to show that:
PX0 (q) = 1 +
∑
β>0
KY ·β=0
qβ(Y · β)!〈ψY ·β−11 [ptX ],1X〉
X
0,2,β
The aim therefore is to express the relative invariants
〈ρ1,1X〉
X|Y
0,(Y ·β,0),β
in terms of absolute invariants of X . Unsurprisingly, we once again do this by applying Theorem
3.6. We have:
[Q0,(Y ·β,0)(X |Y, β)]
virt = ((Y · β − 1)ψ1 + ev
∗
1 Y )[Q0,(Y ·β−1,0)(X |Y, β)]
virt −
[DQ(Y ·β−1,0),1(X |Y, β)]
virt
We begin by examining the contributions from the comb loci. As before, we have only contributions
coming from combs with 0 teeth and combs with 1 tooth. The former contributions take the form
〈ρ1,1Y 〉
Y
0,2,β
which vanish because vdimQ0,2(Y, β) = dimY − 1−KY · β = dimY − 1 whereas the insertion has
codimension dimY . The latter contributions take the form
〈ρ1, ρ
h〉Y0,2,β(0)〈ρh,1X〉
X|Y
0,(Y ·(β−β(0))−1,0),β−β(0)
and these must also vanish since:
codim ρh = dimY − codim ρh
= dimY − vdimQ0,(Y ·(β−β(0))−1,0)(X |Y, β − β
(0))
= dimY − (dimX − 3−KX · (β − β
(0)) + 2− Y · (β − β(0)) + 1)
= −1 +KX · (β − β
(0)) + Y · (β − β(0))
= −1 +KY · (β − β
(0))
≤ −1
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Thus the comb loci do not contribute at all. Applying this recursively (the same argument as above
shows that we never get comb loci contributions), we find that
(Y · β)〈ρ1,1X〉
X|Y
0,(Y ·β,0),β = (Y · β)〈η1
Y ·β−1∏
j=0
(Y + jψ1),1X〉
X
0,2,β
= (Y · β)!〈[ptX ]ψ
Y ·β−1
1 ,1X〉
X
0,2,β
where the second equality holds because Y · η1 = η
1 · η1 = [ptX ] and Y
2 · η1 = 0. This completes
the proof of Theorem 4.4. 
Corollary 4.5. If Y is Fano then there is no correction term:∑
β≥0
qβ
Y ·β∏
j=0
(Y + jz)SX0 (z, β) = S˜
Y
0 (z, q)
Corollary 4.6. Let Y = Y5 ⊆ X = P
4 be the quintic three-fold. Then
S˜Y50 (z, q) =
IY5small(z, q)
P (q)
where
IY5small(z, q) = 5H +
∑
d>0
∏5d
j=0(H + jz)∏d
j=0(H + jz)
5
qd
and:
P (q) = 1 +
∑
d>0
(5d)!
(d!)5
qd
Proof. Apply Theorem 4.4 and use the fact that the quasimap invariants of P4 coincide with the
Gromov–Witten invariants, which are well-known from mirror symmetry. 
Remark 4.7. Theorem 4.4 agrees with [CZ14, Theorem 1] when X is a projective space.
4.6. Comparison with the work of Ciocan-Fontanine and Kim. Here we briefly explain how
to compare our Theorem 4.4 to a formula obtained by Ciocan-Fontanine and Kim. We assume that
the reader is familiar with the paper [CFK14], in particular §4 and §5 thereof. There they introduce
(in the more general context of ǫ-stable quasimaps) the following generating functions for quasimap
invariants of Y :
(1) The Jǫ-function
Jǫ(t, z) =
∑
m≥0,β≥0
qβ
m!
(ev•)∗
(
m∏
i=1
ev∗i (t) ∩ ResF0 [QG
ǫ
0,m(Y, β)]
virt
)
for t ∈ H∗(X). Here QGǫ0,m(Y, β) is the moduli space of ǫ-stable quasimaps with a
parametrised component [CFKM14, §7.2], F0 is a certain fixed locus of the natural Gm-
action on this space, and ev• is the evaluation at the point ∞ ∈ P
1 on the parametrised
component. ResF0 is the residue of the virtual class, i.e. the virtual class of the fixed locus
divided by the Euler class of the virtual normal bundle (see [GP99] for details on virtual
localisation). The variable z is the Gm-equivariant parameter.
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(2) The Sǫ-operator
Sǫ(t, z)(γ) =
∑
m≥0,β≥0
qβ
m!
(ev1)∗
(
ev∗2(γ) ·
∏2+m
j=3 ev
∗
j (t)
z − ψ1
∩ [Qǫ0,2+m(Y, β)]
virt
)
where t, γ ∈ H∗(X) and z is a formal variable.
(3) The P ǫ-series
P ǫ(t, z) =
k∑
h=1
ρh
∑
m≥0,β≥0
qβ
m!
(
ev∗1(ρh ⊠ p∞) ∩ [QG
ǫ
0,1+m(Y, β)]
virt
)
where t ∈ H∗(X) and z is the Gm-equivariant parameter. Here we view ev1 as mapping to
Y ×P1, and p∞ ∈ H
∗
Gm
(P1) is the equivariant cohomology class defined by setting p∞|0 = 0
and p∞|∞ = −z.
Given these definitions, Ciocan-Fontanine and Kim use localisation with respect to the Gm-action
on the parametrised space to prove the following formula [CFK14, Theorem 5.4.1]:
Jǫ(t, z) = Sǫ(t, z)(P ǫ(t, z))
They observe that if we set t = 0 and restrict to semi-positive targets, then the only class that
matches non-trivially with P ǫ|t=0 is [ptY ]. Hence the above formula takes the simple form
(7)
Jǫ|t=0
〈[ptY ], P
ǫ|t=0〉
= Sǫ(1Y )|t=0 = 1Y +
k∑
h=1
ρh
∑
β>0
qβ
〈
ρh
z − ψ
,1Y
〉Y,ǫ
0,2,β

see [CFK14, Corollary 5.5.1]. In our setting, ǫ = 0+ and Y embeds as a very ample hypersurface
in a toric Fano variety X . Our Theorem 4.4 makes explicit a consequence of formula (7). More
precisely:
Lemma 4.8. We have the following relations between our generating functions and the generating
functions of Ciocan-Fontanine and Kim:
i∗J
0+|t=0 =
∑
β≥0
qβ
Y ·β∏
j=0
(Y + jz)SX0 (z, β)(8)
〈[ptY ], P
0+|t=0〉 = P
X
0 (q)(9)
i∗S
0+(1Y )|t=0 = S˜
Y
0 (z, q)(10)
Proof. (10) is clear from the second equality of (7) and the definition of S˜Y0 (z, q). To show (8), let
us look more closely at the left-hand side:
J0+|t=0 =
∑
β≥0
qβ(ev•)∗
(
ResF0 [QG0,0(Y, β)]
virt
)
We have a diagram of fixed loci and evaluation maps
QG0,0(Y, β) F
Y
0 Y
QG0,0(X, β) F
X
0 X
i  i
ev•
i
ev•
26 LUCA BATTISTELLA AND NAVID NABIJOU
and by a mild generalisation of [CFKM14, Propositions 6.2.2 and 6.2.3], we have an equality of
Gm-equivariant classes
i∗[QG0,0(Y, β)]
virt = e(π∗E
Y
0,0,β) ∩ [QG0,0(X, β)]
virt
where π is the universal curve on QG0,0(X, β) and E
Y
0,0,β is the equivariant line bundle on this
curve associated to OX(Y ). This is the parametrised analogue of the bundle LY constructed in the
definition of relative quasimaps; see §2.3.
We would like to pull back this equation to the fixed locus FX0 in order to obtain an equation
involving the residues. Let us first briefly recall the definition of FX0 . Since there are no markings,
any quasimap in QG0,0(X, β) has irreducible source curve. For such a quasimap to be Gm-fixed
we need that the induced rational map is constant; this means that the degree of the quasimap is
concentrated at the basepoints (i.e. the sum of the lengths of the basepoints should be equal to
the degree). Furthermore only the points 0 and ∞ of the parametrised component are allowed to
be basepoints. The fixed loci are thus indexed by ordered partitions of the degree which record the
length of the basepoints at 0 and ∞. FX0 is the locus on which all the degree is concentrated at 0.
This means that ∞ is not a basepoint and we have an evaluation map ev∞ (denoted ev• earlier).
See [CFK14, §4] for more details: our FX0 is there denoted F
0,0,0
0,0,β .
Since the fibres of π are irreducible and rational, the degree of the universal line bundle on the
parametrised component is constant; therefore we have for 0 < j ≤ Y · β + 1 an exact sequence:
0→ π∗(E
Y
0,0,β(−jσ∞))→ π∗E
Y
0,0,β → σ
∗
∞P
j−1(EY0,0,β)→ 0
where Pj−1 denotes the bundle of (j − 1)-jets, and σ∞ is the section given by the point ∞ ∈ P
1
of the parametrised component. The right-hand map is given by evaluating a section of EY0,0,β (as
well as its derivatives up to order j − 1) at the point ∞. The left-hand term consists of sections of
EY0,0,β which vanish at σ∞ to order j. If we set j = Y · β + 1 then this term vanishes and we have:
π∗E
Y
0,0,β = σ
∗
∞P
Y ·β(EY0,0,β)
On the other hand, we have
0→ EY0,0,β ⊗ ω
⊗j
π → P
j(EY0,0,β)→ P
j−1(EY0,0,β)→ 0
see [Gat02, §2]. Pulling back along σ∞ and taking Euler classes, we can compute recursively from
j = Y · β to 0 and obtain a splitting
e(π∗E
Y
0,0,β) =
Y ·β∏
j=0
c1(σ
∗
∞E
Y
0,0,β ⊗ ω
⊗j
∞ )
where ω∞ = σ
∗
∞ωπ gives the cotangent space at the point∞. The bundle ω∞ is (non-equivariantly)
trivial since the source curves in FX0 are rigid; on the other hand the weight of the Gm-action on
the cotangent space at ∞ is z. We thus obtain:
i∗[F
Y
0 ]
virt =
Y ·β∏
j=0
(ev∗∞ Y + jz) ∩ [F
X
0 ]
virt
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Furthermore, the Euler classes of the virtual normal bundles match under i. Substituting into
i∗J
0+|t=0 we find that:
i∗J
0+|t=0 =
∑
β≥0
qβ(i ◦ ev•)∗
(
ResFY0 [QG0,0(Y, β)]
virt
)
=
∑
β≥0
qβ
Y ·β∏
j=0
(Y + jz)(ev•)∗
(
ResFX0 [QG0,0(X, β)]
virt
)
On the other hand, if we apply (7) with X instead of Y , then the denominator on the left-hand
side vanishes since X is Fano. Comparing coefficients of qβ we thus obtain
(ev•)∗ResFX0 [QG0,0(X, β)]
virt = SX0 (z, β)
from which it follows that:
i∗J
0+|t=0 =
∑
β≥0
qβ
Y ·β∏
j=0
(Y + jz)SX0 (z, β)
This proves (8). It remains to show (9). According to Ciocan-Fontanine and Kim, if we write the
1/z-expansion of Jǫ|t=0 as
Jǫ|t=0 = J
ǫ
0(q)1Y +O(1/z)
then 〈[ptY ], P
ǫ|t=0〉 = J
ǫ
0(q). It thus remains to prove that J
0+
0 (q) = P
X
0 (q).
Since X is a toric Fano variety, we have the following calculation of residues due to Givental
[Giv98] (see also [CFK10, Definition 7.2.8]):
SX0 (z, β) =
∏
ρ∈ΣX (1)
∏0
j=−∞(Dρ + jz)∏Dρ·β
j=−∞(Dρ + jz)
=
∏
ρ : Dρ·β≤0
∏0
j=Dρ·β
(Dρ + jz)∏
ρ : Dρ·β>0
∏Dρ·β
j=1 (Dρ + jz)
We can then apply equation (8) to find i∗J
0+|t=0, and hence also to find J
0+
0 (q). In the end we
obtain:
J0+0 (q) =
∑
β≥0
qβ(Y · β)!
∏
ρ : Dρ·β<0
(−1)−Dρ·β(−Dρ · β)!∏
ρ : Dρ·β>0
(Dρ · β)!
On the other hand the coefficient
〈[ptX ]ψ
Y ·β−1
1 ,1X〉
X
0,2,β
which appears in our PX0 (q)-series also appears in S
X
0 (z, β). So again we can find it by appealing
to Givental’s calculation of SX0 (z, q).
〈[ptX ]ψ
Y ·β−1
1 ,1X〉
X
0,2,β = coeffqβz−Y ·β 〈[ptX ], S
X
0 (z, q)〉
=
∏
ρ : Dρ·β<0
(−1)−Dρ·β(−Dρ · β)!∏
ρ : Dρ·β>0
(Dρ · β)!
which proves (9). We thus conclude that (7) implies our Theorem 4.4. 
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5. Relative wall-crossing
5.1. Context. The classical mirror theorem, due to Givental, equates a certain generating function
for Gromov–Witten invariants — the J-function — with an explicit hypergeometric function —
the I-function — after a suitable change of variables called the mirror map [Giv98]. A fundamental
insight is that the I-function may be interpreted as a generating function for quasimap invariants.
From this perspective, the mirror theorem breaks into two parts:
(1) find an explicit formula for the quasimap generating function;
(2) prove a wall-crossing formula, relating the quasimap and Gromov–Witten generating func-
tions via a change of variables.
This basic strategy was pursued, with great success, in a series of papers by Ciocan-Fontanine–Kim
[CFK16, CFK14, CFK].
Recently [FTY18] Fan–Tseng–You have used the correspondence between relative and orbifold
Gromov–Witten invariants [ACW17] to obtain a version of the mirror theorem in the relative setting
(without using quasimaps). They write down an explicit combinatorial formula for the relative I-
function of a smooth pair (X,Y ), under the assumption that the pair is sufficiently semipositive
and that the absolute J-function of X is known. They then show [FTY18, Theorem 4.3] that their
relative I-function and the relative J-function coincide after a change of variables.
In this final section, we will show that their relative I-function coincides with a natural generat-
ing function I
X|Y
β (z, 0) for relative quasimap invariants. This provides strong evidence for our main
hypothesis, namely that relative quasimap invariants provide a means to generalise the mirror the-
orems of Givental and Ciocan-Fontanine–Kim to the relative setting. In ongoing work in progress,
we follow up on this claim by developing a fully-fledged, general theory of logarithmic quasimaps,
and proving reconstruction and wall-crossing formulas in this context.
5.2. Comparison of relative I-functions. We begin by establishing notation. Fix as before a
smooth very ample pair (X,Y ) and a curve class β ∈ H+2 (X), and let e = Y · β. We define our
relative I-function as the following formal power series in the cohomology of Y
I
X|Y
β (z, 0) = S
X|Y
0,(e)(z, β) = (ev1)∗
(
1
z − ψ1
[Q0,(e,0)(X |Y, β)]
virt
)
=
l∑
i=0
〈
ρi
z − ψ1
,1X
〉X|Y
0,(e,0),β
ρi ∈ H∗(Y )JzK
where ev1 is viewed as mapping to Y (for simplicity we leave undefined the terms for which e = 0).
Just as in Lemma 4.3 we have:
i∗I
X|Y
β (z, 0) = S˜
X|Y
0,(e)(z, β).
On the other hand we have the Fan–Tseng–You relative I-function at t = 0, which may be expressed
as
I
X|Y
β,FTY(z, 0) = i
∗
(
JXβ (z, 0) ·
e−1∏
m=1
(Y +mz)
)
∈ H∗(Y )JzK
(see [FTY18, Theorem 4.3], and [FWY18, §7.1] for the definition of the product structure used in
the first reference).
Theorem 5.1. Assume as in §4.3 that Y is semipositive. Then we have:
i∗i∗I
X|Y
β (z, 0) = z
−1 · i∗i∗I
X|Y
β,FTY(z, 0).
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Remark 5.2. The effect of applying i∗i∗ is to remove the terms corresponding to the non-restricted
quasimap invariants. This is an artefact of the proof, since the recursion formula established in §3
only deals with restricted insertions. The final statement should hold without this caveat.
Proof. Applying (5) from §4.5 repeatedly, we obtain the following formula in H∗(X)JzK:(
e−1∏
m=0
(Y +mz)
)
SX0 (z, β) = S˜
X|Y
0,(e)(z, β) +
e−1∑
k=0
(
e−1∏
m=k+1
(Y +mz)
)
T˜
X|Y
0,(k)(z, β).
By a dimension counting argument similar to the one given in the proof of Theorem 4.4, we see
that T˜
X|Y
0,(k)(z, β) = 0 for k = 0, . . . , e− 1, so that the formula reads:
(11) S˜
X|Y
0,(e)(z, β) =
(
e−1∏
m=0
(Y +mz)
)
SX0 (z, β).
Since Y is semipositive and very ample, we have that X is Fano. Hence its quasimap invariants
coincide with its Gromov–Witten invariants (see §2.1). The string equation then gives:
SX0 (z, β) = z
−1 · JXβ (z, 0).
Applying i∗ to (11) we then obtain
i∗S˜
X|Y
0,(e)(z, β) = z
−1 · i∗
(
JXβ (z, 0) ·
e−1∏
m=0
(Y +mz)
)
= z−1 · i∗Y · I
X|Y
β,FTY(z, 0)
= z−1 · i∗i∗I
X|Y
β,FTY(z, 0).
But we also have
i∗S˜
X|Y
0,(e)(z, β) = i
∗i∗I
X|Y
β (z, 0)
and the claim follows. 
Remark 5.3. This result is unnecessarily restrictive, and is best thought of as a proof-of-concept.
For one, it establishes wall-crossing only in the t = 0 case (i.e. we only consider generating functions
for two-pointed invariants with a fundamental class insertion). More importantly, the proof is not
geometric; it uses the relative mirror theorem [FTY18, Theorem 4.3], rather than providing a new
proof of this result. We plan to correct both these defects, and more, in our upcoming work on
logarithmic quasimap theory.
Appendix A. Intersection-theoretic lemmas
In this appendix we explicitly define the diagonal pull-back along a morphism whose target is
unobstructed (used in [Gat02]) and verify that this agrees with the virtual pull-back of [Man12a]
when both are defined. We also check that it satisfies some expected compatibility properties.
Consider a morphism of DM stacks f : Y → X over a smooth base M, such that X is smooth
over M and Y carries a virtual class given by a perfect obstruction theory EY/M. Then, for every
cartesian diagram
G F
Y X
g
q  p
f
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and every class α ∈ A∗(F ), we may define
f !∆(α) = ∆
!
X([Y ]
vir × α) ∈ A∗(G)
which we call the diagonal pull-back. We first show that it coincides with the usual virtual pull-back
along f in the presence of a compatible perfect obstruction theory for f .
Lemma A.1. Assume that there exists a relative obstruction theory Ef compatible with EY/M
and the standard (unobstructed) obstruction theory for X , i.e:
f∗LX/M EY/M Ef
f∗LX/M LY/M Lf
Id
[1]
[1]
Then for every cartesian diagram and every class α ∈ A∗(F ) as above,
f !v(α) = f
!
∆(α).
Proof. Consider the following cartesian diagram:
G Y ×M F Y
F X ×M F X
X X ×M X
q×g
g 
pr1
f×Id 
f
p×Id
p 
pr1
Id×p
∆X
Then, by commutativity of (virtual) pull-backs, we have
∆!X([Y ]
vir × α) = ∆!((f !v[X ])× α)
= ∆!X(f
!
v([X ]× α))
= f !v(∆
!
X([X ]× α))
= f !v(α)
as required. 
Secondly, we show that the diagonal pull-back behaves similarly to an ordinary virtual pull-
back (e.g. commutes with other virtual pull-backs) even in the absence of a compatible perfect
obstruction theory.
Lemma A.2. The diagonal pull-back morphism as defined above commutes with ordinary Gysin
maps and with virtual pull-backs.
Proof. First consider the case of ordinary Gysin maps. We must consider a cartesian diagram:
Y ′′ X ′′ S
Y ′ X ′ T
Y X
  k

f
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with k a regular embedding and f : Y → X as before. We need to show that for all α ∈ A∗(X
′):
k!f !∆(α) = f
!
∆k
!(α)
We form the cartesian diagram
Y ′′ Y ×X ′′ S
Y ′ Y ×X ′ T
X X ×X
  k

∆X
and apply commutativity of usual Gysin morphisms. In the case where k is not a regular embedding
but rather is equipped with a relative perfect obstruction theory, the same argument works with k!
replaced by k!v. 
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