ABSTRACT. First-Order Second Moment (FOSM) and Monte Carlo analysis were applied to characterize the uncertainty in selected water levels and velocities simulated by a two-dimensional hydrody
INTRODUCTION
Two-dimensional (2D) hydrodynamic modeling generally refers to the simulation of water levels or depths and vertically-averaged velocities by approximating the partial-differential equations of fluid mass and momentum in two horizontal directions over a mesh or grid that discretizes the waterway at a specified resolution. The simplification from 3D flow in nature to 2D hydrodynamic models is an approximation that results in uncertainty. Hydrodynamic models also require extensive measurement data to describe the geometry and bathymetry of the waterway and information on parameters that cannot be measured directly. Uncertainties in model inputs results in uncertainties in the simulated water levels and velocities.
Although two-dimensional hydrodynamic modeling is used widely in water resources engineering and other related disciplines, there has been limited research quantifying the uncertainty in hydrody-
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namic modeling outputs, or to identifying the major sources of the uncertainties. Hydrodynamic models provide information that is difficult to measure comprehensively. Model development usually consists of data collection, the selection and creation of an appropriate model, calibration, and verification. The accuracy of model outputs are generally characterized during the calibration and verification processes, yet the factors contributing to the uncertainty are seldom analyzed. The uncertainty in the output stems from our limited ability to precisely specify the model inputs, and from the simplifications inherent in the 2D hydrodynamic model itself and the discretization of the model domain by the model grid or mesh.
There has been research to develop mathematical methods that quantify uncertainties in numerical models (Bobba et al. 1995 , Poeter et al. 2005 . The approaches can be divided into two categories, analytical methods or approximate methods (Tung 1996) . The selection of a suitable method depends on the availability of data, the complexity of the model, and the required accuracy. Analytical techniques are often limited in application because they require precise probability distribution functions for the input quantities and the mathematical derivations required to analytically relate the uncertainty of the outputs to that of the inputs is either very difficult or impossible to perform. Hydrodynamic models involve differential equations that are impossible to solve analytically and therefore analytical uncertainty analysis methods are not applicable. Approximate uncertainty analysis methods are practical and suitable for hydrodynamic models.
Two frequently used approximate uncertainty analysis methods are the First-Order Second Moment (FOSM) (Cesare 1991 , International Standards Organization 1995 and Monte Carlo analysis. These methods have been applied in open channel hydraulics, but the analyses have been limited to one-dimensional hydraulic models. For example, Huang (1986) and Cesare (1991) both computed the uncertainty of the outputs of hydraulic models. The models used in these analyses were one-dimensional applications of Manning's equation. Hall et al. (2005) used Monte Carlo analysis to calculate and attribute the uncertainty of the water levels calculated by a one-dimensional flood inundation model. These examples demonstrate the feasibility of uncertainty analysis to 1D hydraulic models. Two-dimensional hydrodynamic models are considerably more complex, but provide solutions that better approximate natural flow conditions. The objective of this paper is to perform an uncertainty analysis on a specific two-dimensional hydrodynamic model. Methods suitable for two-dimensional hydrodynamic modeling are evaluated; the findings from the uncertainty analysis are given; and discussion of how these results can be used is provided.
METHODS
An application of the Resource Management Associates' two-dimensional finite element hydrodynamic numerical model (RMA2) was utilized. The model computes depth-averaged horizontal velocity components and water levels for sub-critical, free surface (ice-free) flow. RMA2 uses a finite-element solution of the Reynolds form of the Navier-Stokes equation for turbulent flows. The program solves the depth-integrated equations of mass and momentum conservation in two horizontal directions. The model is maintained by the U.S. Army Corps of Engineers at the Waterways Experimentation Station (WES) (Donnell et al. 2005) .
The application of RMA2 used in this study was of the Upper St. Lawrence River which is downstream of Lake Ontario. The Upper St. Lawrence River forms part of the international boundary between Canada and the United States in southern Ontario. The RMA2 model has been applied by others in the Great Lakes Connecting Channels (Holtschlag and Koschik 2001) . The Upper St. Lawrence River application of the model was developed by Thompson and Moin (2003) as part of another study. The model covered a 150 km reach of the St. Lawrence River from the outlet of Lake Ontario at Kingston, Ontario, to the control structure at Cornwall, Ontario (Fig. 1) . The model domain was discretized into a grid of approximately 32,000 elements defined by nodes at the vertices and mid-sides where water levels and velocities are simulated. Each element measured an average of 150 m square. The model used water levels at Kingston and Cape Vincent, New York as the upstream boundary condition. At the downstream boundary the discharge at the Moses-Saunders Hydroelectric Dam in Cornwall was specified. The model was calibrated and verified using a network of water level gauges and discharge data collected in the Upper St. Lawrence River.
The model simulates water levels and velocities at over 69,000 nodes. Performing uncertainty analysis using FOSM or Monte Carlo analysis for all nodes is not practical. Therefore, three locations in the Upper St. Lawrence River were selected and the model was run for a single, theoretical, Lake Ontario level of 74.98 m referenced to International Great Lakes Datum (IGLD) 1985 and a river flowrate of 7,023 m 3 /s. Uncertainty analysis was conducted specifically for the outputs from this model run at the selected locations only. The three locations selected are points of interest in water management and commercial navigation. The uncertainty analysis quantifies the uncertainties in the calculations of water level and velocities at these locations and describes sensitivities for selected model inputs.
Component Uncertainty
The uncertainty analysis first determined the component uncertainty. There are three types of component uncertainties in this application: uncertainty from measured geometry, bathymetry, and boundary condition data, uncertainty from model parameters, and uncertainty from the model structure. Measured data used in a hydrodynamic model include waterway geometry, bathymetry, and boundary conditions, water levels, river discharge, winds, and water temperature. Model parameters derived through calibration include the Manning's n and eddy viscosity parameters. Uncertainty from model structure is due to the simplifications made in the development of the governing equations of the model, the numerical solution algorithms used in solving these equations and the discretization of the river into a grid.
Bathymetric data are subject to the uncertainties of two measurements that are taken concurrently. The two simultaneous measurements are the horizontal position (i.e., x-y coordinates) and the underwater water depth or vertical position. The uncertainties in the two measurements are independent and can be determined from the standards of agencies responsible for collecting the data. By using the standards of the National Oceanic and Atmospheric Administration (NOAA), Canadian Hydrographic Service, and the Corps of Engineers (Byrnes et al. 2002) , in concert with the age of the data, we estimated that the absolute error for each bathymetry sounding in the Upper St. Lawrence River is about ± 0.6 to 0.9 m. The error in bathymetry can be considered to be random over a large ge- 
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ographical area unless the cause of the error is systematic in nature. The agencies responsible for the collection of these data have stringent quality control and quality assurance procedures that would minimize any systematic error. To import the bathymetry into the model, the individual soundings were linearly interpolated onto the finite element grid nodes. This interpolation procedure smoothes some of the random errors in the bathymetry measurements, but creates uncertainty by estimating the bathymetry at the model nodes. The uncertainty in the bathymetry is assumed to be negligible due to the following three facts: (1) the small relative error (about two to three %) associated with bathymetry measurement; (2) small random bathymetric measurement errors would not cause noticeable differences in model outputs of water levels and velocities; and (3) some of the random measurement errors associated with the bathymetry points would be cancelled through the process of interpolation.
Water levels are used as boundary conditions and also as observation data in the calibration of a model. The model's upstream boundaries are the water levels at the Kingston, Ontario, gauge (CHS gauge number 13988), and the Cape Vincent, New York, gauge (NOAA gauge number 9052000). Uncertainty of water level data originates from levelling and benchmarking, ongoing influence of glacial isostatic rebound, finite instrument resolution, and recording errors. The uncertainty in the water levels contains static and dynamic components. The static component represents the uncertainty associated with leveling and the determination of the absolute datum of the gauge. The dynamic component refers to the uncertainty resulting from the variability in water levels over a short time period. For the current problem, the dynamic component is not considered because this analysis is at steady-state conditions. Due to the lack of information, only literature evidences and professional judgement were used in the assessment of the static component of the water level measurement errors. Holtschlag and Koschik (2001) estimated the static component of error at water level gauges to be ± 0.6 cm. NOAA estimated that the errors in instantaneous water level measurements at its Great Lakes water level gauges are about ± 0.6 cm (Jeff Oyler, United States National Oceanic and Atmospheric Administration, written communication, November 16, 2005) . Neff and Nicholas (2005) cited that the errors in individual Great Lakes water level measurements are on the order of 0.5-1.0 cm. Therefore, the static component of error in water levels caused by leveling and the determination of datum is estimated to be ± 1 cm. Following the suggestion of ISO (1995) , the measurement error of 1.0 cm was taken as the standard deviation of the measured water level.
The discharge of the Upper St. Lawrence River is used as the downstream boundary condition for the model. This discharge is determined by summing up the discharges through individual turbines of the Moses-Saunders Power Plant (Susan Farrell, Ontario Power Generation, written communication, 2004) . The discharge through the turbines was initially established from performance testing conducted after the turbines are initially installed. These ratings are revised after turbine upgrades, and at other times periodically to monitor for change (Ontario Power Generation 2003) . During the performance testing, turbine flow is measured using the velocity area method in the penstock and at the intake. Velocities are measured at 200-300 panel locations within the measurement section and the sum of the discharges through all of the panels is the computed turbine flow. The overall relative error in the flow measured during the performance testing is estimated to be ± 1.7 % using the velocity area method (Ontario Power Generation 2003). We treated this percentage error as the coefficient of variation (cov) in the measurement of discharge and used this cov and the mean discharge to estimate the uncertainty in the downstream discharge boundary condition. This is similar to the way we treated the uncertainty associated with water level measurements.
Wind forces are generally not considered in RMA2 models because wind forces induce three-dimensional flow phenomena and are difficult to model with a two-dimensional hydrodynamic model (Donnell et al. 2005) . The effect of the wind force on the river is not evaluated in the uncertainty analysis of model outputs because there is insufficient information to describe the uncertainty in wind data available for the Upper St. Lawrence River.
Average water temperature can be specified in the RMA2 model to approximate conditions observed in the field. However, the RMA2 model does not allow for spatial variation in water temperature, and can only handle one value for the water temperature. NOAA estimates that the errors in instantaneous water temperature measurements are about ± 0.2 Degrees Celsius (Jeff Oyler, United States National Oceanic and Atmospheric Association, written communication, November 16, 2005) . However, the spatial variability in water temperatures for the Upper St. Lawrence River is much larger than the instantaneous measurements might indicate. The water temperature in the river varies seasonally and throughout its length. The spatial variability in water temperature was specified as at ± 5°C and treated as its standard deviation. The importance of water temperature was explored in the sensitivity analysis portion of this work and was determined to be insignificant over the range of plausible, ice free, temperatures (1°C to 20°C).
The Manning's n coefficient is used in RMA2 to calculate the amount of bed friction (bottom shear stress) that is applied to the flow. Manning's n cannot be measured directly, so values for Manning's n were determined through calibration. The calibration was tailored to meet the goal of the problem of the estimation of the water levels and velocities in the river at three key locations in the river and the quantification of the uncertainty in those estimates. The historic range in water levels at the upstream boundary of the St. Lawrence River (Lake Ontario) is large, varying from 73.75 to 75.75 metres. River discharge has ranged from 4,500 to 10,900 m 3 /s over this same period. One set of Manning's n and eddy viscosity values while being optimal over the entire hydrologic range would not at the same time provide the best fit over a much smaller hydrologic range. Therefore, to complete the most precise calibration possible, observations spanning a small, relevant hydrologic range were selected. The model was calibrated using hourly water level observations collected on 16 April 2002. The average Lake Ontario water level and river discharge on this day were 74.98 meters and 7,023 m 3 /s respectively.
A universal inverse modeling code, UCODE (Poeter and Hill 1998), was used to make the eddy viscosity and roughness coefficient adjustments systematically and automatically. Manning's n and eddy viscosity values were estimated using UCODE, a procedure that applies a nonlinear regression technique to minimize the sum of squared residuals, calculated as the sum of the differences between the computed and observed water levels at nine water level gauges within the model domain. UCODE is a universal code for parameter estimation written in the programming language PERL (Practical Extraction and Report Language). UCODE was used to manipulate RMA2 input files and read values from output files, execute RMA2 in batch mode with different parameter sets, compare simulated with expected values, apply a non-linear regression to adjust parameter values in response to the comparison, and report the estimated parameters. Sensitivities of parameters to the overall sum of squared residuals were calculated using the central differencing procedure in UCODE. The parameter estimation problem was deemed to have converged when the sum of squared residuals changed by less than two percent from one iteration to the next. Within an iteration, each parameter to be calibrated is perturbed by one percent, while the remaining parameters are held constant at their initial values or the values estimated at the end of the previous iteration. The RMA2 model was executed in unsteady mode for 24 hours to initialize the model and then for another 24 hours to use in calibration. The two model runs were executed after each parameter was perturbed and after the two runs were computed the parameter sensitivities were calculated for each observation as the ratio of change in simulated values to the change in parameter values. These sensitivities together with the model residuals were used with nonlinear regression to update the parameter estimates and the process was repeated in the next iteration. The entire process was performed several times with different initial estimates for the parameter values to determine the ideal parameter fit.
The material zones (roughness zones) were structured so that a unique material zone was created in between each water level gauge in the river. There were a total of eight material zones created for the Upper St. Lawrence River. The configuration of the zones is shown in Figure 2 . This configuration was found to be superior to other configurations that were tested based on the total sum of squared residuals and also the lowest individual water level gauge residual. A summary of the results of the calibration is shown in Table 1 and a plot of the final computed versus observed water levels at the Saunders Headwater Gauge is shown in Figure 3 . As a result of this process, the values of Manning's n for the eight material zones within the model were optimized so that the computed water levels matched the observed water levels within ± 5.1 cm 95% percent of the time.
The optimized Manning's n values are assumed to be the mean values for the purposes of uncertainty analysis. The variance in Manning's n value was estimated based on the findings in Johnson (1996) . A literature search for coefficients of variation and distribution functions for hydraulic parameters including Manning's n was conducted in Johnson (1996) . Experiments were also conducted to obtain uncertainty data for hydraulic variables and field observations were made to obtain information on their uncertainties. Johnson (1996) concluded that coefficients of variation for Manning's n can range from 0.1 to 0.3. In this study, Manning's n values were determined through calibration and not through field measurements or observations, so application of coefficients of variation from field studies is problematic. Here it is assumed that the uncertainty in the Manning's n values would not increase because the calibrated parameters are estimated by comparing observed and computed water levels, where as field estimates are not adjusted. The Manning's n values determined from the calibration process result in a model that (± 5.11 cm, 95% of the time) reproduces the water levels in the river given known boundary conditions. Two scenarios were used to investigate the uncertainty in Manning's n determined through calibration. In both scenarios, the mean Manning's n values ranged from 0.027-0.033 and were assumed to be normally distributed about the mean value. In the first scenario, a coefficient of variation of 0.1 was assumed and in the second scenario, a coefficient of 0.3 was assumed.
The eddy viscosity (E) represents the strength of turbulence within the flow domain. For the Upper St. Lawrence River model, the eddy viscosity was assigned dynamically to the model using a Peclet number, P where P = ρ udx/E, ρ is the fluid density, u is the average elemental velocity, dx is the length of the element in the streamwise direction. The value of the Peclet number was estimated through the calibration process simultaneously with the Manning's n values. There is no previous study discussing the uncertainty in eddy viscosity values for 
FIG. 2. Upper St. Lawrence River model material (Manning's n zones).
the RMA2 models. In this work, the eddy viscosity is assumed to have a level of uncertainty similar to that of the Manning's n, using a coefficient of variation of 0.1 of the Peclet number. The mean Peclet number was determined through calibration to be 17 resulting in a standard deviation of 1.7. The distribution of Peclet number was assumed to be normal as well. Uncertainties in the model structure itself are recognized but not explicitly accounted for in this analysis. This is because the numerical accuracy of the representation of 2D hydraulics is much higher than the input data. Uncertainties in the model itself come from several sources including the simplification of the actual river flow using a two-dimensional, depth-averaged approximation, the size of the model grid used in this analysis, and the iterative solution procedure used by RMA2.
Combined Uncertainty
Once the uncertainties in the individual model inputs were established the combined uncertainty in the model outputs was quantified using two approaches, the First Order Second Moment (FOSM) approach and the Monte Carlo approach. The FOSM method utilizes a function f(X) to represent the output variable y, where X is the set of input variables x 1 , x 2 , . . . , x n . Through the use of this function, the effect of the combined uncertainty of the inputs (x i , i = 1, . . . , n) on the uncertainty of the output y can be determined. The function y=f(X) is first approximated by its Taylor Series Expansion of the independent variables about their means. The mean, E(y), and variance, u c 2 (y), are then determined through the linearization of the function via the Taylor Series expansion as shown (International Standards Organization 1995):
FIG. 3. Computed versus observed water levels at the Saunders Headwater Gauge [* -IGLD (International Great Lakes Datum of 1985)].
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Where C i , are the sensitivity coefficients, x 1 , x 2 , . . . , x n are the input variables, and u 2 (x i ) are the variances of the individual input variables, and r(x i , x j ) are the correlation coefficients between pairs of input variables. The sensitivity coefficients are partial derivatives, evaluated at the mean values of x i .
They describe how the output y varies with changes in x i or the effect of a very small change in x i on the output y. The combined effect of the sensitivity coefficients and the variances in the inputs plus the influence of input parameter correlations then determine the uncertainty, u c 2 , in the output. If the input variables are uncorrelated, i.e., r(x i ,x j ) = 0, the equation for calculating the variance in output y is simplified to: geometry of the flow field and flow velocities, the correlation between eddy viscosity and Manning's n values should be quite small. Also, upstream water level and discharge in the river are assumed not to be correlated for this application because the upstream water level is controlled by Lake Ontario water level, while the river discharge is controlled by the Moses-Saunders Power Plant.
Sensitivity coefficients were calculated for each parameter for the computed water level, x-velocity component, and y-velocity component. The sensitivity coefficients (partial derivatives) for all parameters were evaluated using a central differencing technique (Poeter et al. 2005) . The model inputs were each perturbed in turn by an amount Δ and then the RMA2 model was executed to calculate the necessary model outputs. While each model input was perturbed the other inputs were held at their mean values. The value of Δ used in this analysis was equal to one standard deviation of the model input. The size of Δ was found to be insignificant; with the exception that Δ had to be large enough to cause a change in the computed output value. If the value of Δ is too small, the model output does not change leading to the calculation of a false sensitivity coefficient of zero. The upper limit for the perturbation is suggested to be the maximum error in the input parameter itself (International Standards Organization 1995). In this application, the function y = f(X) is the RMA2 model with model inputs X = (x 1 , x 2 , . . . , x n ). The model outputs include the water level and two components (x and y directions) of the depth averaged velocity at points of interest (nodes) within the model domain. The model inputs X include the upstream boundary condition (water level Wl), the Peclet number PE, the eight Manning's n values n i , and the downstream boundary condition (river discharge Q). Correlation between individual Manning's n zones, the eddy viscosity value for the model, and the boundary condition inputs was taken to be zero, although there might be some correlation between the eddy viscosity values of the model and the Manning's n values. However, since the eddy viscosity values are also largely related to the 1.3E+00 1.5E+00 0.0E+00 0.0E+00 0.0E+00 -5.0E-02 -5.0E-02 0.0E+00 Peclet number 4.2E-03 4.9E-03 7.3E-03 5.0E-04 7.5E-04 0.0E+00 2.5E-04 5.0E-04 2.5E-04 Manning's n 1 -5.3E+00 -5.4E+00 -6.1E+00 1.6E-01 0.0E+00 0.0E+00 1.6E-01 3.2E-01 0.0E+00 Manning's n 2 -5.8E+00 -5.9E+00 -6.6E+00 1.7E-01 0.0E+00 0.0E+00 1.7E-01 3.5E-01 0.0E+00 Manning's n 3 -2.8E+00 -2.8E+00 -3.2E+00 0.0E+00 0.0E+00 0.0E+00 1.8E-01 1.8E-01 0.0E+00 Manning's n 4 -2.5E+01 -2.5E+01 -2.8E+01 6.9E-01 3.5E-01 0.0E+00 1.0E+00 1.6E+00 -3.5E-01 Manning's n 5 -5.3E+00 -8.3E+00 -9.4E+00 -2.8E+00 9.3E-01 0.0E+00 0.0E+00 3.3E+00 0.0E+00 Manning's n 6 0.0E+00 -2.0E-01 -1.2E+01 0.0E+00 -2.7E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 Manning's n 7 0.0E+00 0.0E+00 -6.7E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 Manning's n 8 0.0E+00 0.0E+00 -2.1E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 Downstream Boundary Discharge Q -2.3E-04 -2.5E-04 -3.9E-04 6.3E-05 3.4E-05 1.3E-05 8.0E-05 1.1E-04 -4.2E-05
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The calculated sensitivity coefficients are shown in Table 2 . The larger the magnitude of the coefficient, the larger the influence the parameter has on the model output. A positive coefficient means that the computed value, either a water level or velocity, changes in the same direction as the model input. The sensitivity coefficients for the Manning's n values are generally the largest and indicate that Manning's n values are the most influential on both the computed water levels and the computed velocities, with a greater influence on the computed water levels. Also, the magnitude of the sensitivity coefficients for the computed water levels, with respect to all input parameters, increases as the calculation point progresses from the upstream to the downstream end of the river. The sensitivity coefficients only reflect the degree of influence of the model inputs on the model outputs and do not indicate how much uncertainty the model input contributes. The variance of the model input must also be included. To illustrate, consider the sensitivity coefficient for the river discharge. The sensitivity coefficient for the river discharge is small but the river discharge does result in a notable amount of uncertainty in the computed water levels and velocities due to the size of the variance of the river discharge.
The uncertainty analysis calculations were completed assuming two coefficients of variation values for Manning's n, i.e., 0.1 and 0.3. The results are shown in Tables 3 and 4. The expected value or mean of the outputs was determined by running the model with the mean input parameter values. The variance u c 2 , the standard deviation u c , the 95 percent confidence intervals, and the coefficient of variation for the model outputs are shown. The 95 percent confidence intervals were calculated assuming that the output variable follows a normal distribution. The coefficient of variation of Manning's n is influential on the uncertainty in the model outputs. The standard deviation in computed water levels at all three locations increased by a factor of roughly three when the uncertainty in the Manning's n increased by a factor of three.
The FOSM approach results in immediate attribution of the uncertainty in the model outputs to individual or groups of model inputs. When the variance is multiplied by the square of the sensitivity coefficient, the uncertainty contributed by the individual parameter is determined. The relative contributions on the computed water level at the Saunders head water gauge and the computed velocities at the Downstream Approach to the Iroquois lock (DAI) are shown in Table 5 to illustrate the results. These locations are of significance in hydroelectric and commercial navigation purposes.
The FOSM method is an approximate uncertainty analysis technique. It is relatively simple to compute but it is known to be inaccurate when the model analyzed is non-linear (Bobba et al. 1996) . To verify the FOSM analysis results, a Monte Carlo simulation analysis of uncertainty was also undertaken. The Monte Carlo analysis method is considered a more exact uncertainty analysis method than the FOSM and does not have the same difficulties with non-linear functions and models. It takes into account the complete probability distribution of the input. It gives the entire distribution function for the output while the FOSM method only provides the mean and variance.
A probability distribution function (PDF) describing the variability in each model input is a key component of a Monte Carlo analysis. It is from the PDF that the random samples of model inputs used to evaluate the uncertainty in the model are generated. Determining the appropriate PDF for measured data and model parameters is difficult due to a lack of information. It has been shown that the range of the parameter has more of an influence on the uncertainty and sensitivity contribution of a parameter than the distribution type used (Saltelli et al. 2000) . In this work, a PDF was developed for the upstream water level, the downstream discharge, the Peclet Number, and the eight Manning's n roughness values. Based on the results of the screening level sensitivity analysis and the FOSM results, water temperature was not evaluated during the Monte Carlo analysis because its impact is negligible.
The normal distribution function for each model input is completely specified by the mean and variance. For the Peclet number and each of the eight Manning's n zones, the mean was assumed to be the value determined through the calibration of the model and the standard deviation was calculated using this mean and a coefficient of variation of 0.1. As discussed in the Component Uncertainty section, the mean and variance for the boundary condition data, i.e., the upstream water level and the downstream discharge, were established by assuming the boundary condition values represent the mean (water level of 74.98 m and a flowrate of 7,023 m 3 /s). The standard deviation in the water level was set as 0.01 m and the standard deviation in the flowrate was set as 1.7% of the mean or 119 m 3 /s. The uncertainty estimate in these values does not take into account any variability that would result from temporal variation in levels or flows, it simply is a measure of how well the level and flow can be measured or known at any particular time.
Random samples from each input distribution were generated through Monte Carlo simulation. Values for all 11 input variables were generated simultaneously assuming they were independent. To improve the efficiency of the Monte Carlo process and reduce the number of simulations that were required, a Latin Hypercube sampling (LHS) approach was utilized (Mckay 1995) . In using LHS, the range of each input factor x i is divided into m intervals of equal probability 1/m. One sample is drawn from each interval. An LHS of size m for n inputs is denoted by the matrix D 0 = (X 1 , X 2 , …, X n ), where D 0 is a m by n matrix. Each column vector X i contains m values of the input factor x i sampled from equal-probability intervals and randomized as to the position in the vector. LHS ensures that the entire distribution representing each of the input variables is included in a relatively small sample (Saltelli et al. 2000) . In this work, the ranges of the variables were divided into 95 different intervals. Values for the variables were determined using the probability density functions for probabilities at 0.01 sized intervals ranging from 0.03 to 0.97 (i.e., 0.03, 0.04, 0.05, … , 0.95, 0.96, 0.97) . As a result there were a total of 95 possible values for each of the 11 input variables. Using this LHS method, 95 samples of the 11 variables were then created. The result was a matrix of input variables with dimensions of 11 columns (n) by 95 rows (m). The uncertainty in the computed water levels and velocities was determined by evaluating the 95 samples of input values with the RMA2 model. For this analysis, because the Latin Hypercube method was utilized, the number of simulations required was small. The estimates of mean and variance converged to three decimal places with only 95 samples executed.
From the results of the Monte Carlo runs of the hydrodynamic model, the mean, variance, and confidence intervals of the computed water levels and velocities at the three locations of interest were determined. Tables 6, 7 , and 8 show the results of the simulations. For comparison purposes, the results from the FOSM analysis have also been included in these tables.
DISCUSSION
The uncertainties calculated using the Monte Carlo method average 15 percent less than those calculated using the FOSM method but the pattern of the results are similar. One reason that the Monte Carlo estimates of uncertainty are smaller than the FOSM estimates is likely the inclusion of the entire probability distribution functions in the Monte The effect of this inclusion of samples with low probability of occurrence may lead to reduced uncertainty of the output. The other possible reason for the small difference is that the Monte Carlo analysis takes into account the non-linear aspects of the hydrodynamic model. The effect of the uncertainties in all model inputs may combine to form a smaller total uncertainty than simply the linear sum of the model input uncertainties as computed using the FOSM method. The computational requirements for the Monte Carlo analysis were greater than the FOSM method but it is not obvious that the extra effort was justified given the results from both methods were so similar. The differences between the uncertainties calculated are small, suggesting that the FOSM method is effective in estimating the uncertainty in a hydrodynamic model. The calculated uncertainty using the FOSM is larger or more conservative when compared to Monte Carlo analysis. There is a greater chance the actual value of the model output will fall within the bounds of the uncertainty if the estimate of the uncertainty is conservative. Though, the uncertainty estimate should not be excessively conservative so as to diminish the usefulness of the analysis. Obtaining accurate information to quantify the uncertainty in the inputs of the hydrodynamic model is important. Independent of what method is utilized to determine the uncertainty in model outputs, the uncertainty in the model inputs must be accurately estimated or the uncertainty estimate of the model outputs will be meaningless. The inability to define the uncertainty in the Manning's n parameters results in a vague estimate of the uncertainty in the model outputs. Literature provides a range of estimates for the uncertainties in Manning's n. This range creates uncertainty in itself in trying to select a representative estimate of the uncertainty as required by the FOSM and Monte Carlo analysis methods. The uncertainty in the other model inputs is less of a problem either because the uncertainty can be more accurately defined or because the model output is not sensitive to the model inputs.
This study indicates that uncertainty and sensitivity analyses are useful in hydrodynamic modeling. The earlier the sensitivity analysis is completed, the earlier the indication of the importance each piece of input data or model parameter is obtained. This knowledge can be helpful in project planning because increased effort can be placed on accurately defining those model inputs that are most influential on the model outputs. A simple sensitivity analysis, such as the calculation of the sensitivity coefficients can provide a great deal of information. Uncertainty analysis can be easily completed using the FOSM method if there is information available to describe the uncertainty in the model inputs. Increased attention is being given to uncertainty considerations in measurements and modeling, so it is likely that estimates of uncertainty for data used as model inputs will be more readily available in the future. The additional information obtained from an uncertainty analysis adds further value to the computations performed by the model. The value of the hydrodynamic modeling outputs is increased by the description of the uncertainty in those outputs. The outputs may no longer be viewed as deterministic values of the water levels and velocities, but their inherent limitations recognized as probabilistic estimates. It is possible to place a confidence interval around the computed water level or velocity. For example, the simulated Saunders headwater water level is 73.83 m and the uncertainty estimate says that we are 95% certain that the computed water level is within ± 0.16 m of the computed value. The probabilistic information adds value to the hydrodynamic modeling output and summarizes all the knowledge that the engineer has on the model output.
CONCLUSIONS
In this paper, the uncertainty in water levels and easting and northing velocity components at three nodes of a two-dimensional hydrodynamic model developed by Thompson and Moin (2003) was quantified. The analysis determined the contributions of uncertainties in the model inputs on the uncertainty of the model outputs. The combined uncertainty was calculated using FOSM and Monte Carlo analysis techniques. It was demonstrated that both FOSM and Monte Carlo analysis can be applied with two-dimensional hydrodynamic models and FOSM is probably the preferred method. Reasons that support this conclusion are, first, FOSM estimates of uncertainty are slightly larger than those obtained using Monte Carlo analysis resulting in a more conservative estimate; second, FOSM requires less information to describe the model inputs, fewer model executions and computations to calculate the output uncertainty; third, FOSM provides an immediate indication of the primary contributors to the uncertainty in the output, while Monte Carlo analysis requires additional effort to do the same. Sensitivity coefficients are calculated as an interim step of the FOSM method and can be utilized to proportion the uncertainty to individual or groups of model inputs.
With the sources of uncertainty in the model inputs investigated, the input that contributes the most to the uncertainty in the model outputs is the bottom resistance described in RMA2 using Manning's n. The bottom resistance is caused not only by bed roughness but also by irregular bed geometry and seasonal vegetation. Manning's n is used to account for resistances caused by all of these characteristics on the flow. In this particular Upper St. Lawrence River application of the model, the Manning's n for one particular reach of the river had the largest influence on computed water levels and velocities. There is not a precise knowledge of the uncertainty in Manning's n. The combined effect of a large uncertainty in Manning's n and a model that is highly sensitive to changes in Manning's n is a significant amount o uncertainty in the outputs of the hydrodynamic model.
The additional effort required to complete an uncertainty analysis of a hydrodynamic model using the FOSM method is minimal. It provides information to the model developer quantifying how accurate the model actually is. A confidence interval can be placed around the computed water level or velocity, relaying everything the engineer knows about the model output. Better decisions can be made in water resources management by taking into account the uncertainties in hydrodynamic modeling.
