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Abstract. Determining the minimum number of states required by a
deterministic finite automaton to separate a given pair of different words
(to accept one word and to reject the other) is an important challenge.
In this paper, we ask the same question for quantum finite automata
(QFAs). We classify such pairs as easy and hard ones. We show that
2-state QFAs with real amplitudes can separate any easy pair with
zero-error but cannot separate some hard pairs even in nondetermin-
istic acceptance mode. When using complex amplitudes, 2-state QFAs
can separate any pair in nondeterministic acceptance mode, and here we
conjecture that they can separate any pair also with zero-error. Then,
we focus on (a more general problem) separating a pair of two disjoint
finite set of words. We show that QFAs can separate them efficiently in
nondeterministic acceptance mode, i.e., the number of states is two to
the power of the size of the small set.
Keywords: Quantum finite automaton · Zero-error · Nondeterminism ·
Succinctness · Promise problems
1 Introduction
Determining the minimum number of states required by a deterministic finite
automaton (DFA) to separate any given pair of words is one of the famous
open problems in automata theory [5]. We can generalize this question in a
straightforward way by considering different computational models (e.g. see [16]).
We focus on quantum finite automata (QFAs). We classify such pairs as easy
and hard ones. We show that 2-state QFAs with real amplitudes can separate
any easy pair with zero-error but cannot separate some hard pairs even in non-
deterministic acceptance mode. When using complex amplitudes, 2-state QFAs
can separate any pair in nondeterministic acceptance mode and here we con-
jecture that they can separate any pair also with zero-error. Then, we focus on
(a more general problem) separating a pair of two disjoint finite set of words.
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We show that QFAs can separate them efficiently in nondeterministic acceptance
mode, i.e., the number of states is two to the power of the size of the small set.
In the next section, we provide the necessary background. The results on
separating pairs are given in Sect. 3. The results on separating two finite sets are
presented in Sect. 4.
2 Background
We refer the reader to [13] for a pedagogical introduction to quantum finite
automata (QFAs), to [2] for a comprehensive survey on QFAs, and to [11] for a
complete reference on quantum computation.
We denote the alphabet by Σ, and we suppose that it does not contain the
right end-marker $. For any given word x ∈ Σ, |x| represents the length of x,
|x|σ represents the number of occurrences of symbol σ in x, and xj represents
the j-th symbol of x, where σ ∈ Σ and 1 ≤ j ≤ |x|. As a special case, if |Σ| = 1,
then the automaton and languages can be called unary.
2.1 Easy and Hard Pairs
Throughout the paper, a pair of words (x, y) refers to two different words defined
on the same alphabet. A pair of words (x, y) is called easy if x and y have different
numbers of occurrences of a symbol, i.e., ∃σ ∈ Σ (|x|σ = |y|σ) . Otherwise, the
pair is called hard. Remark that any pair with different lengths (and so any
unary pair) is easy.
Any hard pair defined on an alphabet with at least three elements can be
mapped to a binary hard pair as follows. Let (x, y) be a hard pair defined on
{σ1, . . . , σk} for some k > 2. Since the pair is hard, we have
|x|σi = |y|σi
for each 1 ≤ i ≤ k. Then, there should be an index j (1 ≤ j ≤ |x| = |y|) such
that xj = σi = yj = σi′ for i = i′. If we delete all the other symbols and keep
only σis and σi′s in x and y, we obtain two new words: x′ and y′, respectively. It
is clear that (x′, y′) is a hard pair. So, instead of separating the hard pair (x, y),
we can try to separate (x′, y′). Algorithmically, we apply the identity operators
on the symbols other than σi and σi′ . Hence, unless otherwise specified, we focus
on unary and binary words throughout the paper.
2.2 A Motivating Problem: Looking for Pairs that are Truly Hard
to separate
Let w, v be two words of length n. What is the size of a minimal DFA separating
those two words? The best upper bound is O
(
n
2
5 log
3
5 (n)
)
(see [12]), but we do
not know of a set of pairs requiring such a large number of states.
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Recall that DFAs can perform modular counting, and modular counting can
be used to separate easy pairs using logarithmic number of states. Unfortunately
the best lower bound is also Ω (log (n)) (see [8]), which was given by using the
following set of pairs
S =
{(
0n−1, 0n−1+lcm(1,2,...,n)
)
: n ≥ 1
}
.
Thus, the hardest set of pairs registered in the literature is a set of easy pairs.
We call those pairs as GK pairs (the initials of Goralcik and Koubek [8]). There
are many reasons to believe that the set of GK pairs cannot be the hardest set of
pairs. We can provide some evidence concerning this issue by considering some
different models of automata for which it can be proved that the GK pairs are
not the hardest pairs. Perhaps, more interesting, we can get some clues that
could be used in the construction of a harder set of pairs, an infinite set of pairs
requiring a superlogarithmic number of states.
Previous to this work we studied alternating finite state automata. We proved
that easy pairs can be separated by those automata using O (log (log (n))) states.
And, on the other hand, it was proved that there exists an infinite set of pairs
requiring Ω
(√
log (n)
)
states. The proof of the lower bound is nonconstructive,
and we do not know which are the pairs that require Ω
(√
log (n)
)
states.
We have begun this work classifying pairs into two classes: easy and hard
pairs. It is a rough classification which should be refined. Remark that hard
pairs are not always hard to separate. Consider for instance a pair (x, y) such
that x1 = y1. This pair can be separated by using a DFA with three states. We
believe that studying some other models of automata can help us to establish a
very much finer and pertinent classification.
In this work we consider quantum finite automata. We prove that easy pairs
can be separated by QFAs with real amplitudes using two states. On the other
hand, we prove that there are hard pairs that cannot be separated using only
two states. We also consider QFAs with complex amplitudes. We conjecture that
any pair can be separated by those automata using two states, and we prove that
such a conjecture (and our motivating problem) has unexpected relations with
some problems in the theory of Lie groups.
2.3 QFAs
Quantum finite automata (QFAs) are a non-trivial generalization of probabilistic
finite automata [9,18]. Here we give the definition of the known simplest QFA
model, called Moore-Crutchfield QFAs (MCQFAs) [10] since we can present our
results (and our conjecture) based on this model.
An n-state MCQFA M , which operates on n-dimensional Hilbert space (Hn,
i.e., Cn with the inner product) is a 5-tuple
M = (Q,Σ, {Uσ |σ ∈ Σ}, |u0〉, Qa),
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where Q = {q1, . . . , qn} is the set of states, Uσ ∈ Cn×n is a unitary transition
matrix whose (i, j)th entry represent the transition amplitude from the state qj
to the state qi when reading symbol σ ∈ Σ (1 ≤ i, j ≤ n), |u0〉 ∈ Cn is the
column vector representing the initial quantum state, and Qa ⊆ Q is the set of
accepting states. The basis of Hn is formed by {|qj〉 | 1 ≤ j ≤ n} where |qj〉
has 1 at the j-th entry and 0 s in the remaining entries. At the beginning of
the computation, M is in |u0〉, either one of the basis states or a superposition
(a linear combination) of basis states. Let x ∈ Σ∗ be a given input word. During
reading the input x from left to right symbol by symbol, the quantum state of
M is changed as follows:
|uj〉 = Uxj |uj−1〉,
where 1 ≤ j ≤ |x|. After reading the whole word, the quantum state is measured
to determine whether M is in an accepting state or not (a measurement on
computational basis). Let the final quantum state, represented as |uxf 〉 or |uf 〉,
have the following amplitudes
|uxf 〉 = |uf 〉 = |u|w|〉 =
⎛
⎜⎜⎜⎝
α1
α2
...
αn
⎞
⎟⎟⎟⎠ .
Since the probability of observing jth state is |αj |2, the input is accepted with
probability
∑
qj∈Qa |αj |2.
2.4 Promise Problems
The disjoint languages X ⊆ Σ∗ and Y ⊆ Σ∗ are said to be separated by M
exactly or zero-error if any x ∈ X is accepted by M with probability 1 and any
y ∈ Y is accepted by M with probability 0, or vice versa. If |X| = |Y | = 1,
then it is said that the corresponding pair is separated by M exactly. In case
of one-sided bounded error, any x ∈ X is accepted with probability 1 and any
y ∈ Y is accepted with probability at most p < 1, or vice versa. If |X| = |Y | = 1,
then it is said that the pair is separated by M with one-sided bounded-error.
Nondeterministic QFA is a theoretical model and it is defined as a special
acceptance mode of a QFA, also known as recognition with cutpoint 0 [17].
The disjoint languages X ⊆ Σ∗ and Y ⊆ Σ∗ are said to be separated by a
nondeterministic MCQFA M if any x ∈ X is accepted by M with some nonzero
probability and any y ∈ Y is accepted by M with probability 0, or vice versa. If
|X| = |Y | = 1, then it is said that the pair is separated by nondeterministic M .
3 Separating Pairs with 2 States
In this section, we present our results on separating pairs.
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3.1 MCQFAs with Real Amplitudes
First at all we prove that any easy pair can be separated by a 2-state MCQFA
with real amplitudes (all components of the initial states and the transition
matrices are real numbers).
Theorem 1. Any given pair of unary words (ad, ad+t) (d ≥ 0 and t > 0) can
be exactly separated by a MCQFA, say Rd,t.
Proof. We define a unary 2-state MCQFA denoted with the symbol Rd,t. Let
{q1, q2} be the set of states. Note that any possible quantum state of such
automaton is a point on the unit circle, where |q1〉 is (1, 0) and |q2〉 is (0, 1).
Automaton Rd,t is defined by the following specifications (remark that R stands
for rotation).
– The initial state is cos(dπ2t ) |q1〉 − sin(dπ2t ) |q2〉, the point on the unit circle
obtained by making a clockwise rotation with angle dπ2t (d times
π
2t ) when
starting at the point |q1〉.
– The single unitary operator is a counter-clockwise rotation with angle π2t .
– The single accepting state is q1.
After reading ad, the automaton is in |q1〉 and so it is accepted with proba-
bility 1, and, after reading ad+t, the automaton is in |q2〉 and so it is accepted
with probability 0. 	unionsq
Corollary 1. Any easy pair of words can be separated exactly by a 2-state
MCQFA with real amplitudes.
There exist hard pairs of words that can be exactly separated by a 2-state
MCQFA with real amplitudes, for instance, the pair (ab, ba): Let
(
1√
2
1√
2
)T
be the initial state, and we apply Ua and Ub when reading symbols a and b,
respectively, where
Ua =
(
1√
2
1√
2
1√
2
−1√
2
)
and Ub =
(
1 0
0 −1
)
.
Then, after reading the words ab and ba, we obtain the following final states:
∣∣uabf
〉
=
(
1 0
0 −1
)( 1√
2
1√
2
1√
2
−1√
2
)(
1√
2
1√
2
)
=
(
1
0
)
and
∣∣ubaf
〉
=
(
1√
2
1√
2
1√
2
−1√
2
)(
1 0
0 −1
)( 1√
2
1√
2
)
=
(
0
1
)
.
Therefore, the pair (ab, ba) can be exactly separated by 2-state MCQFAs with
real amplitudes.
However, such automata cannot distinguish all pairs of words, as exemplified
by the following simple result.
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Theorem 2. No 2-state non-deterministic MCQFA with real entries can sepa-
rate two words x, y ∈ {a2, b2}∗ provided that |x|a = |y|a and |x|b = |y|b.
Proof. Consider any such MCQFA, and let Ua and Ub be the transition matrices
corresponding to a and b, respectively. The operators U2a and U
2
b are rotations
in R2, hence, they commute. Thus,
∣∣uxf
〉
= U |x|bb U
|x|a
a |u0〉 = U |y|bb U |y|aa |u0〉 =
∣∣∣uyf
〉
,
and no final measurement can distinguish these two identical final states. 	unionsq
Remark 1. It follows from the above results that GK pairs can be separated by
using 2 states. On the other hand, it was constructively proved that there exist
pairs requiring at least three states.
3.2 MCQFAs with Complex Amplitudes
In the previous section, we show that 2-state MCQFAs with real entries cannot
separate all pairs of words. We conjecture that 2-state MCQFAs with complex
entries (some components of the initial states and the transition matrices can
be complex numbers) can exactly separate any pair of words. This conjecture is
related to some problems in the theory of Lie groups (see below).
Theorem 3. Any pair of words can be separated by a 2-state MCQFA with
complex amplitudes in nondeterministic acceptance mode.
Proof. Now, we describe an explicit 2-state nondeterministic MCQFA that can
separate any given pair. For our purpose, we use an already known QFA algo-
rithm given in [1]. For a given binary word x ∈ {a, b}∗, Mx is a 3-state
({q1, q2, q3}) MCQFA. The initial state is |q1〉 and the accepting states are q2
and q3. The unitary operators for symbols a and b are given below:
Ua =
1
5
⎛
⎝
4 3 0
−3 4 0
0 0 5
⎞
⎠ and Ub = 15
⎛
⎝
4 0 3
0 5 0
−3 0 4
⎞
⎠
We define the initial state as follows:
|u0〉 = U−1x1 U−1x2 · · ·U−1x|x| |q1〉
Then, the final quantum state for x is
∣∣uxf
〉
= Ux|x| · · ·Ux2Ux1U−1x1 U−1x2 · · ·U−1x|x| |q1〉 = |q1〉
So, the accepting probability of M on x is zero. i.e., fM (x) = 0. On the other
hand, for any given word y = x, the final quantum state for y is different
from |q1〉:
∣∣∣uyf
〉
= Uy|y| · · ·Uy2Uy1U−1x1 U−1x2 · · ·U−1x|x| |q1〉 = α1 |q1〉 + α2 |q2〉 + α3 |q3〉 , (1)
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where |α1| is always less than 1 when x = y [1]. Then, the accepting probability
of M on y is nonzero. i.e., fM (y) > 0.
Therefore, we can say that nondeterminsitic MCQFA Mx separates x from
any other word. Based on a conversion technique given in [1], we can convert Mx
into a 2-state ({p1, p2}) MCQFA, say Nx, defined on C2 such that, after reading
the same word, the probability of observing q1 is 1 if and only if the probability
of observing p1 is 1. 	unionsq
We conjecture that any pair can be separated by a 2-state MCQFA with
complex amplitudes and zero-error. Let us discuss some facts concerning the
conjecture.
Let w ∈ {a, b, a−1, b−1}n, and let SU (2) be the group of 2 × 2 unitary
matrices whose determinant is equal to 1. Suppose that w = w1 · · ·wn, and let
fw : SU (2) × SU (2) → SU (2) be the word map defined by
fw (M,N) =
∏
i≤n
Ai
where given i ≤ n, the matrix Ai ∈ SU (2) is defined as
Ai =
⎧
⎪⎪⎨
⎪⎪⎩
M if wi = a
N if wi = b
M−1 if wi = a−1
N−1 if wi = b−1
.
Remark 2. The notion of word map can be extended in a straightforward way
to any group different of SU (2) . We are interested in the word maps that are
defined over the special unitary groups.
Given x, y ∈ {a, b}∗, if y = y1 · · · yn and x = x1 · · ·xn, we set
yx−1 = yn · · · y1x−11 · · ·x−1n
Notice that if the matrix Rπ
2
=
(
i 0
0 − i
)
belongs to the image of fyx−1 (i.e.,
if the image of fyx−1 contains a rotation by π2 ), then one can choose (M,N) ∈
f−1yx−1
(
Rπ
2
)
, and use the pair (M,N) to built a 2-state MCQFA separating the
pair (x, y) with zero-error. Thus, the problem of separating any pair using two
quantum states is closely related to the problem of surjectivity of word maps in
the special unitary group SU (2) .
The word map fw is a continuous map defined over a topological space (the
Lie group SU (2)) that is compact and connected. Moreover, it satisfies the
following condition:
For all M,N,U ∈ SU (2) , the equality
fw
(
U†MU,U†NU
)
= U†fw (M,N)U
holds.
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The above facts imply that the image of fw is of the form
{
V ∈ SU (2) : U has eigenvalues e±θ 0 ≤ θ ≤ α}
for some real α = α (w) . Remark that if α
(
yx−1
) ≥ π2 , then the pair (x, y) can
be separated with zero-error.
A famous result of Borel [4] implies that the image of fw is dense in the
Zariski topology. However, it does not imply that the image is dense in the
ordinary topology. Actually, it can be very far from that. As shown by Thom
[14], given ε > 0, there exists a word w such that α (wε) < ε. The results
of Thom do not imply the existence of a pair (x, y) such that α
(
yx−1
)
< π2 .
Actually, there are some additional results in the theory of word maps suggesting
that such a bad pair cannot exist.
Let F 2 be the free group with two generators, it consists of finite words
over
{
a, b, a−1, b−1
}∗ with the concatenation operation, modulo the relations
aa−1 = a−1a = bb−1 = b−1b = , where  is the empty word. Notice that if
w and u are equal, as elements of F 2, then fw = fu. Given x, y ∈ F 2, the
commutator of x and y is the element xyx−1y−1, which we denote with the
symbol [x, y] . The derived subgroup of F 2, denoted with the symbol F
(1)
2 , is
the subgroup generated by all the commutators. The second derived subgroup,
denoted with the symbol F (2)2 , is the derived subgroup of F
(1)
2 . Elkasapy and
Thom [7] showed that if w /∈ F (2)2 , then the corresponding word map fw :
SU (n)×SU (n) → SU (n) is surjective for infinitely many n. We prove, below,
that for all pair (x, y) the word yx−1 /∈ F (2)2 . Notice that if for all w /∈ F (2)2 the
word map fw : SU (2) × SU (2) → SU (2) is surjective, then any pair can be
separated by using two qubits and zero-error. This last fact provides additional
motivation to study this type of word maps.
Theorem 4. For any two different words x, y ∈ {a, b}∗, the element xy−1 lies
outside of the second derived subgroup F (2)2 .
Proof. An element w ∈ F 2 lies in the first derived subgroup of F 2, if and only
if, the total degree of both a and b in w is equal to zero. That is, xy−1 /∈ F (1)2 if
and only if (x, y) is an easy pair.
Now assume that (x, y) is a hard pair. It is well known that F (1)2 is a free
group. A set of generators for F (1)2 is the set
T =
{[
ak, bl
]
: k, l > 0
}
Notice that
[
ak, bl
]−1 = [bl, ak] . Again, w ∈ F (1)2 lies in F (2)2 , if and only if,
the unique decomposition of w into the elements of T contains each
[
ak, bl
]
with
total degree 0.
Given x ∈ {a, b}∗ , we have a decomposition of the form
x =
∏
i
[
aki , bli
]εi · a|x|ab|x|b
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where, for all i, we have ki + li > ki−1 + li−1 and εi = ±1. Now, it is not hard
to see that xy−1 ∈ F (2)2 , if and only if, x = y. 	unionsq
Remark 3. We say that (x, y) is a bad pair if α
(
yx−1
)
< π2 . If there exist such
bad pairs, then it would be interesting to find the minimum number of states
that are necessary to separate such bad pairs by using a DFA. Recall that one
of our motivating problems is the construction of a set of pairs requiring a
superlogarithmic number of states to be separated. It would also be interesting
if this problem is related to the theory of word maps and Lie groups.
4 Separating Two Finite Sets
In this section, we focus on a more general problem: Separating two finite lan-
guages. Let X = {x1, . . . , xm} and Y = {y1, . . . , yn} be two disjoint set of binary
words by assuming that m ≤ n (the sets are exchanged, otherwise). We consider
the case of nondeterministic MCQFAs.
4.1 Nondeterministic MCQFAs
We use the MCQFA algorithm given at the end of the proof of Theorem 3. Let
N(X) = {Nx1 , Nx2 , . . . , Nxm} be the set of 2-state MCQFAs mentioned there.
We can obtain a MCQFA, say NX , by tensoring all MCQFAs in N(X),
NX = Nx1 ⊗ Nx2 ⊗ · · · ⊗ Nxm ,
i.e., executing all of them in parallel. The tensor product is obtained in a straight-
forward way. The set of states of NX is {p1, p2}m. If |uj,0〉 is the initial state
of Nxj and Uj,a (Uj,b) is the unitary operator for symbol a (b), then the initial
state of NX is
|u1,0〉 ⊗ |u2,0〉 ⊗ · · · ⊗ |um,0〉
and the unitary operator for symbol a (b) is
U1,a ⊗ U2,a ⊗ · · · ⊗ Um,a (U1,b ⊗ U2,b ⊗ · · · ⊗ Um,b),
where 1 ≤ j ≤ m. Similarly, if
∣∣∣uyj,f
〉
is the final state of Nxj and βj is the
amplitude of the state |p2〉 after reading binary word y, then the final state of
NX on y will be ∣∣∣uy1,f
〉
⊗
∣∣∣uy2,f
〉
⊗ · · · ⊗
∣∣∣uym,f
〉
and so the amplitude of |(p2, p2, . . . , p2)〉 will be
β = β1β2 · · ·βm.
Therefore, it is clear that, if xj = y, then β will be zero since βj is zero.
More generally, β = 0 if and only if y ∈ X. Thus, by picking (p2, p2, . . . , p2) as
the single accepting state of MX , we can obtain the machine that separates any
given word from a word in X. Remark that the number of states of NX is 2m.
Theorem 5. The disjoint binary finite languages X and Y (1 ≤ |X| ≤ |Y |) can
be separated by nondeterministic MCQFAs with 2|X| states.
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5 Concluding Remarks
The motivating problem of our research is the problem of quantifying the num-
ber of states that are required to separate a given pair of words using DFAs.
This problem has its roots in machine learning [16], and it has been intensively
studied, but in despite of all the efforts, so few is known about it. We believe
that we can shed some light on this elusive problem, by considering the same
kind of questions for different models of automata. In previous research we stud-
ied alternating finite state automata. In this work we studied QFAs, and in the
extended version of this paper [3] we consider the novel model of affine automata
[6,15]. We think that these questions are interesting in their own rigth, and that
they deserve further investigation.
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