A numerical method is introduced for the computation of timeperiodic vortex sheets with surface tension separating two immiscible, irrotational, two-dimensional ideal fluids of equal density. The approach is based on minimizing a nonlinear functional of the initial conditions and supposed period that is positive unless the solution is periodic, in which case it is zero. An adjoint-based optimal control technique is used to efficiently compute the gradient of this functional. Special care is required to handle singular integrals in the adjoint formulation. Starting with a solution of the linearized problem about the flat rest state, a family of smooth, symmetric breathers is found that, at quarter-period time intervals, alternately pass through a flat state of maximal kinetic energy, and a rest state in which all the energy is stored as potential energy in the interface. In some cases, the interface overturns before returning to the initial, flat configuration. It is found that the bifurcation diagram describing these solutions contains several disjoint curves separated by near-bifurcation events.
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adjoint method | bifurcation | fluid interface | optimal control | standing waves M any complex and rich phenomena in nature are controlled by coherent time-periodic or traveling structures. Although the computation of traveling waves is often straightforward, most numerical methods for computing time-periodic solutions were designed with ordinary differential equations in mind and are too expensive for partial differential equations (PDEs). We develop an adjoint-based optimal control algorithm for solving general two-point boundary value problems and use it to perform a computational study of the existence of time-periodic solutions of the vortex sheet with surface tension, which is the interface between two incompressible, irrotational, inviscid, immiscible fluids shearing past each other. This system poses many technical challenges for the method, and is of considerable interest in mathematical fluid mechanics.
We were drawn to several unique features of this problem. First, although the initial value problem is locally well posed (1) (2) (3) (4) (5) , singularities can form in finite time due to self-intersection (6, 7) or, more speculatively, through the development curvature singularities (8, 9) ; hence, periodic solutions are special in that they are global solutions that remain smooth for all time. Second, asymptotic models of interface problems in fluid mechanics are often integrable; the KdV and Benjamin-Ono equations are two such examples. Craig and Worfolk have disproved a conjecture of Dyachenko and Zakharov on the integrability of free surface hydrodynamics (10) . Nevertheless, studies of periodic solutions should help illuminate the connection between free surface flows for the full Euler equations and integrable model equations obtained in various asymptotic limits. Third, there are many interesting questions in fluid mechanics regarding ergodicity, recurrence (11) (12) (13) , and the role of viscosity in fluid mixing. Along these lines, we note that periodicity is beginning to play an important role in the study of turbulence (14) (15) (16) . Finally, interface problems in fluid mechanics generally suffer from small divisor problems that require variants of Nash-Moser and KolmogorovArnold-Moser theory (17, 18) to study time periodicity. By developing such tools, Plotnikov and Toland (19) and Iooss et al. (20) have proved existence of time-periodic gravity-driven water waves. We aim to learn more about time-periodic interface problems by developing robust numerical methods capable of solving such problems whether or not small divisors are present.
Our numerical method involves two key ideas. First, by adapting adjoint-based optimal control methods (21-24) originally developed in the shape optimization community, we are able to use quasi-Newton line search algorithms such as the BroydenFletcher-Goldfarb-Shanno (BFGS) method (25) to solve twopoint boundary value problems rather than the standard methods of orthogonal collocation (26) or shooting (27) . This leads to a tremendous reduction in computational cost, especially when approximate Hessian information from the previous solution is used in the continuation algorithm. The method is a variant of the one developed by the authors in (28, 29) for the Benjamin-Ono equation, but is necessarily more complex as the motion of the vortex sheet with surface tension is described by a coupled system of nonlinear equations rather than a single equation, and involves singular integrals. Second, to solve the forward and adjoint problems, we use a fourth-order additive Runge-Kutta method (30, 31) rather than an implicit-explicit multistep method (32) such as adopted by Hou et al. (6, 7) . In either approach, a small-scale decomposition (developed in ref. 6 ) is employed in which the most singular terms in the evolution equations are treated implicitly to remove stiffness, whereas nonlinear terms are treated explicitly. The advantage of the additive Runge-Kutta framework is that the implicit part of the method is L stable. By contrast, highorder multistep methods lack A stability and must be filtered when used for dispersive problems.
Equations of Motion
Following refs. 1, 6, 7, we consider two irrotational, ideal fluids of equal density separated by a sharp interface, which is a curve ðxðα; tÞ; yðα; tÞÞ parametrized by α ∈ ½0; 2πÞ and time. We assume the curve is 2π periodic in the horizontal direction, i.e., xðα þ 2π; tÞ ¼ xðα; tÞ þ 2π, yðα þ 2π; tÞ ¼ yðα; tÞ. The jump in pressure across the interface is ½p ¼ τκ, where τ > 0 is the (constant) coefficient of surface tension and κ is the curvature of the interface. We define the arclength element of the curve, ds ¼ σdα, and tangent angle, θ, by ðσ cos θ; σ sin θÞ ¼ ðx α ; y α Þ. We denote the tangent and normal vectors to the curve byt ¼ ðx α ∕σ; y α ∕σÞ andn ¼ ð−y α ∕σ; x α ∕σÞ. We let U denote the normal velocity of the curve and V the tangential velocity of the curve. We denote by LðtÞ ¼ 2πσðtÞ the length of one period of the curve.
The evolution of θ and σ can be inferred from the evolution ðx t ; y t Þ ¼ Un þ Vt: This article is a PNAS Direct Submission. 1 To whom correspondence should be addressed. E-mail: wilken@math.berkeley.edu.
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The curve is initially parametrized by arclength, normalized so that α ∈ ½0; 2πÞ. We choose the tangential velocity to be a nonphysical velocity that maintains this normalized arclength parametrization at all positive times. Thus, we have
where
are orthogonal projections onto the mean and onto the space of zero-mean functions, respectively, and ∂ −1 α is the zero-mean antiderivative operator.
The normal velocity, U ¼ W ·n, is determined by the fluid dynamics via the Birkhoff-Rott integral, W ¼ ðW 1 ; W 2 Þ:
Here z ¼ x þ iy. The vortex sheet strength, γ, and true vortex sheet strength,γ, are related via γdα ¼γds orγ ¼ γ∕σ. The complex cotangent comes from summing over periodic images,
. The reader could consult, for instance, the book of Saffman (33) for details on the Birkhoff-Rott integral. The evolution equation for γ is
where V 1 is the average tangential velocity of the fluid across the interface, ðu þ ivÞ AE ¼ ½∓ðγ∕2σÞ þ V 1 þ iUe iθ . We will need to reconstruct the curve from θ and σ. This is done by integrating the identity z α ¼ σe iθ and using z t ¼ ðV þ iUÞe iθ to evolve the integration constant:
So we see that to reconstruct the curve, we only need to evolve one point in addition to θ and γ, namely,
If A ≠ 0 and ðσðtÞ; θðα; tÞ; γðα; tÞ; z 0 ðtÞÞ is a solution with surface tension τ, then ðσðAtÞ; θðα; AtÞ; Aγðα; AtÞ; z 0 ðAtÞÞ is a solution with surface tension A 2 τ. Thus, by rescaling time and vortex sheet strength, we may assume τ ¼ 1. One may also show that ðσðtÞ; −θðα; tÞ; −γðα; tÞ; z 0 ðtÞÞ is another solution.
If at any moment γðα; tÞ and θðα; tÞ are both even functions of α, then the real and imaginary parts of e iθðα;tÞ will be even and those of ½zðα; tÞ − z 0 ðtÞ will be odd. A change of variables in Eq. 4 then shows that W, U, and V 1 are odd functions. Because V is also odd, γ t and θ t are even, whereas z 0t ¼ 0. If, in addition to being even, γ and θ change sign upon translation by π, this will also remain true for all time. In this paper, we look for timeperiodic solutions with initial conditions of the form θð·; 0Þ ≡ 0; σð0Þ ¼ 1; z 0 ð0Þ ¼ 0;
c jkj k odd; [7] where fc k ∶k ¼ 1; 3; 5; …g are real numbers and a hat denotes a Fourier coefficient, γðα; tÞ ¼ ∑ kγk ðtÞe ikα . By the above symmetry arguments,γ k andθ k remain real for all time, and remain zero if k is even. If at some time T∕4 the solution with initial conditions [7] evolves to a state in which γ ≡ 0, a time-reversal argument (with A ¼ −1 above) shows that the solution will evolve back to a flat state at T∕2 with the sign of γ reversed. The evolution of γ and θ from T∕2 to T will be identical to that from 0 to T∕2, but with opposite signs, ending at the original state.
Results
The standard approach to proving existence of time-periodic solutions of nonlinear PDE is to build periodicity into the solution space and use a Newton iteration (17, 18) to solve a system of lattice equations for the spatial and temporal Fourier modes. Newton's method converges rapidly enough that "small denominators" can be dealt with via small numerators. Our numerical method is based instead on searching for c k and T such that the Cauchy problem with initial conditions [7] satisfies γð·; T∕4Þ ≡ 0. We define Fðfc k g; TÞ ¼ fγ k ðT∕4Þg k¼1;3;5;… and wish to solve F ¼ 0. If the standard approach were turned into a numerical method, it would resemble spectral collocation (26) , which is very expensive for PDE. If our approach were used for analytical purposes, it would also suffer from small divisor problems.
We begin our search for time-periodic solutions by linearizing the equations about the flat rest state:
Because H½− sinðkαÞ ¼ cosðkαÞ, the Fourier modes satisfy
k . Thus, the solution of the linearized problem with initial conditions [7] isθ k ðtÞ ¼γ k ðtÞ ¼ 0 when k is even, and
when k is odd. Here
are the angular frequency and period of the kth Fourier mode.
If we linearize F about the flat rest state (c k ¼ 0) with any period T > 0, we find from Eq. 8 that the Jacobian of F with respect to the c k is an infinite diagonal matrix J (indexed by positive odd integers) with entries J kk ¼ cosðω k T∕4Þ, while ∂F ∂t ¼ 0. A necessary condition for a bifurcation to occur is that J have a nontrivial kernel, i.e., there must exist j, k odd and positive so that T ¼ jT k . Fixing T (i.e., k and j), the other entries of J satisfy
Thus, the kernel of J is infinite dimensional (as A kn 2 ¼ 0 for odd n) and the range of J is not closed (as A m accumulates at zero, being uniformly distributed (34) over [0, 1] ). Both of these properties prevent a rigorous bifurcation analysis of solutions of F ¼ 0 via the Liapunov-Schmidt reduction (35) . Nevertheless, in spite of zero and small divisors, our numerical method has no difficulty finding time-periodic solutions. We use a solution of the linearized problem (with k ¼ 1) as a starting guess for our optimal control algorithm to find a solution of the nonlinear problem near the flat rest state. We then use numerical continuation to increase the amplitude beyond the realm of linear theory. The continuation algorithm consists of varying one of the Fourier modes c k 0 in [7] of the initial vortex sheet strength, γ 0 , and solving for the other c k and T to minimize the deviation from time-periodicity, G ¼ 1 2 ‖F‖ 2 , defined in Eq. 14 below. For each new value of c k 0 , we use linear extrapolation from two previously computed solutions as a starting guess for the remaining c k .
In Fig. 1 , we show the result of varying c 1 from zero (the flat rest state) to a turning point at −1.08207, and then back up to −0.8321. The solution labeled A on the diagram remains qualitatively similar to the linearized solutions [8] with k ¼ 1, but higher frequency Fourier modes become increasingly significant as we continue along the bifurcation curve. This diagram contains 1,704 time-periodic solutions, each computed down to G ≈ 10 −24 , with the number of Fourier modes, M, ranging from 32 to 512. The simulations took 4 weeks running simultaneously on five machines with a total of 32 cores (running OpenMP, a shared memory parallel programming language, on each machine). Most of the running time was devoted to resolving the more complicated solutions beyond the turning point in the bifurcation curve and exploring near-bifurcation events (described below). The part of the curve connecting the flat rest state to the point labeled A contains 439 solutions with G ≈ 10 −30 , but only took 4 h to compute on an eight core machine. A few of these solutions were recomputed in double-double precision arithmetic to G ≈ 10 −63 to be sure the algorithm continues to converge when roundoff error is decreased.
We interpret the turning point as a transition from c 1 being the dominant mode to c 3 being the dominant mode. In fact, we used c 3 as the bifurcation parameter to traverse this region of the curve. As shown in Fig. 2 (ignoring side branches) , c 3 decreases monotonically through the turning points in T and c 1 . As we continue along the curve, the solutions develop visibly active secondary oscillations superimposed on the main carrier wave. In some cases, the vortex sheet briefly overturns before returning to its initial flat state.
We noticed small wobbles in some of the plots of c k versus T. By refining the stepsize in the continuation algorithm near each wobble, we discovered that these curves actually consist of several disjoint branches. The 13th Fourier mode c 13 of the initial vortex sheet strength gives a particularly nice representation of the "near-bifurcation" events that separate the various branches. As shown in Fig. 3 , these near-bifurcations appear as perturbed pitchforks (35) . To our surprise, numerical continuation of the side branches from one of the pitchforks led to reconnections with the side branches of another pitchfork. One of the branches appears to be a closed loop.
Bifurcation diagrams of still higher Fourier modes reveal additional near bifurcations not visible to the first, third, or 13th mode. We illustrate this with the 43rd mode in Fig. 4 . A sudden jump in the curve indicates a transition to a new branch of solutions. Following side branches of similar anomalies in lower Fourier modes led to the four branches shown in Figs. 1-3 . We stopped following the side-branches of the last two pitchforks in Fig. 3 (and did not follow the new side branches in Fig. 4) as the running time grew to more than a day per data point (running on eight cores).
We are confident that the disconnection of bifurcation branches is a true feature of solutions of the PDE rather than a numerical artifact; the curves remain identical (to 9-10 digits of accuracy) if we cut the mesh size in half. We also emphasize that the same simulations are shown in all four figures; the additional bifurcations visible in the 43rd mode are a result of looking at a higher-frequency mode, not a result of running the simulations with a smaller mesh size.
We suspect that the disconnection of the bifurcation curves is related to resonances and small divisors. In previous studies of nonlinear wave equations (17, 18) , it was found that periodic solutions may not occur in smooth families-their existence could only be established for values of a parameter in a Cantor set. We seem to be observing exactly this phenomenon. The remarkable thing is that low-frequency modes are mostly determined by their interaction with each other; a sudden jump in a high-frequency mode has little effect. This is why it is possible to compute these solutions numerically.
Numerical Method
We now describe our algorithm for computing time-periodic solutions of the vortex sheet with surface tension. For the symmetric solutions studied in this paper, z 0 ðtÞ remains zero for all time, so we drop it from the equations in the interest of brevity. Let q ¼ ðσ; θ; γÞ and define the inner product 
[10]
We adapt the small-scale decomposition (SSD) algorithm (6, 7) from the multistep framework to the additive Runge-Kutta framework and write the vortex sheet system in the form 
is the Hilbert transform, which has symbolĤ k ¼ −isgnðkÞ. We have desingularized the Birkhoff-Rott integral by writing We have suppressed the dependence of γ and z on time in the notation. The idea behind the decomposition [11] is to treat the nonlinear operator f 2 ðqÞ explicitly and the linear operator f 1 ðqÞ, which is the source of stiffness, implicitly. This is done using two s-stage Butcher arrays (36), one for f 1 and another for f 2 . In the more general case that f 1 and f 2 depend on time (e.g., in the adjoint system described below), we define two sets of stage derivatives and an update step via
Here h ¼ Δt is the timestep, spatial derivatives and the Hilbert transform are computed via the fast Fourier transform (FFT), and multiplications are done in physical (as opposed to Fourier) space. The trapezoidal rule is used to evaluate the integral in Eq. 12, using Kðα; αÞ ¼ z αα ðαÞ∕2z α ðαÞ. We do not simplify z αα ðαÞ∕2z α ðαÞ ¼ ði∕2Þθ α ðαÞ as this identity only holds to Oðh 2 Þ in internal Runge-Kutta stages. (The final Runge-Kutta update is nevertheless fourth order, i.e., Oðh 5 Þ.) The Butcher array for f 1 is diagonally implicit (a ij ¼ 0 for i < j), whereas that for f 2 is explicit (â ij ¼ 0 for i ≤ j). This allows the stage derivatives to be solved for in order: k 1 ; ℓ 1 ; …; k s ; ℓ s . In our code, we used the six-stage fourth-order scheme ARK4(3)6L[2]SA described in ref. 31 . If f 2 ¼ 0, this scheme is stiffly accurate (36) , and hence L stable. Next we define a functional Gðq 0 ; TÞ of the initial conditions and supposed period that is zero if and only if the solution is time periodic. Following previous work on the Benjamin-Ono equation (28, 29) , we could define G ¼ 1 2 ‖qð·; TÞ − q 0 ‖ 2 , where q solves Eq. 11 with initial condition q 0 . Instead, to achieve a factor of four improvement in speed and to emphasize that the method will work for any two-point boundary value problem (beyond the computation of time-periodic solutions), we define Gðq 0 ; TÞ ¼ 1 4π
where γ is the third component of q, which satisfies Eq. 11 with initial conditions qð0Þ ¼ q 0 to be determined. As in [7] , we take q 0 of the form σ 0 ¼ 1, θ 0 ≡ 0, and γ 0 ¼ ∑ ðk oddÞ c jkj e ikx , c k ∈ R. We note that T is now one-quarter of the period, which is our convention in this section only. We vary T and the c k in [7] to minimize G using an arbitrary precision C++ version of the limited memory BFGS algorithm (25) we wrote for this project. BFGS is a quasi-Newton line search algorithm that builds an approximate (inverse) Hessian matrix from the sequence of gradient vectors it encounters during the course of the line searches. In our continuation algorithm, we initialize the approximate Hessian with that of the previous minimization step (rather than the identity matrix), which leads to a tremendous reduction in the number of iterations required to converge (by factors of 10-20 in many cases). We use the limited memory feature of the code for the opposite reason it was originally intended: We store twice as many Hessian updates as there are columns in the matrix before cyclically overwriting them, which gives the algorithm more time to achieve superlinear convergence in the final iterations. The cost of the linear algebra in the BFGS algorithm is dwarfed by the PDE solves required to compute G and ∇G, so there is no benefit to using fewer Hessian updates. On the other hand, using more than twice as many columns does not seem to improve convergence rates.
It remains to explain how to compute ∇G, which is needed by the BFGS algorithm. The T derivative is easily found by evaluating To solve the adjoint equation numerically in the additive Runge-Kutta framework, the values of qð·; T − sÞ are needed between timesteps (due to τ i andτ i in Eq. 13), and a small-scale decomposition must be chosen. We use cubic Hermite interpolation to compute q at these intermediate times, having stored q and q t at each timestep when Eq. 11 was solved. This is enough to achieve fourth-order accuracy in the adjoint problem. Our SSD algorithm is described below.
Due to the presence of singular integrals in Eq. 11, the variational and adjoint equations are rather complicated. To write down the adjoint equation, Eq. 19, we must first find formulas for Df ðqÞ _ q in Eq. 15. This requires the intermediate quantities
and _ V to be computed. As always, a dot indicates a directional derivative with respect to q in the _ q direction. From Eq. 6, we have [20] where all factors to the right of a projection are multiplied before applying the projection. Next, from Eq. 12, we obtain 
The last term is found by writing Kðα; βÞ in Eq. 12 as an α-derivative and interchanging the order of differentiation when the dot is applied. As β → α, the derivative of the term in brackets approaches
It then follows from Eq. 11 that
where V 2 ¼ V − V 1 and _ V 2 ¼ _ V − _ V 1 . Our final task is to identify the adjoint operator Df ðqÞ Ã . Eqs. 20-23 can be combined into a composition of linear operators, Df ðqÞ ¼ ABC, where
We then have Df ðqÞ Ã ¼ C Ã B Ã A Ã . When computing adjoints, the middle two spaces in [24] are treated as real inner product spaces with the imaginary component of the last entry acting as another real dimension, e.g., hð_ q 1 ; _ z 1 Þ; ð_ q 2 ; _ z 2 Þi ¼ h_ q 1 ; _ q 2 i þ 1 2π
Ref_ z 1 ðαÞ_ z 2 ðαÞgdα: dβ; for all sufficiently smooth test functions wðαÞ in L 2 ð0; 2πÞ. Here Δ_ z and Δz are shorthand for _ zðαÞ − _ zðβÞ and zðαÞ − zðβÞ, respectively. As it stands, the singularity in cotðΔz∕2Þ as β → α is cancelled by Δ_ z. However, we must separate _ zðαÞ from _ zðβÞ to achieve the desired form on the left-hand side of Eq. 26, which gives rise to singular integrals. One approach is to write 
