Abstract. In the paper we give the results about the spectra of non-invertible weighted composition operators induced by automorphisms on several Hilbert spaces, such as Hardy-Hilbert space H 2 (D) and weighted Bergman spaces A 2 α (D).
is normalized. Let ϕ be an analytic map from D into itself and ψ be an analytic function on D. Then we can define a weighted composition operator C ψ,ϕ on each of the spaces above, providing it is bounded, by
for all f in the space. By taking ψ ≡ 1 we get the composition operator C ϕ , and when ϕ is identity on D, we get the analytic Toeplitz operator M ψ . However, it is not always the case that C ψ,ϕ can be written as the composition of the two operators M ψ and C ϕ , see [4] .
In 1964, Forelli in his paper [2] showed a strong connection between the weighted composition operators and the isometries on Hardy spaces. Ever since then, the properties of weighted composition operators have been actively investigated, take [10, 11, 14] for examples as some recent results.
The spectra of weighted composition operators were firstly considered in 1978 by Kamowitz, in his papers [5] and [6] . In [5] , he determined the spectra of weighted composition operators with automorphism symbols on the disk algebra A(D).
In 2011, Gunatillake [3] investigated the spectra of C ψ,ϕ on H 2 (D) when it is invertible. Then Hyvärinen et al. [9] got better results on a large class of analytic function spaces and Chalendar et al. [7] extended the results to the Dirichlet space.
Main Results.
In this paper, we investigate the spectrum of C ψ,ϕ on H 2 (D) and A 2 α (D) when ϕ is an automorphism of D. Remember that the automorphisms of D can be classified according to the location of their fixed points:
• ϕ is called elliptic if it has a unique fixed point in D.
• ϕ is called hyperbolic if it has two distinct fixed points on ∂D.
• ϕ is called parabolic if it has only one fixed point on ∂D.
Gunatillake [3] proved that C ψ,ϕ is invertible on H 2 (D) if and only if both ψ and . Then he investigated the spectrum of C ψ,ϕ when it is invertible. However, most of his results are got under the assumption that ψ is continuous up to the boundary.
The discussion was finally completed by [3] , [9] and [15] . Their results are as follows.
• Let ϕ be an elliptic automorphism with fixed point a ∈ D and ψ ∈ H ∞ (D). Suppose C ψ,ϕ is invertible. If ϕ ′ (a) n = 1 for some integer n ∈ N and n 0 is the smallest such integer, then the spectrum of C ψ,ϕ on either H 2 (D) or A If ϕ ′ (a) n = 1 for all n ∈ N and ψ ∈ A(D), then the spectrum of C ψ,ϕ on either
is the circle {λ : |λ| = |ψ(a)|} .
• Let ϕ be a parabolic automorphism with Denjoy-Wolff point a ∈ ∂D and ψ ∈ A(D). If C ψ,ϕ is invertible, then the spectrum of C ψ,ϕ on either H 2 (D) or A 2 α (D) is the circle {λ : |λ| = |ψ(a)|} .
• Let ϕ be a hyperbolic automorphism with Denjoy-Wolff point a ∈ ∂D and the other fixed point b ∈ ∂D. Assume that ψ ∈ A(D). If C ψ,ϕ is invertible, then on
Here
The results are respectively Theorem 3.1.1 and Theorem 3.2.1 in [3] , Theorem 4.3 and Theorem 4.9 in [9] and Corollary 3.12 in [15] .
There remain the cases when C ψ,ϕ is not invertible on H 2 (D) and A 2 α (D). The aim of this paper is to get results for these cases. Moreover, we point out in this paper that for the hyperbolic and parabolic cases, one can replace the rather strong assumption that ψ is continuous up to the boundary with a reasonable weaker one: the continuity of ψ at the fixed points of ϕ is sufficient.
In order to reduce the length of this paper, we will make detailed discussion only on H 2 (D). The situation on A 2 α (D) is almost all the same, we will just give a brief illustration in the last section.
Our main results are as follows.
• Let ϕ be an elliptic automorphism and C ψ,ϕ is not invertible. That is, for each z ∈ D, we can find K z in the space such that
for all functions f in the space. On H 2 (D) we have
we mean the space of all bounded analytic functions on D, with the norm ||f || ∞ = sup z∈D |f (z)|. The disk algebra A(D) is the subspace of H ∞ (D) consisting all the analytic function which are continuous on D.
For any automorphism ϕ of the unit disk D and ψ ∈ H ∞ (D), the operators C ϕ and M ψ is always bounded on H 2 (D) and A 2 α (D). So the weighted composition operator C ψ,ϕ is also bounded, and we can write C ψ,ϕ as
Throughout this paper we will always assume that ψ is not identically zero on D. Otherwise C ψ,ϕ will be zero and things would become trivial.
For any automorphism ϕ, we will denote the n-th iteration of ϕ by ϕ n in this paper. For n = 0 we just set ϕ 0 identity on D. Then a simple calculation, see [3] for example, can show that
The next proposition is about the adjoint operator of C ψ,ϕ . We list it as a lemma here because it is crucial for our discussion in the paper. The proof is straightforward and we omit it here. Lemma 1.3.1. Suppose C ψ,ϕ is bounded on X, where X is either the Hardy space
Here C * ψ,ϕ represent the adjoint operator of C ψ,ϕ . For an operator T on a Hilbert space, we use σ(T ) to denote the spectrum of T , and r(T ) to denote the spectral radius of T .
Elliptic Automorphisms
We will begin with the case when ϕ is an elliptic automorphism of the unit disk D. Suppose the fixed point of ϕ is a ∈ D and let φ be the automorphism that exchange a and 0. Thenφ = φ −1 • ϕ • φ is an automorphism with fixed point 0, hence a rotation. The spectrum of C ψ,ϕ depends much on the fact whether this rotation is rational or not. The case whenφ is a rational rotation will be left to the last part of this section since it is quite simple. Now we will focus our attention on the case when ϕ is conjugated to an irrational rotation.
For any r ∈ [0, +∞), we will use Γ r to denote the set {w ∈ C : |w| = r} throughout this section.
2.1. Spectral Radius. Firstly, we should find out the spectral radius of C ψ,ϕ on H 2 (D). The following result, known as the Birkhoff's Ergodic Theorem, plays a key role in our discussion here.
Lemma 2.1.1. Suppose (X, F, µ) is a probability space. Let T be a surjective map from X onto itself such that for any A ∈ F, we have T −1 A ∈ F and µ(T
Here by saying a map T is ergodic we mean that T −1 A = A implies µ(A) is 0 or 1 for all A ∈ F. For a proof of this theorem one can turn to Appendix 3 of [8] .
Remark 2.1.2. The unit circle ∂D, along with the measure dθ 2π , is a probability space. If ϕ is a rotation, then ϕ can be seen as a surjective map from ∂D onto itself. A simple discussion can show that the rotation ϕ is ergodic on ∂D if and only if it is an irrational one. 
, it can be written as ψ = τ · v, where τ is an inner function and v is an outer function. This factorization is unique up to constant factors of modulus one. We call τ the inner part of ψ, and v the outer part of ψ.
Recall that a function τ ∈ H Proof. For n ∈ N we have
where ϕ n is the n-th iteration of ϕ n and ψ (n) = n−1 k=0 ψ • ϕ n . Since ϕ n is a rotation for each n ∈ N, by Theorem 3.6 in [1] we have ||C ϕn || = 1. So we only need to calculate the norm of T ψ (n) .
By Lemma 2.1.3 and the maximum modulus principle,
Remark 2.1.5. An alternative tool for the discussion above is Weyl's result about the uniform distribution mod 1, which was use in [5] and [3] . However, Weyl's original result requires that the function f in Lemma 2.1.1 is Riemann integrable, other than Lebesgue integrable. In fact Weyl's theorem can basically be seen as a special case of the Ergodic Theorem.
2.2. The Spectrum. Now we shall continute our discussion with the help of
. Throughout this section, we will let ∆ ψ (r) denote the exponent of the integral of g r on ∂D, i.e., ∆ ψ (r) = exp 1 2π Now we can start off for finding out the spectrum of C ψ,ϕ . We first deal with the case when ψ has zeros on ∂D. Proof. By Lemma 2.1.4, it is sufficient for us to prove that the set {λ : |λ| |v(0)|} is contained in the spectrum of C ψ,ϕ .
Since v is an outer function, v(0) can not be zero. Suppose ϕ(z) = ηz where |η| = 1 and let ζ be one of the zeros of ψ on ∂D. Then we can find a sequence {ζ j } on ∂D such that ζ j tends to ζ as j → ∞ and
for each j ∈ N. Now suppose |λ| < |v(0)|, then we can take p, q > 0 such that |λ| < p < q < |v(0)|. By (2.1), we can find n j → ∞ such that
Then by the continuity of ψ on D, we can find R j ∈ (0, 1) such that
be the Blaschke product with zeros η k rζ j , k = 1, 2, ..., n j . Then it is obvious that lim r→1 |B j,r (rζ j )| = 1. So we can find R ′ j ∈ (0, 1) such that |B j,r (rζ j )| > 1/2 for all r ∈ (R ′ j , 1). Now take r j greater than max{R j , R ′ j } such that lim j→∞ r j = 1 and ψ has no zero on Γ rj . Let z j = r j ζ j , then z j tends to ζ as j → ∞. So
where
Then by Lemma 1.3.1,
we can know that
However,
which means that λ belongs to the approximate spectrum of C * ψ,ϕ . So we have {λ : |λ| |v(0)|} ⊂ σ(C ψ,ϕ ).
If ψ has no zero on ∂D, then it must vanish somewhere in D. The discussion is divided into two steps, which are Lemma 2.2.3 and Lemma 2.2.4 as follows. 
Proof. First note that R > 0 implies ∆ ψ (R) > 0. Suppose ϕ(z) = ηz where |η| = 1. Let z 0 be one of the zeros of ψ on Γ R . Then we can find a sequence {z j } ∞ j=1 on Γ R such that z j converges to z 0 and
Then we can find n j → ∞ such that
Let λ n,m = e 2mπi n+1 t 0 . Then it is easy to check out that
However, (2.3) shows that
so for each j we can find m j such that
Since λ nj ,mj ∈ Γ t0 , by passing to a subsequence, we can assume that λ nj ,mj converges to λ 0 ∈ Γ t0 as j → ∞. Then we have
Proof. Suppose ϕ(z) = ηz where |η| = 1. Fix r 0 ∈ (0, 1), then we can find z 0 ∈ Γ r0 such that Since ϕ is an irrational rotation, we can find n j → ∞ such that η nj z 0 tends to z 0 . Now let
for all j ∈ N and m n j . Then by (2.5) we have nj m=1 h j,m = n j K z0 . So for each j we could find m j such that
Finally, since lim j→∞ |λ nj ,mj | = ∆ ψ (r 0 ), by passing to a subsequence, we may assume that λ nj ,mj converges to a point λ 0 ∈ Γ ∆ ψ (r0) . Then
Thus, λ 0 belongs to the approximate spectrum of C * ψ,ϕ . Combining Lemma 2.2.3 and Lemma 2.2.4 with some more discussions, we could get the result as follows. Proof. Let R = |z 0 |, then R ∈ [0, 1). If R is greater than zero, without loss of generality we can assume that ψ has no zero in {z ∈ D : |z| < R}.
Since ψ has no zero on ∂D, Remark 2.2.1 shows that
where A = 0<t<∆ ψ (R) Γ t and B = R<r<1 Γ ∆ ψ (r) . If ∆ ψ (R) = 0, we just set A = φ. Note that this can only happen when R = 0. By Lemma 2.2.3 we have
σ ap (C * ψ,ϕ ) ∩ Γ ∆ ψ (r) = φ for all r ∈ (R, 1). Now we will show that both A and B are contained in the spectrum of C ψ,ϕ .
For
Since ψ has no zero in {z ∈ D : |z| < R}, log |ψ| is harmonic in {z ∈ D : |z| < R}. So 
On the other hand, if λ 0 ∈ B, then |λ 0 | = ∆ ψ (r 0 ) for some r 0 ∈ (R, 1), then
The last equality follows from Jensen's formula and the fact that ψ has zeros in {z : |z| < r 0 }. In a word, we always have ||(C * ψ,ϕ − λ 0 )(1)|| greater than zero. Now we can assert that there exist δ ∈ (0, 1) such that | f n , 1 | < δ for all n ∈ N. Otherwise, we can find |ξ| = 1 and a subsequence of {f n }, say {f nj }, such that f nj , ξ tends to 1. This means that ||f nj − ξ|| converges to zero, hence ||(C * ψ,ϕ − λ 0 )f nj || converges to ||(C * ψ,ϕ − λ 0 )(ξ)|| > 0, which is a contradiction. Suppose ϕ(z) = ηz where |η| = 1. Let g n = T * z f n = T z f n , then (2.8)
So we have ||(C * ψ,ϕ − ηλ 0 )g n || converges to zero, which means that ηλ 0 belongs to the approximate spectrum of C * ψ,ϕ . Hence the approximate spectrum of C * ψ,ϕ contains the points η k λ 0 for all k ∈ N. As a result, (2.6) implies that Γ t is contained in σ ap (C * ψ,ϕ ) for all 0 < t < ∆ ψ (R) and (2.7) implies that Γ ∆ ψ (r) is contained in σ ap (C * ψ,ϕ ) for all for all r ∈ (R, 1), since ϕ is an irrational rotation. So we have 
2.3. Rational Rotation. When ϕ is conjugated to a rational rotation, things become much easier. In fact, it has been solved by Gunatillake in [3] , see his remark after Theorem 3.1.1 there. However, his proof just shows that for each interior point λ in σ(C ψ,ϕ ), C ψ,ϕ − λ is not surjective. We will deal this case in a new way here, and then we can get a stronger result that the range of C ψ,ϕ − λ is not even dense.
Theorem 2.3.1. Suppose ϕ is an elliptic automorphism of D with fixed point a ∈ D and ψ ∈ H ∞ (D). Assume that C ψ,ϕ is not invertible. If ϕ ′ (a) n = 1 for some integer n ∈ N and n 0 is the smallest such integer, then the spectrum of C ψ,ϕ on H 2 (D) is the closure of the set
Moreover, each point in Λ belongs to the compression spectrum of C ψ,ϕ .
Proof. Since ϕ ′ (a) n0 = 1, we have ϕ n0 identity on D. So
ψ,ϕ is exactly the spectrum of T ψ (n 0 ) , which is the closure of the set
Therefore, by the spectral mapping theorem, the spectrum of C ψ,ϕ is contained in the closure of the set
So what remains is to show that each point in Λ is contained in the compression spectrum of C ψ,ϕ . For this end, fix any λ 0 ∈ Λ, then there exist z 0 ∈ D such that
Thus 0 belongs to the point spectrum of C * ψ,ϕ . Otherwise, let
Then the minimality of n 0 guarantee that h = 0. It is easy to check that C * ψ,ϕ h = λ 0 h. Thus λ 0 belongs to the point spectrum of C * ψ,ϕ . This means that λ 0 belongs to the compression spectrum of C ψ,ϕ .
Hyperbolic & Parabolic Automorphisms
3.1. Spectral Radius. If ϕ is a hyperbolic or parabolic automorphism of D, then for any compact set K in D, ϕ n converges to one of its fixed points uniformly on K. We call it the Denjoy-Wolff point of ϕ.
Both hyperbolic and parabolic automorphisms have simple models for iteration on half-planes. is an automorphism of H + that fixes 0 and ∞, hence a dilation. More accurately, we have
for all w ∈ H + . Or equivalently,
If ϕ a parabolic automorphism of D with Denjoy-Wolff point a, we can take σ such that σ(a) = ∞. Then Φ = σ • ϕ • σ −1 is an automorphism of H + that fixes ∞ only, hence a translation. By choosing σ properly, we can make Φ(w) = w + 1 or Φ(w) = w − 1 for all w ∈ H + . Then we have
These models facilitate us in calculating the spectral radius of C ψ,ϕ .
In fact, what we will do to prove the following two lemmas are basically the same as what have been done in [3] and [9] . However, we point out here that the assumptions on ψ in [3] and [9] are too strong: there is no need to require that ψ belongs to the disk algebra A(D), and the continuity of ψ at the fixed points of ϕ is sufficient for us to get the following lemmas. So we just give brief proofs here. Proof. Suppose Φ is a translation on H + . Without loss of generality, we may assume that Φ(w) = w + 1. Let r ∈ (0, +∞), then for any w ∈ H + , at most 2[r] + 1 elements of the sequence {Φ k (w)} ∞ k=0 lies in the set {w ∈ H + : |w| r}. By our discussion above, it is equivalent to say that for any neighbourhoods V of a , we can find N ∈ N such that at most N elements of the sequence {ϕ k (z)} ∞ k=0 lies in the set D\V for all z ∈ D. By choosing V small enough, we can assume |ψ(z)| < |ψ(a)| + ǫ when z ∈ V a for any given ǫ > 0. Let ψ (n) = n−1 k=0 ψ • ϕ k , then for n > N we have
Since ǫ is arbitrary, we have lim sup
Here r(C ϕ ) is the spectral radius of composition operator C ϕ . By Theorem 3.9 in 
Proof. Let V a and V b be neighbourhoods of a and b respectively, then by a similar discussion as in Lemma 3.1.1, we can find N ∈ N such that at most N elements of the sequence
By choosing V a and V b small enough, we can assume
The proof of Theorem 4.6 in [9] shows that
Remark 3.1.3. We'd like to point out here that the proofs above actually show the following fact: let ϕ be a hyperbolic or parabolic automorphism and K a subset of D, then ϕ n converges to the Denjoy-Wolff point of ϕ uniformly on K if and only if the Denjoy-Wolff point of ϕ −1 lies outside the closure of K.
3.2. The Spectra. If ϕ is a hyperbolic or parabolic automorphism of D, then for
is the pseudo-hyperbolic distance between z and w. The next two lemmas show that δ z is in fact bounded away from zero with respect to z.
Since ϕ is an hyperbolic automorphism, we can find a biholomorphic map σ from D to the upper half plane H + such that
for all z ∈ D. Here s = ϕ ′ (a) ∈ (0, 1). Since the pseudohyperbolic distance on H + is given by
for any z ∈ D, let w = σ(z), then we have
is an interpolating sequence,
So we have
Lemma 3.2.2. Suppose ϕ is a parabolic automorphism of D with Denjoy-Wolff point a ∈ ∂D. Then for any ǫ > 0. there exist δ > 0 such that
Proof. Since ϕ is a parabolic automorphism, we can find a biholomorphic map σ from D to the upper half plane H + such that
for all z ∈ D. Here c = ±1.
Since σ maps a to ∞, we can find R > 0 such that |σ(z)| < R for all z ∈ D and |z − a| > ǫ. Let w = σ(z), then we have
for all z ∈ D and |z − a| > ǫ. Proof. The case when ψ(b) = 0 is trivial since C ψ,ϕ is not invertible. So we can assume that ψ(b) = 0. Since C ψ,ϕ is not invertible, we can find a sequence {z j } ∞ j=1 in D such that ψ(z j ) tends to 0 and ψ(ϕ
Moreover, since ψ(b) = 0, Remark 3.1.3 shows that the convergence is uniform with respect to j. Let
denote the normalized reproducing kernel at the point z j,k in H 2 (D). Then we have C * ψ,ϕ e j,k = u j,k e j,k−1 , where
By Schwarz-Pick Theorem,
The limitation is uniform with respect to j. Now fix λ 0 ∈ {λ : |λ| < |ψ(b)|ϕ ′ (b) −1/2 }, and take q > 0 such that |λ 0 | < q < |ψ(b)|ϕ ′ (b) −1/2 . Then we can find N > 0 such that
for all n > N and j ∈ N. Let h 1 = e 1,0 and
when n 2, where
Then we have
e n,n−1 .
By (3.1), when n > N ,
However, since ψ(z n,0 ) = ψ(z n ) tends to 0, we can know that
So ||(C * ψ,ϕ − λ 0 )h n || converges to zero as n → ∞. On the other hand, since {z j,k } +∞ k=0 is an interpolating sequence for each j ∈ N, we can take B j (z) as the Blaschke product whose zero points are exactly {z j,k } ∞ k=1 , then
Since ϕ −1 is also a parabolic or hyperbolic automorphism and {z n } converges to z 0 = b, by Lemma 3.2.1 and Lemma 3.2.2 we can find δ > 0 such that
for all n ∈ N, so ||h n || | B n e n,0 , h n | > δ. Thus we know that λ 0 belongs to the approximate spectrum of C * ψ,ϕ . Now we can get our final conclusions as follows.
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Theorem 3.2.4. Let ϕ be a hyperbolic automorphism of D with Denjoy-Wolff point a and the other fixed point b. Assume that ψ ∈ H ∞ (D) is continuous at the points a and b. If C ψ,ϕ is not invertible, then the spectrum of
Proof. Since ϕ is a hyperbolic automorphism, ϕ −1 is also a hyperbolic automorphism and the Denjoy-Wolff point of ϕ −1 is b. Then by Lemma 3.2.3,
So the conclusion follows directly from Lemma 3.2.3 and Lemma 3.1.2 when
On the other hand, If
then the proof of Theorem 4.9 in [9] shows that
is contained in σ(C ψ,ϕ ). In fact, the proof there holds even if ψ has zeros in D.
Then along with Lemma 3.2.3 and Lemma 3.1.2, we can also get our conclusion. Proof. Since ϕ is a parabolic automorphism, ϕ −1 is also a parabolic automorphism with Denjoy-Wolff point a. Then the result follows directly from Lemma 3.1.1 and Lemma 3.2.3.
Weighted Bergman Spaces
In this section, we give a brief illustration for the cases on weighted Bergman spaces. The situations are almost all the same, though some little differences arise. 4.1. Elliptic Automorphisms. When ϕ is an elliptic automorphism, the methods used in Section 2 are still available on weighted Bergman spaces. In fact, what really matter in our discussion are just the following requirements to the space. If ϕ ′ (a) n = 1 for all n ∈ N and ψ ∈ A(D), then the spectrum of C ψ,ϕ on A 
4.2.
Hyperbolic & Parabolic Automorphisms. The only requirement to the space in the proof of Lemma 3.1.1 is that the spectral radius of composition operator C ϕ is 1 on H 2 (D). This is also true on weighted Bergman spaces, see Lemma 7.2 in [1] .
In the proof of Lemma 3.1.2, we use the fact that C (ϕ ′ n ) 1/2 ,ϕn is an isometry on H 2 (D). When the space is A instead.
An easy calculation shows that this operator is an isometry on A 2 α (D), or one can just turn to the proof of Theorem 4.6 in [9] . Then a slight modification can show that the spectral radius of C ψ,ϕ on A 
Further questions
Theorem 2.2.6 and Theorem 4.1.1 are our main results for elliptic automorphisms. However, these result are got under the assumption that ψ belongs to the disk algebra A(D). We believe that the theorems still hold for the general cases when ψ is not continuous up to the boundary of D, but it seems that some more work need to be done.
Open Question 1. How to deal with the case when ϕ is an elliptic automorphism and ψ is not continuous up to the boundary of the unit disk D?
When ϕ is a parabolic or hyperbolic automorphism, we always assume that ψ is continuous at the fixed points of ϕ. Though this assumption is reasonable, we still want to know the result for the more general cases. Particularly, the following question can be interesting.
Open Question 2.
What is the spectrum of C ψ,ϕ when ϕ is a parabolic or hyperbolic automorphism and ψ has no radial limitation at the fixed points of ϕ?
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