A graph is said to be (p; q)-colorable if its vertex set can be partitioned into at most p cliques and q independent sets. In particular, (0; 2)-colorable graphs are bipartite, and (1; 1)-colorable are the split graphs. For both of these classes, the problem of ÿnding a maximum weight independent set is known to be solvable in polynomial time. In the present note, we give a complete classiÿcation of the family of (p; q)-colorable graphs with respect to time complexity of this problem. Speciÿcally, we show that the problem has a polynomial time solution in the class of (p; q)-colorable graphs if and only if q 6 2 (assuming P = NP).
Introduction
We consider simple undirected graphs without loops and multiple edges. A graph G = (V; E) is said to be H -free if G does not contain H as an induced subgraph. The class of H -free graphs is denoted Free(H ). As usual, G stands for the complement of graph G, and K n for the complete graph on n vertices. A pK 2 is the disjoint union of p copies of K 2 . For a graph G =(V; E) and a subset of vertices U , we denote by G[U ] the subgraph of G induced by U . We say that G is a weighted graph if its vertices are assigned with positive integers.
The objective of this paper is the problem of ÿnding in a weighted graph a subset of pairwise nonadjacent vertices (independent set) with maximum total weight. If the weight of each vertex is equal to one, the problem is usually referred to as the maximum independent set problem. In case of general weights it is called the vertex packing problem.
The vertex packing problem is known to be NP-hard in general graphs. Moreover, it remains di cult even under substantial restrictions, for instance, for the triangle-free graphs [13] or (K 1; 4 , diamond)-free graphs [6] . Both of these examples are consequences of the following general result proved in [1] . Theorem 1. Let X be a class of graphs deÿned by a ÿnite set M of forbidden induced subgraphs. If M contains no graph whose every connected component is a tree with at most 3 leaves, then the maximum independent set problem is NP-hard in the class X.
On the other hand, for some classes of graphs the vertex packing problem can be solved in polynomial time. Below we list several such classes.
• Perfect graphs [9] . This is probably the most representative example containing variety of graph classes of both practical and theoretical importance. Two classes of particular interest in this paper are bipartite and split graphs. • pK 2 -free graphs are of special interest since the number of maximal (with respect to set inclusion) independent sets in these graphs is bounded by a polynomial in the number of vertices [2, 3, 14] . Together with the algorithm in [16] that ÿnds all maximal independent sets in a graph, this provides a polynomial time solution to the vertex packing problem in the class of pK 2 -free graphs. • Claw-free graphs have been the subject of investigation in connection with the independent set problem in several papers [11, 15, 10] . However, only one of them, namely Minty's paper [11] , claimed a polynomial time solution to the problem in the case of weighted graphs. Recently Nakamura and Tamura [12] found that the weighted version of Minty's algorithm fails for some special cases and proposed modiÿcations to overcome this defect. • A nice class for the vertex packing problem has been proposed by Bertolazzi, De Simone and Galliccio [4] . They used substitution decomposition in order to extend both claw-free and bipartite graphs to a larger class with polynomially solvable vertex packing problem.
In the present paper we study the vertex packing problem restricted to the family of graph classes known as (p; q)-colorable graphs.
A graph G = (V; E) is called (p; q)-colorable if the vertex set V of G can be partitioned into p+q (possibly empty) subsets out of which p subsets induce complete graphs, while the remaining ones are independent. With each pair of nonnegative integer numbers p and q we associate the class of all (p; q)-colorable graphs and denote it K p O q . In particular, K 0 O 2 is the class of bipartite graphs, and K 1 O 1 is that of split graphs [7] .
The main result of the paper is the following theorem.
Theorem 2. In the class of (p; q)-colorable graphs, the vertex packing problem is NP-hard if q ¿ 2, and is polynomially solvable otherwise.
The proof is given by a number of auxiliary results presented in the next section.
Proof
Lemma 3. If q ¿ 2, then the vertex packing is NP-hard in the class of (p; q)-colorable graphs.
Proof. If q ¿ 2, then the class K p O q contains all 3-colorable graphs for any nonnegative integer p. The latter class includes, by Brooks' theorem [5] , all connected graphs with vertex degree at most three, except for the complete graph on four vertices. It is a trivial exercise to verify that the class of graphs with maximum degree three is characterized by eleven connected forbidden subgraphs, none of which is a tree with at most three leaves. This fact in conjunction with Theorem 1 implies NP-hardness of the vertex packing problem for (connected) graphs with degree at most three. As a result, we conclude that the problem is NP-hard in the class K p O q .
In what follows we prove the second part of Theorem 2. In particular, we show that the vertex packing problem has a polynomial time solution in any class K p O q with q 6 2. To this end, we develop a speciÿc approach to compute vertex packing in certain graphs. Denote by G 1 ∨G 2 the union of two graphs G 1 =(V; E 1 ) and G 2 =(V; E 2 ) with a common vertex set V , i.e. G 1 ∨ G 2 = (V; E 1 ∪ E 2 ). If X and Y are two classes of graphs, then X ∨ Y :
Lemma 4. Let X and Y be two classes of graphs such that (1) X is a subclass of pK 2 -free graphs for some ÿxed p, (2) Y is a hereditary (i.e. closed under vertex deletion) class of graphs admitting a polynomial time solution to the vertex packing problem, (3) there is an algorithm that for any graph G ∈ X ∨ Y , ÿnds in polynomial time two graphs
Then the vertex packing problem is polynomially solvable in the class X ∨ Y .
Proof. A polynomial time algorithm for the vertex packing problem in the class X ∨ Y can be roughly described as follows. Given a graph G ∈ X ∨ Y , ÿrst, ÿnd two graphs
Next, inspect all maximal independent sets in the graph G 1 . For each such a set A, determine a maximum weight independent set in the graph G 2 [A] ∈ Y . Since every independent set in G is also independent both in G 1 and G 2 , the described procedure provides eventually a solution to the problem in the graph G. A polynomial time bound of the procedure follows from the lemma assumptions and the fact that all maximal independent sets in a pK 2 -free graph can be found in polynomial time [2, 3, 14, 16] .
Our approach is to apply Lemma 4 to the class of (p; 2)-colorable graphs. The two subsequent lemmas provide Conditions (1) and (2) for our case.
Proof. To prove the lemma, we partition a graph G =(V; E) ∈ K p O 2 into p cliques and 2 independent sets A and B. Let E be the edge set of the bipartite subgraph G [A ∪ B] .
Proof. Let us partition the vertex set of a graph G ∈ K p O 1 into p cliques and an independent set A. Assume G contains an induced subgraph tK 2 for some t. Obviously, at least one endpoint of every edge of this subgraph is outside A. Moreover, two endpoints of di erent edges of the tK 2 are non-adjacent and hence belong to di erent cliques of the partition. Therefore, t 6 p.
To fulÿl the assumptions of Lemma 4, it remains to show that there is a polynomial time algorithm that, given a graph G ∈ K p O 2 , ÿnds two graphs G 1 ∈ Free((p + 1)K 2 ) and G 2 ∈ K 0 O 2 such that G = G 1 ∨ G 2 . To design such an algorithm, we ÿrst derive a helpful lemma. For two graph classes X and Y , we denote by XY the class of all graphs whose vertices can be partitioned into two subsets, one of which induces a graph in X and another one a graph in Y .
Lemma 7.
For any X ⊆ Free( K m ) and Y ⊆ Free(K n ), there exists a constant = (X; Y ) such that for every graph G = (V; E) ∈ XY and every subset B ⊆ V with G[B] ∈ Y , at least one of the following statements holds:
Proof. By the Ramsey Theorem [8] , for each positive integers m and n, there is a constant (m; n) such that every graph with more than (m; n) vertices contains either a K m or a K n as an induced subgraph. Given two sets X ⊆ Free( K m ) and Y ⊆ Free(K n ), we deÿne = (X; Y ) to be equal (m; n). Let us show that with this deÿnition the proposition follows.
Let Lemma 7 suggests the following algorithm to ÿnd graphs G 1 ∈ Free((p + 1)K 2 ) and (Fig. 1) .
Justiÿcation of the algorithm and estimation of its time complexity is given in the concluding lemma.
Lemma 8. Given a graph G=(V; E) ∈ K p O 2 with n vertices, Algorithm A ÿnds graphs
Proof. For the correctness of the algorithm we refer to Lemma 7 with X = K p O 0 ⊂ Free( K p+1 ) and Y = K 0 O 2 ⊂ Free(K 3 ). We also observe that the minimum value of = (X; Y ) satisfying Lemma 7 depends on X and Y , and the Ramsey number (n; m) is merely an upper bound for it. In our case the parameter can be chosen to be equal to 2p. Indeed, if G = (V; E) ∈ XY = K p O 2 , G[B] is bipartite for some B ⊆ V , and A ⊆ V is a subset such that G[A] ∈ Y and G[V − A] ∈ X , then B contains at most 2 vertices in each of the p cliques into which V − A can be partitioned. Now let us estimate the time complexity of the algorithm. In Step (2), the algorithm inspects at most n 2p n 2p+1 subsets C and for each of them, veriÿes whether G[C] is bipartite in time O(n 2 ). Since Step (2) loops at most n times, its time complexity is O(n 4p+4 ). In Step (3), the algorithm examines at most n 2p 2 subsets A. For each A, it veriÿes whether G[A] is bipartite in time O(n 2 ) and whether G 1 is (p + 1)K 2 -free in time O(n 2(p+1) ). Summarizing, we conclude that the total time complexity of the algorithm is O(n 6p+2 ).
