Introduction
In epistemology and philosophy of science there has been a growing interest in group inquiry and ways that it might differ fundamentally from individual inquiry. The interest in this topic is understandable. Science is predominately collaborative work. If we want to understand the epistemic success of science, we need to understand group inquiry and it is an important part of this to learn whether it differs from individual inquiry. Philip Kitcher (1990) initiated the focus on scenarios where the norms or best epistemic practices for individuals working alone might come apart from the norms or best epistemic practices for individuals working in groups. Kitcher shows how it is possible for individual scientists who care only about things such as fame and money to nevertheless structure their inquiry in a way that is conducive to finding the truth. Others have carried this work further looking at various ways that group inquiry can differ in important ways from individual inquiry. 1 Uniting much of this work under one heading, Mayo-Wilson et al. (2011) have recently investigated different versions of what they call the Independence Thesis, roughly, the claim that rational individuals can form irrational groups and that rational groups might be composed of irrational individuals.
In this paper, my goal is to show that some surprising empirical evidence about group problem-solving reveals that groups will often face cases where it is epistemically best for each individual to do one thing, even though this is ultimately epistemically worse for the group. Thus, I will be presenting an epistemic analogue of a free riding scenario. Free riding is familiar in the practical domain, but has seldom been discussed in the epistemic domain, so it is of some interest to investigate whether there are such scenarios. More than that, however, I'll show how the particular epistemic free riding scenario I will discuss directly vindicates a particularly interesting version of the Independence Thesis.
The arguments that I will give here presuppose a kind of epistemic consequentialism. In particular, I'll be taking for granted that what one epistemically ought to believe can be determined by looking at the expected accuracy of believing in that way. 2 Below I discuss in more detail the particular form of epistemic consequentialism my arguments rely on, but I don't defend the consequentialist viewpoint here. Rather, this paper should be seen as illustrating one interesting consequence of adopting the consequentialist picture.
Here's the plan. In section 2 I'll give a precise characterization of free riding scenarios. After this, in section 3, I'll consider the only other example in the literature (of which I'm aware) of epistemic free riding and explain why it doesn't actually seem to be a case of epistemic free riding. In section 4 I'll present the empirical evidence that I'll argue leads to an epistemic free riding scenario. In section 5 I'll give a formal model to rigorously show that the scenario I'm considering does constitute a free riding problem. In section 6, I'll consider the wider significance of the existence of epistemic free riding and how it relates to the Independence Thesis. Finally, in section 7, I'll explain how the epistemic free riding scenario gives rise to an interesting puzzle about the explanation for some of our natural doxastic dispositions in cases of group inquiry.
Characterizing Free Riding Scenarios
What characterizes a free riding scenario? I will follow Philip Pettit (1986) in maintaining that a free riding scenario arises when two conditions are met. 3 First, there is some behavior such that if everyone behaved in this way, the outcome would be Pareto-inferior to the outcome where everyone does not behave in that way. 4 Call this the Pareto condition. Second, that behavior can nevertheless be justified in terms of self-interest: the free rider really stands to gain from behaving as he does. Call this the self-interest condition. These two features together are what make free riding scenarios especially pernicious. The satisfaction of the Pareto condition shows that the behavior is of the sort that is damaging to everyone if everyone engages in it, and yet the satisfaction of the self-interest condition shows that everyone can justify behaving in that way on the basis of self-interest.
In many presentations of practical free riding, a dominance argument is given to show that the self-interest condition is met. A dominance argument for some action is one that demonstrates that, no matter what the state of the world is, it is best for you to perform that action. The argument for why it is your self-interest to defect in a prisoner's dilemma is a dominance argument: no matter what your partner does, you always do better if you defect. More formally, if C i (D i ) is the strategy of player i cooperating (defecting), and if '> i ' means 'is preferred by i', we have: (D 1 , C 2 ) > 1 (C 1 , C 2 ) and (D 1 , D 2 ) > 1 (C 1 , D 2 ), where you are player 1 and your partner is player 2.
Inspection of many standard examples of free riding, however, reveals that the justification for free riding behavior is not always a strict dominance argument. Suppose that there is a group of recreational fishermen who work a small lake and to prevent overfishing, a quota for the season has been set for each person. If everyone sticks to his quota, this will ensure that there is enough fish to have productive fishing seasons year after year. However, there is a safety buffer built into the quotas so that if everyone catches his quota, this does not put the fish population on the brink of disaster. Suppose, then, that everyone adheres to his quota. Then, it is in my interest to ignore the quota, for if I alone exceed my quota, this will not deplete the fish population to dangerous levels. I ensure myself a bigger catch than others this year while still ensuring a replenished supply of fish for next season. Suppose that no one is sticking to his quota. Then, it is again in my interest to ignore the quota, for if everyone is exceeding the quota the population will be decimated whether I stick to it or not. I may as well get as many fish while I can. What about the intermediate situations, where some but not all are sticking to the quota? It is hard to see why it is not in my interest to ignore the quota here, too. For, on the one hand, suppose that there are enough fishermen sticking to the quota that the fish population will survive until next year. In that case, it is unlikely that my taking a few more fish will tip the balance. On the other hand, suppose that there are enough fishermen ignoring the quota that the fish population will not survive. In that case, my sticking to the quota isn't going to help and so I may as well ignore it. Thus, it seems that no matter the state of the world, it is best for me if I ignore the quota. This seems to be a dominance argument to justify free riding.
On reflection, however, it isn't actually a dominance argument. For surely there is some amount of fish such that if less than that amount is caught then the fish population in the small lake survives and if more than that amount is caught then the fish population does not survive. Given this, there is some state of the world where my decision about whether to ignore the quota or not is the decision that determines whether or not the fish population survives. And if my decision to ignore the quota is the one that decimates the fish population for years to come, then it is not in my interest to ignore the quota in that state of the world. 5 Thus, we don't have a dominance argument for free riding. Nevertheless, the reasoning in the previous paragraph still provides a compelling reason for me to free ride. The reason for this is that it is extremely difficult to tell whether I am the crucial one to push the fish population to dangerous levels. Further, if there are a large number of other fishermen, it is extremely unlikely that I am in this situation. This suggests that a free riding scenario can obtain even when there is no dominance argument for free riding behavior. The free rider need not prefer the outcome where he defects to the outcome where he cooperates no matter the state of the world. What matters, instead, is that the free rider must be able to justify free riding behavior in terms of self-interest. A dominance argument is a particularly clear way to do this, but it is not the only way. 6 The example of the fishermen is a practical free riding scenario: the value is prudential and the things being evaluated are actions. In what follows, I'll give an example of epistemic free riding. An epistemic free riding scenario is formally identical to a practical one. The key difference is that the value is epistemic and the things being evaluated are beliefs.
In some sense, it is extremely easy to construct an epistemic free riding scenario. Suppose that there are 100 of us in a group and if over half of us believe that the earth is flat, then an oracle will tell us 1,000 important truths about the world. If accuracy of belief is the only thing of epistemic 5 This can be put more formally using the same notation as above. Suppose there are 5 fishermen. What the argument in the text suggests is that while (D1, C2, C3, C4, C5) >1 (C1, C2, C3, C4, C5) and while (D1, D2, D3, D4, D5) >1 (C1, D2, D3, D4, D5) there may be some specific ways that the other fishermen can defect or cooperate where the following holds:
(D1, D2, D3, C4, C5) <1 (C1, D2, D3, C4, C5). This will be the case, for instance, if the fish don't survive the next season in (D1, D2, D3, C4, C5) but do survive in (C1, D2, D3, C4, C5).
6 For some thoughts on this, see Pettit (1986), p. 369. value, then failing to believe that the earth is flat seems to be an instance of epistemic free riding. If you fail to believe the earth is flat, you stand to have 1,000 true beliefs and no false beliefs by free riding on the fact that others in the group will believe the earth is flat. This meets the formal conditions for a free riding problem and it is recognizably epistemic. However, there is not much interest in such a case, because the conditions for it to obtain are so unrealistic. Practical free riding is interesting precisely because the conditions for it to occur often arise. Analogously, epistemic free riding will be interesting only if the conditions for it to occur often arise. This toy example does not show us that. In contrast, I will present a case of epistemic free riding that is realistic and often arises. Before getting to such a case, however, we need to look at the only other example in the literature of epistemic free riding.
List & Pettit on Epistemic Free Riding
Christian List & Philip Pettit (2004) purport to give us an example of epistemic free riding that, unlike the oracle scenario, is more realistic. Their scenario makes use of the Condorcet Jury Theorem (CJT). Consider a case where a group is trying to decide the answer to a question with two possible answers (e.g., guilty or not guilty). The CJT says that if each member is more likely than not to choose the correct answer, and if each member decides independently of the other members, then the probability that the majority vote is accurate approaches 1 as the number of group members increase. 7 This initially striking mathematical result points toward one way that groups can sometimes be more accurate than any individual member of the group. So, how can this lead to a free riding scenario? List & Pettit ask us to imagine a situation where we are taking votes sequentially and in public. Further, we are to assume that we all know that we are each equally likely to get the verdict correct, that this probability is greater than 0.5, and that we believe each person is voting in accordance with his or her belief. In this case, and if we each know about the CJT result, then we each know that it is more likely that the majority vote is correct than any one member is correct. Thus, if I am voting third and I have heard two yea votes, then no matter what I independently believe to be correct, I stand a better chance of voting correctly if I vote yea. And the same thing is true for each person after me. However, in so-doing, we each make the group significantly less likely to get the right answer, since it is now a group with only two independently voting members. 8 An important question is whether this scenario really is a case of epistemic free riding. As List & Pettit present the example, the members of the group value voting accurately themselves. Since the value in question concerns accurately answering a question, we are plausibly in the epistemic domain. But it is doubtful that it meets the conditions for a free riding scenario. The self-interest condition states that there must be an argument for why it is in the self-interest of the free rider to free ride. Note first that this scenario is not one where there is a dominance argument for voting nonindependently. Suppose that yea is the correct answer but that, improbably, a large majority is voting nay. If agent 1 values voting correctly herself we have: (N 1 , N 2 , . . . , N n ) < 1 (Y 1 , N 2 , . . . , N n ). This shows that there is no dominance argument for voting with the group. Rather, it is some sort of expected value calculation that must be doing work. But, as noted by List & Pettit, such an argument works only if we assume that everyone else is voting independently. But if one is reasonably confident that everyone else is free riding and voting non-independently, then one has no reason to go with the group since the majority vote is no longer more likely to be correct than one's own.
The scenario also fails to satisfy the Pareto condition. By the very setup of the case, it is not possible for everyone to engage in free riding behavior, which in this case is to simply vote the way the group votes rather than independently. For the first voter, this is impossible. So, in this scenario, we cannot even evaluate whether it is true that everyone engaging in free riding would be Pareto-inferior to everyone not free riding. 9 Thus, this 8 If the first two votes are split, then the same situation obtains for the person who votes fifth so long as the next two votes agree with each other. In the economics literature, these are known as informational cascades. For seminal work in this area see Banerjee (1992) and Bikhchandani et al. (1992) .
9 One might try to defend List & Pettit by slightly weakening the Pareto condition. The Pareto condition currently says: Behavior b meets the Pareto condition iff the outcome that results from everyone choosing b is Pareto inferior to the outcome where no one chooses b. One might weaken it to say instead: Behavior b meets the Pareto* condition iff the outcome that results from most choosing b is Pareto inferior to the outcome where no one chooses b. One problem with the Pareto* condition is that it is vague: how many in a group must choose b for it to be the case that most of the group members chose b? But perhaps a modification of the Pareto condition along these lines could be made to scenario-though interesting in many ways-isn't an instance of epistemic free riding.
List & Pettit have an alternative scenario, however. In this alternative scenario the members of a group only care that the majority vote is accurate. This is the sole outcome with epistemic value. It's not altogether clear why the group getting the correct answer is of any epistemic value to me, a group member. But put this aside. Perhaps we can make this assumption plausible by assuming that group members will adopt as their own belief whatever the majority votes for. Each member, then, wants the majority vote to be accurate, but each member would also like to save herself the time-consuming effort of coming to an independent view on the issue. It looks, at least initially, as if voting non-independently is an instance of free riding. First, it seems as though the self-interest condition is satisfied. For, ignoring the case where my vote is pivotal and pushes the majority vote to one side or the other, I can save myself significant effort by voting nonindependently without changing how the group votes. If we're going to get the same answer regardless of my vote, I might as well save myself the effort of thinking through the issue. And second, the Pareto condition might appear to be satisfied, since we're a much more accurate group when we all vote independently than when we do not.
As with the scenario above, this is an interesting case. However, I also doubt that this is a case of epistemic free riding. The first reason is familiar: initial appearances to the contrary, the Pareto condition cannot really be satisfied in this case, since it is impossible for everyone to vote non-independently. To vote with the group, rather than based on an independent analysis of the issue requires that the group is voting some way and it is hard to see how this can happen unless at least one person votes independently.
The second worry is novel, however. The worry is that the argument that non-independent voting is in my self-interest concerns more than just epistemic value. The argument also involves prudential value like the time and effort it takes to come to an independent answer. For this reason, the scenario is not a case of epistemic free riding.
I do not want to discount the interesting nature of these two scenarios presented by List & Pettit. They certainly bear a family resemblance to classical free riding problems, they in some way concern epistemic matters, and they strike me as interesting in their own right. Nevertheless, I doubt that we have been given a realistic scenario that truly can be said to be a work. Still, the scenario would fail the self-interest condition.
case of epistemic free riding. This is important especially if we want to use a free riding scenario to vindicate an epistemic version of the Independence Thesis. In what follows, I aim to present such a case. It is, I claim, a realistic scenario, it is purely about epistemic value (not prudential value), and it meets both the Pareto and self-interest conditions.
Empirical Evidence
To get to the scenario I want to focus on, we need to briefly consider some psychological research on group inquiry. There is now considerable evidence for the claim that groups that have members who debate a question and genuinely hold dissenting views about the debated question (that is, they are not simply playing the devil's advocate) are more accurate than both individual inquirers and other groups that lack one of these qualities. One important consequence of this is that heterogenous groups-groups where there are individuals that hold different views about the correct answer to a question-are more likely to eventually reach the correct answer to the question than homogenous groups-groups where everyone shares the same view on the answer.
The evidence for this surprising claim comes from several sources. First, there is evidence that groups can often outperform any individual member in reasoning tasks. Consider a study by Moshman & Geil (1998) . In the study, the participants were divided into 3 experimental conditions: individual control, interactive condition, individual/interactive condition. In the individual control, the participants were asked to solve the Wason Selection Task on their own. In the interactive condition, participants were asked to solve the task in groups with 5-6 members. In the individual/interactive condition, participants were first asked to solve the task alone, and then (without having the correct answer revealed to them) solve the task in a group. The results are striking. In the individual control condition, consistent with other studies on the Wason Selection Task, the success rate was approximately 9%. In the interactive condition, the success rate jumped to 70%. Finally, in the individual/interactive condition, when these individuals worked in groups, the success rate was 80%. So, groups can often be more accurate than individuals working alone.
However, there is an important caveat to this general result. There is evidence that for groups to do better than individuals, group members must be debating and arguing with each other in a genuine way. As Mercier & Sperber (2011) write: ". . . many experiments have shown that debates are essential to any improvement of performance in group settings." (p. 63, my emphasis). Schulz-Hardt et al. (2006) is a good example of the kind of experiment demonstrating this. The study involved groups attempting to solve hidden profile problems. These are problems where the correct solution requires full information, but no one group member possesses full information. For instance, the problem might be to select the best apartment. In a hidden profile problem, the full set of information clearly picks out one apartment as best, but each group member only has partial information. Groups discuss the problem and then decide on a group answer. Schulz-Hardt et al. manipulated the information available to each group member to test the effect of diversity of opinion on the eventual solution the groups put forward. Groups where all group members had full information reached the correct decision 100% of the time. Groups with homogenous preferences for options before discussion reached the correct decision 7% of the time. Groups where group members had diverse preferences before discussion-but no member who initially preferred the correct option-reached the correct decision 26% of the time. Finally, groups where group members had diverse preferences before discussion-and at least one member who initially preferred the correct option-reached the correct decision 62% of the time. Overall, groups with heterogenous views reached the correct decision 43% of the time. 10 In an early review article of the literature on group problem-solving, Hastie (1986, pp. 151-2) identifies three characteristics that produce high levels of group performance. The first is that the individuals vary in their competency to answer the problem, and where the problem has a "eureka solution", a solution that may not be obvious initially but is demonstrable once discovered. Second, individual judgment accuracy is perturbed by unsystematic errors. This characteristic allows that simple averaging of group members' answers is more likely to be correct than any individual judgment. The third characteristic that leads to high level group performance is group members who possess different evidence. It is plausible that some combination of these characteristics often obtain in cases that we care about. The first and third conditions are likely to obtain in certain scientific settings, for instance, when a group of physicists is discussing the proper interpretation of some data from the Large Hadron Collider. Though the correct interpre-tation is by no means simple, it is demonstrable, once found. Further, it is likely that different physicists bring slightly different bodies of evidence to bear on the problem. The first and second conditions are plausibly met in the key cases used to motivate conciliatory views of peer disagreement in the recent epistemology literature, such as a case where a group of us disagree about our share of the check at a restaurant (Christensen, 2007) .
The data so far canvassed suggest that groups of inquirers that engage in genuine debate about possible answers to a question are ultimately more accurate in answering the question than groups of inquirers that do not engage in such debate. But the results are more surprising than this. It turns out that contrived debate using various devil's advocacy techniques does not yield the advantages for group inquiry that genuine debate among group members who genuinely hold dissenting views. Schulz-Hardt et al. (2002) , for instance, investigated whether various groups that consisted of genuinely disagreeing members perform similarly to groups where dissent is contrived using various devil's advocacy techniques. They found that groups that had genuine disagreement were less biased in seeking only confirmatory information. Greitemeyer et al. (2006) set out to show that, contrary to the results just described, contrived dissent can yield advantages for group reasoning. They instructed various group members to defend different points of view, even if that point of view was not one the group member really believed. Though group members did play the appropriate roles, and as a result a more balanced menu of evidence was discussed, the group answers did not improve. In contrast, in the genuinely heterogenous groups, group answers did improve markedly. 11 Putting all this evidence together provides a strong reason to think that, at least in many kinds of cases, group members who are investigating some question will, in the long run, end up with more accurate beliefs about the answer to that question if they initially maintain their divergent beliefs and vigorously defend them. Of course, if the group members are to reap the benefits of this group discussion, they must eventually converge on one answer. But they are more likely to believe the true answer if, initially, they stick to the answer they think is true in spite of the disagreement with their peers. 12
Epistemic Free Riding
From this empirical data we can construct an epistemic free riding scenario. Suppose that I am in a relatively large group of experts on some topic attempting to answer some question in that topic. Before we start discussing the question, we realize that opinion is approximately evenly split between the possible answers. Plausibly, once the fact that there is this split of opinion among experts is added to my evidence, my evidence now supports each answer to a roughly equal degree. So, if I want to respect this evidence, I should reduce my confidence in my preferred answer and adopt a roughly similar credence for all the possible answers being entertained. However, if all the group members do this, then we will all go into the debate with the same agnostic belief state with respect to our question. We will have turned ourselves from a heterogenous to a homogenous group, thus severely reducing the chance that we will reach the correct answer to the question at the end of debate. Thus, if we are looking only at epistemic value, we'd each prefer to be in a group containing mostly members who remain steadfast in their initial opinions during the debate. This way we maximize our chance of landing on an accurate consensus answer to our question. However, since our evidence now supports withholding belief, we each have a good reason to now withhold belief and not remain steadfast in our pre-debate opinions.
That's the basic scenario, but to really make good on the claim that it is a case of epistemic free riding, it needs to be made more precise. To make it more precise we need to specify several things. First, we need to say something about epistemic value. Second, we need to say something about epistemic acts. And third, we need to say something about how epistemic acts are evaluated with respect to epistemic value.
As to the first point, I'll assume that the only thing of epistemic value is accuracy. 13 I'll also assume that accuracy comes in degrees. For example, although a credence of 0.5 in P and a credence of 0 in P are both inaccurate 12 There's an obvious potential challenge here for conciliatory views of disagreement, views according to which (roughly) one ought to suspend judgment on a proposition disputed by one's peers. This challenge is considered in Dunn (ms).
13 The argument doesn't require this; one could still run the argument if one thinks there is, say, epistemic value in following the evidence, and epistemic value in knowing. Taking accuracy as the only epistemic value, however, allows the argument to be continuous with other formal work that appeals to scoring rules (e.g., Joyce (1998) and the work that follows in this tradition).
when P is true, a credence of 0.5 in P is more accurate than a credence of 0. To measure this precisely we can use a scoring rule. Let the question of interest have a finite number m of mutually exclusive and jointly exhaustive possible answers in Ω = {1, . . . , m}. Let a belief state with respect to this question c, be a probability vector {c 1 , . . . , c m } such that c 1 , . . . , c m ≥ 0, c 1 + . . . + c m = 1. So, for instance, c 1 is the credence assigned to answer 1, c 2 the credence assigned to answer 2, etc. If P m is the set of all probability vectors of length m, then a scoring rule is a function S(c, i) : P m → R, i = 1, . . . , m. Scoring rules thus award scores to credences based on only two things: the level of credence assigned to the answer and the state of the world. Thus, they are measures of accuracy.
There are many scoring rules that can be used. I'll use the popular Brier score in the text (and introduce a second one in the Appendix): The Brier score is given by:
where δ ij = 1 if i = j and δ ij = 0 otherwise. Note that the Brier score has a minimum value of zero and a maximum value that increases with increasing m. If it is important to compare scores between questions that have different numbers of possible answers we can normalize the Brier score by taking B(c, i)/m where m is the number of possible answers to the question. According to the Brier Score, lower numbers are better. Thus, we can see the Brier score as measuring inaccuracy: less is better. That covers epistemic value. As for epistemic acts, I'll suppose that agents can perform epistemic acts at times and that the only epistemic acts available to an agent at a time are the belief states that the agent can come to occupy at that time. 14 Since in this context we'll be focusing on specific questions that groups are attempting to answer, we'll focus solely on the acts available to the agent that concern her belief state with respect to the question of interest.
Finally, epistemic acts will be evaluated in virtue of their expected accuracy. Why expected accuracy rather than just accuracy? There are several reasons, but the easiest way to see why expected accuracy is needed is by noting that a proposition could be true even if a tremendous amount of evidence points towards its falsity. In such a situation, it seems it is epistemically best to believe the proposition is false, even though such a belief is inaccurate.
Given this set up, we can now think more specifically about the scenario of group inquiry. To keep things as simple as possible, we'll consider a scenario where a group of experts is interested in answering a question that has only two possible answers: {P,P }. 15 We'll also suppose that there are only three belief states that an agent can adopt: {c P = 1, cP = 0}, {c P = 0, cP = 1}, and {c P = 0.5, cP = 0.5}. These correspond, respectively, to believing P , believingP , and withholding belief with respect to P . Denote these with 'c P ', 'cP ', 'c W '. We suppose that initially our group contains about equal numbers of members who believe P and who believeP . So, initially, each group member starts out opinionated. There are then two key points at which we'll evaluate our agents' expected accuracy. First, upon realizing there is a disagreement, each agent will either stick with her antecedent view and remain opinionated or she will withhold belief. Call these options, respectively, the option of being steadfast and of being conciliatory. The group will then discuss and debate the issue and then adopt some consensus answer to the question. We then come to the second evaluation point. We'll assume that each agent adopts the group's consensus answer as her own at the end of the debate. Obviously, each agent's initial decision about whether to be steadfast or conciliatory has an effect on her initial expected accuracy. But since her decision here can also in part affect whether she is in a heterogenous or homogenous group, it can also affect how likely it is that the group consensus is correct.
With an eye toward whether being conciliatory is to be an epistemic free rider, let's consider the kinds of groups that some agent, S, could be in. First, S could be in a group where everyone is conciliatory. In that case, it is plausible that S being steadfast doesn't make her group have the required heterogeneity to get the benefits of group debate. Second, S could be in a group where she is the pivotal member in the sense that if S is steadfast, then the group will have the requisite heterogeneity to get the benefits of debate, but if S is conciliatory then they will not. Third, and finally, S could be in a group that has enough other members who are steadfast that the group will get the benefit of heterogeneity independent of what S does. As in the classic free riding scenarios discussed above, we ignore the pivotal case. This yields the following decision matrix for S (where a, b, c, and d are the epistemic payoffs for S):
All other group Enough other group members are conciliatory members are steadfast S is conciliatory a b S is steadfast c d
I maintain that the epistemic act of being conciliatory is often an act of free riding. This is so just in case the self-interest condition is met as well as the Pareto condition. Given the way we've set things up, the self-interest condition is met so long as a < c and b < d (recall that these are expected inaccuracy scores and so lower values are better). We can see whether the Pareto condition is met by determining whether d < a. 16 Let C and S correspond to S's initial epistemic acts of either being conciliatory or being steadfast. Let GC and GS correspond to the epistemic act of adopting the group consensus when S is in either a conciliatory or a steadfast group. Letting EB(X) denote the expected Brier inaccuracy of epistemic act X, we have:
To see if the Pareto and self-interest conditions obtain, we need to say something about EB(X), the expected value of taking epistemic act X. Let i range over the possible answers to the question (in our case: P andP ). Let c n range over the possible belief states that can be adopted (in our case: 'c P ', 'cP ', 'c W '.). The acts and possible belief states can each be subscripted with a time to indicate at what time the act is an option. Finally, let p be a probability function that tracks what the agent's evidence supports now. Then, we have: The second thing to note about EB(X) is that it does not represent a fully general way to calculate the expected epistemic value of adopting a belief state. It builds in, for instance, that we are evaluating act X only with respect to the expected accuracy that X has now rather than with respect to the expected accuracy into the future. This is acceptable in this context since by ignoring the case where the agent is pivotal to whether the group is heterogenous or homogenous, her initial decision doesn't have an effect on her later decision to adopt the group consensus.
Finally, by using a conditional probability, EB(X) also takes a stand in the dispute between evidential and causal decision theory, preferring evidential decision theory. This feature might be objectionable, but in light what was said in the previous paragraph, it won't be a problem in this case. 18 Let us now consider whether the self interest condition is satisfied. To do this, we need to see whether a < c and b < d. The second term in each of these inequalities is the same, so our question reduces to whether EB(C) < EB(S).
So, we'd like to work out (I've dropped the time subscript for ease of reading):
These can be simplified. Since choosing act C at the beginning of inquiry will result in having belief state c W at the beginning of inquiry, it follows that p(c W |C) = 1 and so p(i∧c W |C) = p(i|C) and p(i∧c P |C) = p(i∧cP |C) = 0. Further it is plausible that my choosing to be conciliatory does not affect the probability that answer i is true. Thus, p(i|C) = p(i). Accordingly, EB(C) can be simplified to:
where i can take value either P orP .
A very similar line of argument simplifies EB(S) to either of the following, depending on whether the agent in question either initially believed P orP :
If our scoring rule is symmetric, as the Brier score is, in that it assigns the same penalty to c(P ) = n when P is true as it assigns to c(P ) = 1 − n when P is false, then these two expected scores will be equal. So long as we use a proper scoring rule 19 , as the Brier score is, these expectations will be minimized for c i = p(i). So, what is the value of p(P ) (and thus also p(P )) in this situation? It is plausible to hold that it is at or near 0.5. This is because at the time of the decision we have a number of qualified individuals, half of whom believe P and the other half who believē P . The conciliatory view in the peer disagreement literature contains arguments that support this claim. 20 With such a value for p(P ), one minimizes expected inaccuracy by adopting c W , which assigns P a credence of 0.5 and P a credence of 0.5. Accordingly, EB(C) < EB(S). From this it follows that the self-interest condition is met.
Turn now to the Pareto condition. Here we want to know whether d < a, that is, whether EB(S) + EB(GS) < EB(C) + EB(GC). From what was just shown we know that EB(C) < EB(S). The question, then, is whether EB(GS) < EB(GC) to a degree great enough to make d < a. To answer this question we need to pay closer attention to our scoring rule. If we normalize the Brier score, EB(C) = 0.25 and EB(S) = 0.5. Thus, we want to know under what conditions, EB(GS) + 0.25 < EB(GC).
Let 't GS ', 'f GS ', and 'w GS ' denote the probability that a group reaches a true answer, a false answer, or withholds belief conditional on the group being steadfast (and similarly with 'GC' replacing 'GS'). Note that there are two ways to adopt a true (false) belief after the debate: (1) adopt c P when P is true (false) or (2) adopt cP when P is false (true). However, as noted, the Brier score is symmetric and so yields the same score or each of these cases. In particular, the score for a true belief is 0, the score for a false belief is 1, and the score for withholding belief is 0.25. Since at the end of inquiry the agent is going to adopt the group consensus, we know that EB(GS) = t GS × 0 + f GS × 1 + w GS × 0.25. From this it follows that d < a if and only if:
If groups do not withhold belief at the end of inquiry, then this holds so long as f GC − 1/4 > f GS . One simple scenario where this obtains is where f GC = t GC = 0.5 and where f GS = 0.24 and t GS = 0.76. But even if we allow groups to withhold belief at the end of inquiry, there is still a wide range of cases where the inequality holds and so the Pareto condition is met. For instance, here is such a scenario:
Since we have good empirical reason to believe that diverse heterogenous groups are often much more likely to be accurate than homogenous groups, we have reason to believe that in actual cases of group inquiry, both the Pareto and self-interest conditions can be met. Thus, the option of being conciliatory and withholding belief upon realizing that there is a mix of opinion on a question is an epistemic act of free riding. Stripping off the formalism, here is the basic picture. In cases of group inquiry, think of group members as able to garner epistemic value at two times: at the beginning of inquiry and then at the end. Once a split of opinion is noticed, each group member expects to be most accurate at the beginning by withholding belief on the answer to the disputed question. Each group member also plans to adopt the consensus answer at the end of inquiry. But no one group member can do much to affect the consensus answer at the later time, so since each group member can get a boost in epistemic value now by withholding belief, each is reasonable in withholding belief. However, if each follows this advice then the group will be homogenous in their opinions and is less likely than they otherwise would be to reach an accurate consensus answer at the end of inquiry. So although each group member prefers that she withholds belief at the beginning of inquiry, she hopes everyone else will not. This is surprising in some ways. In the practical domain, actions that count as free riding actions are usually thought of negatively. Not paying one's taxes or fishing above a quota are classic examples of free riding. In this epistemic case, however, the free riding action is one that is often looked on in a favorable light. Someone who modestly withholds belief once she realizes that there is a dispute amongst her peers is generally thought to exhibit some sort of intellectual virtue. The model here together with the empirical evidence suggests that it is nevertheless an act of epistemic free riding.
Before closing this section, let me note something about several simplifying idealizations made in the model. First, we considered a question with only two possible answers. However, the model is able to handle scenarios where questions have more than two possible answers. In the Schulz-Hardt et al. (2006) study cited above, the experimental data is gathered for groups solving a question with four possible answers (in particular, the question concerned which of four candidates is best for a job). In the Appendix I model this scenario and use the experimental probabilities for accuracy reported by Schulz-Hardt et al. (2006) to show that we can get a free riding scenario. This also helps to support my claim that this is a realistic worry, and not a merely possible one. Second, I have here only allowed for three kinds of beliefs to be adopted in any proposition: c(P ) = 1, c(P ) = 0.5, or c(P ) = 0. This makes the calculations much simpler, but again, the model permits consideration of cases where agents can adopt any value for their credences. Though I don't go through it in any detail, in the Appendix I gesture towards how one could approach such cases.
Significance of Epistemic Free Riding
In the introduction to this paper I mentioned the Independence Thesis (Mayo-Wilson et al., 2011) , which claims that rational individuals can form irrational groups and that rational groups might be composed of irrational individuals. In this section I'd like to consider this thesis more closely and its relation to the epistemic free riding scenario just presented.
One way that one might argue for a tension between group and individual rationality is by pointing out that what it is rational for me to believe given that I am working alone, is different than what it is rational for me to believe given that I am part of a group. But this claim is not surprising. Since large groups of people can investigate more topics than individuals, I should presumably form stronger beliefs on more varied topics when part of a group than when working alone. There isn't any real conflict between group and individual rationality here, any more than there is a conflict between rationality in situations where there is not much evidence and rationality in situations when there is lots of evidence.
In the scenario I have presented, in contrast, we are presented with a genuine conflict between the group and individual perspective. To see why, suppose we say that an individual is rational iff she minimizes her own expected inaccuracy over time and say that a group is rational iff the average expected inaccuracy of the group is minimized. I don't mean to endorse these definitions of group and individual rationality, but they will help to illustrate the sense in which the free riding scenario here vindicates a certain version of the Independence Thesis. So, granting those definitions, the free riding scenario above shows that rational individuals can make up an irrational group. When I'm in a group setting, it really is epistemically better for me (and every other group member) to withhold belief upon learning of our disagreement. So, from the perspective of individual rationality, each group member should withhold. However, if I'm focused purely on the group performance I should prefer that we all remain steadfast in the face of disagreement. So, the free riding scenario suggests that rational groups will contain irrational members. 21 Thus, what is rational for an individual qua group member is different than what is rational for an individual qua individual.
Note further that this is a purely epistemic vindication of the Independence Thesis. Many have argued for a tension between group and individual rationality by focusing on the way that communication networks between researchers are structured, or the projects that different group members choose to spend their time pursuing. 22 While these topics are clearly im-portant for the philosophy of science and relevant to epistemology, they are not purely about the belief states adopted by researchers. Thus, these discussions of the Independence Thesis run the risk of being characterized as not genuinely about epistemic rationality. Not so here. Here we are focused purely on the epistemic acts of adopting various belief states, which are then evaluated solely in terms of accuracy. It is thus a vindication of a purely epistemic Independence Thesis.
A Puzzle
I've argued that being conciliatory in group inquiry when one learns that there is disagreement is often to be an epistemic free rider. That is, it is in each person's epistemic self-interest to be conciliatory, even though the effect of everyone acting in this way is epistemically detrimental for everyone.
Against this backdrop, it is interesting to note that there is evidence that humans are naturally disposed to stand their ground in disagreements and not be conciliatory. Minson et al. (unpublished) , for instance, give considerable evidence for what they call disagreement neglect -the phenomenon where disagreeing parties ignore disagreement and simply stick to their own views. Summarizing their results and the results of other researchers, they write:
Discounting of peer input has been demonstrated with American, Israeli, French, and multi-national samples. In our study, both American and Japanese participants as well as ingroup and outgroup dyad members gave roughly twice as much weight to their own judgments as those of their partner, suggesting that the phenomenon is indeed a feature of basic human judgment. (p. 16) It is worth noting that this goes against a claim that Thomas Kelly (2005) makes in an early paper on peer disagreement. In that paper Kelly claims that the empirical evidence suggests that most people are conciliatory in cases of disagreement: "There is a considerable amount of empirical evidence which suggests that an awareness of disagreement tends to lead us to significantly moderate our opinions." (pp. 170-1). In support of this, Kelly cites the classic studies by Solomon Asch from the 1950s. 23 These studies involve situations where there is a group of people, and all the group members are posed the same simple question, which they each must answer, sequentially and in front of the other group members. For instance, the question might be which two of three lines on the board are equal length. In the experiment, all the group members are confederates of the experimenter except one. The confederates all give a clearly incorrect answer to the question. Asch's results show that this can have a strong influence on the answer that the experimental subject gives. Though Kelly is correct that this does reveal a certain kind of conciliatory tendency, it is not strong evidence that in all cases of disagreement, humans have such a tendency. Instead, this shows a kind of conciliatory behavior when one is strongly outnumbered in a group situation. However, as Minson et al. (unpublished) note, we see a kind of non-conciliatory behavior when the groups are more evenly split. In fact, some of Asch's own modifications of his experiments show this. For instance, when Asch instructs just one of the confederates to give the correct answer, the experimental subject is much less likely to go along with majority (and obviously incorrect) opinion. 24 Thus, in the cases of interest-the cases where there is a roughly even split of opinion and so conciliatory attitudes are plausibly supported by the evidence-humans appear to be naturally non-conciliatory.
This mirrors, in an interesting way, what we see in the practical domain. There are many practical opportunities to free ride, to take an action that is in one's own self-interest even though if everyone took that action it would be bad for everyone. Nevertheless, it is commonplace that most of us are not disposed to act in our self-interest in these cases. Consider an example. Most of us recognize that when we are in a national park there is no self-interested reason not to just leave our garbage in the park, rather than carrying it out. Nevertheless, most of us are also disposed not to just leave our garbage in the park, perhaps out of some notion of fairness or responsibility. So there's a puzzle here: why are we disposed to act against our own self-interest in such cases? The case of epistemic free riding in group inquiry presents us with an analogous puzzle.
In the practical domain, different hypotheses have been given to try to explain this puzzle. Some of the more interesting hypotheses are evolutionary. According to these hypotheses, we are disposed to not be free riders because of some evolutionary advantage obtained by such a disposition. There are more and less controversial versions of this hypothesis.
The more controversial versions posit group-level selection. According to this view, a strategy that is disadvantageous to the individual may nevertheless be selected for in a population since it renders that population stronger than a population that plays the free riding strategy. Though intuitively clear, such a view has trouble explaining why such non-free-riding populations are not overrun by a mutant who happens to play the free riding strategy. If such a strategy really is beneficial to the individual, it should eventually win out in a population.
The less controversial versions do not posit group-level selection. Brian Skyrms (1996) develops this kind of idea in the framework of evolutionary game theory. In Skyrms's model the selection is not taking place at the group level. Rather, each individual is modeled as reproducing in proportion to the resources she herself gathers. Skyrms shows that under a wide variety of different strategies that those in your own population might be playing, those who play the free riding strategy will tend to die out. This is primarily due to the fact that many of the alternative strategies do not engage in cooperative behavior with free riders. Here although individual instances of free riding may be beneficial to the individual, the free riding disposition is not, in general, one that survives.
One possible explanation for how we avoid the problem of epistemic free riding, then, models itself on these evolutionary hypotheses: perhaps there is some evolutionary pressure towards the disposition to remain steadfast rather than to be conciliatory in cases of disagreement. This would fit well with the fact that we do appear to have such a disposition.
It is possible to give a plausible-sounding group-level selection story:
Groups that are quickly conciliatory in cases of disagreement are not as good at finding correct answers to questions of importance. Thus, groups with such conciliatory tendencies in the past would have been less successful in answering important questions related to survival such as where to plant crops, where to hunt, and how many resources to stockpile for difficult times. This would lead groups who were non-conciliatory to have an evolutionary advantage over groups with conciliatory tendencies. We are thus naturally disposed to stick to our initial views and defend them because such a disposition keeps most of us from being epistemic free riders and thus allows us to each play our part in group inquiry.
Unfortunately, this story depends on the controversial idea of group-level selection.
It is harder to see how a Skyrms-like story could be told for the disposition to remain steadfast in cases of disagreement. What we would need is some evidence that those who are disposed to be conciliatory are given less opportunity to cooperate with others in inquiry, and so end up gathering less accurate beliefs over the long haul despite the fact that in any one situation they can do better than those who are steadfast. It is hard, however, to see how to make such a story plausible.
Conclusion
In this paper I've argued that there are realistic cases of group inquiry where the problem of epistemic free riding can arise. These cases are structurally analogous to the more familiar cases of practical free riding.
Should we care about such cases? I think we should. First, the existence of such cases adds to the growing literature suggesting that group inquiry may in some cases be fundamentally different than individual inquiry. Second, cases of epistemic free riding show that even pure inquirers-those who care only about finding the truth-may sometimes have overriding reason to believe propositions that they are not justified in believing. Third, the fact that being conciliatory in a debate is often an instance of free riding raises an interesting question about why humans nevertheless appear to be naturally disposed to being steadfast in the face of controversy.
Appendix

More Than Two Possible Answers
In the main text is a model of a scenario where a group is attempting to answer a question with two possible answers. In the empirical study by Schulz-Hardt et al. (2006) , there were four possible answers to the questions the groups attempted to solve. The homogenous groups were correct 7% of the time, whereas the heterogenous groups were correct 43% of the time. Though there are some things about the study that make it not perfectly translatable to our model, it'd be nice to see if in using these probabilities we get an epistemic free riding scenario. 25 Assume, as before that agents can either remain steadfast in their prediscussion opinions or withhold belief. In this case, however, there are four possible answers to the question. Accordingly, we can model the option of withholding belief as assigning credence of 1/4 to each of these possible answers. We will also require that groups do not withhold belief at the end of inquiry since this follows the experimental design of Schulz-Hardt et al. (2006) where groups are forced to settle on an answer. Given this, t GC = 0.07, f GC = 0.93, t GS = 0.43, and f GS = 0.57. Suppose we stick with the Brier Score. Then we have: a = EB(C) + EB(GC) = 0.75 + 1.86 = 2.61 d = EB(S) + EB(GS) = 1.5 + 1.14 = 2.64 So, in this particular case, d > a and the Pareto condition is not met.
However, this result depends crucially on the scoring rule used. For instance, if we use a different proper scoring rule, the spherical score, we get a different verdict. The spherical score is given by:
It has a minimum value of 0 and a maximum value of 1, independent of m. Unlike the Brier Score, however, higher numbers are better. For continuity with the Brier Score, then, let us work with a simple transformation: SS * (c, i) = 1 − SS(c, i). SS * can thus also be seen as measuring inaccuracy. Using this we have: In this case d < a and so the Pareto condition is met. This suggests that the scenario investigated by Schulz-Hardt et al. (2006) is a borderline case of a free riding scenario. According to some plausible scoring rules, it is a case of free riding; according to others, it isn't. Altogether, however, this strengthens the case for the claim that there are realistic cases where the conditions will be met for epistemic free riding.
Explanation of values:
Let the possible answers to the question be in Ω = {1, 2, 3, 4}.
• EB(C) = • EB(S) = 4 i=1 p(i) × B(c n , i), where c n assigns credence 1 to one of the possible answers in Ω and 0 to the others. When i = n, B(c n , i) = (1 − 1) 2 + 3 × (0 − 0) 2 = 0. When i = n, B(c n , i) = (1 − 0) 2 + (0 − 1) 2 + 2 × (0 − 0) 2 = 2. Since p(i) = 1/4, it follows that EB(S) = 1.5.
• ESS * (C) = (1 2 +3×0 2 ) 1/2 = 1. Since p(i) = 1/4, it follows that ESS * (S) = 0.75.
• EB(GC) can be worked out simply by using t GC and f GC , the probability that a conciliatory group gets it right or wrong at the end of inquiry. Since in this simple model getting it right corresponds to assigning the true answer credence 1, we know that the Brier score for getting it right is (1−1) 2 +3×(0−0) 2 = 0. Similarly, since getting it wrong corresponds to assigning one of the false answers credence 1, we know that the Brier score for getting it wrong is (1−0) 2 +(0−1) 2 +2×(0−0) 2 = 2. Accordingly, EB(GC) = t GC × 0 + f GC × 2 = 0.93 × 2 = 1.86.
• EB(GS) is worked out similarly. The only difference is in the probabilities of getting it right or wrong. Thus, EB(GS) = t GS ×0+f GS ×2 = 0.57 × 2 = 1.14.
• Similar calculations show that ESS * (GC) = 0.93 and that ESS * (GS) = 0.57.
Complex Belief States
The model described in the text allows only three kinds of belief states. It is relatively straightforward, however, to generalize the model to allow for beliefs that take any value in [0, 1]. The expected Brier score for an epistemic act given in the text is:
To adjust this to allow any degree of belief to be adopted, there are two key moves. First, we must integrate rather than sum over the possible belief states, so n will no longer be finite. Second, we must define a probability distribution for p(i ∧ c n |X).
This second step can be tricky if we allow questions with more than one answer. In that case, c n will be a probability vector with more than two members. However, if we restrict our attention to cases where there are only two members, things are easier. I'll only explore this easier case here. One natural way to approach the probability distribution is to use a normal distribution. For instance, let f µ,σ (x) be a normal distribution with mean µ and standard deviation σ. Let us let us interpret 'c n ' as referring to the belief state that assigns answer 1 a credence of n. Since there are only two possible answers, there is only one such belief state. Then, set p(1 ∧ c n |X) = f µ,σ (n)/(2 1 0 f µ,σ (x)dx), and p(2 ∧ c n |X) = f µ,σ (1 − n)/(2 1 0 f µ,σ (x)dx), for appropriate µ and σ according to the epistemic act X. 26 This yields the following:
with p(i ∧ c n |X) defined as described immediately above using a normal distribution.
What is an appropriate value for µ and σ? In virtue of the empirical data, µ should be greater for the option of remaining steadfast than for the option of being conciliatory. This corresponds to it being more likely that the steadfast group gets closer to the truth. To get an intuitive picture of the idea, here is one specific way to model this: 26 The integral in the numerator is simply to normalize the values. It is multiplied by 2 so that 
