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The Salecker-Wigner-Peres quantum-clock approach is applied in order to determine the tunneling time of an
electron in strong-field tunnel ionization via a time-dependent electric field. Our results show that the ionization
of the electron takes a nonvanishing period of time. This tunneling time is of the order of the Keldysh time but
strictly larger than the Keldysh time. Comparing the quantum-clock tunneling time to the mean tunneling time as
obtained by the virtual-detector approach, one finds that these two complementary methods give very similar
results. Due to the asymmetric distribution of the tunneling time, there is a nonnegligible discrepancy between
the mean tunneling time and the most probable tunneling time.
1. Introduction
Tunneling and tunnel ionization are fundamental processes in
quantum mechanics, which are not only of theoretical interest
but are also the foundation of some technical applications. A
respectable stock of scientific works has been devoted to this
topic. Nevertheless, some aspects of tunneling are discussed
controversially till today, in particular the temporal develop-
ment of the tunneling dynamics and the time span that is re-
quired to cross the tunneling barrier. The issue of tunneling
times was first considered by MacColl in Ref. [1] for a free
particle tunneling through a static square potential. In this case,
a particle approaches from far away a potential wall higher than
its initial kinetic energy. Since MacColl’s pioneering work
many approaches and methods have been proposed to define a
tunneling time [2, 3] for this physical situation, which can be
classified into three categories.
A possible and very intuitive approach is to determine the
traversal time by following the center of gravity of the transmit-
ted wave packet [4]. The associated time, however, has little
physical significance as argued in Ref. [3]. The second class
of approaches constructs a set of dynamical paths and deter-
mines how much time each path spends under the tunneling
barrier. Then, one can define the most probable time spent
under the barrier, corresponding to the most probable path, or
an average time spent under the barrier by taking a weighted
average over all paths. Among others, this approach is realized
by the Bohm method as described in Refs. [5, 6] and refer-
ences therein, the Feynman path integrals method as applied in
Refs. [6–8], and finally the Wigner distribution paths method
as studied in Refs. [9–11]. Time is not only a coordinate of the
universal space-time background where physical processes take
place. Time can also be introduced as a dynamical variable of
physical systems that clock a certain process [12], which leads
us to the third category of approaches to define a tunneling
time. In the so-called quantum-clock approach, an additional
physical system is coupled to the system which undergoes the
tunneling dynamics [13–18]. Then either a dynamical variable
of the coupled system acts as a clock or the accessory system
has an explicit time dependence with a given time scale, which
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provides a reference for time measurements [19, 20]. Depend-
ing on how temporal quantities are extracted from the clock
system, the quantum-clock approach gives rise to definitions of
various times which characterize the tunneling dynamics, e. g.,
the dwell time, the tunneling (traversal) time, or the reflection
time.
Early works on tunnling times mainly focus on tunneling
prosesses where an asymptotically free particle approaches a
static potential barrier, tunnels though the barrier, and finally be-
comes free again. Currently, the issue of tunnel ionization times
got into the focus of scientific research due to the progress in
experimental atomic physics, which allows one to probe strong-
field ionization dynamics at attosecond time scales [21, 22].
These experiments are often referred to as attoclock experi-
ments. Tunneling of initially free particles is quite different
from tunnel ionization [23, 24] in atomic physics. Here, the
particle is initially bound by a binding potential and then ex-
cited by a time-dependent electric field pulse which induces
the tunneling dynamics. Because the typical time scale of the
driving electric field is large compared to the typical tunnel-
ing time, the electron’s wave function has time to adapt to the
changing potential barrier. Since these attoclock experiments
have been performed, many renewed efforts have been directed
toward defining a tunnel ionization time because a consensus
on a suitable theoretical definition of tunneling time and the
interpretation of experimental results is still lacking [21–39].
For studying tunneling times in tunnel ionization theoreti-
cally, many approaches can be adopted from tunneling of ini-
tially free particles. For example, the Wigner time approach
[7, 40, 41] was applied to tunnel ionization in the adiabatic limit
in Refs. [27, 33]. The adiabatic limit corresponds to a parameter
regime where the time scale of the tunneling dynamics is short
compared to the time scale of the variation of the electric field.
Calculating the complex transmission amplitude as a function
of the barrier height and the electron energy, various theoretical
definitions of tunneling times can be introduced, often referred
to as Büttiker-Landauer time, Pollack-Miller time, Eisenbud-
Wigner time, and Lamor time. These have been compared to
experimental results in Refs. [32, 42]. The interpretation of the
attoclock measurements is, however, not trivial and depends on
the employed theoretical model of the ionization dynamics [36].
It is a commonly applied assumption that ionization happens at
the instant of the electric field maximum. It has, however, been
shown recently by applying the virtual-detector approach to
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2strong-field tunnel ionization in Refs. [38, 39] that the moment
when the electron leaves the tunneling barrier does not neces-
sarily coincide with the moment of electric field maximum.
Except the virtual-detector approach, none of the above men-
tioned approaches has been applied to tunnel ionization in a
time-dependent potential, i. e., taking into account the continu-
ous increase and decay of the external driving electric field as
it is the situation in an experimental setting. Often the external
field is treated as static [33] or switched on instantaneously
[23, 24]. As emphasized in Ref. [24], tunneling in a contin-
uously evolving potential is very different from the sudden
turn-on case. In particular, in a slowly varying electric field
there is no natural reference point in time which defines when
tunneling begins. Furthermore, the quantum state at the onset
of tunneling is no longer the ground state of the unperturbed
binding potential. When tunneling sets in, the wave function
has already evolved in the time-dependent potential.
In this work, we apply the Salecker-Wigner-Peres quantum
clock to strong-field tunnel ionization taking into account the
continuous evolution of the driving electric field to determine
the the dwell time, the traversal time, and the reflection time.
The obtained traversal time is compared to the mean tunneling
time as calculated by the recently developed virtual-detector
method [38, 39]. The article is organized as follows: In Sec. 2,
the considered system is described. The Salecker-Wigner-Peres
quantum clock is reviewed in Sec. 3, before we explain how to
apply this approach to determine the tunneling time of tunnel
ionization. Our main results are presented and interpreted in
Sec. 4. In Sec. 5 finally, we summarize our main results.
2. Tunnel ionization from a
two-dimensional Coulomb
potential
In the following, we will study tunnel ionization from a two-
dimensional Coulomb potential induced via a driving homoge-
nous electric field. This two-dimensional system resembles
tunnel ionization from hydrogen-like ions while keeping the
computational demands small. In the long-wavelength limit,
i. e., when the dipole approximation is applicable, the three-
dimensional Coulomb potential with an external electric field
has rotational symmetry around the electric field direction,
which makes this system quasi two-dimensional.
Choosing the coordinate system such that the linearly po-
larized external electric field with the amplitude E(t) points
into the x direction, the Schrödinger equation for the Coulomb
problem with the Hamiltonian HˆE reads
i~
∂Ψ(x, y, t)
∂t
= HˆEΨ(x, y, t) =(
− ~
2
2m
(
∂2
∂x2
+
∂2
∂y2
)
− Ze
2
4piε0
√
x2 + y2
− exE(t)
)
Ψ(x, y, t) .
(1)
Here m, e, Z , and ε0 denote the electron’s mass, the elementary
charge, the atom’s atomic number, and the vacuum permittivity,
respectively. Applying an electric field pulse with a unique
maximum allows us to study the ionization dynamics with-
out undesirable artifacts, i. e., to avoid multiple ionization and
rescattering. Therefore, we employ a Gaussian pulse, i. e., the
electric field is given by
E(t) = E0 exp
(
−ω2E(t−t0)22
)
. (2)
The time t0 denotes the instant of maximal electric field E0
and τE =
√
2/ωE is the time scale of the raise and decay of
the electric field. Note that at t ≈ t0 the Gaussian pulse (2)
corresponds approximately to a sinusoidal pulse with E(t) =
E0 cos(ωEt).
3. Salecker-Wigner-Peres quantum
clock
3.1. Fundamentals
Salecker, Wigner, and Peres [13, 16] introduced a quantum
system that can serve as a clock, the so-called Salecker-Wigner-
Peres quantum clock. This clock system is characterized by the
Hamiltonian Hˆc = ωJˆ , where Jˆ = −i~ ∂∂θ denotes an angular
momentum operator for the angular coordinate θ and ω is an
angular frequency. Obviously, the operators Hˆc and Jˆ share a
common set of eigen-functions. Restricting the angular variable
θ to θ ∈ [0, 2pi) and imposing periodic boundary conditions, the
clock Hamiltonian Hˆc and the operator Jˆ possess the equidistant
discrete spectra n~ω and n~, respectively, with integer n. The
corresponding normalized eigen-functions will be denoted by
|Jn〉 in the following.
For the subspace that is spanned by the orthonormal func-
tions |J− j〉, . . . , |J j〉 the following new basis set can be intro-
duced:
|Vk〉 = 1√
N
j∑
n=− j
exp
(
− 2piiknN
)
|Jn〉 , (3)
with N = 2 j + 1 and k = 0, 1, . . . ,N − 1. The N states |Vk〉 are
called clock states. Under the evolution of the clock Hamilto-
nian, an initial clock state cycles successively through all clock
states. A short calculations shows for ∆t = 2pi/(Nω)
exp
(
− iHˆc ∆t
~
)
|Vk〉 = 1√
N
j∑
n=− j
exp
(
− 2piinN
)
exp
(
− 2piiknN
)
|Jn〉
= |V(k+1) mod N 〉 . (4)
This means, after preparing |V0〉 as the clock’s initial state, the
clock’s quantum state passes trough |V0〉, |V1〉, |V2〉, and so on
at times t = 0, t = ∆t, t = 2 ∆t, and so on until |VN−1〉 passes
into |V0〉 after a further time step of ∆t.
Introducing the set of projection operators Pˆk which fulfill
Pˆk |Vl〉 = ( |Vk〉〈Vk | ) |Vl〉 = δk,l |Vk〉 (5)
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FIG. 1: Expectation value of the clock operator 〈Tˆ〉 = f (t) as a
function of time t for freely running clocks with different numbers of
clock states N and |V0〉 as the initial quantum state. As a reference,
the solid gray line indicates linear passage of time.
for k, l = 0, 1, . . . ,N − 1, one can define the clock operator
Tˆ =
N−1∑
k=0
∆t kPˆk . (6)
The time-dependent expectation value of the operator (6) for a
free-running clock with |V0〉 as its initial state
〈Tˆ〉free (t) =
〈
V0
∣∣∣∣∣ exp ( iHˆct~ ) Tˆ exp (− iHˆct~ ) ∣∣∣∣∣V0〉 (7)
equals at times t = n∆t
〈Tˆ (n∆t)〉free =
〈
Vn mod N
∣∣∣ Tˆ ∣∣∣Vn mod N〉 = ∆t (n mod N) , (8)
as a consequences of Eq. (4). The expectation value (7) is
shown in Fig. 1 as a function of time t and different numbers of
clock states N . As seen in this figure, for noninterger multiples
of ∆t, the expectation value of the clock operator deviates from
the laboratory time t. Thus, the quantity ∆t characterizes the
resolution of the quantum clock. In particular at t ' 0 and
t / 2pi/ω = N ∆t, the periodicity of the clock operator induces
large oscillations near the clock’s discontinuity at t = N ∆t
similar to the Gibbs-Wilbraham phenomenon [43].
3.2. Coupling the Salecker-Wigner-Peres
quantum clock to a dynamical system
In order to measure the duration of a dynamical process in some
quantum system with the Hamiltonian Hˆ , the Salecker-Wigner-
Peres quantum clock has to be coupled to the system of interest.
The Hilbert space of the combined systemwith the Hamiltonian
HˆT becomes the tensor product of the Hilbert space of Hˆ with
the state vector |Ψ〉 and of the clock Hamiltonian Hˆc with the
state vector |Ψc〉. Thus, the quantum state of the combined
system becomes |Φ〉 = |Ψ〉 ⊗ |Ψc〉, which may be represented
by an N-component wave function in case of a N-level clock
system. To give a specific example, let us consider the time of
flight of a free particle of mass m [16, 44] in one dimension.
In this case, the one-dimensional Hamiltonian Hˆ coupled to a
clock Hamiltonian Hˆc with N = 2 j + 1 states is given by [16]
HˆT = Hˆ + Pˆ([0, ])Hˆc =
− ~
2
2m
d2
dx2
+ Pˆ([0, ])~ω

j
j − 1
. . .
− j
 . (9)
Here, Hˆc is represented in its eigen-basis and Pˆ([0, ]) denotes
the projection operator on x ∈ [0, ], which is the region of
the time-of-flight measurement. This operator yields one for
x ∈ [0, ] and zero otherwise. Using the Hamiltonian (9), one
is able to measure how much time the free particle spends in
the region x ∈ [0, ] because the coupling of the wave function
to the clock Hamiltonian Hˆc is restricted to this range. To
determine the time of flight, the state |Ψ0〉 ⊗ |V0〉 is prepared
as the initial condition, such that |Ψ0〉 represents a particle far
away from [0, ]. The the time operator (6) is applied to the
evolving quantum state |Φ〉 of the combined system.
Figure 1 shows that for large N , the expectation value of the
clock operator follows closely the laboratory time t, in particular
at t ≈ pi/ω. Nevertheless, it is not desirable to choose a large
number of clock states N because the extraneous disturbance
of the quantum system due to the clock Hamiltonian is also
proportional to N . In order not to disturb the quantum system
under investigation by the clock Hamiltonian, we set N = 3
in the following. For N = 3, the clock operator’s expectation
value grows monotonously with time t, at least for t ∈ [0, 2 ∆t].
Thus, we can invert the function 〈Tˆ〉free (t), which yields the
expectation value of the operator (6) of a free running clock,
to calibrate the quantum clock [44]. In this way, the laboratory
time t can be inferred from the clock operator’s expectation
value to much higher accuracy than given by ∆t.
3.3. Determining tunneling times in tunnel
ionization
In tunnel ionization of an electron initially bound to a Coulomb
potential, the space can be divided in to a classically allowed
region and a classically forbidden region, which also contains
the tunneling region. The shape of the tunneling region is
formed by bending the atomic binding potential via the applied
external electric field and the electron’s ground-state energy
corrected by Stark-shift effects; see Fig. 2 and Ref. [39] for
details. Introducing the parabolic coordinates ξ and η via
x =
ξ − η
2
, y =
√
ξη , (10)
the tunneling region is confined by lines of constant ξ and η. In
order to measure the tunneling ionization time by the quantum
clock, the coupling between the quantum clock and the electron
is established in the tunneling barrier regionB via the projection
4FIG. 2: Schematic of tunneling time determination in strong-field
ionization via the Salecker-Wigner-Peres quantum clock. The coupling
of the clock’s Hamiltonian to electron’s Hamiltonian is established in
the tunneling barrier region B between the lines η = η0, ξ = ξin and
ξ = ξexit indicated by the black solid lines; see Ref. [39]. The wave
function’s probability density |Ψ(x, y, t)|2 at the instant of electric field
maximum, i. e., at t = t0, is represented by colors for E0 = 1.1 a.u.,
Z = 1, and γ = 0.25.
operator Pˆ(B). Thus, the corresponding Hamiltonian is given
by
HˆT = HˆE + Pˆ(B)Hˆc , (11)
where HˆE is the electron Hamiltonian as defined in Eq. (1) and
Hˆc denotes an N-level clock Hamiltonian with N = 2 j + 1 = 3.
The combined wave function |Φ(t)〉 of the electron and the clock
is initially given by |Φ(0)〉 = |Ψ0〉 ⊗ |V0〉, where |Ψ0〉 denotes
the ground state of the two-dimensional Coulomb potential.
In general, the tunneling region is time-dependent due to the
time-dependent electric field (2). Nevertheless, we consider
a time-independent tunneling region which is given for the
peak of the applied electric field at time t = t0. Coupling the
quantum clock to the electron in this fixed tunneling region
is justified because for static fields the tunneling probability
is maximal for maximal electric fields and it is exponentially
suppressed for lower fields.
The projection operator Pˆ(B) in Eq. (11) is designed to
advance the quantum clock only when the electron is in the
tunneling region. However, the determination of the tunneling
time via the quantum clock is complicated by the fact that
there is always a small portion of the electron wave packet
in the tunneling region even at a vanishing electric field, i. e.,
before the tunneling dynamics starts. Moreover, only a part of
the probability density which enters the tunneling region will
eventually escape the tunneling region and become free. The
other part gets just reflected under the tunneling barrier. Since
the quantum clock cannot differentiate between the reflected
and the tunneled part of the electron wave packet, it determines
the time spent in the tunneling barrier region B irrespective
whether the electron is eventually reflected or transmitted. This
time is known as the dwell time (or sojourn time) τ˜D and was
discriminated clearly from other concepts of tunneling times
for the first time by Büttiker [17]. The following alternative
expression
τ′D =
∫ ∞
0
∫
B
|Ψ(x, y, t)|2 dx dy dt (12)
for the dwell time can be derived within conventional [7] as well
as within Bohm’s [45] interpretations of quantum mechanics
and is commonly accepted by now [46].
The tunneling time can be derived from the dwell time or the
asymptotic expectation value of the clock operator (6) applied
to the wave function |Φ〉, respectively, via splitting this time
into a weighted sum of a tunneling time τ˜T and a reflection time
τ˜R as shown in the following. After the tunneling dynamics
has finished, the quantum state |Φ〉 can be separated into a
bound part |Φbound〉 and a free part |Φfree〉 which both occupy
two disjunct space regions. Such regions may be defined via
a sphere of sufficiently large radius around the atomic core,
which disjoins both regions. Thus, the quantum state |Φ〉 after
the interaction with the driving electric field, can be written
as a superposition of the two orthonormal states |Φbound〉 and
|Φfree〉 as
|Φ〉 = √T |Φfree〉 +
√
R |Φbound〉 , (13)
where T denotes the total tunneling probability and R is the
deflection probability with 1 = T + R. Consequently, the
asymptotic expectation value of the clock operator
lim
t→∞
〈
Φ(t)
∣∣∣ Tˆ ∣∣∣ Φ(t)〉 = 〈Φ ∣∣∣ Tˆ ∣∣∣ Φ〉 = τ˜D (14)
may be written as
τ˜D = T τ˜T + Rτ˜R , (15)
where we have introduced the (not calibrated) tunneling time
τ˜T =
〈
Φfree
∣∣∣ Tˆ ∣∣∣ Φfree〉 (16a)
and the (not calibrated) reflection time
τ˜R =
〈
Φbound
∣∣∣ Tˆ ∣∣∣ Φbound〉 . (16b)
The time τ˜D but also τ˜T and τ˜R do not grow proportionally
to the laboratory time t. For example, the physical dwell time is
related to τ˜D via τ˜D = 〈Tˆ〉free (τD), as noted in Sec. 3.2. Thus,
the expectation values τ˜D, τ˜T , and τ˜R have to be corrected via
inverting 〈Tˆ〉free (t) to get the physical dwell, tunneling, and
reflection times
τD = 〈Tˆ〉free(τ˜D) , (17)
τT = 〈Tˆ〉free(τ˜T ) , (18)
τR = 〈Tˆ〉free(τ˜R) , (19)
where the bar indicates the function’s inverse.
Although the splitting (15) has been employed in many
works [47, 48], it has also been criticized [3, 49, 50]. One
point of criticism that was put forward is that the dwell time
5(12) adds up probability density rather than probability am-
plitudes and therefore neglects possible interferences between
transmitted and reflected portions of the electron’s wave packet.
This argument, however, does not apply to the clock approach
taken here. The clock Hamiltonian couples to the wave func-
tion, not to the density. Furthermore, the expectation value
(15) is calculated when the tunneled and the bound parts of the
wave function are well separated and therefore there is no inter-
ference between both parts. For the quantum-clock approach it
is not required to separate the wave function into tunneling and
reflecting parts under the barrier, which would be problematic
indeed.
4. Numerical results and
interpretation
4.1. Dwell time, tunneling time, and
reflection time
After having specified the theoretical foundations of our
quantum-clock approach to tunnel ionization in the previ-
ous sections, we can present the numerical results as ob-
tained by solving the Schrödinger equation with the Hamil-
tonian (11) numerically, see the Appendix for details regard-
ing the numerical methods. The so-called Keldysh parame-
ter γ = ωE
√−2EEm/(eE0) [25] characterizes the ionization
process as dominated by tunneling for γ  1 or by multi-
photon ionization for γ  1. Here, EE denotes the ground
state binding energy, which equals EE = −2Z2 a.u. for the
two-dimensional Coulomb problem [51]. In the following, the
electric field amplitude E0 and the frequency ωE are adjusted
such that γ = 0.25 < 1. The clock parameters ∆t = 200/Z2 a.u.
and N = 3 are chosen such that | j~ω/EE | = 0.0104  1, i. e.,
the quantum clock Hamiltonian is coupled weakly to the elec-
tron’s ave function. This ensures that the perturbation of the
0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4
E0/Z3 (a.u.)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
τ
D
/τ
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FIG. 3: The ratio of the dwell time τ′D determined by integrating the
probability density in the tunneling barrier to the (corrected) dwell
time τD as given by the quantum clock for different electric field
strengths E0 and for a constant Keldysh parameter γ = 0.25. To guide
the eye, the horizontal dashed line indicates the ratio one, i. e., when
both dwell times exactly agree.
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FIG. 4: (a): Reflection time τR, dwell time τD, tunneling time τT ,
the weighted sum TτT + RτR, and tunneling time τvT for different
electric field strengths E0 at a fixed Keldysh parameter γ = 0.25.
(b): Reflection time τR and tunneling time of subfigure (a) on a double
logarithmic scale. For specific definitions of the various times see the
main text.
Coulomb Hamiltonian HˆE by the quantum clock Hamiltonian
Hˆc is negligible. This has been tested by repeating numerical
calculations with ∆t = 400/Z2 a.u., i. e., even weaker coupling,
which yields results that agree with the results obtained for
∆t = 200/Z2 a.u. up to small numerical discrepancies. Note
that choosing the clock parameter ∆t arbitrarily large such that
the influence of the clock on the studied system becomes arbi-
trarily small leads to numerical difficulties. With very small ∆t
also transitions between various clock states |Vk〉 become small
and therefore difficult to resolve numerically. As explained in
Sec. 3.2 increasing the number of states of the clock system
does not improve the clock precision, and thus we choose the
smallest nontrivial odd number of states N = 3. A larger num-
ber of states N would increase the required numerical effort
without providing any advantage.
The two definitions of the dwell time (12) and (17), respec-
tively, provide us a valuable consistency check of the quantum-
clock approach. To be consistent, the dwell time as determined
by the quantum clock (17) must agree with the dwell time (12),
which does not rely on the concept of a quantum clock. Our
numerical results shown in Fig. 3 confirm this property. For
the chosen parameters, both dwell times agree up to a discrep-
ancy of about 4%. For larger field strengths E0 this small
6discrepancy tends to be systematically larger than for small
field strengths. This can be attributed to the fact that the dwell
time becomes small for large field strengths and therefore the
relative accuracy of the dwell-time determination is reduced.
The tunneling time τT , the reflection time τR, as well as the
dwell time τD are presented in Fig. 4(a). Furthermore, the figure
shows the weighted sum TτT +RτR, which is close to the dwell
time τD. But in contrast to the relation (15), TτT + RτR does
not strictly agree with τD due to the nonlinearity of the func-
tion 〈Tˆ〉free (t). Because τD equals approximately the weighted
average TτT + RτR, the dwell time τD lies always between the
tunneling time τT and the reflection time τR. For the in Fig. 4
considered parameter range, the reflection time τR is larger than
the tunneling time τT by a factor of approximately 1.6. This
can be intuitively understood as tunneling electrons enter the
barrier and then leave the barrier at the exit while reflected
electrons move under the barrier until they get reflected at the
barrier exit and then travel back into the direction of the atomic
core. The tunneling time as well as the reflection time decrease
with increasing electric field strength E0. In fact, we find a
power-law behavior for τT as well as for τR, τT ∼ E−1.20 and
τR ∼ E−10 as shown in 4(b). This scaling behavior is similar to
the scaling of the Keldysh time τK =
√−2EEm/(eE0), which
has been identified as a lower bound for the tunneling time in
ionization by an instantaneously turned on field [28, 52]. In
fact, the Keldysh time is always smaller than the tunneling time
τT by a factor of about four for the parameter range of Fig. 4.
4.2. Relation to the virtual-detector
approach
In Ref. [39], we studied tunneling times for the same kind
of system and the same parameter regime as in this article
by a different approach, the so-called virtual-detector method.
It is the purpose of this section to relate the virtual-detector
approach to the quantum-clock approach. We are going to
demonstrate that both complementary methods give compatible
results for the tunneling time in strong-field ionization.
The central idea of the virtual-detector approach is to deter-
mine the electron’s probability density flow at the entry line and
the exit line of the tunneling barrier at the parabolic coordinates
ξ = ξin and ξ = ξexit as functions of the time t. Integrating
the probability density flow along these lines gives the quan-
tities Dξin(t) and Dξexit(t). Furthermore, Dξin (t) Θ(Dξin (t)) ∆t
is proportional to the probability that the electron crosses dur-
ing the short time interval [t, t + ∆t] the entry line of the tun-
neling barrier into the direction away from the atomic core.
Here Θ(x) denotes the Heaviside step function. Similarly,
Dξexit (t) Θ(Dξexit (t)) ∆t is proportional to the probability that the
electron crosses the exit line of the tunneling barrier into the di-
rection away from the atomic core. It is convenient to introduce
the normalization constants Nin and Nexit and the distributions
pin(t) and pexit(t) such that
pin(t) =
1
Nin
Dξin (t) Θ(Dξin (t)) , (20a)
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FIG. 5: Probability distributions pin(t) and pexit(t) to enter or to leave
the tunneling barrier into the direction away from the atomic core as
functions of time and the probability distribution p(τ) of the tunneling
time as derived from pin(t) and pexit(t) for E0 = 1.2 a.u. and Z = 1.
The vertical black dashed line indicates the time τtsub, which is the
distance of the positions of the maxima of the distributions pin(t) and
pexit(t). The vertical black solid line corresponds to the tunneling
time τT .
pexit(t) =
1
Nexit
Dξexit (t) Θ(Dξexit (t)) , (20b)
and ∫ ∞
−∞
pin(t) dt = 1 , (21a)∫ ∞
−∞
pexit(t) dt = 1 . (21b)
The functions Dξin (t) and Dξexit (t) have both a unique global
maximum; see Fig. 5. In Ref. [39], we defined the distance of
the positions of these maxima as the tunneling time τtsub, which
was also determined numerically for the same parameters as in
this article.
Comparing τtsub and τT , one finds that τtsub is smaller than
τT by a factor of about three. This discrepancy is a direct
consequence of the different definitions of τtsub and τT . It does
not necessarily indicate a conflict between the quantum-clock
approach and the virtual-detector approach. As we will show
in the following, the discrepancy arises essentially because
taking the difference between two expectation values of two
times is not equivalent to determining the expectation value
of a time delay. Due to the approximate symmetry of pin(t)
and pexit(t) around their maxima, τtsub equals approximately
the difference between the expectation values for the moments
of entering and leaving the tunneling barrier. The tunneling
time τT , however, is derived from an expectation value of a
clock operator which determines directly the time spend in
the tunneling barrier. As a quantum mechanical observable,
the time that corresponds to this operator has some intrinsic
distribution. Neglecting possible quantum correlations between
entering and leaving the tunneling barrier, one can reconstruct
this distribution from pin(t) and pexit(t) by assuming that the
probability to spend the nonnegative time τ in the tunneling
barrier is proportional to the product of pin(t) at the entry time t
7and pexit(t + τ). Integrating over all possible entry times yields
then the probability distribution
p(τ) =
1
N
∫ ∞
−∞
pin(t)pexit(t + τ) dt , (22)
where N is a normalization constant such that∫ ∞
0
p(τ) dτ = 1 . (23)
Note that due to causality reasons, p(τ) vanishes for τ < 0. The
corresponding expectation value of the tunneling time of the
virtual-detector approach is then
τvT =
∫ ∞
0
τp(τ) dτ . (24)
For comparison with the tunneling time τT of the quantum-
clock approach, the time τvT is also indicated in Fig. 4(a). In
contrast to tunneling delay τtsub, τvT is very close to the tunneling
time τT of the quantum-clock approach. As one can see in
Fig. 5, the distribution p(τ) has a maximum approximately at
τtsub. Thus, τtsub corresponds to the most probable tunneling
time. Due to the distribution’s asymmetry that results from the
causality condition p(τ) = 0 for τ < 0, the expectation value
of p(τ) is shifted away from the position of the maximum to
larger values, which explains the factor-3 discrepancy between
τtsub and τT .
5. Conclusions
We determined the tunneling time of strong-field tunnel ion-
ization from a two-dimensional Coulomb potential by utilizing
the Salecker-Wigner-Peres quantum clock. A mean tunneling
time of the order of four times the Keldysh time was found by
this method. In Refs. [28, 52], the Keldysh time was identified
as the time it takes the ground state in the presence of a driving
electric field to evolve into the quasistatic resonance state after
an instantaneous turn-on of the field. Thus, the obtained tun-
neling time may be seen as an indication that the Keldysh time
characterizes the time to develop quasistatic resonance state
also in the case of a continuously evolving electric field.
The quantum-clock approach is complementary to the
virtual-detector approach that was taken in an earlier work. The
mean tunneling time as identified by the quantum clock could
be reproduced from the probability distributions for the mo-
ments of entering and leaving the tunneling barrier, which were
determined by the virtual-detector approach, and assuming
statistical independence of entering and leaving the tunneling
barrier. This has two implications. The fact that we find almost
the same mean tunneling time by two very different theoretical
approaches is a strong indication that in agreement with there is
a nonzero tunneling time and tunneling is neither instantaneous
nor superluminal, in agreement with experimental findings [32]
and other theoretical findings, e. g., in Ref. [42]. Furthermore,
the agreement of both methods may be interpreted as that en-
tering and leaving the tunneling barrier are nearly statistically
independent, up to the causality condition that the electron
cannot leave the tunneling barrier before it has entered the
barrier.
A substantial difference was found between the most prob-
able tunneling time and the mean tunneling time, which is
larger than the former. This may be of experimental relevance.
An ideal series of experimental measurements should yield
the mean tunneling time. As pointed out in Ref. [42], only a
post-selected subset of ionized electrons may be actually de-
tected, corresponding to, e. g., electrons with the most probable
momentum or with the most probable tunneling time. In the
latter case, an experiment would find the most probable tun-
neling time, not the mean tunneling time. Consequently, it is
essential to distinguish between the mean tunneling time and
other kinds of tunneling time when comparing tunneling times
quantitatively.
A. Numerical methods
Coupling the quantum clock Hamiltonian to the elec-
tron’s Schrödinger Hamiltonian yields an Hamiltonian for a
N-component wave function. Because the clock Hamiltonian
is diagonal, however, the resulting equation of motion for this
N-component wave function separates into N independent one-
component Schrödinger equations which are given by the usual
Schrödinger equation for the electron modified by an additional
clock potential. At least in principle, these time-dependent
Schrödinger equations may be solved numerically by any stan-
dard method.
Due to the Coulomb potential’s singularity and the weak-
ness of the clock potential (compared to the Coulomb potential)
a naive application of some standard method is likely to fail.
Numerical difficulties in the application of the quantum-clock
approach may be circumvented by employing a Trotter-Suzuki
splitting scheme [53]. In this scheme, the time evolution op-
erator of the whole quantum system is split into products of
time evolution operators for the clock Hamiltonian and the
Schrödinger Hamiltonian with the Coulomb potential plus the
external electric field. The clock Hamiltonian can be prop-
agated exactly. The remaining Schrödinger Hamiltonian is
propagated by employing a Lanczos propagator [54, 55] and a
fourth-order finite differences scheme for the discretization of
the Hamilton operator.
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