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要約
進化的計算法[1]の一つであるＥＰ(EvolutionaryProgramming)は関数最適化問題に対して有効な手法で
あると考えられている。このＥＰは解の探索幅と探索方向を規定するために戦略パラメータを使用してい
る。本論文は戦略パラメータを使用しない指数型ＥＰ(nsEEP)を提案し、その有効性を検討したものであ
る。数値実験の結果、この新手法はかなり効率的なものであることが判明した。
１はじめに
進化的プログラミング(Evolutiona正yProgramming;EP)[4]は遺伝的アルゴリズム(GeneticAlgorithm;GA）
などと同様に生物の進化の過程と自然の選択を模倣した最適化手法で、複雑で大規模な問題に対する解法と
しては極めて有効なものと考えられている。ＧＡもＥＰも個体集団(population)を形成し、集団で精度の良
い最適近似解を求めようとする集団最適化手法であるが、ＧＡの主要演算(オペレータ)が交叉(crossover）
であるのに対し、ＥＰのそれは突然変異(mutation)のみ使用するものである。したがって、実数を主体と
した乱数を使用した突然変異となるので機械的に処理しやすい利点が指摘されている。
ＥＰはＬＪ・Fbgelが人工知能に対するアプローチとして提案したもので、後にDBFogelによって最適化
手法として開発されたものである。このＥＰはGaussMutation(Gauss分布に従う乱数を使用した突然変
異により解を進化させるもの)を主体にしたものであり、これをＣＥＰと呼んでいる。[2][5]1965年に、Yao
etaLはCauchyMutation(Cauchy分布に従う乱数を使用した突然変異により解を進化させるもの)を主
としたものを提案し、これをＦＥＰと呼んでいる。これらＣＥＰとＦＥＰとでは全般的にＦＥＰの方が有効な
ＥＰであるとみなされている。
2002年に、NanhisaetaLはExponentialMutation(複合指数分布に従う乱数を使用した突然変異によ
り解を進化させるもの)を主体としたものを提案し、これをＥＥＰ(ExponentialEvolutionaryProgramming）
と呼んでいる。［7Ⅱ８１[９１[10]これは指数分布のパラメータを進化の状態に対応させて、初期段階では広域探
索に、最適解の近傍に近づけば局所探索向けに制御しようとすることで進化の効率化を狙ったＥＰ手法であ
る。これまでの研究では分布パラメータのとり方として、固定値をとるＦｉｘＥＥＰと分布パラメータを多段
階に変動させるMulti-SwitchingEEPを提案し、ＣＥＰやＦＥＰに比較して有効なＥＰであることを示した。
さらに、分布パラメータを連続的に変動させるlinEEP(パラメータを線形に変動させる)やexpEEP(パラ
メータを指数関数的に変動させる）を提案し、それらの有効性を示してきた。
本論文は、従来のＥＰ手法で重視されている戦略パラメータを使用しないexpEEP(これをnsEEPと呼
ぶ)を新規に提案し、その有効性につき検討したものである。
２指数型進化的プログラミング(EEP）
ＥＥＰは分布パラメータ入に従う複合指数乱数Ｅ(0,入)を使用した突然変異(exponentialmutation)によ
り解を進化させるアルゴリズムであり、その概要は次のとおり。
Stepl（初期個体集団の生成)：似個のｎ次元実数ベクトル対(⑳jβ`),ｉ＝1,2,…,似を生成する．
Step２（各個体の適応度評価)：ノ(Ｚ｡),ｉ＝1,2,…,似を計算する．
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Step３（子孫の生成)：各個体(qEjm)から単一の子孫(z'@β'`）を次のように生成する．
グィ(j)＝o,(氷zp[γ'１V(0,1)＋γＭ(0,1)]，（１）
ｚｌ(j)＝z`(j)＋◎;(j)Ej(0,入)，（２）
ｉ＝1,2,…,似，ｊ＝１，２，…,、
ただし、ｚ`(j),⑰!(ルヮ`(j),ひ!(j）はそれぞれ、ベクトル⑰`,⑰'@,ヶ,,ヮ'`のｊ番目の成分を示す．
Ⅳ(0,1)は正規乱数(平均=0,標準偏差=1)を表しｊＶ)(0,1)は各ｊ毎に新たに乱数を発生させるもの
である.γ＝(,/ﾖﾜﾃﾃ)-1,γ'＝(何)-1とするＥ(0,入)はパラメータ入の複合指数乱数(平均=0,分
散＝急)を示し､Ｅｊ(0,入)はｊ毎に新規に乱数を発生させることを意味する．
Step４（子孫の適応度評価)：子孫(⑳'`β'｡)における/(､'`),ｊ＝1,2,…,似を計算する．
Step５（各個体のトーナメント評価)：２似個の親と子孫｛(､ｉｎ),(z'@,ヶ'`)｝,ｉ＝1,2,…,似の中から任意
の９個をランダムに選ぶ．これらの９個の、ベクトルをｓ1,82,…,ｓ９とする.ノ(鰯)ニノ(SIC)であれ
ば個体(⑪､,仇)は勝ち点１点を取得する.すべてのj(i＝1,2,…,2似)について、１６＝1,2,…,９の比較
を行う．
Step６（次世代の親の選択)：Step5での勝ち点の多い方から似個選択し次世代の親とする．
Step７(停止・続行判定)：終了条件を満たせば処理停止,そうでなければStep2へ戻る．
３ＥＥＰにおける入の決定法
ＥＥＰは複合指数乱数による突然変異を使用するので、指数分布におけるパラメータ入の値がその収束特
性に多大の影響を与える。これまでの研究では次のようなものを検討してきた。
（１）固定値：入の値を全進化世代で一定値に固定する。（FixEEP）
（２）多段階変動値：全進化世代で入を複数回変動させ、世代が進むにつれ入の値を増大させる。（Multi‐
SwitchingEEP）
（３）増加関数値：入の値を世代９の増加関数として与えるもので、これには線形関数入Ｌと指数関数入Ｅ
とがある。
入L=入』+A2=入'９ （３）
ハ画一MpI(加美)≦’い）
ただし、入，は入の初期値、Ａ２は入の最終値、Ｇは全進化世代をそれぞれ示すものとする。入とし
て入Ｌを使用するものをlinEEP、ＡＥを使用するものをexpEEPと呼んでいる。入の値として増加
関数を考えることで入Ｌおよび入Ｅを使用した場合、入のパラメータ値として入１と入２のみを設定
すればよく、ＥＥＰにおけるパラメータ数を減少させ得る利点がある。このことは、最適化アルゴリズ
ムという観点から極めて望ましいことである。
４expEEPにおける入の役割
ＥＥＰアルゴリズムにおけるStep3での(1)、(2)から
ｚ;(j)＝z`(j)＋⑩(j)Ej(0,入)ezp[T'Ⅳ(0,1)＋ＴＪＶｊ(0,1)］
として子孫ｚ;(j)が生成される。ここでＥｊ(0,入）として、(4)の入Ｅを使用すると
ｚｌ(j)＝z`(j)＋⑱(j)Ej(0,1)s，
＆-÷｡”[(－m(芸))≦+ｱw(0,,)+了,v川
(5)
(6)
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として表せる。本来(5)における
び`(j)Ｅｊ(0,入)ezp[ＴＷ(0,1)＋γＭ(0,1)］
は自己適応機能(selfLadaptivity)と呼ばれているもので､進化の状況に応じて減少しているものである。した
がって､(6)のＳにおける(-m(蓋))急が７Ｗ(0,1)+γＭ(0,1)の値に連動したものでなければＥＰにおけ
る自己適応機能を弱めることになる。このことから、ＥＰにおけるこれらの機能を補強するような入1,入２で
なければ､ＥＥＰの効率化は期待できないことになる。戦略パラメータとしての。‘(j)は進化が進むにつれて
小さくなる特性を持ち、これは指数的減少傾向を示している。実際の数値計算では局所解に陥ることを避ける
ため､その下限Eを設定し､。〈〔であれば。＝〔として計算させている｡一方､士＝☆e叩[(-hm(砦))き］
も指数関数的に減少し、ｃにおいては士となる｡そこで､(6)式における自己適応機能を満足させるよう
な、入,内を決定することは実験的に求めるにしてもかなり労力を必要とすることから、囚(j)を抜きにし
た入,,入２の適当値を探す方が労力は少なくて済むのではないかとも考えられる。
５戦略パラメータなしのexpEEP(nsEEP）
前節における考え方に基づき、分布パラメータ入として、入＝入Ｅとした戦略パラメータを使用しない
expEEPをnsEEPと呼び、次のようなnsEEPアルゴリズムを提案する。
Stepl似個の初期個体集団(鋤),ｊ＝1,2,…,似,ｇｃｊｅＲｎを生成する．
Step2ノ(鋤),ｊ＝1,2,…,似を計算する．
Step３各個体、Zから単一の子孫Ｚ'@を次のように生成する．
z;(j)＝鰯(j)＋Ｅｊ(0,入）
Ｅ,(oルナiE,(0,,）
形入川[(､'芸))≦］ (7)
i＝1,2,…,似，ｊ＝１，２，…,、
Step4ノ(q，'@),ｊ＝1,2,…,似を計算する．
Step５９トーナメント選択により、｛Uac`}Ｕ{Uz'`｝から似個の個体を選び次世代の親とする．
Step６終了条件を満たせば処理停止,そうでなければStep2へ戻る．
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６数値実験
6.1対象問題
本研究での対象問題は、この分野の最適化問題としてよく知られているベンチマーク問題とし、表１で与
えた１２問題とする。
表１適用問題
Ｅｕ
几
ｎＵ
凡Ｏ０００ｎＵ００冊０００
呵竺１人
［-600600]3ｏ
6.2実験要領
（１）個体集団数：似＝100
（２）トーナメントサイズ：９＝１０
（３）進化世代数：Ｇ＝5000
（４）適応度：100runsの平均
（５）分布パラメータ入：入,＝5.0×10-2ルー5.0×１０１０
(6)性能比較のために使用するCEP、ＦＥＰのパラメータ
Ｅ＝ヮの下限＝ｍ－４
なお、びの上限は１．０とする．
(7)実験環境
ＩｎｔｅｌＰｅｎｔｉｕｍ４ＣＰＵ２５３ＧＨｚＲＡＭ２５６ＭＢ
Ｔｂｓｔ]Rmction Ｓ んＺね
/,(z） ￣ Ｚ３０`＝１ z； -100,100 3０ ０
九(z） ￣ Ｚ3０j＝１ Ｚ。 ＋ ３０Ｚ＝１ Ｚｉ －１０，１０ 3０ 0
九(z） ￣ E淫,(Ｚ０j＝１ Zｊ ） ２ [-100,100］ 3０ 0
八(z） ＝ｎＺｑＺ｛ Ｚ‘ ’１≦'三30｝ [-10o,100］ ０
九(z） － Ｚ2９i＝１ 1100（、ｚ＋１ －ｍ;)2＋(zｉ 1） ２ －３０，３０ 3０ 0
九(z） ￣■■■■■■■ Ｚ３０`＝１ (Izi＋０５｣）２ －１CO,10o］ 3０ 0
乃(z） ■■■■■■■￣ 工３０．j＝１ ZＺ４Ｚ ＋ｒａｎｄｏｍ U’1） －１．２８，１２８ 3０ ０
九(z） －－￣ Ｚ3０｡＝１ (z`smMF7 )） -500,500 3０ -12569.5
/b(麺） ￣ Ｚ3０j＝１ ⑳２Ｚ 10ＣＯＳ(2汀z`)＋1０ -5.12,5.12 3０ 0
/,o(z)＝-20eｚｐ －２０,／ １3０ Ｚ3０`＝1 Ｚ２０ １－ezp[売乙聖,cos2川]＋20＋ｅ [-32,32］ 3０ 0
/,,(z） ￣ １4000 Ｚ３０｡＝１ Ｚ２Ｚ Ⅱ３０｡＝１ ＣＯＳ 三▲､/５ )＋１ -600,6 0 3０ 0
/'2(Z)＝：{1Osin2(剛)＋Ｚ〃-１｡＝１ (y。 1)2[1＋l0Sjn2(剛十,)]＋(Zﾉ施
+Ｚ廷,u(z'’'0,100,4)，ｚ/`＝’＋i(z`＋'）
1)2｝ [-50,501 3０ ０
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７実験結果とその考察
本論文で提案した戦略バラ
を表２に示す。
メータを使用しないＥＥＰとしてのnsEEPを関数最小化問題に適応した結果
表２最終世代での関数値
宝 １５３２９７４３１８0087222395－１２４３７．６８９８９１１．３０４３８６２３
表２は、nsEEPの収束解を示すが、参考のために従来のＥＰ手法としてのＣＥＰおよびＦＥＰを適用した
場合の収束解をも表示した。この結果、１２問中10間においてnsEEPが最良解を得ており、ＣＥＰとＦＥＰ
がそれぞれ１個の最良解となっている。特に、nsEEPはノ,からんでの単峰性関数においてはすべての問
題に対して最良解を得ている。しかも、/１，ノ2,九,ノｌｏおよびノ１２に対してはＣＥＰやＦＥＰに比較になら
ないくらいの精度の良い解となっていることがわかる。
表３は、5000世代までの処理時間を示す。ただし、単位は秒とする。
表３処理時間の比較
nsEEPは個体として戦略パラメータを含まないので各世代の進化において、そのための進化処理が不必
要となる。このことから、少なくとも台以上の処理時間の短縮は期待しうるものであったが、表３に示す
ようにCEPやFEPに比較して；から；の処理時間となっている。
以上の実験結果より、nsEEPは分布パラメータ（入1,A2）について、入,＝5.0×１０~2ルー５．０×１０１０
とセットするだけで、従来のＣＥＰやＦＥＰに比較して極めて効率的なＥＰアルゴリズムであるといえる。
ＣＥＰ ＦＥＰ nｓｎｎＰ
/， 0.000127883 0.117415256 ４．７６１３８Ｅ-２０
九 0.037526577 0.982577878 ９．５２６４７Ｅ-１０
九 2.698873419 15.32974318 ０．０６２１４０４９
/４ 15.82811054 .087222 ９．３５５６４Ｅ-１１
九 86.37205982 96.95708171 4２．０８８６４９１４
九 170.5788 0.3533 ０
/７ 0.060257634 0.122782395 ０．０１６９５０５５７
九 -7326263085 - -8908.172791
九 1 27.20929974 48.29853828
/,ｏ 1.361045781 0.364342106 1.59959Ｅ-１０
A1 0.177531732 0.018376979 ０．００５４６８７９１
A２ 1.28601905 0.0008712 3.14684Ｅ-２２
ＣＥＰ ＦＥＰ nRF】、Ｐ
/， 1091 1０１５ 195
九 1108 1033 207
九 1370 1296 417
九 1１１８ 1033 206
九 1103 1030 208
九 1２１６ 1１４１ 281
/７ 1092 1024 196
ん 1340 1273 367
九 1282 1193 334
八ｏ 1298 1206 343
八， 1323 1275 366
ｈ２ 1370 1286 416
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なお、図１から図１２において各関数の収束特性を示す６図１はノ，に対する収束特`性を示すものであ
る。nsEEPはほとんど全世代を通じてほぼ同じ収束率を示している。800世代まではＦＥＰの方が良いが、
最終的にはＦＥＰは最悪となっている。これは如実にＣＥＰとＦＥＰの収束特性を表しているものといえる。
すなわち、CauchyMutationはGaussianMutationに対して探索率が大きいがために進化の初期段階では
威力を発揮するが、終期の段階では、親と子孫との距離が親と最適解との距離を超過している結果といえ
る。図４はたの収束特性を示すが、nsEEP,FEP,ＣＥＰの順によい収束特性となっている。図５はたの
収束特性を示すが、1000世代以降においてnsEEPが他を凌駕している。図６はたの収束特性を示すが、
1038世代で最適解に収束している。図７はノ７の収束特性を示すが、nsEEPにおいて200～1000世代で
stagnationが見られるものの、それ以降は良好な収束を実施している。図８、図９はそれぞれ/8,九の収
束特性を示すが、図８ではＦＥＰがbestで、図９ではＣＥＰがbestな収束を表している。図１０、図１２にお
いては、nsEEPは全世代を通じて一貫した収束状況を示している。図１１では、nsEEPの収束は1500世代
以降において飽和状況を示しているが、最終解はnsEEPが良い結果を表している。九に対しては2000世
代、九に対しては1500世代、方に関しては2500世代、たに対しては500世代、ノｂに対しては1500世
代以降において、nsEEPの収束は飽和状況を示しており、分布パラメータ入の値が大きすぎていることを
示している。すなわち、それらの各世代で局所解に陥っているものと考えられる。
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EvolutionaryProgrammingwhichusesonlymutationoperatorisconsideredtobean
eflicientapproachtosolvefilnctionoptimizationproblems・Conventionally,Evolutionary
ProgrammingusesstrategyparameterfbrselfLadaptationoffimctionoptimization、
Inthispaper,wepresentaneHicientnewEPalgorithmwithoutusingstrategyparame-
terbyadoptmgexponentialdistributionparameterofEEPEssentially,EEP(Exponential
EP)usesexponentialmutationEEPneedstodetermineappropriatedistributionpamme-
tervalueOurnewlyproposedEP(nsEEP)providesasimilarroleasconventionalstrategy
parameterbyusingappropriaLeexponentialdistributionparametervalue・Ｔｈｅｒｅsultsof
numericalexperimentsshowthatnsEEPoutperfbrmsconventioｎａｌＥＰａｌｇｏｒｉｔｈｍｓｕｃｈａｓ
ＣＥＰａｎｄＦＥＰ．
