Abstract: Lithium-ion battery on-line remaining useful life (RUL) prediction has become increasingly popular. The capacity and internal resistance are often used as the batteries' health indicator (HI) for quantifying degradation and predicting the RUL. However, the capacity and internal resistance are too difficult to measure on-line due to the batteries' internal state variables being inaccessible to sensors under operational conditions. In addition, measuring these variables requires accurate measurement devices, which can be expensive, and have limited applicability in practice. In this paper, a novel HI is extracted from the operating parameters of lithium-ion batteries for degradation models and RUL prediction. Moreover, the Box-Cox transformation is applied to improve the correlation between the extracted HI and the battery's real capacity. Then, Pearson and Spearman correlation analyses are utilized to assess the similarity between the real capacity and the estimated capacity derived from the HI. An optimized gray model GM(1,1) is employed to predict the RUL based on the presented HI. The experimental results show that the proposed method is effective and accurate for battery degradation modeling and RUL prediction.
Introduction
Lithium-ion batteries are playing an increasingly significant role in more aspects of our daily lives, such as in portable communication devices including smart phones and laptops, portable medical information devices, and now electrified transportation systems. For light weight and high energy density, and clean environmental considerations, lithium-ion batteries stand up among various existing rechargeable batteries due to their long lives and low self-discharge as well as their memory-less property [1] . Therefore, they are a prime candidate for a portable device's battery as well as those of electrical vehicles (EVs) of different kinds [2] . With the increasingly widespread application of lithium-ion batteries, a range of issues raised by a lithium-ion battery's lifespan are beginning to emerge. As the number of charges/discharges of the battery increases, battery performance will gradually degrade or fail, and disaster may even occur. For example, in 2006, the National Aeronautics and Space Administration (NASA)'s Mars Global Surveyor stopped working due to the failure of its batteries. In 2013, all Boeing 787 Dreamliners were indefinitely grounded due to battery failures that occurred on two airplanes [3] . It will cause the failure of the overall function of the system under an unexpected end of the battery's life. Moreover, to ensure batteries are reliable and capable of delivering These methods often utilize capacity or internal resistance as the health indicator to build the degradation model and make an RUL prediction. However, capacity and internal resistance are too difficult to measure on-line due to batteries' internal state variables being inaccessible to sensors under operational conditions. Moreover, directly and precisely measuring the internal parameters is very expensive, which means that on-line monitoring almost impossible to achieve. Thus, it is important to extract some of the performance parameters reflecting the health state of a battery from the available monitoring parameters.
Until now, a few scholars have begun to study the lithium-ion battery on-line remaining useful life method, and extract some novel health indicators (HIs). Chiang et al. [29] propose an on-line technique for estimating the internal resistance and open-circuit voltage of lithium-ion batteries in electric vehicles. Based on an equivalent circuit model (ECM) and underdetermined model parameters, an adaptation algorithm is developed, which is accurate and robust. Liu et al. [30] consider the discharge voltage difference of equal time intervals as a health indicator in each discharging cycle, and establish a framework for the extraction and optimization of this health indicator. Widodo et al. [31] propose an intelligent prognostic for battery health based on sample entropy features of discharging voltage, which can provide computational means for assessing the predictability of a time series, and also can quantify the regularity of a data sequence. However, this technique is time-consuming and also requires a capacity parameter in evaluating the sample entropy indicator. Shahriari et al. [32] present an on-line method for the estimation of the state of health (SOH) of valve-regulated lead acid batteries based on the state of charge. Williard et al. [33] take the length of time of the constant current and the constant voltage phases of charging as two new indicators of the state of a battery's health, which are evaluated and compared with the battery's capacity and resistance. Zhou et al. [34] propose mean voltage falloff as an HI to quantify capacity degradation. Liu et al. [35] take the time interval of an equal discharging voltage difference as an HI, and analyze the correlation between the proposed HI and the capacity. However, this method does not further improve the linear relationship between the HI and capacity. Therefore, there is some room for improvement.
As mentioned above, we have made further improvements to the health indicator (time interval of equal discharging voltage difference) that has been proposed. In this paper, an HI extraction process based on monitoring discharge voltage and time is described in detail. In order to enhance the degree of linear correlation between the HI and capacity, a Box-Cox transformation is employed via Statistical Analysis System (SAS) software. Then, correlation analyses are utilized to quantitatively analyze the regression between the capacity and the HI. We also present an optimized gray model GM(1,1) algorithm for RUL estimation, which has excellent performance in predicting the proposed HI under poor information conditions, even using few data points for the model. This paper is organized as follows. The optimized gray model algorithm and Box-Cox transformation are introduction in Section 2. The proposed HI extraction and optimization methods are detailed in Section 3. In Section 4, the prognostics of lithium-ion batteries' RUL is made based on the HI. Finally, we conduct a discussion and draw a conclusion in Section 5.
Related Algorithms

Gray Model GM(1,1)
The gray systems theory was formulated by Ju-long Deng in 1982. It focuses on the study of problems involving small samples and poor information [36] . It has been widely used in various predictions, including but not limited to transportation, short-term stock market forecasting, foreign exchange rates, and customer demand [37] . GM(1,1) is currently one of the most widely used gray prediction models. The GM(1,1) procedure is expressed as follows [38, 39] .
Step 1: The non-negative historical sequence X is expressed as
,
, . . . ,
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Step 2: When this sequence is subjected to the accumulating generation operation (AGO), the following sequence
is acquired. The AGO is expressed as:
Step 3: The whitening gray dynamic model can be acquired by a first order differential equation with coefficient b, where b represents the influence of the external impact on the development of an event. dx
T is a sequence of parameters that can be found as follows,
where
According to the Equation (3), the forecasting value of the whitening differential equation is acquired:x
Step 4: To obtain the forecasting values ofx
, the inverse accumulated generating operation (IAGO) is used to establish the following gray model:
.
Optimized Gray Model GM(1,1)
With the accelerated aging of lithium-ion batteries, the traditional gray model GM(1,1) prediction error may increase rapidly. At the same time, some new information is also incorporated into the errors. Thus, the errors can be used to establish a new GM(1,1). The procedure is expressed as follows:
Step 5: Using the GM(1,1) model from Equations (7) and (8) to forecast the values of the original data, the error e (0) is then written as follows:
Step 6: Establish the GM(1,1) model for the above mentioned error by the same procedures as described in Equations (1)- (8), and the get the following gray model:
Step 7: Combining Equations (8) and (11), obtain Equation (12) .
In addition, the residual error sequence from Equation (11) could be divided into k states, so we can use the state transition probability matrix of the Markov chain to calculate it. The residual error could be negative or positive. Thus, a positive residual error is defined at state 0, and a negative one at state 1. Then, we define a transition probability matrix P to represent these states: p = p 00 p 01 p 10 p 11 (13) where p 00 , p 01 , p 10 , and p 11 are the transition probability of positive residual error transferred from positive residual error, positive residual error from negative residual error, negative residual error transferred from positive residual error, and negative residual error from negative residual error, respectively. The state probability vector θ 0 is defined as follows
where θ
1 represents the probability of state 0, and θ
2 represents the probability of state 1. After n' steps of state transition, it derives θ (n ) = θ (0) · p n , where θ (n ) = θ n 1 θ n 2 , P represents the transition probability p at the moment of step n', and θ (n ) represents the probability of the residual error at the moment of step n', so that the sign of the residual error at the moment of n' is as follows:
The result of Markov-residual error correction is as follows:
Making Predictions
It is assumed that the optimized GM(1,1) uses i number of data points (i >5) to predict m number of data points (m > 5). The optimized GM(1,1) prediction model is described as follows:
Step 1: We assume that the raw data are x
, then the data
are predicted by an optimized GM(1,1) model. This is can be represented as:
Step 2: When new data
are obtained, the previous data
, · · · , x 
. Later, by using the new model, the series
is predicted.
This step can be illustrated as:
Step 3: Steps 1 and 2 should be implemented iteratively until the last data point has been utilized.
Box-Cox Transformation
The Box-Cox transformation is a family of power transformations. The Box-Cox transformation is a useful data transformation technique used to stabilize variance, make the data more normal distribution-like, and improve the validity of measures of association such as the Pearson correlation between variables and other data stabilization procedures. Box-Cox transforms non-normally distributed data to a set of data that has an approximately normal distribution. It has been widely used in statistical data analysis, which can be applied to enhance the linear relationship between two data sets.
Box-Cox Transformation [40] : Consider a linear regression model:
where q is the number of independent variables, n is the sample size, β 0 , β 1 , · · · , β q are the coefficients, and ε i are random errors that are independent and identically distributed and follow the normal distribution with zero mean and variance σ 2 .
In practice, the Box-Cox transformation can provide an adequate statistical fitting to collected data using the regression model [40] . The Box-Cox transformation is defined as:
and the corresponding inverse transformation is:
where λ is the transformation parameter to be determined. According to Equation (19) , the transformed form is written as:
Parameter Estimation for Box-Cox transformation
To make the transformed data conform to a normal distribution, the optimal parameter λ needs to be found. Box and Cox proposed maximum likelihood as well as Bayesian methods for the estimation of the parameter [40] .
We assume the transformed responses y(λ) = xβ + e, e ∼ N(0, δ 2 I). The density for y(λ) is:
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We observe the design matrix X and the raw data y.
is the Jacobian of the transformation from y to y(λ). Then, the likelihood function is as follows:
Then, we take the partial derivatives of L β, δ 2 , λ y, X with respect to δ 2 and β. Let the resulting equations resolve to zero, respectively. Then we can get the equation as follows:
Substituting Equations (25) and (26) into Equation (24), we can obtain the maximum value of the likelihood function:
In order to facilitate the calculation of λ, the logarithmic function is applied to both sides of the equation. Then we have:
To maximize the log-likelihood, we only need to find the λ that maximizes:
HI Extraction and Optimization
In order to make our research work more detailed and clear, the explanation is based on a specific data set which is obtained from the data repository of the NASA Ames Prognostics Center of Excellence [41] . The experimental setup primarily consists of a set of lithium-ion cells (which may reside either inside or outside an environmental chamber), chargers, loads, Electrochemical Impedance Spectroscopy (EIS) equipment for battery health monitoring (BHM), a suite of sensors (voltage, current, and temperature), some custom switching circuitry, a data acquisition system, and a computer for control and analysis. The cells will be cycled through charge and discharge cycles under different load and environmental conditions set by the electronic load and environmental chamber, respectively.
The lithium-ion batteries (#5, #6, #7, and #18) were run through three different operational profiles (charge, discharge, and impedance) at room temperature. Charging was carried out in a constant current (CC) mode at 1.5 A until the battery voltage reached 4.2 V and then continued in a constant voltage (CV) mode until the charge current dropped to 20 mA. Discharge was carried out at a constant current (CC) level of 2 A until the battery voltage fell to 2.7 V, 2.5 V, 2.2 V, and 2.5 V for batteries 5, 6, 7, and 18 respectively. The repeated charge and discharge cycles resulted in the accelerated aging of the batteries. The experiments were stopped when the batteries reached end-of-life (EOL) criteria, which was a 30% fade in rated capacity (from 2 Ahr to 1.4 Ahr). In this paper, the data used in our study belongs to battery #5 [41] .
HI Extraction
As motioned above, the HI should be a parameter that is particularly easy to obtain. For lithium-ion batteries, the charging and discharging voltages, current, temperature, and time can be easily detected and measured during operation.
Generally, we consider that a new lithium-ion battery can be at its maximal operating time after a full charge at the very beginning. However, the operating time (discharging time period) after subsequent full charges becomes shorter and shorter due to the repeated charging and discharging. This is because the maximum charging capacity fades with the cyclic charging/discharging. Meanwhile, there is a certain relationship between the discharging time period and the capacity of lithium-ion batteries [35] . According to the above analysis, the time interval of equal discharging voltage difference (TIEDVD) could be an HI to measure the capacity degradation in each charging and discharging cycle. The HI extraction for a charging and discharging cycle is shown in Figure 1 . The TIEDVD parameter is defined as the time interval corresponding to a certain discharge voltage difference. The degradation of the TIEDVD parameter is similar to battery capacity. In particular, the time interval corresponding to a certain discharging voltage difference in the i th cycles is:
where In this paper, we set the m ax V = 3.9 V, and the min V = 3.5 V for the four batteries. Since the maximum charge capacity decays with the charge/discharge cycle, the discharge voltage becomes more instable. The discharge voltage will drop sharply in the later stages. Therefore, the values of m ax
V
and min V should be chosen at an early stage of the normal operating range. In addition, the interval value between m ax V and min V should take the voltage fluctuation into account. In theory, the discharge voltage should decrease as time increases. However, due to measurement mistakes or some unknown reasons in the battery, the coming voltage is fortuitously larger than the previous voltage. So, the interval value should not be too small. Overall, m ax V (3.9 V) and min V (3.5 V) are selected in this study, which is close to the rated voltage (4.2 V), and is higher than the median voltage (2.4 V), respectively. The HI series can be expressed as follows:
In summary, we develop a brief three-step HI extraction procedure as follows:
Step 1: Extract the monitoring voltage and cycle index in each discharging cycle.
Step The TIEDVD parameter is defined as the time interval corresponding to a certain discharge voltage difference. The degradation of the TIEDVD parameter is similar to battery capacity. In particular, the time interval corresponding to a certain discharging voltage difference in the i th cycles is:
where t V Max represents the time corresponding to the high voltage value, and t V Min represents the time corresponding to the low voltage value. In this paper, we set the V max = 3.9 V, and the V min = 3.5 V for the four batteries. Since the maximum charge capacity decays with the charge/discharge cycle, the discharge voltage becomes more instable. The discharge voltage will drop sharply in the later stages. Therefore, the values of V max and V min should be chosen at an early stage of the normal operating range. In addition, the interval value between V max and V min should take the voltage fluctuation into account. In theory, the discharge voltage should decrease as time increases. However, due to measurement mistakes or some unknown reasons in the battery, the coming voltage is fortuitously larger than the previous voltage. So, the interval value should not be too small. Overall, V max (3.9 V) and V min (3.5 V) are selected in this study, which is close to the rated voltage (4.2 V), and is higher than the median voltage (2.4 V), respectively.
The HI series can be expressed as follows:
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Step 2: Define the discharging voltage interval (V Max and V Min ), and extract the health indicating time series. Thus, the time interval corresponding to the discharging voltage between V Max and V Min can be obtained by Equation (30).
Step 3: Combine the TIEDVD i in every discharging cycle to form the HI series TIEDVD.
Using NASA's battery #5, #6, #7, and #18, we have the extracted the HI series based on the three-step HI extraction procedure, as shown in Figure 2a . The batteries' actual capacity degradation curve is shown in Figure 2b . We can see that there is similarity between the capacity degradation and the HI series. In this study, we only consider battery #5 to verify the on-line remaining useful life prediction method. Then, we use scatter plots to present the correlation between the TIEDVD and raw capacity series as shown in Figure 3 . As can be seen, there is a close linear relationship between the HI series and battery capacity. However, there is still room for improvement of the linearity. 
HI Optimization
Qualitative Analysis
In order to further improve the linearity of the extracted HI and battery capacity, the Box-Cox transformation is applied as introduced in Section 2.2.
With the identified parameter  for the Box-Cox transformation, the linear model for the capacity (denoted C) and the TIEDVD is shown as: In this study, we only consider battery #5 to verify the on-line remaining useful life prediction method. Then, we use scatter plots to present the correlation between the TIEDVD and raw capacity series as shown in Figure 3 . As can be seen, there is a close linear relationship between the HI series and battery capacity. However, there is still room for improvement of the linearity. In this study, we only consider battery #5 to verify the on-line remaining useful life prediction method. Then, we use scatter plots to present the correlation between the TIEDVD and raw capacity series as shown in Figure 3 . As can be seen, there is a close linear relationship between the HI series and battery capacity. However, there is still room for improvement of the linearity. 
HI Optimization
Qualitative Analysis
With the identified parameter  for the Box-Cox transformation, the linear model for the capacity (denoted C) and the TIEDVD is shown as: 
HI Optimization
Qualitative Analysis
With the identified parameter λ for the Box-Cox transformation, the linear model for the capacity (denoted C) and the TIEDVD is shown as:
T , and C(λ) is the transformed capacity as:
The logarithm is the natural logarithm (log base e). The algorithm calls for finding the λ value that maximizes the log-Likelihood Function (LLF). The search is conducted using Statistical Analysis System (SAS) software. We take the value λ from [−5, +5] at the interval 0.5. We choose the λ which maximizes g(λ). The correlation between the log-likelihood function and the parameter λ is shown in Figure 4 . Thus, we choose λ = 1.5 to make the Box-Cox transformation. After the Box-Cox transformation, we get the correlation between transformed capacity and TIEDVD, as shown in Figure 3b . The linearity between the transformed capacity and the TIEDVD has been improved, but we need to further quantify the analysis. The logarithm is the natural logarithm (log base e). The algorithm calls for finding the λ value that maximizes the log-Likelihood Function (LLF). The search is conducted using Statistical Analysis System (SAS) software. We take the value λ from [−5, +5] at the interval 0.5. We choose the λ which maximizes g(λ). The correlation between the log-likelihood function and the parameter λ is shown in Figure 4 . Thus, we choose λ = 1.5 to make the Box-Cox transformation. After the Box-Cox transformation, we get the correlation between transformed capacity and TIEDVD, as shown in Figure 3b . The linearity between the transformed capacity and the TIEDVD has been improved, but we need to further quantify the analysis. 
Correlation Analysis and Evaluation
To quantitatively evaluate the improvement of the correlation after performing the Box-Cox transformation, the Pearson correlation and Spearman rank correlation between the TIDEVE series and capacity are calculated.
The Pearson correlation analysis is a measure of the linear dependence between the TIEDVD and the capacity. Pearson correlation coefficient r has a value between +1 and −1 inclusive, where 1 is total positive linear correlation, 0 is no linear correlation, and −1 is total negative linear correlation. The formula is as follows:
Spearman's rank correlation analysis is a nonparametric measure of rank correlation. It assesses how well the relationship between two variables can be described using a monotonic function. While Pearson's correlation assesses linear relationships, Spearman's correlation assesses a monotonic relationship (whether linear or not). If there are no repeated data values, a perfect Spearman correlation of +1 or −1 occurs when each of the variables is a perfect monotone function of the other. It can be inferred that the Spearman correlation between the TIEDVD and capacity will be high. We 
Spearman's rank correlation analysis is a nonparametric measure of rank correlation. It assesses how well the relationship between two variables can be described using a monotonic function. While Pearson's correlation assesses linear relationships, Spearman's correlation assesses a monotonic relationship (whether linear or not). If there are no repeated data values, a perfect Spearman correlation of +1 or −1 occurs when each of the variables is a perfect monotone function of the other. It can be inferred that the Spearman correlation between the TIEDVD and capacity will be high. We use MATLAB to calculate the value of the Spearman rank correlation. Table 1 shows the correlation analysis results of battery #5. In order to show the validity of the results in detail, the Spearman correlation coefficient is used to evaluate the linear relationship between the TIEDVD and the transformed capacity with different parameters λ. As shown in Figure 5 , the Pearson correlation coefficient is at maximum at λ = 1.5, which verified the validity and rationality of the proposed maximum likelihood method. The highest Pearson correlation coefficients are 0.9988, approximating 1, which means that the transformed capacity and the TIEDVD have a very strong linear relationship. Although the Spearman correlation analysis shows that the relationship between transformed capacity and TIEDVD is not strictly monotonic, the TIEDVD is accurate enough to replace capacity through a linear function to be a new HI for quantifying battery degradation. Pearson correlation coefficients are 0.9988, approximating 1, which means that the transformed capacity and the TIEDVD have a very strong linear relationship. Although the Spearman correlation analysis shows that the relationship between transformed capacity and TIEDVD is not strictly monotonic, the TIEDVD is accurate enough to replace capacity through a linear function to be a new HI for quantifying battery degradation. 
HI Performance Evaluation
Evaluation Criterion
The root mean squared error (RMSE) and the fitness degree ( 
where C is the actual capacity, Ĉ is the estimated capacity with transformation, C is actual mean value of the C, and n is the sample size. 
Evaluation Result
HI Performance Evaluation
Evaluation Criterion
The root mean squared error (RMSE) and the fitness degree (0 < R 2 < 1) are two evaluation criteria to evaluate the performance of the extracted HI: where C is the actual capacity,Ĉ is the estimated capacity with transformation, C is actual mean value of the C, and n is the sample size.
Evaluation Result
According to Equation (25), we can calculateβ, and then we can get the transformed capacity fromĈ(λ) = Xβ. We can get the estimated capacityĈ through Equation (21):
After all of the above computation, the detailed experimental results are shown in Figure 6 and Table 2 .
We can see that the estimated capacity is very close to the actual capacity HI. As shown in Table 2 , R 2 is 0.9753 and RMSE is 0.0297, which means an adequate statistical fit. Both criteria indicate that the proposed method can provide an appropriate HI and improve the similarity between the extracted HI and capacity. Especially, the R 2 is almost equal to 1. Capacity can quantify the actual battery degradation, so the real-time degradation process can be effectively modeled with this extracted HI. In order to further illustrate the effectiveness of the proposed method, we study the experiment data for batteries #6, #7, and #18, as shown in Figure 7 and Table 3 . Because the computational process similar to that for battery #5, we only show the related results. In order to further illustrate the effectiveness of the proposed method, we study the experiment data for batteries #6, #7, and #18, as shown in Figure 7 and Table 3 . Because the computational process similar to that for battery #5, we only show the related results.
In order to further illustrate the effectiveness of the proposed method, we study the experiment data for batteries #6, #7, and #18, as shown in Figure 7 and Table 3 . Because the computational process similar to that for battery #5, we only show the related results. 
Battery RUL Prediction
After the evaluation and verification of the extracted and optimized HI, we performed a RUL estimation with the optimized gray model GM (1,1) . The RUL estimates are carried out at the starting points of 10th cycle, 15th cycle, and 20th cycle, respectively.
Before the prediction, we should calculate the failure TIEDVD threshold of the battery. As a fact, the end-of-life (EOL) criterion of the batteries is a 30% fade capacity rated from 2 Ahr to 1.4 Ahr. The Box-Cox transformed failure threshold capacity can be obtained. According to the linearity correlation between the transformed failure threshold capacity and the HI, we deduce the failure threshold of the TIEDVD. Battery #5's failure threshold time was 1002 s, and the corresponding failure cycle was 140.
To evaluate the performance of RUL estimation, we use the absolute error (AE) and relative error (RE) defined by AE = R −R (38)
where R is the actual RUL value, andR are the predicted RUL values.
In order to verify the validity and accuracy of the proposed method, different iterative data points 10, 15, and 20 were used to predict the battery's degradation process. The different iterative data points of the battery's TIEDVD data sequence as the prediction began are used to build the optimized prediction model, when the old data is removed. Then a new data point is input to continue the prediction until the last data point has been utilized. The forecasting start points are 10, 15, and 20, respectively, which means the data points number i equals 10, 15, and 20, respectively, and the predicting number m equals 10, 20, and 5, respectively. The RUL prediction results are shown in Figure 8 . As discussed in Section 2.2, the parameter a denotes the coefficient, which describes the fading trend of the testing samples, while the parameter b represents the influence of external impacts on TIEDVD fading. As we introduced the optimized gray model, the parameters a and b can self-adaptively change. These figures show that parameter a fluctuates over the cycle numbers and b decreases with cycle number, which indicates that the disturbance effect is restrained with the cycles. From Figure 8 , the smaller the prediction number, the higher the accuracy of the prediction. The detailed numeric results are shown in Table 4 . 
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Conclusions
In this paper, an optimized gray model is presented to predict the RUL of lithium-ion batteries by using the extracted HI from the discharge voltage and operating time. The optimized gray model has a strong dynamic adaptability, which is more robust and accurate, especially for small amounts of data and poor information. When comparing the HI with actual capacity, we find a linear 
In this paper, an optimized gray model is presented to predict the RUL of lithium-ion batteries by using the extracted HI from the discharge voltage and operating time. The optimized gray model has a strong dynamic adaptability, which is more robust and accurate, especially for small amounts of data and poor information. When comparing the HI with actual capacity, we find a linear correlation between the HI and capacity, which makes the HI as a lithium-ion battery degradation criterion more convincing. With the Box-Cox transformation, the HI is optimized to enhance the performance in the RUL's estimation. The Pearson and Spearman correlation analyses are employed to assess the similarity between the real capacity and the estimated capacity derived from the HI. The results show that the prediction accuracy is satisfactory. Therefore, we can conclude that our proposed on-line prediction method is appropriate for quantifying lithium-ion battery degradation and making RUL predictions.
It is very meaningful to point out that the TIEDVD used in this paper is one in which the current is constant in each discharge cycle. Since the experimental data are obtained in a relatively stable environment, the degradation modes and cycle life features of batteries may be significantly different in practice.
In the future, we need to find more appropriate on-line HI for quantifying battery degradation and making RUL predictions. More importantly, lithium-ion battery degradation modeling and HI evaluation should be considered under different operating environments.
