In this paper, we present a Wiener-based change detection method and compare its performance with several other methods for a pair of multi-look synthetic aperture radar (SAR) images of the same scene. We implement and compare several techniques which vary in complexity. Among the simple methods that are implemented are differencing, Euclidean distance, and image ratioing. These methods require minimal processing time, with little computational complexity, and incorporate no statistical information.
INTRODUCTION
Using multitemporal SAR images of the same scene, analysts employ several methods to determine changes among the set [1] . Change may be abrupt in which case only two images are required or it may be gradual in which case several images of a given scene are compared in order to identify change. The former case is considered here, where SAR images are analyzed to detect land mines. Much of the change detection activity has been focused on optical data for specific applications, e.g., several change detection methods are implemented and compared to detect land cover changes in multispectral imagery [2] . However, due to the natural limitations of optical sensors, e.g., sensitivity to weather and illumination conditions, SAR sensors may constitute a superior sensor for change detection as images for this purpose are obtained at various times of day under varying conditions.
In this paper, we have implemented image differencing, ratio, Euclidean distance, Mahalanobis distance, subspace projection-based [3] [4] [5] , Wiener filter-based change detection [6] and compared their performance to one another. We demonstrate all algorithms on co-registered SAR images obtained from a high resolution, VV-polarized SAR system. In Section 2, we discuss difference-based change detection, Euclidean distance, and ratio change detection methods which comprise the simpler change detection methods implemented in this paper. In Sections 3-5 we discuss more complex methods such as Mahalanobis distance, subspace projection-based change detection, and Wiener filter-based change detection, respectively. We present experimental results in Section 6. Finally, a conclusion is provided in Section 7.
DIFFERENCE, EUCLIDEAN DISTANCE, IMAGE RATIOING CHANGE DETECTION
In simple difference-based change detection a pixel from one image (the reference image) is subtracted from the pixel in the corresponding location of another image (the test image) which has changed with respect to the reference image. If the difference is greater than a threshold, then a change is said to have occurred. One can also subtract a block of pixels from one image from the corresponding block from a test image. This is referred to as Euclidean difference if the blocks of pixels are arranged into vectors and the L-2 norm of the difference of these vectors is computed. We implemented the Euclidean distance as in (1) where we computed the L-2 norm of the difference between a block of pixels (arranged into a 1 dimensional vector) from reference image, , and the corresponding block in the test image, , to obtain an error,
where and are vectors of pixels taken from and , respectively at location (i,j). We display this error, , as an image. When no change has occurred this error is expected to be low and the error will be high when a change has occurred. While simple differencing considers only two pixels in making a change decision, the
Euclidean distance takes into account pixels within the neighborhood of the pixel in question. This regional decision may have a smoothing effect on the change image at the expense of additional computational complexity.
Closely related to the Euclidean distance metric for change detection is image ratioing. In many change detection applications ratioing proved more robust to illumination effects than simple differencing.
It is implemented as follows:
where and are pixels from the same locations in the test and reference images, respectively. 
MAHALANOBIS DISTANCE-BASED CHANGE DETECTION
Simple techniques like differencing and image ratioing suffer from sensitivity to noise and illumination intensity variations in the images. Therefore, the Mahalanobis distance measure is used to detect changes in SAR imagery. In this change detection application, we obtain an error (change) image by computing the Mahalanobis distance between and to obtain as follows.
where term in the Mahalanobis distance is the inverse covariance matrix computed from vectors of pixels in . By considering the effects of other pixels in making a change decision with the inclusion of second order statistics, the Mahalanobis distance method is expected to reduce false alarms. The term should improve the estimate by reducing the effects of background clutter variance which, for the purpose of detecting mines in SAR imagery, does not constitute a significant change.
SUBSPACE PROJECTION-BASED CHANGE DETECTION
In order to apply subspace projection to change detection a subspace must be defined for either the reference or test image. We computed the covariance of a sample from and its eigenvectors and eigenvalues as follows:
where X is a matrix of pixels whose columns represent a block of pixels in , having mean . is a square matrix of size NxN whose elements are 1/N, where N is the number of columns of X. We define the subspace of the reference data, which we can express using eigen decomposition in terms of its eigenvectors, V, and eigenvalues,
We truncate the number of eigenvectors in , denoted by , to develop a subspace projection operator, :
The projection of the test image onto the subspace of the reference image will provide a measure of how much of the test sample is represented by the reference image. Therefore, by computing the squared difference between the test image and its projection onto the subspace of the reference image we obtain an estimate of the difference between the two images,
We evaluated the effects of various levels of truncation and display the best results achieved. In our implementations we include the term in the subspace projection error term as follows:
We expect it will play a similar role as it does in the Mahalanobis prediction and further diminish false alarms by suppressing the background clutter.
WIENER PREDICTION-BASED CHANGE DETECTION
We propose a Wiener prediction-based change detection algorithm to overcome some of the limitations of simple differencing, namely to exploit the highly correlated nature of speckle noise, thereby reducing false alarms. The Wiener filter [6] is the linear minimum mean-squared error estimator for second-order stationary data. represents the expectation operator, X is a matrix of pixels whose columns represent a block of pixels from , Y is a matrix of pixels from whose columns represent a block of pixels at the same locations as those in X, is the cross correlation matrix of X and Y, and is the auto correlation matrix of X. The equations in (9) imply that W satisfies the Wiener-Hopf equation, which has the following solution: 
Consider the signal
We expect it will play a similar role as it does in the Mahalanobis prediction and further diminish false alarms by suppressing the background clutter. In our work we implemented (13) to detec hanges in pixels occurring from one image to another. 
EXPERIMENTAL RESULTS
Results from all methods implemented were normalized between zero and one before producing ROC curves. The threshold to generate the ROC curves also ranged from zero to one in increments of 10 -3 . We used multi-look data collected at X band from a high resolution, VV-polarized SAR system (Fig. 1a and 1b) . Small mines, comprising about a 5x5 pixel area, appear in the test image (Fig. 1b) . The size of both the reference and test image is 950x950 pixels. Ground truth was provided which indicates the approximate center location of the known mines; we defined the mine area as an area slightly bigger than the average mine, centered at the locations indicated by ground truth information. To determine the performance, a hit was tabulated if at least a single pixel within the mine area surpassed the threshold. Any pixel outside of a mine area ch surpassed the threshold was counted as a false alarm. Fig. 2a shows the pixel differencing and Fig. 2b shows the Euclidean distance change images. The ratio change image obtained from (2) is represented in Fig. 3a . The local Mahalanobis distance change detection results is shown in Fig. 3b . The local implementation results in Figs. 3b, 4a , and 4b are from implementations where the inner window was of size 3x3; the outer window, from which we constructed X and Y matrices to compute the second order statistics, was of size13x13. We gathered one hundred and sixty-nine overlapping 3x3 blocks from the 13x13 area, arranged each into a 9x1 vector, and placed them as columns in a matrix of size 9x169. We re-computed X each iteration to determine change at each pixel. The three very bright spots in the original images, Fig.  1 , are used to register the images and were identified as changes in the simple change detection methods. The local methods which incorporated image statistics were able to eliminate these bright areas from the change image (Figs.  3a, 4a, and 4b C , and ratio methods all show similar performance. However, the local Mahalanobis distance method begins to perform worst than the others from about .4 to .65 probability of detection (Pd) rate, then surpasses all the other methods above Pd = .65.
The simple differenc
CONCLUSIONS
Results above indicate that in general the more complex algorithms exhibited superior performance as compared to the simple methods. Experimental results also indicate that taking into account the local spatial and statistical properties of the image improves the change detection performance. Local characteristics are used in computing the inverse covariance matrix, resulting in fewer false alarms as compared to the simple change detection methods. ROC curve in Fig. 5 also show that addition of the 1 X C term may serve to mitigate false alarms that arise from speckle which is a hindrance to achieving low false alarm rates with 
