Abstract-In this paper, we propose a new method for decomposing pattern classification problems based on the class relations among training data. By using this method, we can divide a K K K -class classification problem into a series of K K K 2 twoclass problems. These two-class problems are to discriminate class 
I. INTRODUCTION
O NE OF THE most important difficulties in using artificial neural networks for solving large-scale real-world problems is how to divide a problem into smaller and simpler subproblems; how to assign a network module to learn each of the subproblems; and how to recombine the individual modules into a solution to the original problem. In the last several years, many researchers have studied modular neuralnetwork learning approaches to dealing with this problem, for example see [4] , [6] , [13] , [18] , [25] , [30] . Up to now, various task decomposition methods have been developed based on the divide-and-conquer technique [7] . These methods can be roughly classified into three classes as follows.
A. Explicit Decomposition
Before learning, a problem is divided into a set of subproblems by the designer who should have some domain
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Publisher Item Identifier S 1045-9227(99) 07235-5. knowledge and deep prior knowledge concerning the decomposition of the problem [11] . Several modular neural-network systems have been developed based on this decomposition method, see for instance [15] , [29] . The limitation of this method is that sufficient prior knowledge concerning the problems is necessary.
B. Class Decomposition
Before learning, a problem is broken down into a set of subproblems according to the inherent class relations among training data [2] , [6] , [12] . In contrast to the explicit decomposition, this method requires only some common knowledge concerning the class relations among training data. According to this method, a -class problem is divided into two-class problems by using the class relations. The number of training data for each of the two-class problems is the same as the original -class problem.
C. Automatic Decomposition
A problem is decomposed into a set of subproblems with the progressing of learning. Most of the existing decomposition methods fall into this category: for instance, the mixture of experts architecture [13] , [14] and the multisieving neural network [18] - [20] . From computational complexity's point of view, the former two methods are more efficient than this one because a problem has been decomposed into subproblems before learning. Therefore, they are suitable for solving largescale and complex problems. The advantage of this method is that it is more general than the former ones because it can work when any prior knowledge concerning the problem is absent.
In this paper, we address -class classification problems, where each input vector belongs to exactly one of classes represented by , , respectively. We propose a new decomposition method for dividing a -class problem into a set of relatively smaller and simpler two-class problems. The central idea underlying this method is to use the class relations among training data [21] , which is similar to the class decomposition method mentioned above. Our method has two important advantages over the class decomposition method as follows.
1) The two-class problem obtained by our method is to discriminate class from class for and , while the existence of the training data of the other classes is ignored. Therefore, the number of training data for each of the two-class problems is , which is independent of the number of classes . Here, for simplicity of description, the assumption we made is that each of the classes has the to the inputs in the shadow areas should be . Otherwise, 1 0 . The three classes are represented as "1," "2," and "3." The dashed lines denote desirable boundaries among the classes. This notation will be also used in Fig. 2 .
same number of training data . However, the two-class problem obtained by the class decomposition method has to discriminate between one class and the rest classes. Therefore, the number of training data for each of the two-class problems is , which is the same as the original -class problem.
2) If the two-class problem of discriminating class from class is still hard to be learned, it can be further divided into a number of two-class subproblems as small as the user expects by using the decomposition method suggested here. However, the class decomposition method can not be applied to decomposing two-class problems. We also propose two module combination principles which give practical guidelines in integrating the individual trained modules. After learning of each of the two-class problem with a network module, we can easily integrate all of the trained modules into a min-max modular (M ) network according to the proposed module combination principles and obtain a solution to the original problem. Consequently, a large-scale and complex -class problem can be solved effortlessly and efficiently by learning a series of relatively smaller and simpler two-class problems in parallel.
The remainder of this paper is organized as follows. In Section II, we present a new decomposition method. In Section III, we give two module combination principles and a new modular neural-network architecture. Section IV presents several examples and simulation results. Section V mentions the related work and compares the proposed modular network with other models. Finally, conclusions are given in Section VI.
II. TASK DECOMPOSITION
The decomposition of a large-scale and complex problem into smaller and simpler subproblems is the first step to implement modular neural-network learning. In this section, we present a new method for decomposing a -class classification problem into a series of smaller and simpler two-class problems.
A. Decomposition of -Class Problems
Suppose that grandmother cells are used as output representation, in which output units can only represent classes of patterns at most, and one and only one output unit is active at a time [3] . Let be the training set for a -class problem (1) where is the input vector, is the desired output, and is the number of training data.
Following the class decomposition method [2] , [6] , [12] , a -class problem can be divided into two-class problems. The training set for each of the two-class problems is defined by for (2) where is the desired output which is defined by if belongs to class if belongs to class (3) where is a small positive real number, denotes all the classes except . It should be noted that the number of training data for each of the two-class problems given by (2) is the same as the original -class problem. Fig. 1 illustrates a three-class classification problem and its three partitions, i.e., three two-class problems obtained by the class decomposition method [2] , [6] , [12] .
If a -class problem is a large and complex problem (e.g., is a large number and there are a large number of training data for each of the classes), to learn the two-class problems defined by (2) may be still intractable. One may ask: whether can the two-class problems be further decomposed into relatively smaller and simpler two-class problems? We will give an answer to this question in the remainder of this section.
B. Decomposition of Two-Class Problems
By using the class relations provided by training set , the input vectors can be easily partitioned into subsets in the form for (4) where is the number of data of , all of have the same desired outputs, and . Note that this partition is unique.
We suggest that each of the two-class problems defined by (2) can be further divided into relatively smaller two-class problems. The training set for each of the smaller two-class problems is given by for and (5) where and are the input vectors belonging to class and class , respectively. It is important to emphasize that the two-class problem defined by (5) is to discriminate between class and class for and , and the existence of the training data of the other classes is ignored. Obviously, this two-class problem is much smaller than that defined by (2) if is large and the number of data for each of the -classes is roughly equal. Fig. 2 illustrates the partition of the three two-class problems depicted in Fig. 1(b) , (c), and (d) into six relatively smaller two-class problems by using the proposed task decomposition method.
From (5), we see that partitioning each of the two-class problems into smaller two-class problem is simple and straightforward, and no domain specialists or a prior knowledge concerning the decomposition of the learning problems are required. Consequently, any user can easily perform this decomposition if he or she knows the number of training data belonging to each of the classes.
C. Fine Decomposition of Two-Class Problems
Even though a -class problem can be broken down into relatively smaller two-class problems, some of the two-class problems may be still hard to be learned. For example, the well-known "two-spirals" problem is a twoclass problem, but it is hard to be learned by plain three-layer perceptrons trained by the standard backpropagation algorithm [16] . In order to deal with this problem, we suggest that the two-class problem defined by (5) can be further decomposed into a number of two-class subproblems as small as the user expects according to the class relations among training data.
Assume that the input set defined by (4) is partitioned into subsets in the form for (6) where is the number of data of , and . This partition is not unique in general. One may give a partition randomly or by using a prior knowledge concerning the learning problems. We will discuss two different methods for implementing this partition and compare their performance in Section IV in detail.
After dividing the training input set into subsets (6), the training set for each of the smaller and simpler two-class problems can be given by for and
where and are the input vectors belonging to class and class , respectively. If the training set has only two different elements in the form for and (8) this training set is obviously a linearly separable problem because any two different training patterns can always be separated by a hyper-plane. In Section IV, we will demonstrate how to decompose the XOR problem into four linearly separable problems according to (8) .
III. MIN-MAX MODULAR NETWORK
In order to implement modular learning, we have to deal with two key problems. One is how to decompose a complex learning problem into a number of independent smaller and simpler subproblems. The other is how to recombine individual trained modules into a solution to the original problem. In this section we first introduce three integrating units. Then we present two module combination principles and discuss how to reduce the number of learning problems. Finally, we present a new hierarchical, parallel, and modular neuralnetwork architecture called the min-max modular network.
A. Three Integrating Units
We introduce three integrating units, namely MIN, MAX, and INV, respectively, which are the elements of connecting individual trained modules.
The basic function of an MIN unit is to find a minimum value from its multiple inputs. The transfer function of the MIN unit is given by (9) where are the inputs and is the output which is the smallest one among the inputs, for , and . The basic function of an MAX unit is to find a maximum value from its multiple inputs. The transfer function of the MAX unit is given by (10) where are the inputs and is the output which is the largest one among the inputs.
The basic function of an INV unit is to invert its single input. The transfer function of the INV unit is given by (11) where , , and are the upper limit of its input value, input, and output, respectively.
From the definitions of the three integrating units mentioned above, we can see that the MIN, MAX, and INV units are similar to the logical AND, OR, and NOT gates, respectively. The essential difference between the integrating units and the logical gates is that both the inputs and outputs of the integrating units are real continuous values, instead of binary values.
B. The Principles of Module Combination
According to (7), a -class classification problem can be divided into (12) smaller and simpler two-class problems. Suppose that each of the two-class problems has been learned by a network module completely. One may ask a question: how to recombine the outputs of the individual trained modules into a solution to the original problem? In this section, we will present two module combination principles which give the user a systematic way of integrating the individual trained modules.
1) Minimization Principle:
The modules, which were trained on the data sets which have the same training inputs corresponding to desired outputs , should be integrated by the MIN unit.
Let us give an explanation of the minimization principle through the two-class classification problems depicted in Fig. 2 (a) and (b). Suppose that the two-class problems had been learned by two modules and , respectively. How can the outputs of the two individual modules be recombined into a solution to the original two-class problem depicted in Fig. 1(b) ? A simple way to deal with this problem is to find minimum output values from the two individual modules. The reason for performing this minimization operation is that the training inputs corresponding to desired outputs are the same in the two problems, while the difference between them is only the training inputs whose desired outputs are . For example, if the regions represented as "U" in Fig. 2 (a) and (b) are classified as class "1" by the two trained modules, i.e., high responses are generated by the two modules when the inputs from the regions are presented, these classification are correct from individual modules' point view because there exists no training data in the regions. But, from the original problem's point of view, these classifications are incorrect since the regions in the original problem should correspond to low response [see Fig. 1(b) ]. The combination of the outputs of the two modules through the MIN unit gives low response in both the regions. From this example, we see that the MIN unit makes the proper decision region of each module active and the incorrect decision region of each module prohibitive. In fact, the MIN unit implements a competition among the individual modules. The winner is the module whose output is the lowest. Although this example is simple, it illustrates the essential concepts.
2) Maximization Principle: The modules, which were trained on the data sets which have the same training inputs corresponding to desired outputs , should be integrated by the MAX unit.
Consider the combination of the individual network modules which were trained on the following two-class problems defined by (7): (13) From the definition of the above two-class problems, the training sets in each row of (13) have the same training inputs corresponding to the desired outputs . In contrast, the training sets in each column of (13) have the same training inputs corresponding to the desired outputs . According to the minimization and maximization principles, the modules that were trained on the two-class problems can be integrated into an M network as illustrated in Fig. 3 .
C. Reduction of the Number of Learning Problems
From (5), we see that a -class problem can be broken down into two-class problems. In fact, among them, only two-class problems are different, and other ones can be replaced by the inverses of the former ones. Therefore, the number of two-class problems that need to be learned can be reduced to . For example, the problem depicted in Fig. 2(a) is the same as depicted in Fig. 2 (c) from pattern classification's point of view. The difference between them is only their desired outputs. Suppose that has been learned by a network module correctly. If we need to learn , we can get the solution by using the inverse of the output of , instead of training a new network module on . According to the above discussion, the number of two-class problems as given by (12) can be reduced to (14) Fig . 13 illustrates the proposed min-max modular network for solving a four-class classification problem, in which INV units are used to invert the outputs of , and , respectively.
D. Min-Max Modular Network
After training of each of the modules which were assigned to learn associated subproblems, all of the individual trained modules can be easily integrated into an M network by using the MIN, MAX, or/and INV units according to the proposed module combination principles. Let denote the actual output vector of the whole M network for a -class classification problem, let denote the transfer function of the M network. We may then write (15) where , and is called the discriminant function, which discriminates the patterns of class from those of the rest classes. The M network is said to assign an input to class if and for (16) where and denote the high and low desired outputs, respectively, is a real number, which denotes the error tolerance. For example, and are set to and in the simulations of this paper.
In the following, we describe the discriminant functions of two kinds of M networks: i) no INV unit is involved in integrating individual trained modules and ii) the INV units are involved in module combination.
1) No INV Unit:
The discriminant function of the M network which is constructed to learn the two-class problems can be given by (17) where is the activation function of the module trained on (5). In a similar way, the discriminant function of the M network which is constructed to learn two-class problems can be expressed as (18) where is the activation function of the module trained on (7) . It should be noted that is exactly equivalent to if . 2) Involving INV Units: By replacing the module for with the inverse of the module , the discriminant functions defined by (17) and (18) can be restated as (19) and (20) respectively, where the terms and denote the inverses of and , respectively, which can be implemented by the INV units, denotes the upper limit of the output value of each module. For example, is set to one in all of the following simulations because the standard sigmoidal activation function is used.
IV. EXAMPLES AND SIMULATIONS
In this section, six examples are presented. The first one is used to illustrate how to decompose a linearly nonseparable problem into a number of linearly separable problems. The second one is used to demonstrate how to divide a complex two-class problem into a number of smaller and simpler twoclass problems according to two different partition techniques. The third and fourth ones are simulated to examine the generalization performance of the proposed M network for solving real multiclass classification problems. In the fifth example, the method for randomly dividing a problem into a number of subproblems is examined on its effects on training time and generalization performance. The last one is used to demonstrate the classification power and effectiveness of the proposed M network for solving large-scale and complex problems.
In the following simulations, the structures of all the single and modular networks are chosen to be multilayer perceptrons (MLP's) with one hidden layer or multilayer quadratic perceptrons (MLQP's) [17] with one hidden layer. All of the single and modular networks are trained by the standard backpropagation algorithm [27] or the modified backpropagation algorithm [1] . The momentums are set all to 0.9. The learning rates are selected through practical experiments. A summary of the simulation results is shown in Tables I-IV, where "Max" means the maximum CPU time required to train any network modules. All of the simulations were performed on a SUN Ultra2 workstation.
A. XOR Problem
It is known that the XOR problem is a linearly nonseparable problem. The four training inputs for the XOR problem are depicted in Fig. 4(a) . According to the proposed decomposition method (8), the XOR problem was divided into four linearly separable problems:
, and , which are depicted in Fig. 4(b) -(e), respectively. Four perceptrons represented as , and were selected to learn , and , respectively. Each of the perceptrons was trained by the traditional perceptron learning algorithm [24] . The four trained perceptrons were integrated into an M network as shown in Fig. 5 according to the The training inputs for T (1; 1) , (c) T (1; 2) , (d) T (2; 1) , and (e) T (2; 2) , respectively. The black and white points represent the inputs whose desired outputs are "0" and "1," respectively, and grey represents only the background of the figures. This notation will be also used in Figs. 7 and 8.
module combination principles. The responses of the four perceptrons, their combinations, and the entire M network are shown in Fig. 6(a) -(g), respectively. Comparing Fig. 4(a) with Fig. 6(g) , we can see that the M network recognizes the XOR problem correctly. 
B. Two-Spirals Problem
The "two-spirals" problem [16] is chosen as a benchmark problem for this study because it is an extremely hard twoclass problem for plain MLP's, and the input-output mapping formed by each of the individual trained modules is visible. The aim of this example is to demonstrate how to divide a complex two-class problem into a series of smaller and simpler two-class problems by using two different partition techniques, namely randomly partition and space-grid partition, respectively. The 194 training inputs of the original two-spirals problem are shown in Fig. 7(a) . In the following four comparative simulations were performed on this problem.
In the first simulation, the original training inputs belonging to class and class [see Fig. 7 (a)] were divided into six training subsets randomly according to a uniform distribution in the two-dimensional space. These six training subsets are shown in the panels of the top two rows of Fig. 8 . The training inputs of the nine subproblems were constructed from the combinations of the above six training subsets. These training inputs are shown in the panels of the bottom three rows of Fig. 8 . The nine subproblems are represented as , and , respectively. Note that the subproblems in the same row of Fig. 8 have the same training inputs corresponding to the desired outputs "1," i.e., the same white points. Nine MLQP's were selected as the network modules to learn the nine subproblems. Each of the six network modules has 20 hidden units and each of other three network modules has 25 hidden units. After the nine subproblems had been learned by the corresponding network modules, which are represented as , and , respectively, the individual trained modules were integrated into an M network as illustrated in Fig. 9 . The responses of the individual trained modules are shown in Fig. 10(a)-(i) , respectively. The combination of the outputs of , and by the MIN unit is shown in Fig. 11(a) . The combination of the outputs of , and by the MIN unit is shown in Fig. 11(b) . The combination of the outputs of , and by the MIN unit is shown in Fig. 11(c) . The response of the entire M network is shown in Fig. 12(a) .
In the second simulation, the original training inputs belonging to class and class were divided into six training subsets by partitioning the input variable through the axis of abscissas into three slight overlapping intervals [21] . We call this partition method the space-grid partition. The training inputs of the nine subproblems were constructed from the combinations of the above six training subsets. Similar to the first simulation, nine MLQP's were selected as the network modules to learn the corresponding nine subproblems. All of the MLQP's were chosen to be five hidden units, except that one module was selected to be 25 hidden units. The corresponding M network has the same structure as shown in Fig. 9 . The response of the entire M network is shown in Fig. 12(b) .
In the third simulation, the original problem was divided into 36 subproblems by using the space-grid partition method. The aim of this simulation is to show both the maximum and the total CPU times required for training the individual modules can be reduced by dividing the original problem into a large number of smaller and simpler two-class problems, i.e., further decreasing the complexity of each of the subproblems. The response of the corresponding M network is shown in Fig. 12(d) .
Although 100% success rates on training data were achieved by all of the three simulations mentioned above, the success rate on test data, i.e., the generalization accuracy, obtained by the first simulation is lower than those obtained by the second and third simulations. This test result can also be observed directly by comparing Fig. 12(a) with (b) and (c). The reason for this result seems that the geometric relations among the original training data [see Fig. 7(a) ] was damaged to a large extent by randomly dividing the original problem into several subproblems (see the panels of the bottom three rows of Fig. 8 ). In contrast to randomly partition, if the interval overlapping is wide enough, the geometric relations among the original training data can be well preserved in each of the subproblems obtained by using the space-grid partition method. We think that analysis of the randomly partition and space-grid partition methods theoretically is an important problem for the future work.
In the fourth simulation, the original two-spirals problem was learned by a plain MLQP with 40 hidden units. Even 200 000 epochs were performed, the sum of squared error was still about 0.57. The network has not yet achieved the desired error (0.01). The response of the network is shown in Fig. 12(d) .
The CPU times required to train the single and modular networks in the above four simulations are shown in Table I . The generalization performance of the single and modular networks are examined on 1746 test inputs as shown in Fig. 7(b) . The test results are also shown in Table I . 
C. Vehicle Classification
This real classification problem [22] is to classify a given vehicle silhouette as one of four types of vehicle by using a set of features extracted from the silhouette. The vehicle silhouettes were captured with a spatial resolution of 128 128 pixels quantized to 64 grey levels. These silhouettes were cleaned up, binarized and subsequently processed to produced 18 variables intended to characterize shape. The data set was divided into training and test sets. Each of the two sets consists of 423 data. The number of attributes is 18 and the number of classes is four. The original problem was decomposed into two-class problems. Six MLQP's were selected as the network modules to learn the six subproblems, respectively. All of the MLQP's were chosen to be four hidden units, except that the module used to train on was selected to be eight hidden units. The six individual trained modules were integrated into an M network as illustrated in Fig. 13 . The original problem was also learned by a plain MLQP with 24 hidden units. The simulation results are shown in Table I .
D. Image Segmentation
The image segmentation problem [22] is a real problem. 1 The instances in the problem were drawn randomly from a database of seven outdoor color images. The images were hand-segmented to create a classification for every pixel as one of brick-face, sky, foliage, cement, window, path, and grass. The problem consists of 210 training data and 2100 test data. The number of attributes is 18 and the number of classes is seven. The original problem is decomposed into two-class problems according to the proposed decomposition method (5) . Each of the two-class problems consists of 60 training data. Each of the 21 two-class problems was learned by an MLP with one and two hidden units, respectively. All of the 21 trained modules were integrated into an M network 1 In the original data set, there are 19 attributes. Since the third attribute is a constant number, we delete it from the data set and use only 18 attributes in the simulation. Table II . For the single MLP with 33 hidden units, even 200 000 epochs were performed ten times with various initial weights and learning rates, no successfully learning was obtained, i.e., the desired error (0.05) was not achieved. From Table II , we can see that the proposed M network is far superior to single networks in training time, and meanwhile its generalization performance is better than that of single networks.
E. DNA Problem
The DNA problem is a three-class classification problem [22] , which is to recognize the following three classes: 1) exon/intron (EI) boundaries; 2) intron/exon (IE) boundaries; and 3) neither (N). The DNA dataset consists of 2000 training data and 1186 test data. The number of attributes is 180 and the number of classes is three. Let , and be the training input subsets for class IE, class EI, and class N, respectively. Fig. 8 . Randomly partition of the two-spirals problem. The panels in the top two rows show the 97 training inputs corresponding to desired output "1" and 97 training inputs corresponding to desired output "0" are randomly divided into three parts, respectively. The panels in the bottom three rows show the nine subproblems constructed from the combinations of the training inputs in the panels of the top two rows.
The numbers of data in , and are 464, 485, and 1051, respectively. In the simulations, for , and 3 are randomly divided into several roughly equal subsets. The following four kinds of partitions are performed: 1) , and ; 2) , and ; 3) and ; and 4) , and . According to (14) , the total numbers of subproblems for the above four partitions are 20, 51, 125, and 489, respectively. The maximal numbers of training data for each of the subproblems belonging to the above four partitions are 506, 317, 203, and 115, respectively. In the simulations, for each of the four kinds of partitions, the original dataset was randomly divided into a number of subproblems ten times. Three-layer MLP's with four different numbers of hidden units, i.e., 1) five hidden units; 2) three hidden units; 3) two hidden units; and 4) one hidden unit, were selected as network modules for the above four kinds of partitions, respectively. All the network modules were trained by the conventional backpropagation algorithm [27] . The performance of the corresponding M networks are shown in Table III . From the simulation results, we see that even the DNA problem was randomly divided into 489 subproblems, the corresponding M network can still obtain better generalization performance (93.51%) than single MLP (91.2%), C4.5 (92.4%), -NN (85.4%), and probabilistic neural network (83.6%) [5] , [23] , and meanwhile the training time can be reduced greatly.
F. Shuttle Problem
The shuttle problem concerns the position of radiators within the Space Shuttle of NASA. The shuttle data set [22] is a seven-class problem and contains nine attributes all of which are numerical. The training set consists of 43 500 patterns and the test set contains 14 500 patterns. In order to investigate the classification power and effectiveness of the M network and to compare it with the conventional MLP and class-sensitive neural network (CSNN) [2] , [6] , [12] , in learning of largescale and complex pattern classification problems, the shuttle data set is learned by the following three kinds of networks: i) single MLP; ii) CSNN; and iii) the M network. The MLP is trained by the standard backpropagation algorithm [27] , while both CSNN and the M network were trained by the modified backpropagation algorithm [1] . In the simulations, training was stopped when no training patterns remained misclassified or the total number of epochs was reached to 20 000.
1) Single MLP:
The shuttle problem was first learned by a single MLP with one hidden layer. We investigated the following hidden layer sizes for the MLP's: 30, 60, 90, 120, 150, and 180. Unfortunately, no successfully learning was obtained. Since the smallest sum of squared error is still about 4378, no any training data and test data can be correctly recognized by the trained single MLP's, i.e., the successfully rates on both training data and test data are 0! 2) CSNN: According to class decomposition method [2] , [6] , [12] , the original shuttle problem was divided into seven two-class problems each of which contains 43 500 training data. Seven MLP's with one hidden layer are selected to learn the seven two-class problems. We investigated the following hidden layer sizes for the MLP's: 30, 60, and 90. The best learning accuracy was obtained with 60 hidden units. All of the seven two-class problems could not be learned completely.
The simulation results are summarized in Table IV. 3) The Network: In this simulation, the training set belonging to class is randomly divide into ten subsets each of which contains about 3410 patterns, and the training set belonging to class is randomly divided into two subsets each of which contains 3374 patterns. After performing these partitions, the total number of two-class subproblems becomes 90.
Each of the 90 two-class problems is learned by an MLP with a single hidden layer. The numbers of hidden units for the MLP's are selected within the range from 12 to 36. After training of the 90 modules, the 90 trained modules were integrated into an M network. The simulation results are shown in Table IV . Although there exist 17 hard two-class subproblems which could not be learned completely, success rate on the training data set is near to 100%. The results of Table IV show that the M network is superior to CSNN's in the aspects of convergence speed, learning accuracy, and generalization performance. The other advantage of the M network over CSNN's is that to get absolute 100% success rate on the training data set or to reduce the CPU time required for training each of the modules can be efficiently achieved with the M network by directly applying the task decomposition method to dividing each of the hard two-class subproblems into a set of smaller and simpler twoclass subproblems, while to obtain 100% success rate on training data by CSNN's is quite difficult because it is hard to achieve completely learning of each of the seven large twoclass problems by the modified backpropagation algorithm [1] and the large two-class problems can not be further divided into a set of relatively smaller and simpler two-class problems.
V. RELATED WORK
There is a variety of ties that can be made between the M network and related work in machine perception, statistical pattern classification, modular neural networks, and fuzzy neural systems. In this section, we discuss some of these ties and compare the M network with other models.
A. Multiple Discriminant Calculators
In [26] , Nilsson presented a general -class classifier architecture that consists of individual discriminant calculators. The basic ideas behind this architecture are to divide a -class classification problem into individual two-class problems and select the largest output as a solution to the original problem from the individual discriminant calculators. By applying this architecture to constructing multiclass classifiers, he also proposed the linear machine and piecewise linear machine for solving a class of multiclass classification problems known as linearly separable. In addition, Duda and Hart [8] gave the definition of the pairwise linearly separable problem. However, the classification capabilities of the linear machine and piecewise linear machine limit their usefulness because almost all the real classification problems such as the vehicle and shuttle problems mentioned in the preceded section are nonlinearly separable. Nevertheless, both the linear machine and the piecewise linear machine can be considered as special cases of the M network.
B. Pairwise Classifier
The idea of using maximizing operation to make final decision is well-known in statistical pattern recognition literature and has a long theoretical background [8] , [10] . Friedman recently proposed an alternative statistical classification method called pairwise classifier for solving -class classification problems [9] . The basic idea behind pairwise classifier is to cast a -class problem into a series of two-class problems based on statistic theory and use the maximizing operation to select the final decision boundary from these decision boundaries. The common feature between the M network and Friedman's method is that a -class problem is divided into a series of two-class problems and each of the two-class problems is learned independently, although completely different techniques are used. On the other hand, the combination mechanisms used in the M network and the pairwise classifier are completely distinct. In the pairwise classifier, the final decision boundary is selected from the decision boundaries by performing the maximizing operation, but in the M network, the trained network modules are integrated by MIN units. A most remarkable difference between the M network and the pairwise classifier is that fine decomposition of two-class problems into a series of smaller and simpler two-class problems can not be carried out with Friedman's method.
C. CSNN
CSNN was first proposed by Chen and You [6] , and rediscovered also by Ishihara and Nagano [12] , and Anand and his colleagues [2] . The basic idea of CSNN is to split aclass problem into two-class problems as defined by (2) . A CSNN for a -class problem consists of network modules, and the th network module is used to discriminate the patterns of class from the patterns of the rest classes. In other words, the th network module for class is trained on defined by (2) . Even if the number of patterns for each of classes is roughly equal, may contain much more training patterns belonging to than those belonging to . Such a two-class classification problem is called an imbalanced classification problem [1] . Anand et al. [1] have pointed out that the standard backpropagation algorithm [27] converges slowly for learning these imbalanced two-class problems, and have developed a modified backpropagation algorithm for dealing with the imbalanced two-class problems. They have shown that their modified algorithm is faster than the standard one. However, as we mentioned in Section II, if a -class problem is a large and complex problem, to learn each of the related two-class problems defined by (2) is still intractable.
D. Fuzzy Min-Max Neural Networks
Various fuzzy neural networks involved minimizing (intersection) and maximizing (union) operations have been proposed for different purposes. Although the functions of the MIN and MAX units used in the M network are, respectively, the same as the minimizing and maximizing operations involved in the fuzzy neural networks, the essential purposes of the MIN and MAX units in the M network are very different from those of the minimizing and maximizing operations in the fuzzy neural networks. For example, there are two essential differences between the M network and two kinds of fuzzy min-max (FMM) neural networks [28] , [31] .
1) The MIN and MAX units in the M network are not involved in the learning process and are only used to connect each of trained modules after learning, while the minimizing and maximizing operations in the FMM networks are the weighting operations and performed in both learning and recognition processes.
2) The structure of the M network is modular, while that of the FMM networks is nonmodular.
VI. CONCLUSIONS
A fundamental modularity design paradigm for a broad variety of problems is the divide-and-conquer technique. The research on applying this technique to neural networks is of extreme importance because it enables a broaden use of neural networks. In this paper, we have proposed a new task decomposition method, two module combination principles, and a new modular neural-network architecture. The central idea underlying the task decomposition method is based on the class relations among training data. For a given -class classification problem, we can divide the problem into a set of smaller and simpler two-class problems by using the proposed task decomposition method. Several attractive features of this method can be summarized as follows.
1)
We can break down a problem into a set of subproblems as small as we expect even though we are not domain specialists or we have no any prior knowledge concerning the decomposition of the problem. 2) Training of each of the two-class problems can be greatly simplified and achieved independently. 3) Different network structures or different learning algorithms can be used to learn each of the problems. The proposed module combination principles give us a systematic method for integrating the individual trained modules into a modular network by use of the three integrating units. The simulation results (see Tables I-IV) show several significant advantages of the modular network suggested here over single networks such as easily designing network structure, faster training, and high learning accuracy. The generalization performance of the proposed modular network is about the same as the single networks. The simulation results also show that the proposed min-max modular network is superior to the class-sensitive neural network [2] , [6] , [12] in convergence speed and learning accuracy. The importance of the proposed modular learning framework lies in the fact that it provides us an efficient approach to solving large-scale, real-world pattern classification problems.
