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LINEAR RELATIONS OF OHNO SUMS OF MULTIPLE ZETA
VALUES
MINORU HIROSE, HIDEKI MURAHARA, TOMOKAZU ONOZUKA, AND NOBUO SATO
Abstract. Ohno’s relation is a well-known family of relations among multiple zeta
values, which can naturally be regarded as a type of duality for a certain power series
which we call an Ohno sum. In this paper, we investigate Q-linear relations among Ohno
sums which are not contained in Ohno’s relation. We prove two new families of such
relations, and pose several further conjectural families of such relations.
1. Introduction
The multiple zeta values (MZVs) are defined by the convergent series
ζ(k1, . . . , kr) :=
∑
1≤m1<···<mr
1
mk11 · · ·m
kr
r
∈ R,
where (k1, . . . , kr) is an admissible index (sequence of positive integers whose last com-
ponent is greater than 1). For an index k = (k1, . . . , kr), we call |k| = k1 + · · · + kr its
weight and r its depth.
Definition 1.1 (Dual index). For an admissible index
k = (1, . . . , 1︸ ︷︷ ︸
a1−1
, b1 + 1, . . . , 1, . . . , 1︸ ︷︷ ︸
al−1
, bl + 1) (ap, bq ≥ 1),
we define the dual index of k by
k
† := (1, . . . , 1︸ ︷︷ ︸
bl−1
, al + 1, . . . , 1, . . . , 1︸ ︷︷ ︸
b1−1
, a1 + 1).
For two indices k and e of the same depth, we denote by k ⊕ e the index obtained by
componentwise addition.
Theorem 1.2 (Ohno’s relation; Ohno [5]). For an admissible index k and a non-negative
integer m, we have ∑
|e|=m
e∈Zr
≥0
ζ(k⊕ e) =
∑
|e′|=m
e
′∈Zr
′
≥0
ζ(k† ⊕ e′),
where r and r′ are the depths of indices k and k†, respectively.
Hereafter, we omit such conditions as e ∈ Zr≥0 in the summation of the same type as
above if there is no risk of confusion. Motivated by Ohno’s relation, we introduce Ohno
sums as follows:
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Definition 1.3 (Ohno sum). For an admissible index k and a non-negative integer m,
we define Om(k), O(k), respectively by
Om(k) :=
∑
|e|=m
ζ(k⊕ e) ∈ R,
O(k) :=
∞∑
m=0
Om(k)X
m ∈ R[[X ]].
By using O(k), we can rewrite Ohno’s relation as
O(k) = O(k†).(1)
One may naturally ask whether (1) exhausts the relations among Ohno sums or not. The
answer is negative in general. In fact, in weights 6 and 7, we have new relations
O(1, 2, 3) +O(1, 3, 2) +O(3, 1, 2)−O(2, 4)− 3O(3, 3) = 0,(2)
O(1, 2, 4) +O(1, 4, 2) +O(4, 1, 2)−O(2, 5)− 2O(3, 4)− 2O(4, 3) = 0,(3)
O(2, 3, 2) +O(1, 4, 2) +O(1, 3, 3)−O(3, 1, 3)−O(2, 2, 3)−O(2, 1, 4) = 0.(4)
In higher weights, we have further new relations among O(k)’s (see Table 1).
Table 1. The dimensions of Q-linear relations among O(k)’s
Weight of k 2 3 4 5 6 7 8 9 10 11 12 13
Relations spanned by (1) 0 1 1 4 6 16 28 64 120 256 496 1024
All relations (conjectural) 0 1 1 4 7 18 35 80 162 352 723 1530
The aim of this paper is to investigate the “missing” relations among O(k)’s, that is,
the relations which do not come from (1). As particular cases of such relations, we prove
the following two families of relations (Theorems 1.4 and 1.6) which generalize (4) and
(2), (3), respectively.
Unfortunately, these families still do not exhaust all the missing relations. The complete
set of relations which gives the deficit of the dimension is still to be understood. In the
search of further missing relations, we have found several new conjectural families of such
relations. These conjectures will be stated in Section 4.
Theorem 1.4 (Double Ohno relation). Let d and n0, . . . , n2d be non-negative integers,
and k the index
({2}n0, 1, {2}n1, 3, . . . , {2}n2d−2, 1, {2}n2d−1, 3, {2}n2d).
Then, we have ∑
|e|=m
O(k ⊕ e) =
∑
|e′|=m
O(k† ⊕ e′)
for a non-negative integer m, or equivalently,∑
|e1|=m1
∑
|e2|=m2
ζ(k⊕ e1 ⊕ e2) =
∑
|e′
1
|=m1
∑
|e′
2
|=m2
ζ(k† ⊕ e′1 ⊕ e
′
2)
for non-negative integers m1 and m2.
Remark 1.5. The relation (4) is the case k = (1, 3, 2) and m = 1 of Theorem 1.4.
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We denote by k x˜ l the formal sum of all shuffles of the indices k and l e.g.,
(a) x˜ (b, c) = (a, b, c) + (b, a, c) + (b, c, a).
For an admissible index k and an integer s ≥ 2, we put
F (s;k) := O((s) x˜ k)−O((s) x˜ k†).
Theorem 1.6. For integers s, t ≥ 2, we have
F (s; (t+ 1)) = F (t; (s+ 1)).
Remark 1.7. The relations (2) and (3) are the cases (s, t) = (2, 3) and (s, t) = (2, 4) of
Theorem 1.6, respectively.
This paper is organized as follows: In Section 2, we prove Theorem 1.4, and in Section
3, we prove Theorem 1.6. In Section 4, we give several conjectural relations among O(k)’s.
2. Proof of the double Ohno relation
2.1. Notation. We recall Hoffman’s algebraic setup with a slightly different convention
(see Hoffman [2]). Let H := Q 〈x, y〉 be the non-commutative polynomial ring in two
indeterminates x and y. We define aQ-linear map Z : yHx→ R by Z (yxk1−1 · · · yxkr−1) :=
ζ(k1, . . . , kr). Let τ be the anti-automorphism of H that interchanges x and y. Put
Ĥ := Q 〈〈x, y〉〉. We define the map σ as an automorphism of Ĥ[[t]] satisfying σ(x) = x
and σ(y) = y(1− xt)−1, and the Q-linear map σm : H → H as the homogeneous degree m
components of σ. We define the Q-linear map T : H→ H by T (1) := 1 and T (u1 · · ·ur) :=
ur · · ·u1 for ui ∈ {x, y} (i = 1, . . . , r). We also define the Q-linear operators Ly, Rx on H
by Ly(w) = yw,Rx(w) = wx (w ∈ H).
We put I(k1, . . . , kr) := yx
k1−1 · · · yxkr−1. Then we have∑
|e|=m
I(k ⊕ e) = σm(I(k))
and
I({2}n0, 1, {2}n1, 3, . . . , {2}n2d−2 , 1, {2}n2d−1, 3, {2}n2d)
= y(xy)n0(yx)n1+1(xy)n2+1(yx)n3+1 · · · (xy)n2d−2+1(yx)n2d−1+1(xy)n2dx.
Thus, Theorem 1.4 is restated as follows:
Theorem 2.1. For w ∈ yQ〈xy, yx〉x and non-negative integers m1, m2, we have
σm1σm2(w − τ(w)) ∈ kerZ .
2.2. Preliminary to the proof.
Lemma 2.2. For w ∈ yQ〈xy, yx〉x and non-negative integers m1, m2, we have
σm1τσm2τ(w) = τσm2τσm1(w).
Proof. The statement is equivalent to
σ(1)τσ(2)τ(w) = τσ(2)τσ(1)(w) (w ∈ yQ〈xy, yx〉x),
where σ(1), σ(2) are Q[[t1, t2]]-automorphism of H˜ := Ĥ[[t1, t2]] defined by σ
(i)(x) = x,
σ(i)(y) = y(1− xti)
−1 for i ∈ {1, 2}.
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Let τ ′ be the automorphism on H˜ that interchanges x and y, and Su (u ∈ {x, y}) be a
map on H˜u defined by Su(vu) = uv for v ∈ H˜. We can easily check tha τ = τ
′T = Tτ ′ on
H˜ and Tσ(2)T = S−1y σ
(2)Sy on H˜y. Thus we have
σ(1)τσ(2)τ = σ(1)τ ′Tσ(2)Tτ ′
= σ(1)τ ′S−1y σ
(2)Syτ
′
= σ(1)S−1x τ
′σ(2)Syτ
′
= S−1x σ
(1)τ ′σ(2)τ ′Sx
on H˜x. By a similar calculation,
τσ(2)τσ(1) = S−1x τ
′σ(2)τ ′σ(1)Sx
on H˜x. Since σ(1)τ ′σ(2)τ ′ and τ ′σ(2)τ ′σ(1) are ring homomorphisms, and Sx(w) ∈ Q〈xy, yx〉,
it is sufficient to check σ(1)τ ′σ(2)τ ′(v) = τ ′σ(2)τ ′σ(1)(v) for v ∈ {xy, yx}. Moreover, since
σ(1)τ ′σ(2)τ ′(yx) = τ ′(τ ′σ(1)τ ′σ(2)(xy)) and τ ′σ(2)τ ′σ(1)(yx) = τ ′(σ(2)τ ′σ(1)τ ′(xy)), we have
only to check the case v = xy from the symmetry of t1 and t2. By the direct calculation,
we have
σ(1)τ ′σ(2)τ ′(xy) = σ(1)τ ′σ(2)(yx)
= σ(1)τ ′(y(1− xt2)
−1x)
= σ(1)(x(1 − yt2)
−1y)
= σ(1)(xy(1− yt2)
−1)
= xy(1− xt1)
−1(1− y(1− xt1)
−1t2)
−1
= xy(1− xt1)
−1((1− xt1 − yt2)(1− xt1)
−1)−1
= xy(1− xt1 − yt2)
−1
and
τ ′σ(2)τ ′σ(1)(xy) = τ ′σ(2)τ ′(xy(1− xt1)
−1)
= τ ′σ(2)(yx(1− yt1)
−1)
= τ ′(y(1− xt2)
−1x(1 − y(1− xt2)
−1t1)
−1)
= τ ′(yx(1− xt2)
−1((1− xt2 − yt1)(1− xt2)
−1)−1)
= τ ′(yx(1− xt2 − yt1)
−1)
= xy(1− xt1 − yt2)
−1.
This finishes the proof. 
2.3. Proof of Theorem 1.4.
Lemma 2.3. Let V be a Q-vector space and Z˜ : yHx→ V a Q-linear map.
(i). If (σm − τσmτ)(w) ∈ ker Z˜ for all m ∈ Z≥0 and w ∈ yHx, then
(σm1σm2 − τσm1σm2τ)(w) ∈ ker Z˜
for all m1, m2 ∈ Z≥0 and w ∈ yQ〈xy, yx〉x.
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(ii). If (σm − σmτ)(w) ∈ ker Z˜ for all m ∈ Z≥0 and w ∈ yHx, then
(σm1σm2 − σm1σm2τ)(w) ∈ ker Z˜
for all m1, m2 ∈ Z≥0 and w ∈ yQ〈xy, yx〉x.
For w ∈ yQ〈xy, yx〉x and non-negative integers m1, m2, we have
σm1τσm2τ(w) = τσm2τσm1(w).
Proof. First, we prove (i). By the assumption and Lemma 2.2, we have
Z˜ (τσm1σm2τ(w)) = Z˜ (τσm1ττσm2τ(w))
= Z˜ (σm1τσm2τ(w))
= Z˜ (τσm2τσm1(w))
= Z˜ (σm2σm1(w))
= Z˜ (σm1σm2(w)).
Thus we get (i).
Next, we prove (ii). By putting m = 0, we have Z˜ (v) = Z˜ (τ(v)) for v ∈ yHx. Thus (ii)
is an immediate consequence of (i). 
Proof of Theorem 2.1. By Theorem 1.2, (Z˜ , V ) = (Z ,R) satisfies the assumption of Lemma
2.3 (ii). Thus the theorem holds. 
Remark 2.4. A q-analog of multiple zeta values (q-MZVs) defined by
ζq(k1, . . . , kr) :=
∑
1≤m1<···<mr
q(k1−1)m1+···+(kr−1)mr
[m1]
k1 · · · [mr]
kr
∈ R[[q]],
where [m] denotes the q-integer [m] = (1− qm)/(1− q), satisfy Ohno’s relation of exactly
the same form as usual MZVs (see Bradley [1]). Thus they also satisfy the double Ohno
relations by Lemma 2.3.
2.4. Double Ohno relations for finite multiple zeta values. Kaneko and Zagier [4]
introduced the finite multiple zeta values (FMZVs). Set A :=
∏
p Fp/
⊕
p Fp, where p
runs over all primes. For positive integers k1, . . . , kr, the FMZVs are defined by
ζA(k1, . . . , kr) :=
( ∑
1≤m1<···<mr<p
1
mk11 · · ·m
kr
r
mod p
)
p
∈ A.
In this section, we prove an analog of the double Ohno relation for FMZVs. To state our
main theorem, we need another duality due to Hoffman:
Definition 2.5 (Hoffman’s dual index). For an index
k = (1, . . . , 1︸ ︷︷ ︸
a1−1
, b1 + 1, . . . , 1, . . . , 1︸ ︷︷ ︸
al−1−1
, bl−1 + 1, 1, . . . , 1︸ ︷︷ ︸
al−1
, bl) (ap, bq ≥ 1),
we define Hoffman’s dual index of k by
k
∨ := (a1, 1, . . . , 1︸ ︷︷ ︸
b1−1
, a2 + 1, 1, . . . , 1︸ ︷︷ ︸
b2−1
, . . . , al + 1, 1, . . . , 1︸ ︷︷ ︸
bl−1
).
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Theorem 2.6 (Ohno-type relation; Oyama [6]). For a non-empty index k and a non-
negative integer m, we have∑
|e|=m
ζF(k ⊕ e) =
∑
|e|=m
ζF((k
∨ ⊕ e)∨).
For an admissible index k = (k1 . . . , kr), we write k
− := (k1 . . . , kr−1, kr − 1).
Theorem 2.7 (Double Ohno relation for FMZVs). Let d and n0, . . . , n2d be non-negative
integers, and k the index
({2}n0, 1, {2}n1, 3, . . . , {2}n2d−2, 1, {2}n2d−1, 3, {2}n2d).
Then, we have∑
|e1|=m1
∑
|e2|=m2
ζF(k
− ⊕ e1 ⊕ e2) =
∑
|e1|=m1
∑
|e2|=m2
ζF(((k
−)∨ ⊕ e1 ⊕ e2)
∨)
for non-negative integers m1 and m2.
Proof. We define aQ-linear map ZF : yHx→ A by ZF(yx
k1−1 · · · yxkr−1) := ζF((k1, . . . , kr)
−).
We first note that Theorem 2.6 is equivalent to (σm− τσmτ)(w) ∈ kerZF for all m ∈ Z≥0
and w ∈ yHx, since
ZF(σm(I(l))) =
∑
|e|=m
ζF((l⊕ e)
−)
=
∑
|e|=m
ζF(l
− ⊕ e)
and
ZF(τσmτ(I(l))) =
∑
|e|=m
ζF(((l
† ⊕ e)†)−)
=
∑
|e|=m
ζF(((l
−)∨ ⊕ e)∨)
for an admissible index l. Since I(k) ∈ yQ〈xy, yx〉x, we find
(σm1σm2 − τσm1σm2τ)(I(k)) ∈ ker ZF
by Lemma 2.3 (i). This completes the proof since ZF(σm1σm2(I(k))) and ZF(τσm1σm2τ(I(k)))
give the left-hand side and the right-hand side of the theorem, respectively, by a similar
argument as above. 
3. Proof of Theorem 1.6
In this section, we prove Theorem 1.6.
Definition 3.1. For an admissible index k, positive integers s, t ≥ 2, and a non-negative
integer m, we define
Fm(s;k) := Om((s) x˜ k)−Om((s) x˜ k
†),
Dm(s, t) := Fm(s; (t+ 1))− Fm(t; (s+ 1)).
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By definition, Theorem 1.6 is equivalent to Dm(s, t) = 0, and we prove Theorem 1.6
in this form. In what follows, we use the special case of the harmonic product formula
ζ(k)ζ(l) = ζ((k) ∗ l), where
(k) ∗ l = (k) x˜ l +
r∑
i=1
(l1, . . . , li−1, li + k, li+1, . . . , lr)
is the harmonic product of (k) and l = (l1, . . . , lr).
Lemma 3.2. For integers s ≥ 2, t ≥ 1, and m ≥ 0,
Fm(s; (t+ 1)) = −(m+ 1)ζ(s+ t+ 1 +m)
+
∑
m1+m2=m
t−2∑
i=0
Om2({1}
i, s+m1 + 1, {1}
t−2−i, 2)
+
∑
m1+m2=m
Om2({1}
t−1, s+m1 + 2).
Proof. By definition, we have
Fm(s; (t+ 1)) = Om((s) x˜ (t + 1))−Om((s) x˜ (t+ 1)
†).
By the harmonic product formula,∑
m1+m2=m
Om1(s)Om2(t + 1)
=
∑
m1+m2=m
ζ((s+m1) ∗ (t+ 1 +m2))
=
∑
m1+m2=m
{ζ((s+m1) x˜ (t+ 1 +m2)) + ζ(s+ t+ 1 +m1 +m2)}
= Om((s) x˜ (t+ 1)) + (m+ 1)ζ(s+ t + 1 +m).
(5)
Since
(s+m1) ∗ ((t+ 1)
† ⊕ e) = (s+m1) x˜ ((t+ 1)
† ⊕ e)
+
t−2∑
i=0
({1}i, s+m1 + 1, {1}
t−2−i, 2)⊕ e
+ ({1}t−1, s+m1 + 2)⊕ e
for m1 ≥ 0 and e ∈ Z
t
≥0, again by the harmonic product formula, we have∑
m1+m2=m
Om1(s)Om2((t + 1)
†) =
∑
m1+m2=m
∑
|e|=m2
ζ((s+m1) ∗ ((t + 1)
† ⊕ e))
= Om((s) x˜ (t+ 1)
†)
+
∑
m1+m2=m
t−2∑
i=0
Om2({1}
i, s+m1 + 1, {1}
t−2−i, 2)
+
∑
m1+m2=m
Om2({1}
t−1, s+m1 + 2).
(6)
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Since Om2((t+ 1)
†) = Om2(t+ 1), we have∑
m1+m2=m
Om1(s)Om2((t + 1)
†) =
∑
m1+m2=m
Om1(s)Om2(t+ 1).(7)
Combining (5), (6), and (7), we obtain the lemma. 
Lemma 3.3. For positive integers s, t ≥ 3 and m ≥ 1,
Dm−1(s, t) = Dm(s− 1, t) +Dm(s, t− 1).
Proof. Since
t−2∑
i=0
({1}i, s+m1 + 1, {1}
t−2−i, 2)
= (s+m1 + 1) x˜ (t)
† − ({1}t−2, 2, s+m1 + 1),
we have
Fm(s; (t+ 1)) = −(m+ 1)ζ(s+ t+ 1 +m)
+
∑
m1+m2=m
Om2((s+m1 + 1) x˜ (t)
†)
−
∑
m1+m2=m
Om2({1}
t−2, 2, s+m1 + 1)
+
∑
m1+m2=m
Om2({1}
t−1, s+m1 + 2)
for s, t ≥ 2 and m ≥ 0 by Lemma 3.2. Thus we find
Fm(s− 1; (t+ 1))− Fm−1(s; (t+ 1))
= −ζ(s+ t +m) +Om((s) x˜ (t)
†)−Om({1}
t−2, 2, s) +Om({1}
t−1, s+ 1)
for s ≥ 3, t ≥ 2, and m ≥ 1. Therefore,
Dm−1(s, t)−Dm(s− 1, t)−Dm(s, t− 1)
= −(Fm(s− 1; (t+ 1))− Fm−1(s; (t+ 1))) + (Fm(t− 1; (s+ 1))− Fm−1(t; (s+ 1)))
+ Fm(t; (s))− Fm(s; (t))
= ζ(s+ t +m)−Om((s) x˜ (t)
†) +Om({1}
t−2, 2, s)−Om({1}
t−1, s+ 1)
− ζ(s+ t +m) +Om((t) x˜ (s)
†)−Om({1}
s−2, 2, t) +Om({1}
s−1, t+ 1)
+ Fm(t; (s))− Fm(s; (t))
for s, t ≥ 3 and m ≥ 1. Since Om({1}
t−2, 2, s) = Om({1}
s−2, 2, t) and Om({1}
t−1, s+1) =
Om({1}
s−1, t + 1) by Ohno’s relation, and Fm(t; (s)) − Fm(s; (t)) = −Om((t) x˜ (s)
†) +
Om((s) x˜ (t)
†) by the definition of Fm, it readily follows that
Dm−1(s, t)−Dm(s− 1, t)−Dm(s, t− 1) = 0. 
Proof of Theorem 1.6. Recall that Theorem 1.6 is equivalent to Dm(s, t) = 0 for s, t ≥ 2
and m ≥ 0. Since
Dn(s, t) = Dn+1(s− 1, t) +Dn+1(s, t− 1)
for s, t ≥ 3 and n ≥ 0 by the previous lemma, we can reduce the theorem to Dm(2, t) = 0
and Dm(s, 2) = 0 for s, t ≥ 2 and m ≥ 0.
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By the symmetry Dm(s, t) = −Dm(t, s), it suffices to show Dm(s, 2) = 0, that is,
Fm(s; (3))− Fm(2; (s+ 1)) = 0. By Lemma 3.2, we have
Fm(s; (3)) = −(m+ 1)ζ(s+m+ 3)
+
∑
m1+m2=m
Om2(s+m1 + 1, 2) +
∑
m1+m2=m
Om1(1, s+m2 + 2)
on one hand. On the other hand, we have
Fm(2; (s+ 1)) = Om((2) x˜ (s+ 1))−Om((2) x˜ ({1}
s−1, 2))
= (Om(2, s+ 1) +Om(s+ 1, 2))−
( ∑
x+y=s+3
x,y≥2
Om(x, y) +Om(2, s+ 1)
)
= −
∑
x′+y′=s
x′,y′>0
Om(x
′ + 1, y′ + 2)
= −
∑
m1+m2=m
m1,m2≥0
∑
x′+y′=s
x′,y′>0
ζ(x′ +m1 + 1, y
′ +m2 + 2)
by Ohno’s relation. Since
Om1(1, s+m2 + 2) =
∑
a+b=s+m1+m2
0≤a≤m1,0≤b
ζ(a+ 1, b+ 2),
Om2(s+m1 + 1, 2) =
∑
a+b=s+m1+m2
0≤a,0≤b≤m2
ζ(a+ 1, b+ 2),
and ∑
x′+y′=s
x′,y′>0
ζ(x′ +m1 + 1, y
′ +m2 + 2) =
∑
a+b=s+m1+m2
a>m1,b>m2
ζ(a+ 1, b+ 2),
we have
Om1(1, s+m2 + 2) +Om2(s+m1 + 1, 2) +
∑
x′+y′=s
x′,y′>0
ζ(x′ +m1 + 1, y
′ +m2 + 2)
=
∑
a+b=s+m1+m2
a≥0,b≥0
ζ(a+ 1, b+ 2).
Therefore,
Fm(s; (3))− Fm(2; (s+ 1))
= −(m+ 1)ζ(s+m+ 3) +
∑
m1+m2=m
m1,m2≥0
∑
a+b=s+m1+m2
a≥0,b≥0
ζ(a+ 1, b+ 2)
= −(m+ 1)ζ(s+m+ 3) + (m+ 1)
∑
a+b=s+m
a≥0,b≥0
ζ(a+ 1, b+ 2)
= 0. 
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4. Conjectures
We conclude the paper by stating several families of conjectural relations among Ohno
sums discovered by numerical computation.
Conjecture 4.1. For integers s ≥ 2 and m,n ≥ 0,
O((s) x˜ ({2}m, 1, {2}n+1))−O((s) x˜ ({2}n, 3, {2}m))
=
∑
a+b=s+3
a≥2,b≥3
 ∑
i+j=m
i,j≥0
O({2}i, a, {2}n, b, {2}j)−
∑
i+j=m−1
i,j≥0
O({2}i, a, {2}n+1, b, {2}j)
 .
Conjecture 4.2. For integers s ≥ 3 and n ≥ 0,
O((s) x˜ ({3}n)) =
∑
i+j+k=n
i,j,k≥0
a0+···+aj=s+3j
a0,...,aj−1≥2,aj≥3
(−1)jO({1, 2}i, a0, . . . , aj, {1, 2}
k)
+
∑
i+j+k=n−1
i,j,k≥0
a0+···+aj=s+3j
a0,...,aj≥2
(−1)jO({1, 2}i, 1, a0, . . . , aj , 2, {1, 2}
k).
Conjecture 4.3. For an integer s ≥ 2,
O((s) x˜ (1, 1, 3))−O((s) x˜ (1, 4))
= −
∑
a+b=s+3
a≥1,b≥3
O(a, b, 2) +
∑
a+b=s+4
a≥2,b≥3
O(a, 1, b) +
∑
a+b=s+2
a≥2,b≥2
O(a, b, 3).
Conjecture 4.4. For an integer s ≥ 2,
O((s) x˜ (4, 2))−O((s) x˜ (2, 1, 1, 2))
=
∑
a+b=s+2
a≥1,b≥1
O(a, b, 2, 2)−
∑
a+b=s+2
a≥2,b≥2
O(a, 2, b, 2)
−
∑
a+b=s+3
a≥2,b≥2
O(2, a, 1, b)−
∑
a+b=s+3
a≥2,b≥3
O(a, b, 1, 2) +
∑
a+b=s+3
a≥3,b≥2
O(a, 1, 2, b)
−
∑
a+b=s+4
a≥2,b≥3
O(a, b, 2) +O(3, 2, s+ 1)−O(s+ 1, 2, 3).
Conjecture 4.5. For integers s, t ≥ 2 and m ≥ 0,
F (s; ({2}m) x˜ (t+ 1)) = F (t; ({2}m) x˜ (s+ 1)).
For example, for m = 1,
F (s; (t+ 1, 2)) + F (s; (2, t+ 1)) = F (t; (s+ 1, 2)) + F (t; (2, s+ 1)),
and the case m = 0 gives Theorem 1.6.
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