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Abstract 
There is increasing concern over the climate change impact of games consoles. There is, 
however, little research on the life cycle carbon impact of consoles and existing re-
search (the majority of which is focused on usage) is outdated. This study uses life cycle 
assessment (LCA) methodology to compare the climate change impact of different con-
sole-based gaming methods (i.e. games played from a disc, a downloaded file, or 
streamed from the cloud). 
Console usage and Internet usage were identified as life cycle stages where data were 
unknown or uncertain. Two studies to improve the understanding of these areas were 
undertaken in this research and used to complete a cradle-to-grave carbon footprint 
study of gaming (compared using a functional unit of carbon equivalent emissions per 
hour of gameplay).  
Results estimated that, for average cases, download is the lowest carbon method of 
gaming at 0.047 kgCO2e/h, followed by disc at 0.055 kgCO2e/h. Cloud gaming has 
higher estimated carbon emissions at 0.149 kgCO2e/h, largely due to the additional en-
ergy consumed during use in the Internet, gaming servers, and home router 
equipment. These findings only represent average cases and the size of game files and 
length of gameplay time were found to be key variables significantly impacting the re-
sults. For example, for games played for under 8 hours, cloud gaming was found to 
have lower carbon emissions than downloads (up to 24 hours when compared to disc). 
In order to analyse these results, a new method for identifying which gaming method 
has the lowest carbon emissions with variation in both file size and gameplay time was 
developed. This has allowed for the identification of the thresholds in which different 
gaming methods have lowest carbon emissions, for any given range of input variables. 
The carbon emissions of gaming are highly dependent on consumer behaviour (which 
game method is used, how long games are played for, and the type and size of those 
games) and therefore LCA based on average assumptions for these variables has lim-
ited application.  
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Executive Summary 
The aim of this research was to estimate the climate change impact of console gaming 
and answer the question “which method of gaming has the lowest carbon footprint?” 
To achieve this, three primary objectives were identified: 
 To calculate Typical Electricity Consumption (TEC) profiles using PlayStation®4 
models as an example. 
 To identify representative estimates of Internet electricity intensity. 
 To complete a cradle-to-grave carbon footprint study of disc, download and 
cloud gaming.  
Games consoles are highly popular devices. Global estimates vary, but a recent report 
suggests 36% of US households own a dedicated games console (ESA, 2018), with simi-
lar ownership also reported in the UK (Statista, 2018). Within Europe, consoles were 
estimated to have consumed 6 TWh of electricity in 2013 in Europe (Ricardo-AEA, 
2013), equivalent to the electricity consumption of two million UK homes (IEA, 2014). As 
such, there is increasing concern on the energy use and climate change impact of con-
soles, particularly from NGOs and international policy makers. In 2015, for example, the 
European Commission recognised a Voluntary Agreement (VA) under the Ecodesign Di-
rective for games consoles, with the target of reducing energy use by 1 TWh annually 
by 2020 (Europa.eu, 2015). 
The aggregate carbon impact of console-based gaming is made up of many factors in-
cluding the embodied carbon from manufacture, the transport of equipment and data 
to the end user, along with the power consumed by the device over its lifetime. There-
fore, in order to compare overall carbon equivalent emissions arising from console-
based gaming products and services, a life cycle approach is needed. This study uses 
LCA methodology to calculate and compare the climate change impact of different 
gaming methods. 
There are three methods of playing games on consoles; from a disc, a downloaded file, 
or streamed from the cloud. Estimates for the carbon emissions of these gaming 
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methods are limited. One study, which focused on the carbon emissions of games dis-
tribution in 2010, found that games distributed on disc had lower carbon impact than 
those downloaded through the Internet (Mayers et al., 2014). Since then, downloads 
have overtaken discs as the primary distribution method of games and many of the var-
iables that were representative at the time have changed. Cloud gaming is a relatively 
new technology and there is particular concern over its energy use, due to the high-
power consumption of servers, yet there is no known research on the life cycle carbon 
emissions or energy use. 
Within the gaming life cycle, console usage and Internet usage were identified as areas 
where data were unknown or uncertain. Two studies to improve the understanding of 
these areas were undertaken in this research. The first study (Chapter 3), found that es-
timates for console electricity use (previously estimated as the major source of life cycle 
energy use) were outdated and based only on the power consumption of the first of 
five PlayStation 4 models released to date. In addition, a large range of energy efficient 
technologies have since been adopted across the subsequent PlayStation 4 models, 
however the effect of these technologies on power consumption and electricity use had 
not been assessed.  
On top of this, several researchers have made predictions for future PlayStation 4 
power consumption; however, the accuracy of these predictions and methods for mak-
ing them has not been verified or assessed. Furthermore, existing estimates for overall 
electricity savings through the use of energy efficient technologies in PlayStation 4 has 
not been validated.  
Chapter 3 provides new estimates of the Typical Electricity Consumption (TEC) for all 
PlayStation 4 models released to date and an assessment of the electricity use of the 
installed console base in Europe. The results show that, despite having around ten 
times the performance, PlayStation 4 power consumption has been reduced lower and 
at a faster rate than the previous generation console, PlayStation®3. In fact, findings 
show that a decoupling of performance and power consumption has been achieved for 
the first time between successive consoles platforms. As a result of power reductions, 
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the TEC of PlayStation 4 per unit is estimated to have been reduced by 55% between 
2013 and 2018.  
Lifetime cumulative electricity use of consoles in Europe, however, is estimated at 13 
TWh (equivalent to the annual electricity production of Croatia in 2015; Cia.gov, 2018) - 
higher than had previously been estimated. This is partly due to console sales being 
higher than anticipated, and this research had made suggestions to improve methods 
for predicting console sales, based on an assessment of previous sales trends. Console 
usage is also estimated to have increased, in fact, if high estimates for console usage 
(4.4 hours per day) are representative of actual usage, then lifetime electricity use could 
be as high as 27 TWh in Europe. The use of energy efficient technologies, resulting in 
higher than predicted reductions in power consumption has, however, resulted in high 
energy savings. To date, it is estimated that between 6 to 8 TWh of avoided electricity 
consumption has been achieved (based on comparisons of measured to business-as-
usual estimates for power consumption), which over the lifetime of PlayStation 4 could 
be as high as 27 TWh. 
This research found that existing methods for predicting reductions in console power 
consumption had led to underestimations. In fact, PlayStation 4 power consumption in 
gaming, media and navigation modes is half that in 2017 compared to the closest pre-
diction made in 2015. Methods based on efficiency trends for semiconductors were 
shown to give the closest estimates; however, future methods could be improved by 
also accounting for industry roadmaps for efficiency improvements from other technol-
ogies (outlined in Chapter 3). 
Prior to this research, estimates for PlayStation 4 TEC were based only on the first 
model released. The new estimates of TEC for each model, made in this study, may be 
used in further research and LCA to better understand and evaluate the energy use and 
climate change impact of consoles. Improved methods for predicting console sales and 
reductions in power consumption have been suggested, which could improve the accu-
racy of TEC estimates in the future. These results have also provided console 
manufacturers with a better understanding of the energy use of their products.  
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Furthermore, the analysis of PlayStation 4 energy use has allowed for an assessment of 
the effectiveness of commitments set out in the games console Voluntary Agreement, 
three years in since it was formally recognised by the EC. Results indicate that the VA 
continues to be an effective driver of energy efficiency in consoles. In fact, continuous 
review of the VA appears to have driven the games console industry to adopt energy 
efficiency technologies and power management features at a faster rate than previously 
predicted, beyond relying on die shrink alone. 
The second area of uncertainty in the life cycle of gaming was found to be in estimates 
of the electricity intensity of the Internet. Internet use is a growing source of energy use 
and carbon emissions linked to gaming. In particular, the carbon impact of downloaded 
games and cloud streaming services is dependent on the energy used by equipment in 
the Internet network used to transmit data. Existing estimates for the electricity inten-
sity of Internet data transmission were found to vary by up to five orders of magnitude. 
For the years 2000 to 2015 estimates ranged from between 136 kilowatt-hours 
(kWh)/GB in 2000 (Koomey et al., 2004) and 0.004 kWh/GB in 2008 (Baliga et al., 2009). 
A meta-analysis was conducted to identify the most accurate estimates of average elec-
tricity intensity for data transmitted over the Internet. Chapter 4 presents a summary of 
the published meta-analysis study (Aslan et al., 2018). This study identifies representa-
tive estimates for the average electricity intensity of fixed-line data transmission 
networks over time and suggests criteria for making accurate estimates in the future. 
Across the studies examined, differences in system boundary, errors in assumptions 
used, and year to which the data apply were found to significantly affect estimates.  
Through working with experts from BT to update their 2012 study (Krug, Shackleton 
and Saffre, 2014), a new estimate for data transmission electricity intensity of 0.06 
kWh/GB for 2015 was also derived. By retroactively applying the criteria developed to 
existing studies, it was possible to determine that the electricity intensity of data trans-
mission (core and fixed-line access networks) had decreased by half approximately 
every 2 years from 2000 to 2015 (for developed countries), a rate of change compara-
ble to that found in the efficiency of computing more generally. New estimates from 
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Malmodin and Lundén (2018), presented in this thesis, suggest that this trend has con-
tinued into 2018.  
The trend identified for Internet electricity intensity can be used to estimate Internet 
core and access network electricity use for each year between 2000 and 2015, helping 
to resolve previous uncertainty in this area. These new estimates can improve the accu-
racy of LCA research on products and services that use the Internet. In fact, the results 
of this study and method developed for identifying representative estimates of electric-
ity intensity have already been widely used in further research. For example, the trend 
was used by the International Energy Agency in a 2017 report, titled Digitization and 
Energy, to estimate the current and future global energy consumption of the Internet 
(IEA, 2017).  
The final chapter of this thesis (Chapter 5) uses the new estimates of console energy 
use and Internet electricity intensity, together with additional data collected by the re-
searcher, insights from industry experts and data from secondary sources to complete a 
cradle-to-grave carbon footprint study of gaming. Existing research on the carbon 
emissions of gaming by Mayers et al. (2014) is focused primarily on distribution meth-
ods (comparing discs to downloads), it is also now outdated and many variables in the 
study have changed since 2010. For example, average game file sizes have increased 
four-fold from 8.8 GB to 39.3 GB, new consoles have been released, and the efficiency 
of data transmission has improved. In addition, a console-based cloud gaming service 
was launched in 2014 for PlayStation 4 and the carbon impact of cloud gaming has not 
yet been assessed using LCA.  
This study has made estimates for the carbon emissions of different gaming methods 
that are representative of 2017. In order to compare the three gaming methods with 
functional equivalence, a functional unit of carbon equivalent emissions per hour of 
gameplay was used. Results show that, for average cases, download is the lowest car-
bon method of gaming at 0.047 kgCO2e/h, followed by disc at 0.055 kgCO2e/h. Cloud 
gaming has approximately triple the carbon emissions of disc and download at 0.149 
kgCO2e/h, largely due to the additional energy consumed during use in the Internet, 
gaming servers, and home router equipment.  
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Overall, the use stage was found to be the main source of life cycle carbon emissions 
for all gaming methods, accounting for between 60% and 90% of total carbon emis-
sions. Furthermore, of the use stage carbon emissions, up to 50% were non-console 
related and attributed to Internet related components. This highlights the complexity 
for efforts to identify and reduce the life cycle impacts of product-service systems, such 
as gaming, where a large portion of carbon emissions are not in direct control of the 
manufacturer or operator of the product/service.  
Over the average five-year lifetime of a console, a user who only downloads games is 
estimated to produce 86 kgCO2e, equivalent to the carbon emissions arising from 123 
washing machine cycles, or three train journeys from London to Glasgow. This study 
also shows that gaming has low carbon emissions when compared to other leisure ac-
tivities. Comparing the results in this study to research by Druckman et al. (2012), 
gaming has lower emissions than going to watch a movie in the cinema, or playing 
sports with friends, due to the travel emissions associated with these activities.  
The findings discussed so far only represent average cases; the size of game files and 
length of gameplay time were found to be key variables significantly impacting the re-
sults. In fact, for games played for under 8 hours, cloud gaming was found to have 
lower carbon emissions than downloads and is the best method for up to 24 hours 
when compared to disc. Similar results were shown when varying file size, for example, 
for games that are played for a maximum of 5 hours, cloud gaming has lowest carbon 
emissions for all files sizes over 22 GB. In 2019, this study estimates that cloud gaming 
will have the lowest carbon emissions for up to 17.5 hours and be better than disc 
gaming for up to 55 hours of total gameplay time. This is largely due to projected im-
provements in network and data centre efficiency. This represents a significant turning 
point, as the time taken to “complete” a typical game is between 20 and 50 hours 
(Gamelengths.com, 2018).  
In order to analyse these results, a new method for identifying which gaming method 
has the lowest carbon emissions with variation in both file size and gameplay time (two 
variables) was developed. This has allowed for the identification of the thresholds in 
which different gaming methods have lowest carbon emissions, for any given range of 
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input variables. This has important implications, as the results have shown that there 
are many use cases in which cloud gaming is estimated to have lower carbon intensity 
than disc and download gaming. Despite high energy use of servers, for certain use 
cases cloud gaming services could result in lower carbon emissions than disc and 
download in 2017. For example, cloud gaming used as a way for users to try different 
games before they purchase them for download is estimated to have lower carbon 
equivalent emissions than if disc and download is used. For consumers, the thresholds 
identified in this research could be an interesting source of information on the global 
warming potential of gaming. Moreover, the results could support console manufactur-
ers to improve consumer awareness in this area and enable consumers to make more 
informed choices based on their usage habits. 
There are many potential further applications for the methods developed in this study. 
Firstly, this approach could be used to assess the carbon emissions of other types of 
media, for example; comparing CDs, downloaded albums and music streaming services; 
or similarly, for movies. The method could also be a useful approach in a number of dif-
ferent carbon footprinting applications, for example, to identify the lowest carbon 
methods of transportation under varying ranges of cargo/passenger weight and jour-
ney distances. More importantly, this method would allow for more effective strategies 
to be developed to reduce greenhouse gas emissions of products and services that are 
highly dependent on multiple variables.  
This study has shown that the short answer to the question “which method of gaming 
has the lowest carbon footprint?” is “it depends”. The carbon emissions of gaming are 
highly dependent on consumer behaviour (which game method is used, how long 
games are played for, and the type and size of those games) and therefore life cycle as-
sessment based on average assumptions for these variables has limited application. 
Based on the average cases alone, the conclusions and recommendations drawn from 
this assessment would be different and opportunities for reducing environmental im-
pact could be missed. For further research, policy development etc. this approach is 
arguably more important than considering average cases and absolutes. The use of 
methods, such as developed in this study, will enable broader assessment of real life 
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use cases, from which better informed decisions may be made. In practice, when com-
paring the life cycle impacts in complex systems, the answer to this question is the 
same for many other products and services.  
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CHAPTER 1  
INTRODUCTION 
  
 
 
The purpose of this chapter is to introduce the research topic and scope. The 
chapter introduces the concern for games consoles with respect to climate 
change and the industrial sponsor of this research. A brief summary of the his-
tory of games consoles and console technology is given, as well as current 
European policies concerning the energy use of games consoles. Finally, the 
research aims and objects are listed. 
 
 
 OBJECTIVES  
  
 To outline the research topic and scope. 
 To introduce games consoles and concern for climate change. 
 To introduce the industrial sponsor of the research 
 To provide background information on games consoles pertinent 
to the research 
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1-1. Research topic and scope 
The focus of this research is on the climate change impact of gaming; specifically, con-
sole-based gaming products and services. This research uses life cycle assessment to 
conduct a carbon footprint study of console-based gaming, including all life cycle 
stages, from raw-material extraction to end-of-life. There are two life cycle stages 
where data are particularly scarce, outdated and uncertain: console use and Internet 
use. To address these gaps in existing research, two studies are undertaken. The first 
study (Chapter 3) calculates the Typical Electricity Consumption (TEC) of PlayStation 4 
models in order to better estimate console use, as existing research is outdated. The 
second study concentrates on improving estimates for Internet electricity intensity, as 
existing estimates vary by five orders of magnitude (Chapter 4). The final chapter uses 
the insights from these two studies to complete a full carbon footprint study of gaming 
and compare the impact of three main methods of gaming today; disc, download and 
cloud (Chapter 5). The research topics are detailed in Figure 1. The current state of 
gaming (at the time of writing, 2017) will be evaluated, while each chapter also exam-
ines how the future state of gaming is likely to develop, through reviewing methods of 
predicting console power consumption, examining trends in Internet efficiency, and 
considering industry roadmaps for technology.  
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Figure 1: Life cycle of gaming and research plan 
The next section discusses the concern for games consoles with respect to climate 
change. 
 
1-2. Games consoles and climate change 
There is an ever-increasing priority for governments and industry to act to reduce car-
bon emissions in order to mitigate global warming and reduce the damaging potential 
of climate change. The European Commission (EC), for example, has set ambitious tar-
gets to cut greenhouse gas emissions by 80-95% by the year 2050 (European 
Commission, 2015). To achieve this, the EC has outlined a framework of energy saving 
targets, with particular focus on the energy efficiency of devices such as; PCs, servers, 
vacuum cleaners, televisions etc. (Europa.eu, 2011). Games consoles have been identi-
fied as one such device of current concern, due to growth in usage and associated 
energy use.  
 
Gaming is an increasingly popular form of entertainment. In 2017 there were an esti-
mated 2.21 billion gamers worldwide and this is predicted to increase to 2.73 billion by 
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2021 (Statista, 2018). Global estimates vary, but a recent Entertainment Software Report 
(2018) suggests 36% of US households own a dedicated games console, with similar 
ownership also reported in the UK (Statista, 2018). Within Europe games consoles were 
estimated to have consumed 6 TWh/year of electricity in 2013 (Ryan and Wood, 2013). 
This is approximately equivalent to the UK electricity production per year from oil (IEA, 
2014). As a result, there have been a number of policy initiatives directed at improving 
the energy efficiency of games consoles (discussed in more detail in following sections). 
This thesis will evaluate the climate change impact of console gaming, as existing re-
search in this area is limited.  
The next sections give background detail on the history of games consoles and the 
evolution of console technology. 
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1-3. History of games consoles and technology 
Games consoles have evolved dramatically since their emergence on the market in the 
1970’s, from simple computers whose only function was to play video games, to the so-
phisticated multi-functional devices of today.  The Magnavox Odyssey, released in 
1972, was the first commercially sold home video games console, which utilised a tele-
vision as an external display. The success of the Magnavox Odyssey and arcade games 
at the time lead to the development of a sequel console from Magnavox and the intro-
duction of competitor home video games consoles from manufacturers such as Atari, 
Coleco and Nintendo. These consoles are collectively known as the “first generation” 
consoles.  
In late 2012 the Nintendo Wii was first released, followed in November 2013 by the 
PlayStation 4 and Xbox One consoles. These, consoles are referred to as part of the 
“eighth generation”, which today includes higher performance models, PlayStation 4 
Pro and Xbox One X, together with the handheld-hybrid console Nintendo Switch. 
These games consoles have greatly improved performance and new features from the 
previous generation, including; media streaming applications, social gameplay features, 
multifunctional low power modes (allowing downloads while in standby, for example) 
etc. Table 1 lists consoles within each generation and their key features and technologi-
cal evolution over the time. 
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Table 1: History of games consoles 
Console 
Year         Key Features of Generation 
1st generation (1972 – 1976) 
Magnavox Odyssey 1972 • Black and white, or limited colour graphics 
• Basic or no audio 
• Analogue output 
• Entire game playfield on one screen  
• Discrete transistor-based digital game logic 
Atari (Pong) 1975 
Coleco Telstar 1976 
Nintendo Color TV Game 1977 
Popular Games Pong 
2nd Generation (1976-1992) 
Fairchild Channel F 1976 • ROM cartridge games, allowing multiple games for one device 
• AI opponents, for single player gaming 
• Basic colour graphics, Resolution 160 x 192 pixels 
• 3 channel audio 
• Multi-screen game playfields 
• Microprocessor-based game logic 
Atari 2600 1977 
Magnavox Odyssey 2 1978 
Mattel Intellivision 1980 
Atari 5200 1982 
Coleco Vision 1982 
Popular Games Pac-Man, Astrosmash, Donkey Kong 
3rd Generation (1984-2003) 
Sega SG-1000 1983 • Directional pad (D-pad) controllers 
• Resolution 256 x 240 pixels 
• Enhanced colour graphics (5-bit) 
• 5 channel audio 
Nintendo NES 1983 
Sega Master System 1985 
Atari 7800 1986 
Popular Games Super Mario Bros, Safari Hunt, Pole Position II 
4th Generation (1987-2003) 
NEC TurboGrafx-16 1988 • Multi-button controller 
• Elaborate colour (15-bit) 
• Stereo audio 
• 16-bit microprocessor 
Sega Mega Drive 1988 
Nintendo SNES 1990 
SNK Neo Geo AES 1991 
Popular Games Sonic the Hedgehog, Super Mario World, Samurai Showdown 
5th Generation (1994-2006) 
3DO 1993 • 65-bit processors 
• 3D graphics 
•  CD-ROM games, more content/complexity 
 
Atari Jaguar 1993 
Sega Saturn 1994 
Sony PlayStation  1994 
Nintendo 64 1996 
Popular Games Gran Turismo, Super Mario 64, Golden Eye, Crash Bandicoot 
6th Generation (1998-2013) 
Sega Dreamcast 1998 • 128-bit processors 
• Extensive library of games 
• DVD/CD play 
• Superior game content and graphics 
Sony PlayStation 2 2000 
Nintendo GameCube 2001 
Microsoft Xbox 2001 
Popular Games Sonic Adventure, Grand Theft Auto: Vice City, Super Smash Bros, Halo 
7th Generation (2005-2017) 
Microsoft Xbox 360 2005 • Powerful dedicated processors, comparable to PCs 
• Separate Blu-ray architecture 
• Networked capabilities; multiplayer online gaming, media stream-
ing, internet browsing etc. 
• Wireless Controllers, movement sensors 
• Large hard drives, ability to store games and content 
• High definition video (exception of Wii) 
Sony PlayStation 3 2006 
Nintendo Wii 2006 
Popular Games Wii Sports, Grand Theft Auto 5, Gran Turismo 5 
8th Generation (2013-) 
Nintendo Wii U 2012 • Most sophisticated processors 
• Multi-sensory controllers, camera motion sensors 
• Separate Blu-ray architecture  
• Social networking embedded 
• Ultra-high definition capable media (exception of Wii U) 
• Ultra-high definition capable gaming (Xbox One X and PS4 Pro 
only) 
Sony PlayStation 4 2013 
Microsoft Xbox One 
Microsoft Xbox One X 
Sony PlayStation 4 Pro 
Nintendo Switch 
2013 
2015 
2016 
2017 
Popular Games FIFA 18, Uncharted, Destiny, Horizon  
7 
 
7 
 
As Table 1 shows, games consoles have evolved dramatically over their 45-year history, 
from computing devices displaying low resolution, black and white simple games (such 
as Pong) to devices which allow gameplay with realistic graphics and ultra-high defini-
tion video. There has also been a noticeable change in the market; generations one 
through to five had a high number of competing manufacturers producing different 
games consoles. This has narrowed to just three main manufacturers for the last three 
generations, producing new consoles approximately every five to seven years. These 
represent the most popular games consoles ever sold, to date totalling over 630 million 
units combined worldwide (see Table 2 below).  
 
Table 2: Total console units sold for past three console generations (Vgchartz.com, 2018) 
Console Generation Release date Units sold (millions) 
PlayStation 2 6 March 2000 157.7 
Nintendo GameCube 6 September 2001 21.7 
Xbox 6 November 2001 24.7 
Xbox 360  7 November 2005 85.8 
Nintendo Wii  7 November 2006 101.0 
PlayStation 3 7 November 2006 86.9 
Nintendo Wii U 8 November 2012 14.0 
PlayStation 4 8 November 2013 81.5 
Xbox One 8 November 2013 38.4 
Nintendo Switch 8 March 2017 19.3 
Note: Xbox One X and PlayStation 4 pro sales figures are within the totals for Xbox One 
and PlayStation 4, no known public data sources available for separate sales.  
 
The console “generations” are grouped primarily by the time period in which they were 
released, they do not distinguish well between consoles with different levels of perfor-
mance, technology or features. For example, the PlayStation 4 is capable of high-
definition media play and was released with significantly higher (up to ten-fold) perfor-
mance with respect to its predecessor, the PlayStation 3 (Machado, 2018). The Xbox 
One is the most similar console to the PlayStation 4 in terms of performance and 
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functionality, with both consoles being based on the x86-64 processor architecture. The 
Wii U, on the other hand, is a high definition games console, as is the newly released 
Nintendo Switch (which is a hybrid between a traditional games console and a 
handheld games console). As such, the Wii U and Switch have lower power consump-
tion due to their lower processing ability. The PlayStation 4 Pro and Xbox One X have 
approximately four times the performance of the PlayStation 4 and Xbox One and are 
capable of ultra-high definition (UHD) gaming.  
This research will be based on PlayStation products and services. The sponsor of this re-
search is Sony Interactive Entertainment Europe, manufacturer of the PlayStation 4, as a 
representative case study for current generation consoles. At the time of writing, the 
PlayStation 4 accounts for over 50% of the global stock of new generation games con-
soles (Microsoft Xbox One ~25%; Nintendo Wii U ~9%; Nintendo Switch ~12%; 
Vgchartz.com, 2018). More information on the sponsor of this research is given in the 
next section below.  
 
1-4. Industrial sponsor 
The industrial sponsor of this research is Sony Interactive Entertainment Europe (SIEE), 
responsible for the distribution, marketing and sales of PlayStation software and hard-
ware in 109 territories across Europe, the Middle East, Africa and Oceania. Current SIEE 
products and services include: 
 PlayStation 4: ultra-high definition media capable games console 
 PlayStation®4 Pro: ultra-high definition gaming capable games console 
 PlayStation®VR: Virtual Reality headset 
 PlayStation®Video: video streaming service 
 PlayStation®Music: music streaming service 
 PlayStation®Now: cloud gaming service 
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 PlayStation™Store: online shop for purchasing game software and content 
through the PlayStation Network 
 PlayStation®Network: network subscription service through which consumers 
can access online features 
 PlayStation®Plus: premium network subscription service  
SIEE products and services will be used as case studies to explore the research ques-
tions identified. This will form a representative analysis of gaming in Europe, as the 
current market is made up of just three manufacturers, of which PlayStation products 
and services currently represent a majority share. 
The research in this thesis was conducted while the researcher was working as part of 
the SIEE Environment team. This research is of practical interest to SIEE, primarily for the 
purposes of better understanding the energy and climate impact of their products and 
services.  
This research represents the work and opinions of the author. It should not be taken to 
represent the opinions or position of Sony Interactive Entertainment Europe Limited, 
Sony Interactive Entertainment Incorporated or any other SONY company and their 
employees. 
The next section gives background information on interest concerning the climate 
change impact of games consoles and current European policies that aim to reduce 
console energy use. 
 
 
 
10 
 
10 
 
1-5. Interest concerning climate change impact of 
games consoles 
Several reports have been published on the energy use of games consoles by Non-gov-
ernmental organisations (NGOs), media outlets and researchers. The most current 
report from the Natural Resources Defence Council (Delforge and Horowitz, 2014) had 
estimated that current generation games consoles could consume up to 11 TWh per 
year in the US alone, equivalent to the output of four 500 MW power plants (assuming 
70% capacity factor; Koomey et al., 2010). A full review of existing research and esti-
mates of console energy use is given in Chapter 3. Gaming services have also been the 
subject of recent media scrutiny; The Guardian, for example, reported that cloud gam-
ing could be a particularly energy intensive service, compared to other gaming 
distribution methods (Westaway, 2015). A number of international policy initiatives 
have targeted games console energy use, including the Australia and New Zealand 
Equipment Energy Efficiency Program, the California Energy Commission Appliance 
Standards, the US EPA Energy Star Program, and the European Commission Ecodesign 
Directive – the latter of which is the only games console specific legislation currently in 
effect. 
Within Europe (the focus of this research) there are two key policies, set out by the Eu-
ropean Commission under the Ecodesign Directive, that affect the energy use of games 
consoles. These are the games console Voluntary Agreement and the horizontal regula-
tion 801/2013 for standby and networked standby; these are discussed further below. 
 
1-5.1.Games Console Voluntary Agreement 
In 2015 the European Commission recognised a Voluntary Agreement (VA) under the 
Ecodesign Directive for games consoles, which had a target to achieve 1 TWh of energy 
savings per year by 2020 across Europe (Europa.eu, 2015). The VA encompasses games 
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consoles manufactured by the three major manufacturers; Sony Interactive Entertain-
ment Inc., Microsoft and Nintendo, accounting for 100% of the market. 
The games console VA sets commitments for console manufacturers to power con-
sumption caps in specific modes and power management features. In 2017, the VA was 
reviewed, and new commitments were set for power limits in navigation and media 
modes, and new material efficiency requirements. The power caps for navigation and 
media mode set in the current revision of the VA are listed in Table 3 and Table 4. 
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Table 3: Navigation mode power caps (efficientgaming.eu, 2018)  
Navigation 
High definition 
consoles Ultra-high definition consoles 
Tier 1                       
effective from 1st Jan 2014 90 W 
1 90 W 2 
Tier 2                      
effective from 1st Jan 2016 -  - 
Tier 3                      
effective from 1st Jan 2017  70 W 
1 70 W 2 
 High definition 
consoles 
UHD media capa-
ble consoles 
UHD gaming ca-
pable consoles 
Tier 4                      
effective from 1st Jan 2019 50 W 
1 50 W 2 70 W 2 
Notes:  
1. Measured at HD video resolutions 
2. Measured at HD and 4K (UHD) video resolutions 
 
 
Table 4: Media mode power caps (efficientgaming.eu, 2018)  
Media 
High definition 
consoles Ultra-high definition consoles 
Tier 1                   ef-
fective from 1st Jan 2014 90 W 
1 - 
Tier 2                   ef-
fective from 1st Jan 2016 -  90 W 
2 
Tier 3                   ef-
fective from 1st Jan 2017 70 W 
1 - 
  High definition consoles 
UHD media capa-
ble consoles 
UHD gaming ca-
pable consoles 
Tier 4                   ef-
fective from 1st Jan 2019 60 W 
1 60 W 2 70 W 
1 
110 W 3 
Notes:  
1. Measured at HD video resolutions 
2. Measured at HD and 4K (UHD) video resolutions 
3. Measured at 4K (UHD) resolutions 
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The power caps for 2019 were set to distinguish between consoles capable of UHD 
gaming (PlayStation 4 Pro and Xbox One X), that have higher performance and con-
sume more power than consoles only capable of UHD media play (PlayStation 4 and 
Xbox One). In addition to these power caps, console manufacturers are also required to 
publish the power consumption of media, navigation, gaming and low power modes 
online.  
The games console VA also sets requirements for power management features. Cur-
rently the consoles are required to have automatic power down (APD) functions 
(whereby the console must power down after a set period of inactivity), which are set at 
4 hours for media modes and 1 hour for all other operational modes. The VA also has 
several non-energy efficiency commitments to improve resource efficiency, including 
requirements to; support product life extension, provide refurbishment or out-of-war-
rant repair services, and improve recycling at end-of-life. 
The VA will next be reviewed in 2019, as part of the Voluntary Agreement process that 
requires continuous assessment and improvement every two years (a review may also 
be triggered upon the release of a new product that does not fit the current definitions 
for games consoles in the VA). The review process allows for the legislation to react 
quickly to technology developments and further drive console manufacturers to 
achieve improvement (this will be discussed further in Chapter 3).   
 
1-5.2. Standby and Networked Standby Directive 
Games consoles must also comply with the regulations set out in IEC 801/2013 for 
standby and networked standby power consumption. These regulations apply a wide 
range of energy using products that have standby and networked standby modes, 
which for games consoles are defined as follows (efficientgaming.eu, 2018): 
 Standby: Mode, in which the Games Console is connected to the mains power 
source, depends on energy input from the mains power source to work as 
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intended and provides only reactivation function, or reactivation function and 
only an indication of enabled reactivation function, and/or information or status 
displays. 
 Networked standby: A condition in which the equipment can resume a function 
by way of a remotely initiated trigger from a network connection. 
The current and future maximum power consumption limits for these modes are listed 
in Table 5.  
Table 5: Standby and networked standby power caps (IEC, 2013) 
Mode Max power consumption (W) 
Standby  
January 2013 onwards 0.5 W 
Networked standby  
January 2015 onwards 6 W 
January 2017 onwards 3 W 
January 2019 onwards 2 W 
 
1-5.3. ENTR Lot 9 Enterprise servers and data equipment 
A draft regulation has been proposed by the European Commission for Enterprise serv-
ers and data equipment under Lot 9 of the Ecodesign Directive. Currently, gaming 
servers (used for cloud gaming and incorporates graphics processor units, GPUs) are 
not in the scope of the regulation, although this could change in the future if the tech-
nology changes or if the scope of the regulation is revised. The draft regulation 
currently proposes an idle power limit for servers, with the aim of improving energy ef-
ficiency, along with other material efficiency requirements. There is concern, however, 
that the current proposal could lead to increased energy use in data centres (discussed 
further in Chapter 3). The next section introduces the three methods of gaming that are 
examined in this thesis.  
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1-6.  Disc, download and cloud gaming 
There are three principal methods of gaming on the PlayStation 4; Blu-ray-disc based 
games, downloaded games and cloud gaming. Throughout this thesis these are re-
ferred to as “disc gaming”, “download gaming” and “cloud gaming”. Disc and download 
have been referred to as game distribution methods in the past; this description does 
not fit cloud gaming well, as the distribution and use of the game is simultaneous – 
therefore, disc, download and cloud are referred to as “gaming methods” in this thesis. 
Descriptions of these gaming methods are given below. 
 
1-6.1. Disc gaming  
The PlayStation was one of the first consoles to use compact discs (CDs) for gaming 
when released in 1994; prior to this, games were typically stored on cartridges. CDs 
provided more storage and allowed for games with greater quality graphics to be de-
veloped; today’s consoles use Blu-ray discs (BDs), which currently have a maximum 
storage capacity of 50 GB. Higher capacity (double layer) Blu-ray Discs are available, alt-
hough these are currently not used for games.  
Blu-ray discs are inserted into the console’s disc drive (see Figure 2). Game software is 
stored on the BD, which is read by the console while the game is being used. Games 
with file sizes greater than 50 GB are either distributed on two discs or require the addi-
tional software (over the 50 GB) to be downloaded. For PlayStation games in Europe, all 
BDs are manufacture by SONY in Austria. 
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Figure 2: Blu-ray Disc inserted into a PlayStation 4 
 
1-6.2. Download gaming 
Games may also be downloaded via an online shop accessed through the console. 
Once a user selects a game to download, the game software is transmitted through the 
Internet and stored on the hard drive of the user’s console (more detail on the process 
is given in Chapter 5). Game file sizes currently average 39.3 GB, however, the time 
taken to complete the download depends on the size of the file and the network speed 
available to the user, see Figure 3.  
 
17 
 
17 
 
  
Figure 3: Download screen on PS4 whilst downloading a game. 
 
For users with an average broadband speed of 36 megabits per second (Mbps), down-
loading the average game takes around two hours.  
 
1-6.3. Cloud gaming 
Cloud gaming is a gaming service whereby a video game is stored and run in a data 
centre and streamed through the Internet in real time to an edge device, such as a PC, 
games console, mobile smartphone etc. For cloud gaming, the gaming computation is 
processed by specialised servers within a data centre. This allows for console quality 
gaming to be accessed without the need for a games console or gaming PC, using a 
“thin client”. A thin client is a device used to access content where the data has been 
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processed, either partially or fully, by an external server in the cloud. The “cloud” is the 
term given to servers and data storage equipment, which may be accessed through a 
network, used to run applications and store data remotely.  
 
In the case of cloud gaming, this requires a two-way stream of data. Firstly, the user in-
put (i.e. pressing a button on a controller, keyboard, touch screen etc.) is transmitted 
through the Internet to a cloud server, which processes the information and sends a 
data stream for the corresponding video image back to the user’s device. The device 
then decodes the video data and displays the image on the screen in use, an example 
of the process is shown in Figure 4.  
 
 
Figure 4: Diagram of typical cloud gaming process (Shea et al., 2013) 
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Cloud based content has seen rapid growth in recent years across many different in-
dustries (Cisco, 2015), however it currently represents a small percentage of console-
based gaming, when compared to disc and download. In 2014, SONY launched the 
cloud gaming service PlayStation Now, which could become a popular method of gam-
ing in the future (Consumerreports.org, 2014), if it experiences growth as seen with 
cloud services in other industries such as Netflix (Cook, 2014). Recently, cloud gaming 
has been the subject of media scrutiny; The Guardian, for example, reported that it 
could be a particularly energy intensive service, compared to other gaming distribution 
methods (Westaway, 2015), due to energy use in cloud servers. There is currently no 
available research on the carbon impact of cloud gaming. 
This section has given a brief introduction to the three methods of gaming at the focus 
of this research (examined in greater detail in Chapter 5). The next section identifies the 
research aims and objectives. 
 
1-7. Research aims and objectives 
The aim of this research is to estimate the climate change impact of gaming and an-
swer the research question “which method of gaming has the lowest carbon footprint?”  
The aggregate carbon impact of console-based gaming is made up of many factors in-
cluding the embodied carbon from manufacture, the transport of equipment and data 
to the end user, along with the power consumed by the device over its lifetime. There-
fore, in order to compare overall carbon equivalent emissions arising from console-
based gaming products and services, a life cycle approach is needed. This study uses 
LCA methodology to calculate and compare the climate change impact of different 
gaming methods. 
As described in the previous section, there are three gaming methods: disc, download 
and cloud gaming. Estimates for the carbon emissions of these gaming methods are 
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limited. One study, which focused on the carbon emissions of games distribution in 
2010, found that games distributed on disc had lower carbon impact than those down-
loaded through the Internet (Mayers et al., 2014). Since then, downloads have 
overtaken discs as the primary distribution method of games and many of the variables 
that were representative at the time have changed. Cloud gaming is a relatively new 
technology and there is particular concern over its energy use, due to the high-power 
consumption of servers, yet there is no known research on the life cycle carbon emis-
sions or energy use. 
Three primary objectives have been identified to complete the aim of this research. 
Within the gaming life cycle, console usage and Internet usage have been identified as 
areas where data were unknown or uncertain. The first two research objectives below, 
therefore, aim to improve the understanding of console and Internet use, while the 
third objective is to use the insights from the two studies to complete a carbon foot-
print of gaming. The three objectives for this research are listed below: 
 
Objectives 
 
1. To calculate Typical Electricity Consumption (TEC) profiles of PlayStation 4 
models.  
Existing estimates for console electricity use (previously estimated as the major source 
of life cycle energy use) are outdated and based only on the power consumption of the 
first of five PlayStation 4 models released to date. In addition, a large range of energy 
efficient technologies have since been adopted across the subsequent PlayStation 4 
models, however the effect of these technologies on power consumption and electricity 
use had not been assessed. This objective is addressed in Chapter 3, which gives more 
background detail on the study to estimate console electricity use. 
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2. To identify representative estimates of Internet electricity intensity. 
Internet use is a growing source of energy use and carbon emissions linked to gaming. 
In particular, the carbon impact of download and cloud gaming is dependent on the 
energy used by equipment in the Internet network used to transmit data. Existing esti-
mates for the electricity intensity of Internet data transmission vary by up to five orders 
of magnitude. Chapter 4 presents a summary of a published meta-analysis study con-
ducted to identify the most accurate estimates of average electricity intensity for data 
transmitted over the Internet. 
 
3. To complete a cradle-to-grave carbon footprint study of disc, download 
and cloud gaming. 
The final chapter of this thesis (Chapter 5) uses the new estimates of console energy 
use and Internet electricity intensity from Chapters 2 and 3, together with additional 
data collected by the researcher, insights from industry experts and data from second-
ary sources to complete a cradle-to-grave carbon footprint study of gaming. Existing 
research on the carbon emissions of gaming by Mayers et al. (2014) is focused primarily 
on distribution methods (comparing discs to downloads), it is also now outdated and 
many variables in the study have changed since 2010. In addition, the carbon impact of 
cloud gaming has not yet been assessed using LCA. 
The following chapter gives an overview of the methodological approach used to esti-
mate the carbon footprint of gaming, as well as the methods used to estimate the 
impact from specific hotspots in the life cycle (console energy use and Internet energy 
use). Further detail for the methods used is given in each specific chapter.  
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CHAPTER 2  
METHODOLOGY 
 
 
This chapter describes the overall methodology used, and the various meth-
ods applied in each chapter. This includes an outline of the methods used in 
the research on Typical Electricity Consumption of consoles, and on the Inter-
net electricity intensity (Chapters 3 and 4 respectively), and how they are used 
to support the research for the carbon footprint of gaming (Chapter 5).  
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2-1. Carbon footprint methodology 
This study uses life cycle assessment to evaluate the carbon footprint of gaming from 
cradle to grave, encompassing raw material extraction, manufacturing distribution, re-
tail, use and end of life. This section uses PAS 2050:2011 (BSI, 2011) methodology as a 
guide for evaluating the carbon footprint of gaming. ISO 14040 was not used, as this 
method allows for the calculation of multiple life cycle impacts (ISO, 2006), whereas, 
PAS 2050 focuses specifically on greenhouse gas emissions – the focus of this study. 
Future research may consider broadening the scope to include additional impact cate-
gories.  
 
2-1.1. Goal 
The goal of this study is to calculate and compare the carbon equivalent emissions aris-
ing from one hour of equivalent gameplay by three different methods; Blu-ray discs, 
downloaded game files and a cloud streaming service.  
 
2-1.2. Functional unit 
This study is concerned with comparing the global warming potential of gameplay de-
livered as Blu-ray discs, downloaded files and through a cloud streaming service. To 
compare these systems on a functionally equivalent basis the following functional unit 
(FU) will be used: 
 Carbon equivalent emissions emitted per hour of equivalent gameplay 
“Equivalent” gameplay defined as: a gameplay experience of equal quality and utility to 
the user. 
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This functional unit was chosen as it is the only way to equivalently compare the three 
gaming methods, due to the nature of cloud gaming. Alternative functional units con-
sidered, such as “carbon equivalent emissions emitted per game” would not be 
functionally equivalent across all three systems. This is because cloud gaming is a ser-
vice, whereas disc and downloads are products. Discs and downloaded games are 
owned by the user. A user does not download a full game at any point when streaming 
– rather plays through the game instantaneously until it is complete or, for example, 
until the user wants to play a different game, etc. It is impossible to define cloud gam-
ing on a per game basis, but it is possible on a basis of per hour of gameplay – which 
can also be applied to download and disc games (since there are data for number of 
games sold per console sold, and estimates for daily gameplay hours).  
The time was normalised to one hour since this is both an easily communicable metric 
and is also close to the estimated average daily gameplay time of console users (0.84 
hours gameplay per day – see Chapter 3).   
 
2-1.3. Overall system boundary 
This study is primarily focused on console gameplay using the PlayStation products and 
services. The analysis includes life cycle data for a PS4 Blu-ray disc (BD) game and 
PlayStation 4 console, as well as modelled data for a cloud gaming server. Carbon emis-
sions from data distribution through the Internet are also considered. These elements 
will allow for a comparative cradle-to-grave study of the three gaming methods. The 
system boundary for each gaming method is different, due to the fundamental differ-
ences between each method. For example, data is transferred through the Internet 
during the use stage (gameplay) for cloud gaming, whereas, for download gaming data 
is online transferred during the distribution stage while the game is downloading from 
the network to the consoles. For further detail on the system boundary, including the 
three system boundary diagrams see Chapter 5.  
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Figure 5 shows a simplified version of the system boundary, for the purposes of show-
ing how the research in each chapter of this thesis contributes to the carbon footprint 
study. The next sections give the methods used to determine the energy use of con-
soles and electricity intensity of the Internet.  
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Figure 5: Simplified system boundary to show key areas of research in different chapters, used to 
complere the carbon footprint og gaming 
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2-2. Typical Electricity Consumption method 
The use stage of games consoles has been identified as a hotspot for carbon emissions, 
it is therefore important to have accurate estimates for the energy use of games 
consoles (PlayStation 4 for this study). The method used was Typical Electricity Con-
sumption (TEC), which was chosen as it can estimate the per unit electricity 
consumption for devices with multiple use modes (or multiple functions). Games con-
soles have multiple use modes (gaming, media streaming, Blu-ray, navigation, 
downloading, low power etc.), so more simple methods for calculating energy use (for 
example using power consumption of gameplay only) are not appropriate. TEC meth-
odology was formulated by the Energy Star Program (Energy Star, 2015) and it allows 
for calculation of weighted average electricity use, based upon the time spent in each 
mode and the power consumption of that mode. The formula for TEC is shown in Equa-
tion 1. 
 
𝑇𝑇𝑇𝑇𝑇𝑇 =  𝑃𝑃2𝑇𝑇2 + 𝑃𝑃2𝑇𝑇2 +⋯+ 𝑃𝑃𝑛𝑛𝑇𝑇𝑛𝑛 n = console use phase mode P = power consumption in mode n (W) T = time spent in mode n (s)  
Equation 1: Typical Electricity Consumption (EnergyStar, 2015) 
 
The power consumption in each mode, Pn, for each PlayStation 4 model was empirically 
measured by the researcher using SONY facilities; further details for which are outlined 
below. To estimate the time spent in each mode, Tn, the average daily usage cycle was 
calculated using estimates from a review of existing studies on console use, see Chapter 
3 for more detail.   
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The estimates for TEC of different console models are used in Chapter 5 for the carbon 
footprint of gaming. In order to determine the proportion of the TEC that was 
associated with gameplay (to normalise to the functional unit of this study), the ratio of 
gameplay time to media time was used, see Chapter 5 for further detail. Five models of 
PS4 console were assessed in Chapter 3, showing the change in energy use of PS4 
consoles. This allowed for scenario analysis in the carbon footprint study, to compare 
the impact on the carbon footprint of gaming when using a first model PS4 and most 
recent model PS4 (as the power consumption was reduced greatly between these 
models – see Chapter 3).  
 
2-3. Internet electricity intensity meta-analysis 
Internet use was identified as another hotspot in the life cycle, important to estimating 
the carbon footprint of download and cloud gaming. As Chapter 4 shows in detail, 
existing estimates varied by five orders of magnitude. Such variation would impact the 
estimates for carbon footprint greatly, so in order to determine more accurate 
estimates for the energy use of the Internet, a meta-analysis of existing studies was 
carried out – the full details of this can be found in Chapter 4.  
From the meta-analysis in Chapter 4, more accurate estimates for Internet electricity 
intensity (kWh/GB) were determined. This allowed for the calculation of the life cycle 
stages that use the Internet for download and cloud gaming. For download gaming, 
this was normalised to the functional unit by caculating the average game file size, from 
which the carbon emissions for downloading a game could be estimated. The impact of 
this was then normalised to the functional unit by allocating based on the average 
number of hours a game is played for. For cloud gaming, the estimates for Internet 
electricity intensity were used to calculate the carbon emissions arising from Internet 
network while streaming the game in use. This was calculated based on the average 
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bandwidth required to stream a game, i.e. data (in gigabytes) per hour (see Chapter 5 
for full details). 
The following chapter presents the first studies in this thesis, on console electricity use.  
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CHAPTER 3  
CONSOLE ELECTRICITY USE 
 
The major share of electricity use and carbon emissions in the life cycle of 
games consoles is estimated to arise from the console usage. In order to ac-
curately estimate the electricity use and consequent climate change impact of 
games consoles, power measurements have been taken by the researcher for 
all models of the PlayStation 4, as a case study, combined with estimates for 
usage and sales data. This section uses these new data to produce a compre-
hensive analysis of the electricity use of PlayStation 4 consoles. 
 
 OBJECTIVES  
  To calculate Typical Electricity Consumption (TEC) profiles for 
PlayStation 4 models. 
 To estimate the cumulative electricity consumption of PlayStation 4 
consoles sold in Europe and make future projections. 
 To assess the avoided electricity consumption from the implementa-
tion of energy efficiency measures in PlayStation 4 consoles. 
 To evaluate methods of predicting power consumption and electricity 
use. 
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3-1. Introduction 
As mentioned in Chapter 1, there are two areas of the gaming life cycle where current 
research is limited or not up to date (console use and Internet use). This chapter will 
aim to improve the understanding of the electricity use of consoles in the use stage, as 
highlighted in Figure 6, which is a major life cycle hotspot in terms of carbon emissions. 
The results from this chapter will then feed into the life cycle carbon footprint study in 
Chapter 5.  
 
 
 
Figure 6: Life cycle of gaming and focus of research in this chapter 
 
The purpose of this study is to estimate the electricity use of PlayStation 4 consoles and 
assess the potential for reducing future electricity use. The use stage has been esti-
mated to be the highest contributor to electricity use (from electricity generation) and 
carbon emissions in the life cycle of games consoles (AEA, 2010). There has also been 
growing concern of console electricity use from NGOs and governmental bodies; NRDC 
published a report on concern for console electricity use and estimated in the US 
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consoles may consume as much as 10 TWh/yr by 2020 – equivalent to the electricity 
consumption of Houston, Texas (NRDC, 2014). 
In 2015, the European Commission recognised a Voluntary Agreement (VA) on games 
console energy efficiency, committing manufacturers to specific power consumption 
limits and power management features (as discussed in Chapter 1) (Europa, 2015). 
NRDC, Lawrence Berkeley and the US EPA have also recommended numerous strategies 
to reduce console electricity use, including adoption of best-available-technologies 
(BATs), benchmarking gaming performance and even redesigning consoles with dedi-
cated hardware for video play (Delforge and Horowitz, 2014; Desroches et al., 2014; 
Malinowski, Acharya and Radulovic, 2015). This chapter will provide an evaluation of the 
electricity use of PlayStation 4 consoles, determine any avoided electricity use achieved 
through the adoption of the games console VA, and identify the potential for future 
electricity savings.  
This study uses PlayStation 4 to build a case study for consoles. This provides a repre-
sentative case study for consoles, as the PlayStation 4 has similar mix of technology to 
the Xbox One and represents around two thirds of these consoles sold (reference) (the 
researcher has completed a TEC analysis of both consoles for the use in the games con-
sole VA review report, however, only the results for PlayStation 4 will be presented in 
this Thesis).  
The majority of existing research on console electricity use is focused on previous gen-
eration games consoles (PlayStation 3, Xbox 360 and Nintendo Wii). There are three 
known studies that have estimated the electricity use based on PlayStation 4 (Webb, 
2014; Delforge and Horowitz, 2014; Malinowski, Acharya and Radulovic, 2015); all of 
which are now outdated and based on limited data as they only include the measured 
power consumption values of the first released model. Several researchers have also 
made predictions for the electricity use of future console models. Part of this chapter 
will assess the accuracy of these predictions and analyse methods for making such pre-
dictions to identify the best approach for future research. 
33 
 
33 
 
There are currently five PlayStation 4 models and each new model has technical im-
provements that have resulted in reductions in power consumption (a trend also 
exhibited in previous generation consoles). Updated power consumption measure-
ments for subsequent models are needed in order to accurately estimate the electricity 
use and climate change impact of consoles. This is a major gap in the assessment of 
current generation console electricity use and an issue that the research in this chapter 
will address.  
There are two key quantities this chapter will calculate; the annual electricity consump-
tion of PlayStation 4 consoles on a per unit basis (for use in the carbon footprint of 
gaming study in Chapter 5) and; the total electricity consumption of PlayStation 4 con-
soles sold in Europe (over various timescales, including annual consumption and total 
lifetime consumption). The objectives of this chapter are summarised below, and the 
following section discusses the existing research estimating electricity use of current 
generation consoles.  
3-1.1. Objectives 
The objectives of this chapter are to: 
 To calculate Typical Electricity Consumption (TEC) profiles for all existing 
PlayStation 4 models to understand how ultra-high definition capable consoles 
electricity consumption is evolving and compare that to previous generations. 
 To estimate the electricity consumption of PlayStation 4 games consoles sold in 
Europe to date and make projections for the future. 
 To assess the avoided electricity consumption from the implementation of energy 
efficiency measures in PlayStation 4 consoles. 
 To evaluate the effectiveness of methods for making predictions of future console 
power consumption and electricity use.  
The next section reviews and critiques the existing literature on console electricity use 
and gives a more detailed background for this research.  
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3-2. Background 
This section details the existing research on current generation games consoles. Firstly 
existing estimates for console electricity use are reviewed. This is followed by an 
assessment of the energy efficient technologies used in PlayStation 4 and those 
recommended by researchers and NGOs to reduce electricity use. Next, predictions for 
console power consumption and the methods used for making predictions are 
reviewed. Finally, and overview is given of existing estimates of the electricity use in 
Europe and energy savings from the adoption of energy efficient technologies 
incorporated in PlayStation 4. 
 
3-2.1. Console electricity use 
This section presents the existing estimates of PlayStation 4 electricity use. Delforge and 
Horowitz (2014), Malinowski, Acharya and Radulovic (2015) and Webb (2014) evaluated 
the annual electricity consumption of PlayStation 4, based on the power consumption 
of the first model (CUH-1016) released in November 2013. These estimates vary widely; 
Delforge and Horowitz (2014) estimated the first PlayStation 4 model consumed 181 
kWh/yr, Malinowski, Acharya and Radulovic (2015) 145 kWh/yr and Webb (2014) 
estimated 103 kWh/yr. The major difference between these studies is the estimates for 
console usage in each calculation, as shown in below.  
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Table 6: PlayStation 4 usage estimates, power consumption measurements and TEC estimates 
from existing studies 
Operational mode 
Delforge and 
Horowitz 
(2014) 
Webb (2014) 
Malinowski, Acharya 
and Radulovic (2015) 
 h/day W h/day W h/day W 
Off (standby) 2.11 0.4 4.8 0.3 8.1* 0.4 
Networked standby 18.98 8.4 17.0 2.7 12.9 8.4 
Navigation 0.23 88 0.2 83.7 0.9 88 
Media 1.24 89 0.9 96.7 1.5 89 
Gameplay 1.45 137 1.1 126.4 0.5 136.5 
Total on-time 2.92 - 2.2 - 2.9 - 
TEC (kWh/yr) 181 103 145 
 
Delforge and Horowitz (2014) and Malinowski, Acharya and Radulovic (2015) estimates 
are based on 40 minutes more total on time use per day compared to Webb (2014). 
Delforge and Horowitz’s (2014) console usage data is derived from a study by Intertek 
(2012) for the UK Department of Environment, Food and Rural Affairs (DEFRA) on 
previous generation consoles, applying the assumption that usage for current 
generation consoles has increased by 25%, due to increased features and functionality. 
Malinowski, Acharya and Radulovic (2015), on the other hand, sample data from two 
sources, Desroches et al. (2014) and Nielsen (2015), to construct the console usage 
profile above. One criticism of their approach is that the data selected from the 
Desroches et al. (2014) study was for average daily usage for previous generation 
consoles (PlayStation 2, PlayStation 3, Xbox 360 and Nintendo Wii) and relies on just 
two sources. In constrast, Webb (2014) conducted a meta-analysis of six studies that 
have metered console usage. Usage estimates will be discussed in more detail in 
subsequent sections of this chapter and this research will include an assessment of all 
known studies that have conducted console usage metering. 
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Another key difference is the power consumption measurements these estimates are 
based on, these are also shown in. Malinowski, Acharya and Radulovic (2015) power 
consumption values are taken from the Delforge and Horowitz (2014) study; these 
values are consistent with those used by Webb (2014) (and, as will be shown in 
subsequent sections, the measurements taken by the researcher) for most modes with 
the exception of networked standby mode. Delforge and Horowitz (2014) assume USB 
charging is always enabled by the user in this mode, meaning that power is supplied to 
the USB ports at all times when in low power modes in order to charge peripherals (low 
power peripheral charging), for example. This is more likely to represent an upper 
bound estimate of PlayStation 4 power consumption in this mode, since the console 
includes an option that powers down the USB ports in low power modes after a period 
of three hours by default. Webb (2014), on the other hand, applies an assumption for 
the percentage of users that enable low power peripheral charging (12.5%, based on 
survey responses from VGChartz, 2010) and assumes the remaining users charge their 
peripherals (i.e. controllers) whilst the console is on. 
Another difference between the Delforge and Horowitz (2014)/Malinowski, Acharya and 
Radulovic (2015) and Webb (2015) estimates is that the former studies also include the 
PlayStation Camera in their measurements for power consumption. This is an additional 
peripheral that is not supplied with the console. 
To summarise, several researchers have made estimates of PlayStation 4 electricity use, 
all of which are based on the power consumption of the first model (released in 2013). 
These estimates range from 181 kWh/yr to 103 kWh/yr, with variation largely due to 
different estimates of usage. These estimates are now outdated, as four further 
PlayStation 4 models have been released since the estimates were made and therefore 
are not currently representative of PlayStation 4 electricity use (at the time of writing - 
2017).   
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The next section reviews the current energy efficient technologies used in PlayStation 4 
consoles and analyses the different technologies and strategies identified by research-
ers and NGOs that could further improve console electricity efficiency. 
 
3-2.2. Assessment of energy efficient technologies and 
recommendations for future improvement 
At the time of writing, there have been four further models of the PlayStation 4 
released (detailed below), since the console was first released in November 2013. The 
different model numbers are listed inTable 7, which also details the technological 
improvements each of the models have in relation to its predecessor.  
Table 7: PlayStation  4 model numbers, release dates and the technologies adopted and 
improvements made to reduce power consumption and electricity use. 
Model Release date Technological improvements from preceding model 
CUH-1016 Nov 2013 First model released 
CUH-1116 Sep 2014 
Improvements to the AMD (Advanced Micro Devices) System on a 
Chip (SoC) 
  Improvements to the Operating System (OS) 
CUH-1216 Jun 2015 Default automatic power-down (APD) set to one hour in US 
  USB charging powers down after three hours 
  
Optimisation of System-on-a-Chip (SoC) operation and scaling, partic-
ularly for media play 
  Blu-ray electronics condensed and integrated onto the motherboard 
  Other minor component integrations 
CUH-2016 Sep 2016 SoC die shrink 
CUH-2116 Jun 2017                                                                                                                                                                                                                              Minor technical improvements 
A description of the technologies listed above is given in Table 8:  
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Table 8: Energy efficient technologies in PlayStation 4 
Energy efficient technology Description 
System on a Chip (SoC)  An SoC is a microprocessor that contains multiple components of 
a computer system, such as CPU, GPU, memory etc. on one chip.   
Efficient power supply Power supply with minimum losses over load curve.  
Clock and power gating Power saving techniques in integrated circuit; power gating shuts 
areas of the chip off that are not in use by stopping the flow of 
current to areas not in use; clock gating reduces dynamic power 
in the IC by reducing switching activity on the chip. These tech-
niques allow for more effective “power-scaling”, whereby power 
consumption is more linear with computational load.   
Low power download Ability to download files while the console is in low power mode. 
Low power peripheral charging Ability to charge peripherals while console is in low power mode.  
Low power standby and net-
worked standby modes (beyond 
regulatory requirement) 
Power caps detailed in Section 1-5.2. 
Default APD set to 20 minutes in 
EU 
Games console VA requires 60 minutes APD time for modes 
other than media play (4 hours); however, PS4 has 20 minutes 
APD time by default, reducing inactive usage. 
USB charging powers-down after 
3h 
Power to the USB ports is switched off after 3 hours by default, to 
save power consumed by USB ports after peripherals have had 
time to fully charge. 
Suspend-to-RAM  Allows game progress to be saved and stored in the Random Ac-
cess Memory (RAM) while the console is in low power mode and 
for the game to be resumed instantly from the last place when 
console is powered on. This reduces inactive usage from leaving 
the game paused with the console powered on.  
Blu-ray components integrated  Blu-ray electronics condensed and integrated onto the mother-
board 
Die shrink Process of miniaturising an IC by reducing the transistor size, typ-
ically through optical lithography, resulting in reduced power 
consumption (when comparing the same chip architecture), 
physical size and cost of producing an IC (as more chips can be 
printed per silicon wafer). 
  
The effect of the adoption of these technologies on the power consumption of 
PlayStation 4 will be evaluated in following sections. A number of previous researchers 
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and NGOs have made recommendations for technologies to improve the energy effi-
ciency of consoles; these are discussed in more detail below. 
In 2008, the NRDC and ECOS Consulting conducted “the first ever comprehensive study 
on the electricity use of video games consoles”, estimating that consoles consumed 16 
GWh/year (Horowitz et al., 2008). This report concluded that; console sales were grow-
ing; average power consumption of consoles was increasing; power management 
features were not easily accessible; consoles were left on for extended periods of time 
and; the functionality of consoles was broadening. The report recommended that to 
improve console energy efficiency, manufacturers adopt the following energy efficient 
technologies; Automatic Power Down; auto-save features; inclusion of sleep button on 
controllers; console optimisation to reduce media play power consumption; use of effi-
cient power supplies and; implementation of processor voltage and frequency scaling. 
Five years on from the publication of the NRDC report, PlayStation 4 was launched uti-
lising all of the technologies listed as recommendations for improving console energy 
efficiency.   
The report also proposed that a benchmark should be developed for measuring the 
performance of consoles in gameplay, as a means of driving efficiency. This was also 
recommendation made to the European Commission in the preparatory study for the 
games console Voluntary Agreement (AEA, 2010). A recent study on performance 
benchmarks for games consoles by Koomey et al. (2017) (in which the researcher is a 
co-author), however, concluded that “the dynamic nature of consoles creates extreme 
complexity” and that “it is unlikely that meaningful metrics for comparing gaming perfor-
mance can ever be developed for game consoles”. The full study can be found in 
Appendix A.  
Another of the earlier reports concerning console electricity use was conducted for the 
Ecodesign Directive Lot 3 preparatory study. The study, conducted by AEA (2010), con-
sidered two scenarios for reducing the electricity use of high definition consoles 
(previous generation); the first based on then Best Available Technologies (BATS), the 
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second based on Best Not-yet Available Technologies (BNATs). The report recom-
mended that console manufacturers include a separate video architecture for media 
play, which operates at lower power consumption than the console’s main processor. 
This is one of the most common recommendations made by research groups and 
NGOs (as shown in Table 9 later in this section); the reason for this is that consoles have 
powerful GPUs to cope with the computational demand and parallel processing re-
quirements for generating graphics for gameplay (for PlayStation 4 the GPU is 
integrated on the SoC – reducing power consumption when compared to a dedicated 
GPU with the same performance). The high-performance chip is used for media play 
and in previous generation consoles, where power-scaling was lower than exhibited in 
current consoles, power consumption for media play was close to the power consump-
tion in gameplay mode (despite the computational demand of media play being lower). 
It has been suggested that incorporating a separate video chip in the console for media 
modes would reduce the power consumption of media play and other non-gaming 
modes, making it closer to that of a dedicated media player (i.e. Blu-ray player or set 
top box, typically 10 – 20 W). In practice, this technology is already incorporated in the 
PlayStation 4, however, the SoC still needs to remain on for this chip to operate and, 
therefore, power consumption cannot practically reach the low levels suggested by AEA 
and others. In order to achieve such low power consumption for media modes, manu-
facturers would need to incorporate separate video architecture that could operate 
while the main console system architecture was in a standby mode. Webb (2014) as-
sessed this and identified that, although this would bring 14% reduction in annual 
electricity consumption, the estimated manufacture cost of ~£40 would exceed the (av-
erage) lifetime reduction in consumers’ electricity bills of £25.82. Webb (2014) argued 
that this increased cost of manufacturing would likely be passed on to the consumer in 
retail price increases and would therefore not satisfy a key criterion of the Ecodesign di-
rective that “there shall be no significant negative impact on consumers in particular 
regards the affordability and the life-cycle cost of the product” (European Parliament 
and Council, 2009). 
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Further recommendations made by AEA (2010) included improving power supply effi-
ciency and the power-scaling abilities of the processor; adopting SoC architecture; 
adopting CPUs based on 32 nm architecture (PlayStation 4 released on 28 nm, with fur-
ther die shrink to 16 nm after two years) and; automatic power down and power 
management features. Through the adoption of these technologies, AEA (2010) esti-
mated that the best-case electricity savings could reach 3.7 TWh/yr in 2020. 
Hittinger, Mullins and Azevedo (2012) conducted a review of console electricity con-
sumption in the US and estimated that console electricity use grew from 11 TWh in 
2007 to 16 TWh in 2016 – or 1% of residential electricity consumption. They also re-
viewed the potential for electricity saving technologies for consoles, concluding that 
adoption of the technologies (listed in Table 9) would result in a 75% reduction in elec-
tricity consumption.  
An Energy Star specification was developed by the US EPA as the proposed perfor-
mance requirements for games consoles, setting power caps and automatic power 
down times for manufacturers to achieve in order to improve energy efficiency. This 
specification was considered as the basis for regulation by the Californian Electricity 
Commission (CEC), however, following the agreement of the games console VA in the 
EU, CEC have not proceeded with any regulation to date. 
An NRDC report by Delforge and Horowitz (2014) estimated that current generation 
consoles would consume 11 TWh per year in the US by 2020 (the first report by NRDC 
written by Horowitz et al., 2008, estimated that games consoles at the time consumed 
16 TWh of electricity and that savings of 11 TWh could be made through energy effi-
ciency measures), equivalent to the electricity production of “four large power stations”. 
The main recommendations for energy efficiency improvements in this report were for 
separate video architecture for media play to be included in consoles hardware and fur-
ther console specific improvements – for the PlayStation 4 these included: reduction of 
PlayStation 4 power consumption in standby modes (for example, through APD of USB 
ports) and to allow users to select standby features in initial set up. These are 
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recommendations appear to be misguided, as during set-up of PlayStation 4 users can 
already select such additional low power functions and the standby power consump-
tion of the PlayStation 4 is substantially lower than other consoles with similar 
performance. In fact, the networked standby power consumption of PlayStation 4 was 
highlighted in an IEA report as being a good example of efficient networked standby 
technology (IEA, 2015).  
A Lawrence Berkeley National Laboratory study focusing on games console usage esti-
mated that consoles in 2012 consumed 7.1 TWh in the US and qualitative stated that 
the “emergence of Generation 8 consoles may increase national electricity consumption” 
(Desroches et al., 2014). This study conducted a new metered study of console usage, 
as detailed in later sections and the first for current generation consoles. They 
estimated the annual electricity consumption of each console based on the power 
consumption of models released in 2013 and multiplied this by cumulative console 
sales to estimate national electricity consumption. Their results are likely overestimated 
today, as new console models have since been released, with improved energy effi-
ciency. Another disadvantage with this method is that extrapolating estimates by 
multiplying by cumulative sales does not accurately represent the stock of consoles in 
use; as later sections in this report will detail, estimating stock in use requires additional 
data (later section will also show how estimates of stock in use are also more accurate 
than multiplying by cumulative sales, as some consoles retire). Desroches et al. (2014) 
identified default APD times and APD with game saving features (i.e. a suspend-to-Ram 
feature), as well as improved CPU and GPU power-scaling as the main opportunities for 
console manufacturers to improve the efficiency of games consoles. 
A US EPA report by Malinowski, Acharya and Radulovic (2015) also recommends the 
adoption of a “dedicated low-power secondary processor, similar to ones used in com-
mercially available set-top boxes is implemented to reduce power in Navigation, Video 
Streaming Play, and Video Streaming Pause Modes to 5 W”. The report goes on to note 
that a secondary processor is already present in the PlayStation 4, however their assess-
ment that this could be used to reduce navigation and media mode power 
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consumption to 5 W is misguided. The secondary processor in PlayStation 4 is used for 
the operation of low power modes (i.e. standby mode, networked standby, suspend-to-
RAM, low power peripheral charging and low power download). This processor could 
not be used separately to the main SoC for media and navigation modes and therefore 
Malinowski, Acharya and Radulovic (2015) estimates for the potential reduction in elec-
tricity use, based on utilising the low power processor in this way, are incorrect.  
A summary of researchers and NGOs recommendations for technologies to improve 
the energy efficiency of consoles is given in Table 9.  
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Table 9: List of recommended technologies to improve console energy efficiency and reduce 
electricity use  
Technology AEA (2010) 
ECOS 
(2011) 
Hittinger, 
Mullins 
and 
Azevedo 
(2012) 
Energy 
Star 
(2012) 
Delforge 
and Hor-
owitz 
(2014) 
Desroche
s et al. 
(2014) 
Malinow-
ski, 
Acharya 
and Rad-
ulovic 
(2015) 
Currently 
adopted? 
Separate/addi-
tional 
components to 
run non-gaming 
applications 
X       X   X No 
Efficient power 
supplies X           X Yes 
Power supply out-
put power 
reduction 
            X Yes 
CPUs based on 
32nm architecture X             Yes 
Die shrink (based 
on industry trends 
for efficiency) 
            X Yes 
System on a Chip 
architecture X             Yes 
Power scaling of 
CPU and GPU   X       X   Yes 
Processor perfor-
mance scaling 
and power man-
agement 
techniques 
X             Yes 
Advanced power 
management 
technologies  
X             Yes 
Default Automatic 
Power Down fea-
tures 
X   X X   X   Yes 
APD with saving 
of in-game pro-
gression 
          X   Yes 
Reduce power 
draw in standby 
with USB ports 
live 
        X     Yes 
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In summary, various technologies exist to improve the energy efficiency of consoles, all 
of those recommended by NGOs and researchers have been used in PlayStation 4 (with 
the exception of separate video architecture) and in some cases even more ambitious 
efficiency trends have been implemented. The impact of these technologies on the 
power consumption of PlayStation 4 will be assessed, by comparing the power con-
sumption of each model released to the list of technologies adopted for each model in 
Table 9 above. This study will then assess the impact of the adoption of these technolo-
gies on electricity savings, when compared to the electricity use of PlayStation 4 had 
these technologies not been adopted (by calculating a business-as-usual estimate for 
PlayStation 4 power consumption based on no technology improvements being made 
from PlayStation 3). 
The next section reviews existing research that has tried to predict the power consump-
tion of console models released after the first PlayStation 4 model.  
 
3-2.3. Predictions of console power consumption 
Power consumption measurements, together with usage estimates, are required for es-
timating console TEC. Existing estimates for PlayStation 4 TEC are modelled based on 
measured power consumption data for the first model only, since this was the only 
model available at the time those studies were published. Webb (2014) and Malinowski, 
Acharya and Radulovic (2015) made predictions for the power consumption of future 
PlayStation 4 models to predict the future electricity use of PlayStation 4. Both these re-
searchers took different approaches to predicting reductions in power consumption in 
successive models. Firstly, Malinowski, Acharya and Radulovic’s (2015) predictions for 
power consumption of different modes is derived considering the specifications of dif-
ferent console components (as shown in the model in Figure 7). 
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Figure 7: Malinowski, Acharya and Radulovic (2015) model for predicting game console power 
consumption 
 
The model used by Malinowski, Acharya and Radulovic (2015) assumes that power re-
ductions for console components follow general semiconductor industry trends and 
that additional improvement beyond industry trends could be achieved through power 
management and the adoption of dedicated low power processor.  
To model power reductions for console components that follow general semiconductor 
industry trends, Malinowski, Acharya and Radulovic (2015) use the 2011 edition of the 
International Technology Roadmap for Semiconductors (ITRS) estimates of future logic 
and memory performance (ITRS, 2011). Malinowski, Acharya and Radulovic (2015) base 
this on “the power draw of the balance of components was estimated using data for a 
proxy PC with similar specifications as 8th-generation game consoles”. The power sup-
ply losses were based on efficiency measurements of the Xbox One in gameplay, 
navigation and standby modes; they then applied the assumption that these losses 
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would be the same for PlayStation 4. One problem with this comparison is that the 
PlayStation 4 power supply efficiency is higher than the figure used of <86% measured 
for the Xbox One (exact figure not known or quoted in the study; it is later stated that 
the model adjusts power supply efficiency to 86% to match 2016 US Department of 
Electricity external power supply requirements – suggesting that the starting figure 
must be lower). Malinowski, Acharya and Radulovic (2015) calculate the DC power con-
sumption forecast, by subtracting the power supply losses from the measured power 
consumption of the PlayStation 4 and Xbox One in different modes and then multiply-
ing this by the ITRS forecast for efficiency improvements in each year. Power supply 
losses were then factored back in, in proportion to the change in total component 
power consumption (normalised to the starting year, 2013). They then applied three 
business-as-usual assumptions; firstly, standby power consumption will drop to meet 
the European Commission Networked Standby (801/2013) regulation at 6 W by 2015, 3 
W by 2017, and 2 W by 2019. Secondly, a decrease in PlayStation 4 standby power to 
reflect a 2014 firmware change to prevent controllers from charging after a preselected 
time; and thirdly, an increase in power supply efficiency to 86%, as stated previously. 
The predictions for power consumption and electricity use by Malinowski, Acharya and 
Radulovic (2015) are shown in Figure 8. 
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Figure 8: Top) Predicted PlayStation 4 power consumption, per year, for different modes.  
Bottom) Predicted annual electricity consumption of PlayStation 4 for BAU and with efficiency 
improvements. (Malinowski, Acharya and Radulovic, 2015) 
 
One fault with Malinowski, Acharya and Radulovic’s (2015) method is that the 
networked standby power consumption measurement for 2013 of 8 W is incorrect, as 
the results section below will show. Malinowski, Acharya and Radulovic (2015) use the 
predicted power consumption reduction to estimate future annual electricity 
consumption (shown in Figure 8 as the “business-as-usual forecast”). They then predict 
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that through adopting a separate low power processor and power management 
features, electricity use of PlayStation 4 consoles could be reduced by 85% in 2020. As 
mentioned in the section above, these technologies were already in place at the launch 
of PlayStation 4 and therefore the projected electricity savings are based on an 
incorrect assumption. In addition, the use of a low powered processor for media and 
navigation modes, separate to the main SoC is technically unfeasible. The predictions 
for annual electricity consumption made by Malinowski, Acharya and Radulovic (2015) 
are compared later in the results section, to those made by the researcher based on 
measured power consumption. 
A different approach was taken by Webb (2014), who instead identified the timeline for 
reductions in power caps from the games console VA. Webb (2014) also conjectured 
that die shrink would be the main driver of power consumption reductions, however, 
based the rate of power reduction on the timeline of power cap tiers in the games 
console VA, as per Table 10, assuming die shrink would enable console manufacturers 
to meet the caps.  
 
Table 10: Games console VA power caps for different modes and implementation dates, used as 
assumptions for die shrink introduction by Webb (2014) 
  Tier 1 Tier 2 
Mode Power cap (W) Date Power cap (W) Date 
Navigation 90 2014 70 2017 
Media 90 2016 70 2019 
 
Low power modes are not affected by die shrink in the main processor and so Webb 
(2014) also applies the same reduction in network standby power consumption due to 
the requirement for console manufacturers to meet the mandatory regulation for Net-
worked Standby (801/2013). Webb (2014) starting estimate for networked standby 
50 
 
50 
 
power consumption is correct, where Malinowski, Acharya and Radulovic (2015) is 
based on a low power mode with additional functions enabled (as the data come from 
an erroneous report by Delforge and Horowitz, 2014) and therefore the estimate was 
too high to start with. For standby mode, the first PlayStation 4 model already had 
power consumption below that requirement because of EC standby regulation 
1275/2008 (0.5 W). A comparison of Webb’s (2014) and Malinowski, Acharya and Radu-
lovic’s (2015) predictions for power consumption is shown in Table 11, for each year 
subsequent to the first release (2013) values are measured, while further years are esti-
mated).  
 
Table 11: Comparison on Webb (2014) and Malinowski, Acharya and Radulovic (2015) PlayStation 
4 power consumption predictions  
Webb  2013  2014  2015  2016  2017  2018  2019  
Gameplay 126.4 126.4 126.4 117.7 117.7 105.8 91.5 
Media 96.7 96.7 96.7 90 90 80.9 70 
Navigation 83.7 83.7 83.7 77.8 77.8 70 60.5 
Standby 2.7 2.7 2.7 2.7 2.7 2.7 2 
Malinowski        
Gameplay 137 122 122 102 102 98 81 
Media 91 82 82 70 70 65 53 
Navigation 84 78 78 62 62 60 50 
Standby 8 2.7 2.7 2.7 2.7 2.7 2 
 
In summary, several researchers have made predictions for the future power consump-
tion (and consequent electricity use of PlayStation 4); however, these predictions have 
not since been verified. This study will assess the accuracy of previous predictions 
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made, evaluate if console performance was better or worse than predicted, and identify 
potential improvements in methods for making predications in the future.  
The following section discusses existing research estimating the electricity use of 
PlayStation 4 consoles in Europe and electricity savings from energy efficiency technol-
ogies implemented in PlayStation 4. 
 
3-2.4. Avoided electricity use through energy efficiency 
measures 
Webb (2014) conducted an in-depth analysis of the electricity consumption of 
PlayStation 4 consoles in Europe, including estimates of projected electricity savings 
driven by the games console VA over the lifetime of the PlayStation 4. Webb (2014) also 
demonstrated that the commitments in the VA would result in greater electricity sav-
ings than the regulatory approach suggested by the EC (the regulation considered by 
the EC is described previously in Chapter 1 and included capping power consumption 
of media modes at 50 W). In fact, Webb (2014) estimated that in total, the electricity 
savings for PlayStation 4 would be 13.9 TWh over the product lifetime, see Figure 9. 
This included savings from both the mandatory power requirements from regulations 
on standby (1275/2008) and networked standby (801/2013); the commitments in the 
VA (power caps in navigation and media modes and power management features); and 
further voluntary efficiency improvements such as low power peripheral charging and 
suspend-to-RAM features.  
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Figure 9: Lifetime electricity use of PlayStation 4 console in Europe, from different regulatory 
scenarios (Webb, 2014) 
 
Webb’s (2014) calculations were based on projected PlayStation 4 sales, as the study 
was conducted in the year the console was first released. To estimate sales, Webb 
(2014) calculated the average (mean) console sales since 1994 (the year the original 
PlayStation console was released), normalising to years since each console was intro-
duced. This gave an average value for 20 years of console sales. To date, PlayStation 4 
sales have been double the estimated projection by Webb (2014) and, as a result, esti-
mates of electricity use and savings are likely to be much greater.  
To estimate the avoided electricity use of consoles through the adoption of energy effi-
cient technologies, Webb (2014) made estimates for the business-as-usual power 
consumption of PlayStation 4. This business-as-usual (BAU) estimate represents the 
power consumption of the console had no energy efficiency measures been adopted – 
such as automatic power down (APD) and the use of System on a Chip (SoC) architec-
ture. Webb (2014) calculations are based on the power consumption of components 
required that match the technical specification of the PlayStation 4, but assuming that 
no efficiency improvements would be made between the predecessor platform, 
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PlayStation 3 (for full details of this method, see Webb, 2014). A summary of business-
as-usual power consumption for PlayStation 4, calculated by Webb (2014) is shown in  
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Table 6; these data are used as the basis for PlayStation 4 BAU electricity use in this 
study.  
 
Table 12: Business-as-usual estimated power consumption values for PlayStation 4 from Webb 
(2014) 
Mode Power consumption (W) 
Gaming 170.1 
Media 142.1 
Other functions/navigation 150.8 
Standby 1.8 
Networked standby 11.7 
 
Webb, et al. (2014) also compared projections for PlayStation 4 electricity use to previ-
ous PlayStation consoles (see Figure 10). Webb (2014) found that between successive 
console generations the cumulative electricity use (TWh) had increased by approximate 
2.5 times, up to PlayStation 3. Webb (2014) found, however, that due to efficiency im-
provements, the cumulative electricity use of PlayStation 4 consoles in Europe would be 
3.4 TWh lower than the cumulative electricity use PlayStation 3 consoles. 
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Figure 10: Cumulative electricity use for all PlayStation consoles, including predicted electricity use 
of PlayStation 4 by Webb (2014) 
 
In conclusion, this background section has shown that existing estimates for PlayStation 
4 electricity use are outdated and based on power consumption data for the first of five 
PlayStation 4 models only. This section has also shown that a large range of energy effi-
cient technologies have been adopted across the PlayStation 4 models released to 
date, however the effect of these technologies on power consumption and electricity 
use has not been assessed. On top of this, several researchers have made predictions 
for future PlayStation 4 power consumption; however, the accuracy of these predictions 
has not yet been verified. Subsequently, previous predications for overall electricity sav-
ings through the adoption of energy efficient technologies have not been validated. 
This study aims to address these issues in order to provide updated estimates and ver-
ify the accuracy of previous assessments of PlayStation 4 electricity use. This will enable 
industry to better understand console electricity use and is necessary to validate pro-
jected savings and assess the continuing effectiveness of the games console VA. 
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3-3. Methodology 
This section outlines the methodology used to calculate the Typical Electricity Con-
sumption (TEC) of PlayStation 4 consoles, as well as their cumulative electricity 
consumption in Europe (the scope of this research). To date there have been five mod-
els released, listed below. The PlayStation 4 Pro console, released in September 2016, as 
well as the Microsoft Xbox One, Nintendo Wii U and Nintendo Switch (released in 2017) 
are out of the scope of this analysis. Of these consoles the Microsoft Xbox One is most 
similar to the PlayStation 4 and is made up of similar hardware components, for exam-
ple based on x86-64 microarchitecture (both use custom AMD Jaguar Accelerated 
Processor Units, APUs) and offer the most comparable gaming experience (i.e. share 
common game titles available on both platforms). Both these consoles are categorised 
as ultra-high definition (UHD) media capable consoles and together, make up around 
75% of current generation console sales (Vgchartz.com, 2018). The Nintendo Wii U and 
Nintendo Switch are HD consoles and offer a different gaming experience to consum-
ers (typically they have lower performance and power consumption and offer different 
types of games). In contrast the PlayStation 4 Pro is capable of UHD gaming, however, 
the sales figures for it are not currently publicly available. This study uses PlayStation 4 
to build a case study for current generation consoles, representing approximately 65% 
of the European consoles sales (Vgchartz.com, 2018). 
 
3-3.1.Typical Electricity Consumption 
Typical Electricity Consumption (TEC) methodology was used to estimate the per unit 
electricity consumption of the PlayStation 4. TEC methodology was formulated by the 
Energy Star Program (Energy Star, 2015) and it allows for calculation of weighted aver-
age electricity use, based upon the time spent in each mode and the power 
consumption of that mode. The formula for TEC is shown in Equation 1. 
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𝑇𝑇𝑇𝑇𝑇𝑇 =  𝑃𝑃2𝑇𝑇2 + 𝑃𝑃2𝑇𝑇2 +⋯+ 𝑃𝑃𝑛𝑛𝑇𝑇𝑛𝑛 n = console use phase mode P = power consumption in mode n (W) T = time spent in mode n (s)  
Equation 2: Typical Electricity Consumption (EnergyStar, 2015) 
The power consumption in each mode, Pn, for each PlayStation 4 model was empirically 
measured by the researcher using SONY facilities; further details for which are outlined 
below. To estimate the time spent in each mode, Tn, the average daily usage cycle was 
calculated using estimates from a review of existing studies on console use, further de-
tailed in Section 3-3.3.  
An advantage of the TEC method is that it allows for the full usage profile of devices to 
be assessed which is particularly important for devices with multiple functions, such as 
games consoles or computers. TEC is also a widely accepted method for testing compli-
ance with regulations and standards, including the Ecodesign Directive. Additionally, 
TEC allows for a breakdown of electricity use by different use modes and represents 
typical usage. One limitation of TEC is that it is sensitive to usage assumptions (if meas-
ured/metered usage is not available); the implications of this are discussed further in 
following sections.  
The next section details the method used for measuring console power consumption. 
 
3-3.2. Power consumption measurements 
Power consumption measurements were taken following the test procedure outlined in 
the games console Voluntary Agreement (efficientgaming.eu, 2018) agreed by the 
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European Commission. This method was chosen as it was designed specifically to 
measure compliance of games consoles (and therefore must achieve accurate results) 
considering factors such as environmental conditions, to ensure measurements are as 
controlled and repeatable as possible.  
Power consumption was measured using a sample of five consoles per model; this 
range was chosen for both cost and practicality purposes (testing five samples took ap-
proximately two weeks to complete). Power consumption variations are exhibited 
across samples of the same model, due to the slight differences in manufacturing pro-
cess (Webb, 2014) – the sample size selected allows for a range in power consumption 
to be represented, within the time and cost parameters of this study.  
Games consoles have multiple functions and, therefore, the power consumption of a 
number of modes needs to be measured to build a comprehensive TEC profile. The dif-
ferent modes that were used to test console power consumption in this analysis are 
listed and described in Table 13. These are grouped into categories of low power, user 
interface, physical media, virtual media, gameplay, and other. There are many individual 
applications on the PlayStation 4 that are not included in this list; however, testing 
every application would be too time-consuming within the constraints of this project. 
The applications chosen account for a broad range of the functions on PlayStation 4; 
usage data is not available in detail for active modes other than gameplay, media and 
navigations and the modes tested provide a sample for these groups (as well as addi-
tional mode measured for use in the carbon footprint study in Chapter 5). This study 
examined multiple games, as well as different gaming methods; three disc games, one 
downloaded game and one game using the cloud streaming service PS Now. Multiple 
media play options are also considered, including Blu-ray, DVD and streaming using 
the native media player; on top of this the power consumption when downloading 
game files in the home menu was also measured (for use in the carbon footprint study 
in Chapter 5).  
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Table 13: Power consumption modes measured and descriptions 
Category 
Operational 
mode 
Description 
Low power Off 
 
Lowest standby power state, small amount of power consumed by 
touch sensitive power button and Bluetooth receiver to switch on 
console through controller. 
Rest 
(Internet) 
 
Networked standby mode, a condition from which the console is 
able to resume functionality via a remotely initiated trigger via a 
network connection. 
Rest (USB) 
 
Standby mode in which power is provided to the USB ports to allow 
for controller charging while powered down. 
Rest 
(suspend) 
 
Active files from open applications (such as games) are stored on the 
consoles main memory (RAM) and other more power intense 
components are shut down (such as the GPU and CPU) to lower 
power states. This allows the user to shut the console down to a low 
power state in the middle of gameplay, for example, and resume 
quickly from the same position when restarting the console.  
Rest (all 
functions) 
All the above standby functions enabled.  
User 
interface 
Navigation User moving through console main menu in order to select an 
application or change settings, for example. 
Navigation 
(long idle) 
Lower power state in main menu where user has been inactive for 
ten minutes (background graphics tend become less animated). 
Downloading Downloading a game from the PS Store whilst on the main menu 
Physical 
media 
DVD Playing a DVD 
Blu-ray Playing a Blu-ray disc 
Media 
streaming 
PlayStation 
Video* 
Native video streaming application on PS4, for testing these are set 
stream in 1080p (HD) resolution. 
Gameplay Disc Gameplay using a Blu-ray disc. The average of three top selling 
game titles at the time of testing was used for each model. In 
addition, the same game (Battlefield 4) has been tested for each 
model released.  
Download Gameplay using a game that has been downloaded from the 
PlayStation Store and stored on the Hard Disk Drive (HDD) 
Cloud Gameplay using a game that cloud streamed using the 
PSNow cloud gaming service 
60 
 
60 
 
For all modes except gaming, the media used to conduct the tests has been kept the 
same, so to be comparable across different models. For gaming, a selection of top 
three games at the time of testing were used for disc (in addition, one additional disc 
was used for all models), this is in line with the test method set out in the games con-
sole VA. The downloaded game for each model also differs (although it is a title from 
the same series – FIFA, a popular football game). Cloud gaming was only measured on 
the first and last console models (for use in Chapter 5). Table 14  lists the relevant me-
dia used for each mode measured. 
 
Table 14: List of media tested for each operational mode on different console models 
Operational mode 
Console model 
CUH-1016 CUH-1116 CUH-1216 CUH-2016 CUH-2116 
DVD Avatar 
Blu-ray Avatar 
PlayStation Video 24: season1, episode 1 
Gameplay (disc 0) Battlefield 4 
Gameplay (disc 1) BF 4 Destiny COD AW COD BO 3 COD IW 
Gameplay (disc 2) Killzone Fifa 15 Fifa 15 Fifa 16 Fifa 17 
Gameplay (disc 3) Knack WatchDogs GTA V Uncharted Uncharted 
Gameplay (download) Fifa 14 Fifa 15 Fifa 16 Fifa 16 Fifa 17 
Gameplay (cloud) The last of us                                                                The last of us 
Note: Discs 1, 2 and 3 are used for the calculation of average disc gaming. Disc 0 was kept the 
same for all models. 
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Power consumption measurements were conducted in a laboratory at the Sony Interac-
tive Entertainment Europe headquarters; the test set-up is pictured in Figure 11. 
 
 
 
 
 
 
 
 
 
The following equipment was used to carry out the measurements: 
 HAMEG (Rohde and Schwarz) HM8115-2 8 kW power meter (Figure 12) 
 PC with power meter recording software 
 Temperature and humidity meter 
 Television (connected to games console via HDMI port) 
 Games console “unit under test (UUT)” and controller 
  
Power meter 
Plug socket 
connected to 
power meter 
Temperature and 
humidity meter 
PS4 sample 
Power meter 
software 
Figure 11: Laboratory test set-up for measuring console 
power consumption 
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The power meter complies with requirements of IEC 62087, the international standard 
for methods of measurement for the power consumption of audio, video and related 
equipment (IEC, 2015). To connect the PlayStation 4 to the power meter, a power socket 
is connected; this consumes a very small amount of power, which is recorded in the 
measurement of the console power consumption. To correct for this, the average power 
consumption of the power socket is subtracted from the console measurements, equal 
to 0.3 W.   
 
3-3.3. Console usage estimates 
Usage estimates are the second component required for making TEC estimates; this re-
search uses a meta-analysis of existing estimates to determine a usage profile for 
PlayStation 4. Firstly, Table 15 shows the existing usage estimates for “total on time”. 
 
Figure 12: HAMEG HM8115-2 power meter 
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Table 15: Estimates for console usage, showing study, year of estimate, sample size and description 
of consoles sampled 
Study 
Year Total on time 
(hours) 
Description 
Nielsen 2009 2.54 Metered Usage 
Market Transfor-
mation Programme 
2009 1.00 
Metered Usage 
Nielsen 2011 1.63 Metered Usage/ survey/ expert assumptions 
for 2010 
Intertek (DEFRA) 2012 1.70 Metered usage 
Desroches (LBNL) 2013 2.10 Metered PlayStation 3 consoles 
Average  1.79  
 
Taking the average (mean) of these usage estimates for the total on time for consoles, 
gives an estimate of 1.79 hours per day. The limitation of these estimates is that they 
are all based on previous generation consoles (some specifically on PlayStation 3); there 
are no known metered studies on current generation consoles.  
To estimate the usage of PlayStation 4 consoles, it is assumed that usage has increased 
by 25%, due to the extra functionality and features possessed by the PlayStation 4, 
compared to the PlayStation 3. Webb (2014) showed that usage estimates had in-
creased between successive generations on average by 25% (i.e. between the 
PlayStation and PS2™, and PS2 and PS3™). This approach is also taken by Webb (2014) 
and Delforge and Horowitz (2014) to derive usage estimate for current generation con-
soles. Therefore, the estimated total on time for PlayStation 4 is 2.24 hours per day. 
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Taken from a large sample of survey responses1, Nielsen (2009, 2011, 2013 and 2017) 
derive estimates for the percentage share of console on time usage, split between dif-
ferent modes; gameplay, media and navigation/other modes. The estimates for 
percentage share of usage for console on time is shown in Table 16.  
 
Table 16: Console usage splits between different modes for PlayStation 3 and PlayStation 4 from 
four Nielsen survey reports (Nielsen, 2009, 2011, 2013, and 2017) 
  PlayStation 3 PlayStation 4 
Mode 2009 2011 2013 2017 Average 2017 
Media 40% 42% 46% 50% 44.5% 33% 
Other 11% 4% 8% 14% 9.25% 18% 
Online gaming 19% 16% 18% 15% 17% 29% 
Offline gaming 30% 38% 28% 20% 29% 19% 
Total gaming 49% 54% 46% 35% 46% 48% 
Total 100% 100% 100% 100% 100% 100% 
  
Nielsen reports the percentage share of usage time for different consoles including the 
PS3, Xbox 360 and Nintendo Wii, in reports up to 2013 and more recently have re-
ported these figures for PlayStation 4 and Xbox One. Webb (2014) applied the 
percentage share data, up to 2013 from Nielsen reports to calculate console usage 
times for the PlayStation 4. This study uses PlayStation 4 specific data from Nielsen 
(2017) to estimate console usage time per mode (the use of these survey results to esti-
mate usage share between modes is a limitation of this research, as metered data for 
 
 
1 The Nielsen national TV panel consists of 17,000+ homes/30,000+ individuals 
(Nielsen, 2009) 
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each mode would be more accurate, however is not currently available). However, the 
share in reported usage time, from these survey results, between modes appears to 
have changed little between the console generations of PlayStation 3 and PlayStation 4. 
As Table 17 shows, the reported share of total gaming time has changed very little be-
tween PlayStation 3 and PlayStation 4, increasing from 46% to 48% of on time. The 
interesting detail is that, for PlayStation 4, online gaming has become the principal 
gaming method, overtaking offline gaming (almost swapping percentage share be-
tween them). This verifies the assumptions that new generation games consoles are 
increasingly used for online features over the previous generation; this could be largely 
due to the requirement for network connection for many features on current genera-
tion consoles. 
 
Table 17: Console usage splits between different modes for different consoles Nielsen (2017) 
Mode PS3 Xbox 360 Wii PS4 Xbox One Average 
Online gaming 17% 29% 10% 29% 31% 23% 
Offline gaming 29% 33% 51% 19% 19% 29% 
Total gaming 46% 62% 61% 48% 50% 53% 
Media 45% 31% 28% 33% 35% 35% 
Other 9% 8% 11% 18% 14% 12% 
Total 100% 100% 100% 100% 100% 100% 
 
Applying the percentage share for different modes to the average total on time of 2.24 
hours gives the usage estimates in hours per day for the main consoles modes; gaming 
1.08 h/day (offline and online), media 0.74 h/day and 0.4 h/day for other functions.  
The remaining usage time is split between standby and networked standby modes. 
Webb (2014) determined the share between these two modes based on the results 
from a 2010 survey which found that 78% of PlayStation 3 consoles were connected to 
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the Internet in rest mode (VGChartz.com, 2010) – i.e. in networked standby mode. This 
corresponds to 16.9 h/day in network standby and 4.8 h/day in regular standby mode.  
These estimates together make up the usage profile for the business-as-usual estimate 
(i.e. usage profile for PlayStation 4 had no energy efficiency technologies been adopted 
between console generations); shown in  
Table 18. 
 
Table 18: business-as-usual estimate PlayStation 4 usage estimate (2017) 
Mode BAU (h/day) 
Gaming 1.08 
Media 0.74 
Navigation/other functions 0.40 
Standby 4.79 
Networked standby 16.99 
Total 24.00 
 
There are several energy efficient technologies and features that have been imple-
mented on the PlayStation 4 that act to reduce the total inactive usage time, i.e. time 
that the console is on and in a mode such as gameplay, media or other functions, but 
has no user input. These are automatic power down (APD), low power peripheral charg-
ing and suspend-to-RAM; as discussed in previous sections. Existing estimates for 
inactive time vary widely, from 22% (Consumer Electronics Association, 2010) and 93% 
(Horowitz et al., 2008), all of which are based on consumer survey responses. Webb 
(2014) identified that there was “apparent difficulty for consumers to estimate the time 
their console spends inactive” and that a reasonable assumption would be 30% of on 
time was inactive. There are no known estimates which improve on this assumption 
available to the researcher at the time of writing and this assumption is therefore also 
applied in this study. 
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APD time for media mode of four hours and one hour for other modes are require-
ments of the games console VA and therefore all consoles sold in the EU must have 
these APD times set by default. PlayStation 4 APD is set shorter than this by default for 
other modes, at 20 minutes for modes excluding media play (where the default is four 
hours). The reduction in inactive mode is based on APD time set for 45 minutes, this is 
close to the average preference time (44 minutes) console users stated best suited 
them from a survey conducted by (International Software Federation of Europe, 2012). 
This accounts for APD being triggered after 20 minutes for most modes and less fre-
quently after four hours when in media mode. The resulting reduction in inactive time 
from APD set at 45 minutes is 0.09 h/day (just over five minutes).  
Another electricity saving technology is low power peripheral charging, that allows us-
ers to charge peripherals such as controllers whilst the console is in rest mode (a 
standby mode that offers the functionality to charge controllers through USB ports). 
Many users may choose to do this whilst the console is on and active, however users 
may also have left the console on and inactive in order to charge peripherals. The cal-
culations in this assessment account for a proportion of users who enable the low 
power peripheral charging and consequently reduce console inactive time on average. 
There are currently no data on peripheral charging preferences and so the same as-
sumption is applied as used by Webb (2014), that 12.5% of users enable and use this 
function, while the remaining users charge controllers whilst the console is in use; this 
results in a reduction in inactive time of 0.05 h/day (with total charging enable time in 
rest mode of 0.6 h/day, calculated from the 24 hours less the product of 12.5% with the 
sum of total on time and networked standby time). 
Finally, the reduction in inactive usage is also calculated for after the period after sus-
pend-to-RAM function was introduced (June 2015). A firmware update was also issued 
to all consoles sold (provided a console connects with the Internet, the console must 
conduct updates to stay in use) and therefore the update applies to impact the entire 
stock of consoles in use. As per the assumption applied by Webb (2014), this calcula-
tion considers this feature will be enabled by all users (i.e. will not be disabled), since 
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the feature does not affect user experience (as all game progress and data are saved 
using this feature) and that suspend triggers APD after 20 minutes of inactivity (default 
setting on PlayStation 4). The suspend-to-RAM feature therefore is estimated to reduce 
inactive time by 0.4 h/day (24 minutes).   
In summary, three sets of usage estimates are used in this study, shown in Table 19. The 
first set of usage estimates, business-as-usual, is based on the meta-analysis of usage 
estimates for previous generation consoles, assuming PlayStation 4 has a 25% increase 
in usage (this is used to estimate the business-as-usual electricity consumption). The 
second set of usage estimates applies assumptions that inactive usage is reduced 
through automatic power down features (this is the usage profile used for PlayStation 4 
consoles before March 2015). The third set of usage estimates assume further reduction 
in inactive use (and increase in networked standby usage) through the introduction of 
the suspend-to-RAM feature (for PlayStation 4 consoles after March 2015). These esti-
mates, together with the business-as-usual usage estimates are shown in Table 19. For 
sensitivity analysis, estimates for low and high usage will be explored, to test impact on 
the results. 
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Table 19: Usage estimates for PlayStation 4  
Mode 
Usage (hours/day) 
Business-as-usual a  Nov 2013 - Mar 2015b Mar 2015 - presentc 
Active gaming d 1.08 1.00 0.84 
Media e 0.74 0.69 0.58 
Other functions f 0.40 0.38 0.32 
Total on time g 2.22 2.07 h 1.74 i 
Standby j 4.79 4.17 4.23 
Charging enabled k 0.00 0.60 0.61 
Peripheral charging l 0.00 0.05 0.05 
Rest (connected/suspend) m 16.99 17.11 n 17.36 o 
Total 24.00 24.00 24.00 
 Notes:       
a. For calculating the business-as-usual electricity use, based on no energy efficiency improvements in PlayStation 4  
b. Reduction in inactive time and therefore 'total on time' due to APD feature 
c. Suspend-to-Ram feature introduced, reducing inactive time and therefore 'total on time' 
d. Based on Nielsen (2017) active usage splits and 'total on time' 
e. Based on Nielsen (2017) active usage splits and 'total on time' 
f. Based on Nielsen (2017) active usage splits and 'total on time' 
g. Mean usage data for previous generation consoles from  Nielsen (2009, 2011), Market Transformation Programme (2010),  
Intertek (2012), Desroches, et al. (2013) - assuming 25% increase in usage due to new 
features   
h. APD reduces 'total on time' by 0.15 h/day, based on 30% of 'total on time' spent inactive (AEA, 2010), 86%  
    of users enabling APD and average APD time of 45 minutes   
i. Suspend-to-Ram reduces 'total on time' by 0.41 h/day, based on inactive time of 20 minutes before APD  
j. Based on 78% users enabling connected standby (VGChartz.com, 2010), assuming remaining% in standby 
k. 12.5% of users enable low power peripheral charging based on Nielsen (2011)    
l. Estimated average time spent chargin peripheral, based on laboratory measurements 
m. Based on 78% PS3 users enabling connected standby (VGChartz.com, 2010)   
n. Connected standby       
o. Based on assumption that all users who enabled connected standby, also enable suspend mode 
 
  
70 
 
70 
 
3-3.4. Calculating business-as-usual electricity use 
The business-as-usual electricity use is the estimated electricity use of the PlayStation 4 
had no energy efficient technologies been adopted. For this assessment the business-
as-usual power consumption for PlayStation 4 consoles derived by Webb (2014) was 
used to calculate TEC, as explained in detail in the previous section. These power con-
sumption values will be used with the updated estimates from the usage assessment to 
give an updated business-as-usual estimated TEC profile for PlayStation 4. The purpose 
of calculating business-as-usual electricity use is for determining the electricity savings 
resulting from the energy efficient technologies adopted in the PlayStation 4, as a result 
of both the Ecodesign process (commitments in the games console VA) as well as vol-
untary measures implemented by manufacturers and mandatory policy measures. From 
this, the reduction in carbon and electricity footprint may be calculated. This study as-
sumes that there is no improvement in the business-as-usual electricity use due to die 
shrink, based on minimum industry intervention and therefore provides a worst-case 
electricity use of PlayStation 4 BAU. Later sections of this report will, however, compare 
results to existing estimates for business-as-usual electricity use that include improve-
ments due to die shrink (from the Malinowski, Acharya and Radulovic, 2015, study 
discussed above).  
  
3-3.5. Console sales and stock in use 
Estimated sales data (from the first release of PlayStation 4 to present date) were ob-
tained from VGChartz.com, the only known free and publicly available source for 
console market data to the researcher. “All sales estimates on VGChartz are arrived at 
via a number of methods: 
 Passively polling end users to find out what games they are currently purchasing 
and playing 
 Polling retail partners to find out what games and hardware they are selling 
71 
 
71 
 
 Using statistical trend fitting and historical data for similar games 
 Studying resell prices to determine consumer demand and inventory levels 
 Consulting with publishers and manufacturers to find out how many units they are 
introducing into the channel 
All data is regularly checked against manufacturer shipments and data released publicly 
from other tracking firms to ensure accuracy” (VGChartz.com, 2018).  
The monthly sales from PlayStation 4 consoles since the first release in November 2013 
are shown in Figure 13 (different colours denote the different console models). Over 
the four years since PlayStation 4 was released, sales have followed a regular pattern 
whereby peak sales are exhibited in the build up to Christmas (increasing from Novem-
ber through December). 
 
Figure 13: PlayStation 4 monthly sales data for consoles in Europe (data plotted from 
VGChartz.com, 2018) 
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PlayStation 4 sales have exceeded previous estimates; Sony Interactive Entertainment 
does not release regional sales numbers, but according to estimates by VGChartz 
(2018) approximately 24 million units have been sold in Europe. In contrast, Webb 
(2014) estimated sales to be 13 million over the same period. Webb (2014) sensitivity 
analysis estimate for high sales is two million less than the sales estimates from 
VGChartz over the same period, at 22 million (approx. 10% lower than actual). Webb 
(2014) estimated sales by taking the mean of all console sales since 1994; this has been 
here updated, considering console sales after Webb’s (2014) estimates were made and 
shown in Table 15.  
 
Figure 14: Console sales of all major consoles since 1994 (data plotted from VGChartz.com, 2018) 
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The results above indicate that console sales can be broadly categorised as falling with 
three groups: 
 Low sales and short lifetime: sales always below 3 million per year since first 
release, with sales falling to zero after six years. This includes the Nintendo 64 
(1998), Dreamcast (1998), GameCube (2001) and Xbox (2001). From the current 
sales data, the Wii U and Xbox One also fall into this category. 
 Normal sales, long lifetime: sales over 3 million units per year (but below five 
million) in lifetime, lifetime over eight years. The Xbox 360 (2005) is the only con-
sole in this group.  
 High sales, long lifetime: sales over five million per year in lifetime, lifetime over 
eight years: PlayStation (1994), PlayStation 2 (2000), PlayStation 3 (2006) and Wii 
(2006) have all exhibit sales that distinguish them in the “high sales” group. Based 
on the current sales data PlayStation 4 would fall into this group.  
Considering the past trends of console sales, taking the mean of all sales would not ac-
curately represent PlayStation 4 sales. To estimate the future sales of PlayStation 4 the 
mean of the “high sales, long lifetime” group is used as a projection, shown in Figure 
15. This approach gives a result to within 95% of the actual sales, when back casted.  
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Figure 15: Average (mean) console sales of “high sales, long lifetime” group  
 
The stock of consoles in use is then calculated by multiplying the sales for each console 
model in each month by a retirement function (outlined below). One assumption that is 
made in calculating stock in use is that once a new console model has been released, 
only that model remains on sale onwards until a new model is released. This is a rea-
sonable assumption since consoles are sold on a “first in, first out basis” (Source, 
industry). The stock in use has peaks that correspond to sales from the months of No-
vember and December each year (i.e. before Christmas).  
Estimating average age for games consoles is an area of uncertainty; existing research 
estimates average age to be between 3.7 years (Equipment Energy Efficiency Program, 
2006) and 5.5 years (AEA, 2010). For this assessment, average life was assumed to be 5 
years (as applied by Webb (2014)) and for sensitivity analysis between 3 and 8 years, to 
reflect the uncertainty in this estimate. In addition, the upper bound estimate also 
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reflects approximately the number of years between which PlayStation 3 was released 
and PlayStation 4 was released (2005 – 2013). The average lifetime of consoles is esti-
mated to be five years in this study, therefore after 3.3 years in use, consoles start to 
retire (as the function decays to zero) and drop out of use until at 6.6 years none of the 
consoles from that month are in use; this is why the stock begins to decay in 2018 (the 
turning point) in Figure 16. 
 
 
Figure 16: Estimated PlayStation 4 console stock in use for different models in Europe and 
projected future stock in use. 
 
The number of consoles remaining in use with an average lifetime of five years was cal-
culated using the retirement function in Koomey et al. (1999), shown in Figure 17. 
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Figure 17: Retirement function for appliances, showing how appliance survival decreases from 
100% to 0% over the products average life span (Koomey et al. 1999) 
 
The retirement function, represented in Figure 17, is governed by the inequalities in Ta-
ble 20: 
 
Table 20: Retirement function inequalities (Koomey et al., 1999) 
Age condition Survival rate 
A < 2/3 * L 100% 
2/3 * L < A > 4/3* L 2 – ((A * (1.5 / L)) 
A > 4/3 * L 0% 
Notes: 
A = age of console 
L = average lifetime of console 
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The total electricity use of consoles in Europe was then calculated by multiplying the 
TEC of each console model (monthly electricity per unit) by the stock in use for each 
model in each month. This allowed for the calculation of monthly and annual electricity 
use of the console stock in use in Europe, as well as the cumulative electricity use of 
PlayStation 4 consoles over the product lifetime.  
The next section presents the findings of this study. 
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3-4. Results and analysis 
The following results are presented and analysed in this section: 
 PlayStation 4 power consumption  
 PlayStation 4 Typical Electricity Consumption (TEC) 
 Cumulative electricity use of PlayStation 4 consoles in Europe 
 
3-4.1. PlayStation 4 power consumption 
This section presents the results of the power consumption measurements taken for 
each PlayStation 4 model. Figure 18 shows the power consumption of all the 
PlayStation 4 models released to date, across different use modes.  
Firstly, the results for the first PlayStation 4 model, CUH-1016, show that power con-
sumption was varied by 63.5 W (mean difference across five samples) for active use 
modes, between 73.7 W (online browsing) and 137 W (gameplay, Battlefield 4), a varia-
tion of 53%. This demonstrates the high level of power-scaling (the ability of the 
console to scale the power consumption more in proportion to the computational load) 
in PlayStation 4, when compared to previous generation console, PlayStation 3, which 
had 15% variation between different active modes (Webb, 2014). The power-scaling ex-
hibited is attributable to the console’s System on a Chip (SoC) and power gating and 
clock gating (microarchitecture technologies for reducing the dynamic and static power 
of microprocessors). Prior to the release of PlayStation 4 and Xbox One, consoles had 
been criticised for having “very poor” power-scaling capabilities ECOS (2011) and the 
NRDC (Horowitz et al., 2008) highlighted improved processor scaling as a key technol-
ogy to achieve future electricity savings. These results show the extent of power 
reduction achieved by power-scaling for all successive PlayStation 4 models.  
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Figure 18: Power consumption of all PlayStation 4 models 
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Next, the model CUH-1116; this model was released one year on from the first 
PlayStation 4 model and included several technical improvements whilst remaining visi-
bly unchanged in design. Operating System (firmware) optimisations and 
improvements in the SoC (as listed in Table 8 in section 3-2.2 above) contributed to this 
model’s power consumption being reduced by between 0.4 % and 16% across all 
modes measured, when compared to model CUH-1016. There are two results where 
power consumption measurements were higher for the CUH-1116 model; standby and 
networked standby. These modes have very low power consumption and the statistical 
variability between console samples of the same model is higher than the recorded dif-
ference in power consumption between models (see Appendix B on performance 
efficiency benchmarks for gaming).  
The third PlayStation 4 model, CUH-1216, released in June 2015, showed substantial re-
duction in power consumption, between 14% and 53% across all modes measured, in 
comparison to the CUH-1116 model. The key technology improvements made resulting 
in the exhibited power reduction were: optimisation of SoC operation and scaling; Blu-
ray electronics condensed and integrated onto the motherboard; and other minor com-
ponent integrations.  
In addition to this, there were also two major updates to the console firmware at the 
time of this model’s release. Firmware updates are available to all PlayStation 4 con-
soles that are in use (and in order to continue using many of the consoles features, the 
user must update the firmware) and the following updates were effective for all three 
models released at the time: firstly, default APD was set to one hour (in US; in Europe, 
the default APD on all consoles sold was 20 minutes from first release - so the update 
does not impact this assessment) and, secondly, the USB  ports (used to charge con-
trollers and peripherals) were set to automatically power down after three hours in 
standby. These additional power management features do not reduce the power con-
sumption of specific modes, but they do reduce overall electricity consumed, as the 
console switches to lower power modes after idle periods, saving electricity. 
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The next set of power consumption measurements is for model CUH-2016. This model 
was the first to have a redesign (and is sometimes referred to as the “Slim” model) and 
was reduced in size by 40% compared to the previous models and was also 25% lighter. 
This was through the removal of several ports (USB and optical audio), miniaturisation 
of components, such as the microprocessor (through optical die shrink). These im-
provements also result in lower power consumption and therefore reduced cooling 
requirement, allowing components to be packed closer together (reference: conversa-
tion with repair engineer). The CUH-2016 model also had a similar reduction in power 
consumption across the active modes measured, of between 19.9% and 41.2% as be-
tween the previous two consoles above. This is primarily due to the die shrink of the 
PlayStation 4 SoC from 28 nm to 16 nm (Strickland, 2016).  
Finally, the CUH-2116 model had further power reductions of 3% on average for active 
modes, when compared to CUH-2016 model. No major technology updates were made 
to this console, other than slight optimisations.  
In total, these results show that, from launch the release of the first model, the power 
consumption of PlayStation 4 has to date achieved power consumption reductions of 
between 25% (standby mode) and 57% (DVD media play). Across all the modes meas-
ured the power consumption was reduced by 47% (mean). 
The next section compares the measured power consumption results in this section to 
the predictions for PlayStation 4 power consumption made in previous research.  
 
3-4.2. Measured vs predicted power consumption 
Webb (2014) and Malinowski, Acharya and Radulovic (2015) made predictions of the 
power consumption of future PlayStation 4 models.  
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Figure 19 shows the measured average power consumption of networked standby, nav-
igation, media and gameplay modes for each PlayStation 4 model, these are 
represented by the red bars. The yellow and blue lines on each graph represent the 
predicted power consumption, for each year after the launch of PlayStation 4, made by 
Webb (2014) and Malinowski, Acharya and Radulovic (2015) respectively. Note that the 
first data point for each of the predictions are measured power consumption values 
made by Webb (2014) and, for Malinowski, Acharya and Radulovic (2015) results, based 
on measurements by Delforge and Horowitz (2014).  
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Figure 19: Comparison of measured PlayStation 4 power consumption and predicted power 
consumption by Webb (2014) and Malinowski, Acharya and Radulovic (2015) for (from top to 
bottom) gameplay, media, networked standby and navigation modes.  
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The actual measured reduction in gameplay power consumption is 39% greater than 
predicted by Webb (2014) and 26% greater than predicted by Malinowski, Acharya and 
Radulovic (2015) – when comparing the 2017 estimates to the latest model PlayStation 
4 (CUH-2116). Similarly, for media modes, the current power consumption of the latest 
PlayStation 4 model is 47% and 31% lower compared to Webb (2014) and Malinowski, 
Acharya and Radulovic (2015) respectively. For navigation mode, power consumption of 
the latest PlayStation 4 model is 43% and 29% lower compared to Webb (2014) and 
Malinowski, Acharya and Radulovic (2015) respectively. And finally, for networked 
standby mode, actual power consumption of the latest PlayStation 4 model is 52% and 
57% lower compared to Webb (2014) and Malinowski, Acharya and Radulovic (2015) re-
spectively. 
In summary, the actual PlayStation 4 power consumption today is lower, for all modes; 
than previous researchers had predicted, in fact power consumption has been reduced 
to levels lower than had been predicted for 2019. The predictions made for year four 
after first release of the console are on average 44% and 35% lower than the measured 
values (for Webb, 2014 and Malinowski, Acharya and Radulovic, 2015, respectively). On 
average the power consumption of PlayStation 4 (excluding networked standby mode) 
has reduced at a rate of 1.64 W per month – this is approximately seven times the rate 
of reduction predicted by Webb (2014), at 0.22 W per month and almost double the 
rate predicted by Malinowski, Acharya and Radulovic (2015), at 0.89 W per month. The 
method used by Malinowski, Acharya and Radulovic (2015) for making predictions of 
power consumption gave results closer to the measured value than Webb (2014) 
method (both methods detailed in previous sections).  
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3-4.3. Typical Electricity Consumption of PlayStation 4 
This section uses the power consumption data from the previous section, together with 
updated estimates for console usage to calculate PlayStation 4 TEC. Firstly, the annual 
electricity consumption is calculated per unit and then in the following section, the total 
electricity consumption for European consoles is estimated. 
 
Annual electricity consumption per unit 
Figure 20 shows the annual electricity consumption of the different PlayStation 4 mod-
els per unit, calculated by multiplying the measured power consumption in each mode 
by the estimated usage in that mode and taking the sum. In addition, this graph shows 
the business-as-usual annual electricity consumption of PlayStation 4. 
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Figure 20: Annual electricity consumption (kWh/yr) for different PlayStation 4 models – before 
suspend-to-RAM introduced (Nov-13 to Sep-15). 
 
The first model PlayStation 4 is estimated to consume 102 kWh/yr, while the latest 
model released is estimated at 46 kWh/yr, a reduction of 55%. In addition to the tech-
nology improvements that resulted in power consumption reduction, electricity use has 
also been reduced through features such as suspend-to-RAM. This feature was intro-
duced, allowing users to power down their consoles and resume gameplay from the 
same point when they power the console on again. This feature was enabled for con-
soles sold before its introduction, through a firmware update.  
The suspend-to-RAM feature reduces the period of time when consoles are switched 
on but remain inactive (approximately 20% of the total on time). Therefore the TEC of 
the first two PlayStation 4 models estimates are reduced from 102.3 kWh/yr (CUH-
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1016) and 93.5 kWh/yr (CUH-1116) to 89.6 kWh/year and 82.4 kWh/year respectively 
from the point suspend-to-RAM was introduced, due to estimated decrease in inactive 
usage, show in Figure 21. Finally, the business-as-usual TEC of PlayStation 4 is esti-
mated to be 197 kWh/yr (based on the technical specification of the PlayStation 4, 
without any efficiency improvements made to the console between console genera-
tions). 
 
 
Figure 21: Annual electricity consumption of first two PlayStation 4 models after suspend-to-RAM 
feature introduced (Sep-15 onwards) 
 
Gameplay accounts for 55% of the annual electricity use for all PlayStation 4 models, 
Media play, on the other hand accounts for less than one quarter of total electricity use. 
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The next highest electricity use is estimated to be from networked standby mode, in 
which the console is estimated to spend most time. 
The next graph. Figure 22, shows the TEC for each model of the PlayStation 4 and com-
pares this to the previous generations of PlayStation consoles (data on PlayStation, 
PlayStation 2 and PlayStation 3 from Webb, 2014).  
 
 
Figure 22: Annual electricity consumption of different PlayStation  console models (data for 
PlayStation, PS2 and PS3 from Webb, 2014) 
 
Based on average usage assumptions of 2.1 h/day, PlayStation 4 annual electricity con-
sumption would be lower than that of PlayStation 3. Historically, the electricity use of 
each console had been estimated to increase between console generations. PlayStation 
2 had greater performance than the PlayStation and was the first console that could 
90 
 
90 
 
play DVDs. As such, the electricity use of PlayStation 2 models was on average 1.5 times 
greater than that of PlayStation models. PlayStation 3 were capable of HD gaming and 
again included more features, electricity use was estimated to increase by 3.5 times on 
average compared to PlayStation 2 consoles. Depending on usage, it is possible that 
PlayStation 4 may have reversed this trend of increasing electricity use between console 
generations – even based on the assumption that usage has increased by 25% since the 
PlayStation 3. This assessment is explored further in the sensitivity analysis using low 
estimates (1.7 h/day) and high estimates (4.4 h/day) for usage.  
The next set of results show the electricity consumption of PlayStation 4 consoles in Eu-
rope, as well as the estimated avoided electricity use when compared to business-as-
usual. 
 
Total European electricity consumption 
The first graph, Figure 23, shows the electricity consumption per month for all 
PlayStation 4 consoles sold in Europe. The red shaded section of the graph shows the 
electricity use of consoles sold to date and the blue shaded section shows the electric-
ity use for future consoles, based on the projected sales. The curve above this 
represents the electricity use of consoles for the business-as-usual estimate, based on 
the estimated power consumption of PlayStation 4 consoles, had no energy efficient 
technologies between adopted after PlayStation 3.   
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Figure 23: Monthly electricity consumption of PlayStation 4 consoles and business-as-usual 
estimates 
 
The electricity use of PlayStation 4 consoles to date is estimated to be 4.3 TWh, approx-
imately equivalent to the annual energy output of a 700 MW power station (assuming 
70% capacity factor).  The cumulative lifetime electricity use of PlayStation 4 consoles in 
Europe is estimated to be 13 TWh (see Figure 24) by 2030. The business-as-usual cu-
mulative electricity use, on the other hand, is estimated to be 43 TWh. Therefore, the 
avoided electricity use, as a result of the energy efficient technologies adopted in 
PlayStation 4, is estimated to be 30 TWh, equivalent to the annual electricity production 
of Denmark (Cia.gov, 2018). 
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Figure 24: Cumulative electricity use of PlayStation 4 consoles in Europe 
 
Previous research estimated electricity use would be approximately 10 TWh over the 
lifetime of PlayStation 4 (Webb, 2014). These results estimate electricity use is to be 
higher primarily due to sales being double that previously predicted. However, the 
power consumption of PlayStation 4 has also been reduced at a rate up to seven times 
faster than predicted, resulting in a 30% higher estimate for PlayStation 4 in compari-
son. This assessment assumes that no more efficiency gains will be made in future 
models, as the available technology for improving energy efficiency has already been 
adopted (see sections above). 
These results also show that in the year 2020, PlayStation 4 consoles in Europe are esti-
mated to consume 1.6 TWh. Delforge and Horowitz (2014) previously estimated that 
PlayStation 4 and Xbox One consoles combined would consume approximately 10 
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TWh/yr in the US – equivalent to the electricity consumption of Houston, Texas (fourth 
most populous US city). Although electricity use of Xbox One has not been assessed in 
this research, these results indicate that electricity use of games consoles is likely much 
lower than estimated by NRDC (by Delforge and Horowitz, 2014).  
The total avoided electricity use today is estimated to be 6.8 TWh to date, approximately 
equivalent to the annual electricity output of two 500 MW power stations (or 2 Rosen-
felds), assuming 70% capacity factor (Koomey, 2010). In the year 2020, the annual 
avoided electricity use is predicted to be 4.3 TWh; this is over 4 times the target electricity 
savings set by the European Commission for the games console VA for all consoles (Effi-
cientgaming.eu, 2015).  
The next section details the sensitivity analysis to test the impact on estimates when 
high and low estimates for usage are applied.  
 
3-4.4. Sensitivity and further analysis 
The greatest uncertainty in the input data for this TEC assessment of PlayStation 4 is in 
the usage estimates. Console lifetime is also uncertain; therefore, the following scenar-
ios are tested to show the impact on the uncertainty of results above: 
 Low usage: based on there being no increase in usage between PlayStation 3 
and PlayStation 4 consoles (in the main assessment this was assumed to be 25%).  
 High usage: based on usage (for daily on time) being double that estimated in 
the main assessment. This is approximately the usage time estimates by Delforge 
and Horowitz (2014) for Xbox One usage at 4.1 hours per day on time. 
 Short lifetime: console lifetime of 3 years – based on lowest estimate of console 
lifetime 
 Long lifetime: console lifetime of 8 years – based on number of years between 
release of PlayStation 3 and PlayStation 4. 
Figure 25 shows the usage profiles used in this sensitivity analysis.  
94 
 
94 
 
 
Figure 25: Usage estimates for sensitivity analysis 
 
Figure 26 shows the results for TEC per unit for each PlayStation 4 model, when the 
high usage and low usage scenarios are applied. The low usage scenario reduces the 
TEC of the first model PlayStation 4 by 20% to 82 kWh/yr, while the latest console is re-
duced by 13% 43 kWh/yr. The business-as-usual case is reduced by 18% to 161 kWh/yr. 
In comparison, high estimates for usage increase the estimated TEC for the first model 
PlayStation 4 by 92% to 196 kWh/yr and the latest model by 123% to 103 kWh/yr. The 
business-as-usual case is increased by 61% to 317 kWh/yr. 
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Figure 26: TEC per unit for PlayStation 4 consoles (low usage) 
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Figure 27: TEC per unit for PlayStation 4 consoles (high usage) 
In terms of total European electricity use, the impact of the sensitivity analysis for high 
and low usage estimates are summarised in Table 21and Figure 28 below. 
 
Table 21: Summary of electricity use for PlayStation 4 consoles for high and low usage estimates 
Usage scenario Low  Normal High 
Electricity use to date (TWh) 3.5 4.3 9.2 
Lifetime electricity use (TWh) 10.6 13.0 28.5 
Electricity avoided to date (TWh) 5.96 6.80 8.68 
Lifetime electricity avoided (TWh) 26.3 30.3 41.3 
 
For the low usage scenario, lifetime electricity use is reduced by 19% to 10.6 TWh; with 
lifetime avoided electricity use (when comparing the estimates for PlayStation 4 models 
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TEC to the business-as-usual TEC) is also slightly reduced at 26.3 TWh. For the high us-
age scenario, the lifetime electricity use is estimated to increase by 120% to 28.5 TWh – 
over double the electricity use for the normal usage scenario and the estimated 
avoided electricity use increases by one third, to 41.3 TWh. 
 
 
Figure 28: Electricity use estimates for PlayStation 4 for high and low usage 
 
For low and high assumptions of consoles lifetime (3 and 8 years), energy use is estimates 
at between 7.2 TWh and 20 TWh respectively, see Figure 29 below.  
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Figure 29: Cumulative electricity consumption of PlayStation 4 consoles (long and short lifetime 
sensitivity analysis) 
 
As these results show, PlayStation 4 TEC estimates are highly dependent on the usage 
and console lifetime assumptions; the implications for this are discussed further in the 
following section.  
The next graphs below show the electricity consumption of all PlayStation consoles re-
leased since 1994; the estimates for PlayStation, PlayStation 2 and PlayStation 3 are 
from Webb’s (2014) doctoral Thesis. The first graph shows the monthly electricity con-
sumption of these consoles, plus the results for PlayStation 4 (with BAU and usage 
sensitivity results also included) from this research. The different colour curves repre-
sent the four different console generations, the dotted curves represent the BAU and 
sensitivity analysis. Webb (2014) identified that the electricity consumption of each 
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successive generation had increased by 2.5 times between consoles. This was due to 
the increased functionality and performance between consoles, described in more de-
tail in previous sections. 
 
Figure 30: Monthly electricity consumption of all PlayStation console generations 
 
The pale blue curve in this graph represents the business-as-usual electricity consump-
tion of PlayStation 4. The BAU follows the trend identified by Webb (2014) – Webb 
(2014) estimated PlayStation consoles consumed 2.0 TWh over their lifetime; the 
PlayStation 2 platform had increased total electricity use estimated at 5.4 TWh (2.7 
times greater) and the PlayStation 3 had 2.5 times greater total electricity use, again, at 
13.6 TWh. The business-as-usual estimate for PlayStation 4 electricity consumption, 
from the analysis in this chapter, is 41.8 TWh - approximately three times greater than 
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the electricity use of PlayStation 3. These results are shown as cumulative electricity use 
in Figure 31 below. 
 
 
Figure 31: Cumulative electricity use of all PlayStation consoles 
 
The results show that, even when considering high estimates of usage, PlayStation 4 
lifetime electricity consumption is estimated to be below the trend exhibited for previ-
ous generations of consoles (whereby electricity consumption has increased by approx. 
2.5 times for each generation). In fact, depending on usage estimates and console life-
time assumptions, the lifetime electricity consumption of PlayStation 4 may be below 
that of the PlayStation 3, despite having higher performance and greater sales.   
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3-5. Discussions 
This section discusses the implications of the key findings from the results and analysis 
above. Firstly, a summary of the research in this chapter is given followed by the key 
findings on the electricity use of PlayStation 4 consoles. The application of the results 
for use in further research on the carbon footprint of gaming is then discussed. This is 
followed by a section discussing improvements to methods for calculating TEC and pre-
dicting future power consumption that have been identified. The implications of the 
results for government policy and regulations on energy efficiency (including the 
games console VA) are then discussed. Finally, some limitations of this research are pre-
sented together with opportunities for future research.  
 
3-5.1. Research summary 
The overall aim of this thesis is to estimate the carbon equivalent emissions arising 
from console-based gaming. The major share of electricity use and carbon emissions in 
the life cycle of games consoles is estimated to arise from console usage; however, ex-
isting data on the power consumption and electricity use of current consoles are 
outdated. This chapter has provided up to date data and analysis of current consoles, 
based on PlayStation 4. The results have also assessed the veracity of electricity savings 
estimates by previous research, as well as the effectiveness of methods used, which is 
of use for future research, informing future government policy, as well as use with in-
dustry.  
 
3-5.2. Summary of key findings 
This section gives a summary of the key findings on the power consumption and 
electricity use from the results and analysis section above. 
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The power consumption of PlayStation 4 is lower across all measured modes when 
compared to the previous generation console, PlayStation 3. In fact, PlayStation 4 con-
soles consume 40% less power on average than PlayStation 3 (across all measured 
modes and all models released), despite having approximately ten times greater perfor-
mance. For media and gaming modes, power consumption has been reduced at a 
faster rate than exhibited in PlayStation 3; however, PlayStation 4 was also released with 
30% and 45% lower power than the first model PlayStation 3 in these modes respec-
tively. For standby and networked standby, PlayStation 4 has up to 85% lower power 
consumption than PlayStation 3. The power consumption of all PlayStation 4 modes is 
lower than predicted in previous research (Malinowski, Acharya and Radulovic, 2015; 
Webb, 2014). Prior to the PlayStation 4, power consumption had previously increased 
substantially between each successive generation, as performance and functionality in-
creased. The PlayStation consumed 9 W in gameplay when first released, while 
PlayStation 2 consumed 49 W. The PlayStation 3 consumed 198 W in gameplay; the 
PlayStation 4, however, did not continue this trend, consuming on average 137 W. This 
demonstrates a decoupling of performance and power consumption for the first time 
between successive console platforms.  
The annual electricity consumption of the first PlayStation 4 model (CUH-1016) is esti-
mated to be 102 kWh/yr – in close agreement with previous research findings (Webb, 
2014), however if higher estimates for usage (4.4 hours per day) are more representa-
tive for current game consoles then annual electricity consumption could be up to 196 
kWh/yr. The estimated annual electricity use per unit has been reduced by 52% in five 
years from 102 kWh/yr, when the console was released in 2013, to 46 kWh/yr for the 
most recent PlayStation 4 console today. If current usage has only increased by 25% 
compared to the previous generation consoles, then PlayStation 4 annual electricity use 
was 30% lower than that of PlayStation 3 on first release and the current model is ap-
proximately 50% lower, when comparing the consoles at the same point in their 
lifetime. When considering higher usage estimates, the PlayStation 4 would consume 
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around 20% more electricity per unit than PlayStation 3, however the rate of reduction 
in electricity use for PlayStation 4 has been greater than for all previous PlayStation 
consoles (between 5% and 60% faster). In addition, the difference between electricity 
use per unit of PlayStation 4 (for high usage estimates) and PlayStation 3 would be sub-
stantially less, at 18 kWh/yr, than the increase in electricity use exhibited between 
PlayStation 3 and PlayStation 2, at 57 kWh/yr.  
Sales of PlayStation 4 have been twice that predicted in previous research and depend-
ing on estimates for usage (assuming the normal to high usage estimates are most 
representative), the lifetime cumulative electricity use of PlayStation 4 consoles in Eu-
rope is also estimated to be higher than previously predicted (between 13 and 27 TWh 
compared to 10 TWh; Webb, 2014). The adoption of energy efficient technologies and 
continuous power consumption reduction in PlayStation 4 has resulted in avoided elec-
tricity use of between 6 to 8 TWh to date (based on business-as-usual estimates for 
power consumption), which over the lifetime of PlayStation 4 could be up to 27 TWh 
total avoided electricity use – approximately equivalent to the annual electricity con-
sumption of Hungary (Cia.gov, 2018).  
In contrast to gaming PCs, current generation games consoles are more efficient de-
vices for gameplay. Mills and Mills (2015) estimate typical gaming PCs to consume 
approximately 1400 kWh/yr, up to 30 times greater than the electricity use of the 
PlayStation 4 (CUH-2116 at 46 kWh/yr). 
It is estimated that ICT use accounts for between 1.4% (including data centres, networks 
and connected devices) and 2.6% (if entertainment, media and printing are included) of 
annual global carbon emissions (Malmodin and Lundén, 2018). Based on the results of 
this research, in 2017, PlayStation 4 consoles are estimated to have electricity consump-
tion of approximately 3.6 TWh, corresponding to approximately one million metric 
tonnes carbon dioxide equivalent emissions (assuming European average electricity mix 
– 0.329 kgCO2e/kWh; International Energy Agency, 2017). This is equivalent to approxi-
mately 0.025% of EU annual carbon emissions (European Environment Agency, 2018). 
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Assuming ICT emissions constitute a similar percentage of total emissions for Europe as 
they do for global estimates, then annual PlayStation 4 emissions constitute around 
0.7% of total ICT emissions. 
 
3-5.3. Data for use in carbon footprint of gaming study 
This section discusses the results from this chapter appropriate for use to estimate the 
carbon emissions from the use stage of gaming for use in LCA (used for the carbon 
footprint of gaming study in Chapter 5).   
The estimates for TEC of PlayStation 4 consoles in this chapter may be used as part of 
future LCA studies to more accurately calculate the electricity and carbon impact of 
gaming. The detailed results for power consumption and TEC estimates would allow for 
future research to investigate many different scenarios for games consoles. For exam-
ple, future research could compare the electricity and carbon impact of streaming 
media on different devices and the results in this chapter are detailed enough to quan-
tify the impact for PlayStation 4 consoles.  
For the purposes of this research, the data from this chapter will be used to calculate 
the carbon footprint of different gaming methods. The LCA study in Chapter 5 is based 
on the year 2017 and so will use data for the console on sale in 2017 – the fifth 
PlayStation 4 model released, CUH-2116. The power consumption data recorded for 
this console will be used to calculate the carbon equivalent emissions arising from pro-
cesses such as downloading a game, while the TEC estimates for this console will be 
used to calculate the lifetime carbon equivalent emissions for console usage. The aim 
of the carbon footprint study is to calculate the carbon equivalent emissions arising 
from disc, download and cloud gaming – the TEC data presented in this chapter are 
based on disc gaming only. Power consumption has been measured and differs for 
download and cloud gaming and the TEC estimates for these gaming methods will dif-
fer from those presented in this chapter; the results for download and cloud gaming 
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methods are presented in Chapter 5. The usage estimates from this chapter were also 
used to calculate the lifetime usage and average length of time users play the same 
game for, which are important variables for the LCA calculations in Chapter 5. 
As part of the sensitivity analysis in the carbon footprint study, the data for the console 
with highest TEC is also used (this is the first PlayStation 4 model, CUH-1016). Estimated 
TEC differs, depending on the gaming method, game played, and sample tested (the 
results for which are shown in Chapter 5). Finally, the carbon footprint study also con-
siders the range of usage estimates considered in the sensitivity analysis in this chapter. 
The high usage (4.4 h/day) and low usage data (1.7 h/day), as well as the corresponding 
TEC values for each console, are used to evaluate the sensitivity of usage estimates on 
the overall carbon footprint of gaming. 
 
3-5.4. Implications for TEC calculations and predicting power 
consumption 
This section discusses findings regarding the effectiveness of different approaches for 
predicting console sales and estimating stock in TEC calculations. Methods of predict-
ing the future power consumption of consoles are also discussed.  
Previous predictions for future PlayStation 4, based on the mean sales of all games con-
sole platforms (Webb, 2014), were found to produce inaccurate estimates. This research 
found that console sales were double that previously predicted, with 30 million 
PlayStation 4 consoles sold in Europe at the time of writing. An improved methodology 
is suggested based on categorising past console sales into three groups, namely: low 
sales, short lifetime; normal sales, long lifetime and high sales, long lifetime (see section 
3-3.5 above for the group conditions). The latter of these groups was used to predict 
future PlayStation 4 sales for this analysis and back-casting based on this method re-
sulted in a more accurate prediction of previous sales (within 5% of the actual sales). 
For predicting sales of new generation consoles in the future, researchers could use the 
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following method: calculate the past sales of the previous generation console and de-
termine which of the three groups listed above best describes the results; calculate 
projected sales based on the average yearly sales for that group. 
In terms of calculating total TEC, this research has found that estimates based on yearly 
sales data tend to lead to under estimation of installed base. The method used in this 
research is to divide annual estimates for sales into 12 months and apply them to cal-
culations for stock. This method more accurately accounts for the contribution to 
electricity use that consoles sold across the year have in that year (and prevents under 
or over estimation). An improved method would be to analyse the shape of monthly 
sales curve for past years and then divide annual sales predictions for each month to fit 
the curve. Games consoles tend to have peak sales around holiday events such as Black 
Friday and Christmas, but also at the different times of year when popular game titles a 
released (e.g. FIFA, a popular football game, is launched every September and more 
consoles are sold because of its popularity). This method could further improve the ac-
curacy of predicted TEC, by accounting for the fact that more consoles are sold in 
specific months than others.  
This research shows that previous research has underestimated efficiency improve-
ments in PlayStation 4 consoles. In fact, PlayStation 4 power consumption has been 
reduced seven times faster than Webb (2014) predicted and twice as quick as Malinow-
ski, Acharya and Radulovic (2015) predicted. There are several explanations for this: 
 Energy efficient technologies were adopted earlier than previously predicted. 
 Efficiency gains from these technologies were greater than predicted. 
 Hardware and firmware improvements were made that were not predicted or 
could not be reasonably foreseen. 
 
The approach taken by Malinowski, Acharya and Radulovic (2015) to predict reduction 
in power consumption based on the International Technology Roadmap for Semicon-
ductors (ITRS) appears to have resulted in the closest predictions; however, this 
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approach only considers efficiency improvements from die shrink and reductions in the 
transistor size of semiconductor architectures. PlayStation 4 uses an optimised System 
on a Chip architecture (the PlayStation 4 SoC is a type of Accelerated Processor Unit - 
APU), which consists of multiple different processing elements integrated onto a single 
chip, including CPU, GPU and memory components. The efficiency of APUs (and SoCs in 
general) are not determined by transistor size alone; technologies such as clock and 
power gating, adaptive voltage and frequency scaling (AVFS) and heterogeneous uni-
fied memory access (hUMA) have increasingly driven efficiency gains in SoCs. Although 
the PlayStation 4 does not necessarily use all these technologies mentioned at the time 
of writing (currently, clock and power gating are used) as incorporating them would re-
quire a redesign of the console, which is not feasible, future predictions need to 
account for efficiency improvements from such technologies in addition to die shrink. 
Future research should, therefore, use industry roadmaps for efficiency improvements, 
such as those published by AMD (the major manufacturer of APUs), that consider the 
broad and increasing range of technologies used in SoCs, in addition to ITRS projec-
tions.  
 
3-5.5. Implications for government policy and regulation on en-
ergy efficiency  
This section discusses the wider implications of the research method and findings for 
government policy and regulation on energy efficiency of products, as well as the spe-
cific implications of this research for energy efficiency policy on games consoles (i.e. 
games console VA).  
Predictions of power consumption and product sales have been inaccurate in the past 
and have led to inaccurate estimates of the TEC of games consoles in previous research 
(even when considering best and worst estimates using sensitivity analysis). Data uncer-
tainty, particularly for usage, also means that there is still high uncertainty in estimates 
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of the TEC of games consoles, which is a limitation of TEC methodology (for any prod-
uct) where metered usage data are scarce. TEC methodology has been widely used to 
determine energy efficiency policy, such as in the EU Ecodesign Directive, and data un-
certainty and inaccurate predictions could lead to mistaken policy decisions.  
One example of where inaccurate TEC estimates have led to ineffective policy is the En-
ergy related Products (ErP) Lot 9 draft regulation. The draft regulation currently 
proposes an idle power framework for enterprise servers, meaning that servers in scope 
of the regulation would have to meet certain idle power limits. It is estimated that the 
current framework would result in a net increase in data centre electricity use. This is 
because server use cases are changing, and the types of servers sold that can meet the 
idle power framework are lower in demand. Rather, traditional small and normal enter-
prise servers’ workloads are moving increasingly to virtualised and cloud-based 
services. As servers are becoming increasingly virtualised and managing more work-
loads/applications, idle periods are being reduced and this trend is not accurately 
reflected in the consultant report on which the idle power framework for Lot 9 is based. 
Idle power limits would therefore disfavour the types of servers (such as distributed 
cloud servers) that are replacing the workload of multiple enterprise servers. More 
powerful servers do not meet the idle power limits of the draft regulation and would 
therefore be forced off the market and need to be replaced by an increased number of 
lower performing severs that do. “Idle power limits in this context can lead to the per-
verse outcome of reducing efficiency and increasing electricity use” (Koomey, 2018). 
A more effective approach suggested is to implement a performance-efficiency metric 
based on SPEC2 Server Efficiency Rating Tool (SERT). The SERT method provides a 
 
 
2 Standard Performance Evaluation Corporation (SPEC) 
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measure of active server efficiency and industry have proposed that the use of SERT 
would eliminate the least efficient servers from the EU market and would result in 
greater electricity savings than the current idle power framework (ref Digital Europe). 
To improve the effectiveness of policy decisions based on TEC research, government 
regulators could invest in better data collection, in particular for metered usage data. 
Improving data collection, in general, has been highlighted as a key criterion for future 
EU policy planning. This was a key recommendation from discussed in a recent work-
shop hosted by the European Commission (attended by the researcher) on 
“Deployment Challenges and EU level Intervention 2020-2030 concerning Green ICT”. In 
order to improve future EU policy on concerning green ICT, the workshop suggested 
that the EC should, in future, support the deployment of “an EU wide platform to collect 
electricity consumption reports consistently and subsequently make the information 
available using open standards to create a reliable dataset while also alleviating the 
current reporting overheads on MS [EU member state] operators” (Bashroush, 2018). 
In addition to this, industry could share data and roadmaps, e.g. for future technology 
development, to further improve the accuracy of making TEC predictions. This research 
has highlighted that general trends for semiconductor efficiency alone have been inad-
equate for predicting power consumption of games consoles. This is because there are 
more technologies that are driving energy efficiency in devices, in addition to the min-
iaturisation of semiconductor components. Some companies, such as AMD, publish 
timelines for efficiency improvements in technologies – however, such data are gener-
ally scarce. (Koomey and Naffziger, 2016) identified that “typical-use efficiency of 
Advanced Micro Devices (AMD) notebook products doubled every 1.7 years or so from 
2008 to 2016”. This could, in part, explain why the TEC of PlayStation 4 has been 
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reduced at a faster rate than predicted by previous researchers who relied on ITRS 
roadmaps alone (the trends for which have been slowing down over recent years) – alt-
hough further research should test the validity of this assertion.  
Specific policy decisions, such as idle power caps or power limits, should not be based 
on TEC estimates where there is high data uncertainty, as this could cause suboptimal 
or negative impacts. Rather, when uncertainty of TEC estimates is high, policy decisions 
should reflect wider consideration for sensitivity results and continue to re-evaluate 
these decisions when updated data become available. 
Current EU energy efficiency policy, much like TEC methodology, is limited to evaluat-
ing specific products/product groups and is poorly suited to consider the net 
environmental impact of product-service systems. An alternative approach is to use LCA 
and evaluate the cradle to grave impact of entire product-service systems, as in the re-
search in Chapter 5.  
Games console electricity use has been reduced to lower levels and at a faster rate than 
the previous generation, which indicates that the games console VA continues to be an 
effective driver of energy efficiency. In fact, continuous review of the VA appears to 
have driven the games console industry to adopt energy efficiency technologies and 
power management features at a faster rate than previously predicted, beyond relying 
on die shrink alone. 
The games console VA has been successful in achieving continuous energy efficiency 
improvements; however, other VAs may have not worked so well (reference consulta-
tion forum for printers. One potential explanation is that the games console VA has a 
small number of manufacturers (three) with 100% market share, so it may be easier to 
find agreement. The printer and set-top-boxes Voluntary Agreements, on the other 
hand, consist of a much higher number of manufacturers and a higher number of prod-
ucts. 
111 
 
111 
 
The ErP directive could be revised in the future and the effectiveness of Voluntary 
Agreements has been questioned; this research provides further evidence to show that 
VAs can be an effective approach for products (such as games consoles) where technol-
ogy developments are continuous and have significant impact on the energy efficiency 
of the product over short time scales. 
This research highlights several lessons learned that could improve policy assessment 
and for Voluntary Agreements in areas outside of ErP. Reducing data uncertainty 
through investing in better data collection and encouraging industry to share data 
could lead to better policy assessment through achieving more accurate research. Bet-
ter understanding of industry roadmaps for technology improvement could also aid the 
process of setting more effective future targets, provided calculations and policy tar-
gets are reviewed on a regular basis. Future policy assessments need also to be based 
on entire systems when considering products and services whose usage utilise multiple 
technologies (see discussion in Chapter 5); these steps together could ensure “perverse 
outcomes”, such as those detailed in the example on Lot 9 above, are avoided.  
 
3-5.6. Implications for games console industry 
This section discusses the implications of the research and how the research has been 
used within the games console industry. Firstly, this research can be used by business 
to assess opportunities for electricity savings and better manage the electricity impact 
of their products. The findings can also be used to communicate console power con-
sumption and energy use to consumers. Statistics from this research have already, for 
example, been published on the PlayStation website and PlayStation 4 packaging and 
have been used to inform internal planning discussions.  
The findings of this research can also be used to estimate avoided electricity use from 
use of energy efficient technologies as part of government policy discussions. Findings 
from this study were also presented to the EC during the games consoles VA review of 
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2017 (Console Manufacturers, 2017).  In addition, a study on performance benchmarks 
for consoles (see Appendix B), undertaken as part of this research project, has been 
used to help industry meet requirements for the 2017 review. 
 
3-5.7. Opportunities for future research 
This section discusses the limitations of this research and the potential opportunities 
for future research. The biggest limitation of this research is the uncertainty of results 
due to uncertainty in estimates for usage; future research could investigate better 
methods for obtaining accurate usage data or the potential for conducting usage me-
tering.  
Further research on console electricity used could also be improved by investigating 
the electricity use of other consoles and gaming product, for example Virtual Reality 
headsets. This is an area currently being investigated by LBNL and it would be interest-
ing to compare the conclusions of their research to this study, when they become 
available.  
Another interesting opportunity for future research would be to assess the effective-
ness of voluntary agreements in other areas and products as a function of market 
structure and product characteristics. This could be investigating VAs concerning the 
energy efficiency of buildings or cars, for example, or for areas outside of energy effi-
ciency. Finally, future research should consider assessing the required level of data 
quality for basing policy decisions and how to handle uncertainty. 
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3-6. Summary 
The power consumption of PlayStation 4 consoles has been reduced at a faster rate 
than previously predicted, due to the rapid take-up of technologies that have improved 
efficiency. In terms of electricity use, PlayStation 4 is estimates to consume 13 TWh over 
the lifetime of the console – this is less than the PlayStation 3, but higher than has been 
previously estimated. This is primarily due to sales being double that previously pre-
dicted. These estimates are, however, highly dependent on usage and lifetime 
assumptions and if high usage estimates are more representative then PlayStation 4 
energy use could be up to 27 TWh. Even so, PlayStation 4 has reduced the trend of per 
unit electricity use growth exhibited between console generations and this research has 
verified estimates for energy savings from the adoption of energy efficient technology 
when compared to business-as-usual estimates. These findings have important implica-
tions for the console industry, for better understanding console energy use, and for 
providing verification of the continued effectiveness of the games console Voluntary 
Agreement.  
The findings of this research may be used further in LCA of games consoles (and will be 
used in this study in Chapter 5), to further improve understanding of the climate 
change and energy impact of games consoles. In addition, this research has identified 
improvements to the methodology for predicting power consumption and energy use, 
which may be used for computing technologies other than games consoles. For future 
government policy development, this is particularly useful, as more accurate predictions 
will enable more effective regulation. The accuracy of estimates in this study would be 
improved greatly by more accurate estimates for console usage; this could be achieved 
through the metering of a large sample of consoles – until such a study is conducted, 
stakeholders in this research should also pay particular attention to the sensitivity anal-
ysis conducted above when drawing conclusions from the results. 
The next chapter details the research conducted on Internet electricity use.  
114 
 
114 
 
CHAPTER 4  
INTERNET ELECTRICITY USE 
 
 
 
 
 
In order to understand the relative carbon impacts arising from cloud gaming 
and game downloads, it is necessary to have accurate estimates for the elec-
tricity used in transmitting data through the Internet. This section introduces 
the importance of accurately estimating Internet electricity intensity and sum-
marises the results of published study in this area. 
 
 
 
 
OBJECTIVES  
  
 Understand current approaches for estimating electricity intensity of 
Internet data transmission 
 
 Establish criteria to identify the most robust approaches and repre-
sentative existing estimates 
 
 Highlight potential underlying trends that may describe characteris-
tics of Internet data transmission, for example, improvements in 
electricity efficiency over time. 
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4-1. Introduction 
Games consoles are connected devices and current generation consoles use the Inter-
net for more functions than ever before, including: online gaming, social networking, 
streaming media, downloading games, streaming games, Internet browsing, and mes-
saging friends. All three gaming methods examined in this thesis require the use of the 
Internet (see the system boundaries of the study in Chapter 5). In addition to download 
and cloud gaming, this can also include gaming using Blu-ray discs, as if the game file 
size is over 50 GB, or additional patches/updates are required, the required data are 
downloaded from the Internet. To complete the carbon footprint study in this thesis, it 
was necessary to use accurate estimates of energy used by equipment in the Internet 
network. The focus of this chapter is highlighted in the research map in Figure 32.  
 
 
 
Figure 32: Research map detailing focus of Chapter 4 
 
Cloud gaming has received criticism in the media for the potential high energy use of 
the Internet and data centres. In particular, The Guardian, published an article with the 
headline “Dirty cloud: warnings over online gaming industry's environmental footprint” 
which focused on the PlayStation Now cloud gaming service, speculating that the en-
ergy use of the service could be high – although this claim had little analytical evidence.  
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The article also highlighted concerns from Greenpeace who warn “the environmental 
impact of the virtual world is greater than we might guess” and quotes a senior Green-
peace IT analyst as saying, “while the cloud’s a magical thing, it requires a lot of energy” 
(Westaway, 2016). 
Malmodin and Lundén (2018) estimate that user devices, ICT networks and data centres 
together account for 3.6% of global energy use (or 1.4% of global carbon emissions. In 
addition, data traffic is growing at an exponential rate (Cisco, 2018) and the number of 
connect devices is expected to triple from about 6 billion in 2016 to over 20 billion 
worldwide by 2020 (International Energy Agency, 2017). As a result, this area is becom-
ing an increasingly important global topic currently being discussed by the European 
Commission, who are in a consultation stage for assessing Green ICT and cloud compu-
ting policy options; as well as, the International Energy Agency, who recently published 
a report concerning the growth of Internet related technologies and the impact on 
global energy demand. Greenpeace have also had a focus for many years on this sub-
ject and periodically release reports centred on the energy use of Internet services.  
It is important to have accurate and representative estimates of Internet energy use in 
order to understand the climate change impact of connect devices, products, and ser-
vices. As part of this research project, the researcher has authored a paper about the 
electricity intensity of Internet data transmission, published in the Journal of Industrial 
Ecology. The full paper can be found in Appendix A.  The following sections (4.2 to 4.7) 
are taken directly from the published article, Electricity Intensity of Internet Data Trans-
mission: Untangling the Estimates (Aslan et al., 2018), where the researcher completed 
all of the data analysis in the study, and was lead author on all sections (except for the 
discussion on allocation method).  
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4-2. Background 
Global Internet data traffic has increased more than fivefold since 2010 and continues 
to grow, with some predictions suggesting threefold growth over the next five years 
(Cisco 2015). This growth is driven by increasing number of connected devices, ex-
pected to reach 28 billion by 2020 (Ericsson 2016), and increasing use of digital and 
cloud-based services. For example, in 2012, consumption of online movies overtook 
sales of DVDs and Blu-rays in the US, on a per unit basis (Cryan 2012).  
With rapid growth in Internet use, concern has arisen over the electricity consumption 
of Information and Communication Technology (ICT). It is estimated that ICT products 
and services accounted for 3.9% of worldwide electricity consumption in 2007, increas-
ing to 4.6% in 2012 (Heddeghem, et al. 2014). As a result, policy makers have focused 
attention on increasing the energy efficiency of Internet networks. For example, a re-
cent IEA report stated that the development of energy efficiency metrics were one of 
three key considerations required for effective policy making to reduce the energy use 
of networks (IEA 2014).  
There have been several attempts to estimate Internet electricity intensity, which is de-
fined as the electrical “energy consumed per amount of data transmitted” (Coroama, et 
al. 2013). Electricity intensity is a measure for assessing the efficiency of data transmis-
sion through the Internet over time. This study focuses on the average electricity 
intensity, rather than specific or marginal estimates, as the average has more applica-
tion potential, representing the historical measure of electricity used to transmit data.  
Internet electricity intensity is often used in life cycle assessment (LCA) research to esti-
mate the carbon-equivalent emissions arising from Internet use. For example, Mayers 
and colleagues (2014) applied electricity intensity estimates as part of an LCA study 
comparing different methods of games distribution, concluding that the carbon-equiv-
alent emissions arising from an Internet game download (for an average 8.8 GB game) 
were higher than those from Blu-ray Disc distribution in 2010. Within LCA studies, 
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Internet electricity intensity is typically calculated as a ratio of total electricity use and 
total data throughput, similar to the way in which carbon emissions are allocated for 
transport networks and electricity generation and transmission. 
Existing estimates for Internet electricity intensity, for 2000 to 2015, vary up to five or-
ders of magnitude ranging from between 136 kWh/GB in 2000 (Koomey, et al. 2004) 
and 0.004 kWh/GB in 2008 (Baliga, et al. 2009). While increased efficiency over time can 
account for two orders of magnitude of this variation (based on results presented be-
low), alone it does not explain the spread of results. Differences in the system boundary 
of each study and the assumptions applied also can cause variability (Schien and Preist 
2014; Coroama and Hilty 2014). Additionally, Schien and Preist (2014) suggest that the 
approach used can introduce a significant source of uncertainty, classified as either top-
down or bottom-up: 
 Top-down: Network/subsystem level total electricity consumption, divided by 
total data transferred through network/subsystem (summed to find total). 
 Bottom-up: Sum of electricity consumption, typically at the level of individual 
equipment, divided by the data transferred through the equipment (often re-
quiring application of utilization factors).  
So-called top-down approaches have been criticized for overestimating electricity in-
tensity, whereas bottom-up approaches have been considered to underestimate 
electricity intensity (Schien and Preist 2014). Nevertheless, there appears to be uncer-
tainty over which estimates best reflect real world/mean data transmission (we will refer 
to such estimates as “representative”).  
Accurate and representative estimates for Internet electricity intensity are required for 
effective research and also for effective decision-making by policymakers and industry 
interested in improving the energy efficiency of network technologies (IEA 2014). This 
study is concerned with Internet networks in developed countries, the characteristics 
(and therefore electricity intensity) of which tend to be more comparable across coun-
tries and better understood than networks in developing countries.  
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This study undertakes a meta-analysis to identify the most accurate estimates of aver-
age electricity intensity for data transmitted over the Internet to: 
 Understand current approaches for estimating Internet electricity intensity; 
 Establish criteria to identify the most robust approaches and representative ex-
isting estimates; and 
 Highlight potential underlying trends that may describe characteristics of Inter-
net data transmission, for example, rapid improvements in electricity efficiency 
over time. 
 
4-3. Methodology 
Electricity intensity is measured in kilowatt-hours per gigabyte (kWh/GB) or Joules per 
bit (J/b) transmitted. We reviewed 14 studies providing estimates of electricity intensity, 
converted them to common units of kWh/GB and then tabulated them chronologically. 
Average electricity intensity of transmission networks is an important metric for use in 
life cycle assessments evaluating the carbon emissions of Internet services. LCA studies 
usually depend upon average energy intensity to calculate impact of ‘background sys-
tems’ such as in transport networks and electricity production and transmission, which 
are examples of ‘attributional allocation’ approaches (EC 2010). Coroama and col-
leagues (2014) argue that electricity use of access networks and home/on-site 
networking equipment should be allocated by the time used and not data, as the elec-
tricity use does not vary with data volume. Nevertheless, Internet usage varies daily, as 
discussed previously, and access networks and home/on-site networking equipment 
are provisioned to handle peak capacity at all times. The electricity use for these sub-
systems is a function of both data volume and time, creating a problem on how to best 
allocate electricity use to different levels of Internet activity. In accordance with esti-
mates from existing studies, data is presented in kWh/GB in order to fully account for 
the overall energy use of Internet data transmission in previous years.  
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The Internet is a large and complex system, often simplified into subsystems such as in 
Figure 33 and Table 22.  
 
Figure 33: Simplified Internet structure diagram, showing scale over which key processes operate. 
Dotted box represents the common system boundary (for data transmission) selected for this 
study. 
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Table 22: List of Internet subsystems with descriptions and equipment examples 
 
Subsystem   Description     Equipment examples 
Data centers  
 
Buildings housing servers used to carry out a large 
variety of functions (e.g. email, financial transactions, 
social media etc.) and store data. Data centers often 
require air conditioning units, power supply units and 
other technologies to support these computer systems. 
Servers within data centers can be considered as end 
devices, which provide services accessed via the 
Internet.   
  
Servers, storage equipment, 
power and cooling equipment 
etc. 
Undersea cable   
High bandwidth cable infrastructure connecting 
continents and countries, often traversing very long 
distances. This is sometimes grouped under Internet 
core.  
  Submarine communications cable, amplifiers etc. 
IP core network    
Internet Service Provider (ISP) equipment which form 
regional, national and global networks. This typically 
includes equipment that uses Internet Protocol (IP), the 
principle communications protocol which allows for the 
routing and relaying of data across networks.  
  
IP core/metro/edge switches 
and routers, transmission link 
elements (copper, fiber optic, 
radio links etc.) and supporting 
infrastructure for cooling, 
power etc. (Malmodin and 
colleagues, 2014) 
Access network   
Equipment connecting subscribers (or users) to 
Internet Service Providers, differing from the core 
network, which connects servers to different ISPs.  
  
Routers, communications  
cable, transmission and 
switching equipment etc. 
(including; PSTN, xDSL, DSLAM, 
FTTx, CATV etc.) 
Home/on-site 
networking 
equipment 
  
 
Also referred to as Customer Premise Equipment (CPE), 
equipment used to access the Internet and provider a 
link to the user's edge device, based on the customer's 
premise (e.g. in the home or office building). Often 
used to maintain a constant on-demand connection. 
Home/on-site networking equipment can also form a 
Local Area Network (LAN). 
  
Routers, modems etc. 
User device   
Consists of the wide range of equipment a consumer 
may use to draw a function from the Internet   
 
Games consoles, PCs/laptops, 
smartphones, tablets etc. Any 
connected device.   
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We grouped the results by Internet subsystem (according to definitions in Table 22), to 
evaluate the impact of differing system boundaries on variability of estimates. Across 
the 14 studies, estimates were derived from eight different combinations of subsys-
tems. We therefore recalculated estimates to represent a common system boundary 
(see Figure 33.), including the IP core network and access networks only, which we refer 
to as the “transmission network”. This system boundary was chosen as it represents the 
network of equipment used for data transmission and access at a national level. The 
electricity intensity of the transmission network is independent of the data type; e.g. 
media streaming, financial transactions, email etc. The electricity intensity of user de-
vices and data centers is highly variable, depending largely on the service being 
provided (Coroama et al. 2014). These subsystems, together with home/on-site net-
working equipment, also tend to have low utilization and high “fixed” electricity use, 
making estimates sensitive to assumptions on usage and the allocation method used. 
This approach follows the argument of Coroama and colleagues (2014), who suggest 
assessing user devices and data centers separately to the transmission network “and to 
add them up when needed – for example, for the assessment of the energy needs of a 
specific service” (Coroama et al. 2014).  
Additionally, it was not possible to separate estimates for undersea cable, we assumed, 
therefore, that removing their contribution would have minimal impact (based on 
Malmodin and colleagues 2014). Where this is the case, we identify estimates would be 
slightly lower (denoted by “*” symbol), had undersea cable been subtracted.  
The different methods used were also analyzed to see if they affected the estimates de-
rived. In addition, the year to which the data apply, type of access networks and 
technical assumptions used were analyzed to determine their influence on results. From 
this analysis, criteria were established for selecting representative estimates of electric-
ity intensity for transmission networks and then applied to review estimates for each 
study.  
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4-4. Results and Analysis 
Estimates from the 14 studies are shown in Table 23, ranging from Baliga and col-
leagues (2009) estimate of 0.004 kWh/GB for the year 2008; to the earliest identified 
estimate made by Koomey and colleagues (2004), 136 kWh/GB for 2000 (later corrected 
by Taylor and Koomey (2004) to 92 to 160 kWh/GB). These authors also provide an esti-
mate of 9 to 16 kWh/GB for 2006, using the same methodology. By contrast, the most 
recent estimate for the year 2015 is 0.23 kWh/GB (Malmodin and Lundén 2016). These 
results do not tell the full story, however, as the system boundary differs greatly be-
tween studies; from considering the IP core network only (Malmodin et al. 2012); to 
several studies which included all subsystems, from data centers to user devices 
(Costenaro and Duer 2012; Malmodin et al. 2014).  
Recalculating estimates to reflect a common system boundary for transmission net-
works only (furthest right hand column in Table 24) reduced some estimates by up to 
two orders of magnitude. System boundary, therefore, has a substantial impact on the 
estimate for electricity intensity. Results for the transmission network system boundary 
range from 7.3 kWh/GB for 2000 (Taylor and Koomey 2008) to 0.004 kWh/GB for 2008 
(Baliga et al. 2009). The effect of methods used, year to which the data apply, character-
istics of access networks and technical assumptions on results are evaluated below.  
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Table 23: Original system boundary and published estimate for Internet electricity intensity from relevant 
studies and adjusted estimates of IEI considering a common system boundary of Internet core and access 
networks (highlighted) 
  Study 
Year 
to 
which 
data 
apply 
System Boundary (Internet Subsystems) Estimate (kWh/GB) 
Data 
centers 
Un-
der
sea 
ca-
ble  
IP 
core 
net-
work  
Ac-
cess 
net-
works 
Home/on-
site net-
working 
equip-
ment 
User 
De-
vice 
Original 
System 
Bound-
ary 
Transmis-
sion 
network  
[1] Koomey, et al. (2004) 2000         136 7.3 a 
[2] 
Taylor and Koomey (2008) 
2000 
         
92 - 160 6.5 - 7.1 b 
  2006 9 - 16 0.65 - 0.71 b 
[3] 
Baliga, et al. (2009) 
2008c 
         
0.17 
0.17* 
  2008d 
0.004 - 
0.009 0.004* - 
0.009* 
[4] Weber, Koomey and Matthews (2010) 2008          7 ~ 2.2 e 
[5] Coroama, et al. (2013) 2009          0.2 0.2* 
[6] Williams and Tang (2012) 2010          0.3 0.013 
[7] Malmodin, et al. (2012) 2010            0.08 - 
[8] Malmodin, et al. (2014) 2010       2.48 0.16 f 
[9] Costenaro and Duer (2012) 2011       5.12 0.7* 
[10] Shehabi, Walker and Masanet (2014) 2011          0.29 0.11 g 
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[11] Schien and Preist (2014) 2011           0.02 0.02 
[12] Krug, Shackleton and Saffre (2014) 2012        7.2 0.14 h 
[13] Schien, et al. (2014) 2014 i       0.052 - 
[14] Malmodin and Lundén (2016) 2015       - 0.023j 
 
Notes:  a) Calculated based on assumptions used in Koomey and colleagues (2004), see supporting information; b) Calcu-
lated based on assumptions used in Taylor and Koomey (2008), see supporting information; c) Estimate for low access 
rates; d) Estimate for high access rates; e) Calculated based on same assumptions used by Weber and colleagues (2010); 
f) Estimates taken directly from Malmodin and colleagues (2014); g) Calculated based on same assumptions used by 
Shehabi and colleagues (2014), see supporting information; h) Calculated based on discussions with authors from Krug 
and colleagues (2014), see supporting information; i) Assumed year in which data apply, although based on data from 
multiple source years. j) Estimate provided by Malmodin (2016) based on data from Malmodin and Lundén (2016). 
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Table 24: Existing research for Internet electricity use, categorized by the following; methods used; year in which data was collected; geographical scope; equipment 
considered; access types included; power use effectiveness (PUE), utilization factor; number of hops; change in data flow in system; change in energy use of system; 
change in energy intensity of system.   
  Study 
Year to 
which 
data ap-
ply 
Method used Scope Technical Assumptions Extrapolation Assumptions 
Model AEC Direct Measure 
Extrapo-
lation Geography Equipment 
Access Net-
works  PUE 
Utilization 
factor No. of Hops 
∆ Data 
Flow 
∆ Energy 
Use ∆ Intensity 
[1] Koomey, et al. (2004) 2000        USA Legacy inc. All 2.0 - - - - - 
[2] Taylor and Koomey (2008) 
2000       USA Legacy inc. All 2.0 - - - - - 2006     +14%/yr 
[3] Baliga, et al. (2009) 
2008       Global State-of-the-art 
ADSL, PON, 
FTTN, PtP 2.0 100% 12 - 14 + 42%/yr - - 20%/yr 2008     
[4] Weber, et al. (2010) 2008   
    USA Legacy inc. All 1.8 - - + 50%/yr +14%/yr - 30%/yr 
[5] Coroama, et al.  (2013) 2009        
Specific net-
work path 
State-of-
the-art FTTN 2.0 26.3% 24 - - - 
[6] Williams and Tang (2012) 2010    
   UK Specific All 1.9 25 - 60% 12 - 24 - - - 
[7] Malmodin, et al.  (2012) 2010       Sweden Legacy inc. n/a 1.8 - - - - - 
[8] Malmodin, et al.  (2014) 2010      Sweden Legacy inc. All 1.8 - - + 30%/yr - - 
[9] Costenaro and Duer (2012) 2011      Global Unknown All 1.25 - 2.0 50 - 100% - - - - 
[10] Shehabi, et al.  (2014) 2011     
  USA Specific All 1.3 40% 12 - 14 - - - 20%/yr 
[11] Schien and Preist (2014) 2011    
  Global Legacy inc. All 2.0 - 12 - - - 12.5%/yr 
[12] Krug, et al. (2014) 2012       UK Legacy inc. All 2.0 - 17 + 25-30%/yr - - 
[13] Schien, et al. (2014b) 2014    
   Global State-of-the-art n/a 2.0 15 - 33% - - - - 
[14] 
Malmodin and 
Lundén (2016) 2015     Sweden Legacy inc. All - - - - - - 
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4-4.1. Methods used 
We identified four different methods used across the 14 studies (shown in Table 24); 
modelling, Annual Electricity Consumption (AEC), direct measurements, and extrapola-
tion.  
Modeling 
Each study in Table 24 could be considered to have modelled the Internet in some way 
(through the need to simplify the system due to the complexity and scale of the Inter-
net). However, here the modelling approach is a distinct method – whereby equations 
based on parameters such as energy consumption of equipment, usage and data flow 
have been derived to describe the Internet subsystems under study (requiring specific 
data inputs for the equipment used). For example, Baliga and colleagues (2009) give a 
detailed mathematical approach to estimating Internet electricity intensity and derive 
equations for the electricity intensity of each subsystem of the Internet at different 
bandwidths. In this example, the input data are based on a narrow range of power con-
sumption data for specific pieces of equipment and rely on many assumptions for the 
characteristics of the network and data traffic.  
An advantage of modelling is that it may be used to make future predictions for elec-
tricity intensity, or can be used to estimate the impact of changes in specific variables 
(such as increasing bandwidth). On the other hand, such models are highly sensitive to 
input variable assumptions and boundary choices. The input data from Baliga and col-
leagues (2009) is based on the power ratings for specific pieces of equipment (which 
may not accurately reflect equipment in use) and many assumptions for variables such 
as energy efficiency and utilization, which can lead to uncertainty in results. Costenaro 
and Duer (2012) model the global Internet using “top-down” data based on Raghavan 
and Ma (2011), which is also heavily based on such assumptions. 
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Schien and Preist (2014) combine the modeling approaches of several researchers to 
develop a “meta-model” for different subsystems of the Internet (Baliga et al. 2009; W. 
Van Heddeghem et al. 2011).  The model of Schien and Preist (2014) used input data 
and the assumptions from several preceding studies (Baliga et al. 2009; Coroama et al. 
2013; Kilper et al. 2011), extrapolating to a base year of 2014 by applying an improve-
ment rate of 12.5% per annum from Tamm and Hermsmeyer (2010). A pure modeling 
approach is later taken for core networks by Schien and colleagues (2014). These meth-
ods, however, are still heavily dependent on the accuracy of the assumptions used, 
even though the input data for equipment energy use is more comprehensive than 
Baliga and colleagues (2009) (for example, using data for many different servers, rather 
than a few specific examples).  
Annual Electricity Consumption (AEC) 
AEC uses data on the power consumption, usage and the stock of existing equipment 
within a network to estimate total energy used over a period. This approach typically 
uses estimates for annual electricity consumption of equipment and divides by esti-
mated annual data traffic for the corresponding equipment. This is the approach taken 
by Koomey and colleagues (2004), which has been wrongfully categorized as a top-
down approach in previous articles. Koomey and colleagues (2004) use AEC data for 
network equipment from Roth and colleagues (2002), and divide these data by esti-
mates for annual data flows. This is the earliest attempt at estimating Internet electricity 
intensity found in the peer-reviewed literature. The advantage of using AEC data over 
the modeling approaches described above is that it requires fewer assumptions and 
can provide a more accurate representation (provided AEC data are accurate). For ex-
ample, assumptions for utilization factor are not required as they are implicit in these 
estimates.  
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Direct Measurement 
Another approach is to directly measure the power consumption and data traffic of 
equipment within a network. The study by Coroama and colleagues (2013) is based on 
measurements of electricity use from equipment employed within the specific data 
path for a single teleconference event. This electricity use was then divided by the data 
transfer rate for the teleconference (40 Mbps) and multiplied by the time period of the 
event to determine the electricity intensity of the network used for the teleconference. 
The estimate of 0.2 kWh/GB from this case study is put forward as a “pessimistic” upper 
bound representation of average Internet electricity intensity; “we claim that the global 
average for the transmission electricity intensity must be smaller than 0.2 kWh/GB” 
(Coroama et al. 2013).  
It is unlikely that a case study based on a specific network path for a teleconference be-
tween Japan and Sweden can be used as the basis of a representative average for 
transmission network electricity intensity. Although the study is concerned with data 
transmission equipment, the range of different types of equipment used within a coun-
try-wide network is far greater than those measured by Coroama and colleagues 
(2013). The advantage of direct measurement is that it will always lead to more accurate 
estimate than a modeled estimate. Taking direct measurements for all equipment within 
the network, however, is often infeasible due to the dynamic scale and complexity of 
the Internet.   
Extrapolation 
Finally, some researchers extrapolate existing estimates, by applying factors for changes 
in energy use of equipment or data traffic, to derive an estimate for a different base 
year. Shehabi and colleagues (2014) derive their estimate of Internet electricity intensity 
for 2011 by applying an energy efficiency improvement factor to the 2009 and 2010 
based estimates made by Coroama and colleagues (2009) and Malmodin and col-
leagues (2014) respectively, then extrapolating. They apply a 20% improvement rate, 
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taken from Malmodin and colleagues (2014). The danger with this approach is that the 
accuracy of extrapolations is strongly dependent on the accuracy of the original esti-
mates, as well as that of the assumed rates of change for the projection.  The 
complexities of such approaches are discussed further below.  
Combined Approaches 
Several researchers combine different approaches. Malmodin and colleagues’ (2014) 
estimate is made up of both empirical data, with access to organizational data from 
Swedish Internet Service Provider (ISP) TeliaSonera, and energy measurements for sev-
eral thousand network sites. Malmodin and colleagues (2014) also developed energy 
consumption models based on supplier energy use information comprising a database 
of hundreds of thousands of network equipment entities, which was aggregated and 
compared to the value obtained from the site-level analysis (the same method is used 
by Malmodin and Lundén (2016), who update their 2012 estimate for 2015). 
Krug and colleagues (2014) similarly present an organizational model of network elec-
tricity use of the UK ISP, BT, based on power measurements of sample equipment. The 
advantage of combined approaches over that of Baliga and colleagues (2009) is that 
Krug and colleagues (2014), Malmodin and colleagues (2014) and Malmodin and Lun-
dén (2016)  are able to base these models on inventories of actual equipment in use to 
represent the network, as well as using organizational site-level data to corroborate es-
timates. They also use measurements of total network data flows.  
Previous research has suggested that “top-down” and “bottom-up” approaches lead to 
over- and under-estimations of results respectively. We found these classifications to be 
limiting as they do not explain the actual methods used. Furthermore, the method used 
is not a major cause of variability in estimates. In fact, a combination of methods can be 
used to verify estimates, as observed by Krug and colleagues (2014): “an advantage of 
our study is that we can use the top-down analysis to verify a bottom-up analysis based 
on deployed equipment”. In addition, the use of modeling and extrapolation 
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approaches without data validation must rely on assumptions, which can have higher 
uncertainty and therefore data availability can be more limiting with these methods. 
More important than method used is the scale of network considered; the studies in 
Table 23 have either focused on specific networks or network paths (e.g. Coroama and 
colleagues (2013)), national-level networks (e.g. Malmodin and colleagues (2014)), or 
representations of global network systems (e.g. Baliga and colleagues (2009)). Estimates 
based on data for equipment specific to a certain service, as by Coroama and col-
leagues (2013) are limited and unlikely to give representative estimates for average 
transmission network electricity intensity. 
Furthermore, studies should consider the full range of equipment in use within the net-
work under study. This includes considering the legacy equipment within networks. 
Estimates based on specific or state-of-the-art equipment, such as Baliga and col-
leagues (2009) omit the less efficient legacy equipment (i.e. equipment with higher 
electricity use per GB of data transferred) in use within country-wide Internet networks, 
resulting in a substantial under-estimate of electricity intensity at the lower end of the 
observed range (0.004 kWh/GB for 2008).  
From this analysis of the methods used, the following criteria are identified: 
1. The approach used should at least provide representative estimates of transmis-
sion networks at the national level.  
2. Estimates should be based on data representative of the range of equipment 
deployed in national-level networks (i.e. including any legacy devices).  
 
4-4.2. Year to which the data apply 
Another important factor when considering existing estimates is the year to which the 
data apply. It is important that data underpinning an estimate are based on the same 
reference year; or, adjusted to represent the year under study, using reasonable and 
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justified assumptions. Williams and Tang (2012) estimate the carbon intensity (from 
which we have calculated the electricity intensity) of data transmission for the year 
2010, based on data for equipment from 2005. There appears to be no consideration 
for change in energy use of equipment from 2005 to 2010, which for multiple reasons 
presented below, could lead to inaccuracy in the final result.   
As discussed previously, several estimates extrapolate older estimates and apply as-
sumptions about the change in energy use, data traffic or efficiency of the Internet over 
time. For example, an estimate for the year 2000 by Koomey and colleagues (2004) is 
based on data for AEC estimates of network equipment from Roth and colleagues 
(2002) (adjusted to account for cooling, ventilation and auxiliary equipment). Taylor and 
Koomey (2008) subsequently corrected this estimate and derived estimates for 2006 by 
applying actual growth factors for equipment energy use from EPA (2007). Weber and 
colleagues (2010) later used the trend from 2000 to 2006 from Taylor and Koomey 
(2008), extrapolating to estimate the electricity intensity of data transmission for 2008.  
Shehabi and colleagues (2014) also derive their estimate of electricity intensity for 2011 
by applying energy efficiency improvement factors to the 2009 and 2010 estimates 
made by Coroama and colleagues (2013) and Malmodin and colleagues (2014) respec-
tively. The problems with extrapolating results over time stem from the various 
contributions to variability: technology improvement, renewal of equipment, growth in 
usage and major technological shifts. 
Technology improvement 
It is difficult to measure the rate at which the power consumption of Internet technolo-
gies changes. Increased processing power of equipment has in the past followed 
Moore’s law, whereby every 24 months chip density doubles due to technological ad-
vances leading to increased number of transistors per unit area (Mann et al. 2000). 
Increased processing power can lead to increased energy efficiency, as equipment is 
able to perform the same tasks with less energy expenditure (Koomey et al. 2011). 
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Although Moore’s law has already slowed (Koomey and Naffziger 2015 and 2016), the 
energy efficiency of technology is still expected to improve with gains expected from 
“improvements to circuit design, component integration, and software, as well as 
power-management schemes” (Koomey 2014). 
Renewal of equipment 
The impact of new technology on the electricity efficiency of the network is dependent 
on the renewal rate, usually determined by the cost of amortization of capital equip-
ment. Historically, the energy efficiency of computing equipment at peak output 
doubled every 1.6 years to the year 2000 (Koomey et al. 2011), and then doubled every 
2.6 years after 2000 (Koomey and Naffziger 2015 and 2016). Energy use data for state-
of-the-art equipment alone should, therefore, not be used as a basis for calculations of 
electricity intensity of country-wide networks, as this will leave the energy cost of legacy 
equipment in the network unaccounted for, as is the case for the estimate of Baliga and 
colleagues (2009). 
Growth in data flows 
Data flows over Internet networks continue to grow rapidly as more people utilize the 
Internet and as population and data consumption per person increase. A white paper 
released by Cisco (2015) predicts Internet traffic growth of 42% per year to 2020. The 
increase in data use has also been coupled with increases in the number of connected 
devices, a trend that is likely to extend with the era of the “Internet of Things” (IEA 
2014). This rapid growth requires ISPs to increase the capacity of networking infrastruc-
ture (Krug et al. 2014), which puts upward pressure on power consumption. As this 
growth is due to multiple factors, it is difficult to model and extrapolate, so such calcu-
lations should be closely tied to empirical evidence.  
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 Major technological shifts 
In addition, energy efficiency improvements can be hard to predict due to the potential 
for technology shifts that do not follow historical projections. Over long time periods, 
step changes in technology can be observed. For the Internet this could be considered 
moving from technologies such as dial-up to ADSL broadband or more recently from 
ADSL broadband to fiber optic broadband, driven by demand for higher Internet 
speeds. Updating estimates by applying factors for changes in energy use, data traffic 
or energy efficiency over time, therefore, should be done cautiously and with full 
knowledge of recent data on those trends.  
The accuracy of any extrapolation will depend on the accuracy of predictions of trends 
in technology development, equipment deployed, usage and technological shifts. Any 
extrapolation, therefore, must consider the potential of all these factors, making use of 
industry roadmaps, in addition to past trends. This leads to a third criterion: 
3. If extrapolation is used, it should be based on analysis of planned future tech-
nological development and improvement over short periods (using industry 
roadmaps) rather than past trends alone.  
 
4-4.3. Access Networks 
Access networks comprise many different types of equipment, highlighted in Table 22. 
The bandwidth a customer receives depends largely on their access network, with Fiber 
to the node (FTTN) providing much higher average speeds than ADSL (Baliga et al. 
2009), for example. In Table 23, the access networks considered in each study range 
from specific, e.g. based on FTTN only (Coroama et al. 2013); to inclusive of all access 
networks within national boundaries (Malmodin et al. 2014; Krug et al. 2014). Newer fi-
ber-optic access technologies, such as FTTN, can provide more efficient data 
transmission, with less electricity used per bit compared to older copper-based 
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technologies, e.g. ADSL. An estimate for average electricity intensity should be inclusive 
of all access network types within the network under study. The fourth criterion is 
therefore: 
4. Estimates must be based on data inclusive of all access network types within the 
network under study, based on data flows through each network in a given year. 
 
4-4.4.Technical assumptions 
Several technical assumptions are commonly used across the studies; these assump-
tions, therefore, are compared below in order to test their impact on the variability of 
estimates.  
Utilization factor 
Utilization factor is the ratio of actual use to the total use capacity of a network. Values 
for utilization factor applied in the studies ranged from 15% (Schien et al. 2014) to 
100% (Baliga et al. 2009). Choice of utilization factor is linked to the method used to 
derive the estimate. Comprehensive AEC studies and direct measurements based on or-
ganizational data do not require assumptions for utilization as the actual usage of 
networking equipment is implicit within the result.  
Internet networks at national-scale exhibit diurnal usage patterns, with peak periods of 
activity occurring in the evening, as demonstrated in Figure 34 (Peill-Moelter 2012).  
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Figure 34: Example of daily variation of Internet traffic in 2012, based on number of page views 
per 15 minute interval for part of the Akamai network (Peill-Moelter 2012). 
ISPs provision networking infrastructure to provide bandwidth capacity for peak usage, 
so, for most of the day networks are not utilized at maximum capacity. Some types of 
networking equipment, such as access network and home routers, do not typically scale 
energy use effectively with data traffic, consuming similar energy when in high and low 
use (Harrington and Nordman 2014). An assumption of 100% utilization is not repre-
sentative of average transmission networks due to diurnal usage patterns, and 
therefore can lead to underestimates of electricity intensity. Likewise, electricity con-
sumption during under-utilized times of day can be unaccounted for if estimates are 
based on transmission time alone. Williams and Tang (2012) follow this approach and 
their estimate is based on the product of equipment power consumption and transmis-
sion time. The electricity consumed to ensure the service can be provided at all times of 
the day, for example, is therefore not included. This could be a contributing factor to 
their estimate being an order of magnitude lower than Malmodin and colleagues 
(2014) estimate for the same year. In summary, lower values for utilization factor, such 
as used by Schien and colleagues (2014) are more likely to be representative of na-
tional-scale networks; this leads to the next criterion: 
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5. a) Estimates for utilization must reflect the average diurnal usage exhibited in 
networks, i.e. not 100%.   
Power Use Effectiveness 
Power Use Effectiveness (PUE) is a measure of energy efficiency for network subsystem 
facilities, measured as the total energy used by the facility divided by the energy used 
by IT equipment (i.e. servers, routers etc.). This factor provides a measure of energy effi-
ciency of all equipment required in the system, including equipment not directly used 
to provide computation, such as power provision and cooling. Across ten of the 14 
studies, PUE ranges from 1.25 to 2.0. Shehabi and colleagues (2014) estimate PUE to be 
1.3; this represents a specific example using an efficient equipment setup - the EU code 
of conduct for data centers sets targets for best practice PUE of 1.2 or less (EC 2014). It 
is unlikely such low estimates of PUE represent the average for facilities within a na-
tional network.   
Krug and colleagues (2014) and Malmodin and colleagues (2014) are able to verify esti-
mates for average PUE by comparing modeling-based estimates, with empirical data 
for UK and Swedish networks, respectively. If PUE is a required assumption for esti-
mates, we suggest a range for PUE of 1.8 to 2.0, as presented in these studies, appears 
representative for current typical Internet networks (although these values represent 
those typical of data centers and there is still uncertainty and further research required 
for estimating PUE of equipment in core/access networks). Lower values for PUE are 
possible for equipment used in specific services and average PUE of equipment in the 
Internet network may improve in the future.  
5.b) Where PUE is a required assumption, average values should be between 1.8 and 
2.0 in recent years (possibly higher for estimates for the early 2000s, and lower for more 
advanced facilities). 
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Number of hops 
Number of hops is a measure of how many different nodes data pass through in the 
data transmission network. Values for number of hops ranged from 12 (Schien and Pre-
ist 2014) to 24 (Coroama et al. 2013) and is an assumption applied in six of the 14 
studies. The relationship between the number of hops and the final intensity estimate is 
not as clear as that for utilization and PUE (which are multipliers) and varies between 
studies, depending on the specific model. Assumptions for number of hops could affect 
electricity intensity results; however, the magnitude of this effect is unclear.  
It is difficult to measure the average number of hops for Internet use. Coroama and col-
leagues (2013) estimate hops for a specific service, while Krug and colleagues (2014) 
are able to corroborate their assumptions using BT organizational data for the entire UK 
network. If an assumption for number of hops is applied, estimates should be corrobo-
rated by empirical data representative of the whole system.   
5.   c) Estimates for number of hops should be corroborated by empirical data 
and be representative of data flows across the whole network. 
Applying the criteria identified above to each study (Table 24), the most representative 
estimates for the Internet electricity intensity of data transmission (i.e. excluding data 
centers and edge devices) are: 6.5 – 7.1 kWh/GB for 2000 and 0.65 – 0.71 kWh/GB for 
2006 (Taylor and Koomey 2008); 0.16 kWh/GB for 2010 (Malmodin et al. 2014),0.14 
kWh/GB for 2012 (Krug et al. 2014) and 0.023 kWh/GB for 2015 (Malmodin and Lundén 
2016) .    
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Table 25: Final criteria and results from applying these criteria to each of the studies considered in this meta-
analysis (highlight-ed columns denote those studies which satisfy all of the criteria). 
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1
. 
The approach used 
should at least provide 
representative esti-
mates of transmission 
networks at national 
level 
      X X       
2
. 
Estimates should be 
based on data repre-
sentative of the range 
of equipment de-
ployed in national-
level networks (i.e. in-
cluding any legacy 
devices) 
  X  X X X    X  X  
3
. 
If extrapolation is 
used, it should be 
based on analysis of 
planned future tech-
nological development 
and improvement 
over short periods, 
(using industry 
roadmaps) rather than 
past trends alone 
n/
a n/a X X n/a X n/a n/a  X X  n/a n/a 
4
. 
Estimates must be 
based on data inclu-
sive of all access 
network types within 
the network under 
study, based on data 
flows through each 
network in a given 
year 
      X      X  
5
a
. 
Estimates for utiliza-
tion must reflect the 
average diurnal usage 
exhibited in networks, 
i.e. not 100% 
n/
a n/a X n/a X X  n/a n/a  n/a n/a  n/a 
5
b
. 
Estimates for PUE 
should be between 
1.8 and 2.0 in recent 
years (possibly higher 
for specific estimates 
in the early 2000s). 
    X     X     
5
c. 
Estimates for number 
of hops should be cor-
roborated by 
empirical data and be 
representative of data 
flows across the whole 
network. 
n/
a n/a X n/a n/a  X n/a n/a X X  X n/a 
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Based on these results, trends in the electricity intensity of transmission networks and 
findings relating to methodology are discussed below.  
 
4-5. Discussion 
For the five studies that satisfy our criteria, the electricity intensity of transmission net-
works has declined by factor of ~170 between 2000 and 2015. Krug (2016) estimates 
that the electricity intensity of BT’s access networks has halved and core network inten-
sity has declined by a factor of 10 from 2012 to 2015. Updating Krug and colleagues 
(2014) 2012 estimate using these assumptions gives a value for the electricity intensity 
of data transmission of 0.05 kWh/GB for 2015 (based on BT network in the UK). This es-
timate is similar to the updated estimate for 2015 from Malmodin and Lundén (2016). 
These results are displayed in Figure 35, which shows the electricity intensity of data 
transmission over the period observed to halve approximately every two years (coeffi-
cient of determination, R2 = 0.98). Interestingly, this rate of improvement is somewhat 
faster than post-2000 historical trends in the electrical efficiency of computing at peak 
output observed by Koomey and Naffziger (2015 and 2016).  
Also shown is an extrapolation of the observed trend past 2015, demonstrating the po-
tential for the reduction of transmission network electricity intensity if this trend 
continues with the same trajectory in the near future. Future research should continue 
to make original estimates that satisfy the criteria outlined in this study, as the extrapo-
lated trend is based on limited data points and sensitive to the many variables 
discussed in previous sections. Nevertheless, this regression can be used to derive esti-
mates of transmission network electricity intensity for all years between 2000 and 2015, 
where data may not be available from published studies.  
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Figure 35: Graph to show estimates for electricity intensity for the transmission network system 
boundary only, identified from the criteria derived in this study. 
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Notes: The y-axis shows the value of electricity intensity (kWh/GB) for each estimate, note the Log10 scale. The x-axis 
shows the year in which the data for each estimate is based. Regression uses average estimates for years in which a 
range is given, and uses all data points on the graph from 2000 to 2015 (including our newly derived estimate for 2015). 
Data points: 1) Median estimate of 6.5 – 7.1 kWh/GB derived from Taylor and Koomey (2008) estimates for the year 
2000; 2) Median estimate of 0.65 – 0.71 kWh/GB derived from Taylor and Koomey (2008) estimates for the year 2006; 3) 
Estimate of 0.16 kWh/GB for 2010 derived from Malmodin and colleagues (2014); 4) Estimate of 0.14 kWh/GB for 2012 
derived from Krug and colleagues (2014); 5) Estimate of 0.023 kWh/GB from Malmodin and Lundén (2016); 6) Estimate 
of 0.05 kWh/GB for 2015 is a new estimate proposed in this study, based on Krug and colleagues (2014) with updated 
data for 2015 from Krug (2016).  
 
Rather than using ‘top-down’ or ‘bottom-up’ methods, existing studies were found to 
use four distinct methods (or combinations of these) to estimate the electricity intensity 
of transmission networks; modeling, AEC, direct measurement and extrapolation. The 
particular method used was not found to be a cause of much variability in estimates, as 
previously suggested. The variability observed in estimates can be attributed to differ-
ences in system boundary between studies and methodological errors including: 
 Network studied not representative of entire Internet network in terms of scale 
or technical assumptions. 
 Extrapolations based on past trends alone, rather than justified future predic-
tions. 
 Assuming 100% utilization is representative (in national level networks utiliza-
tion is <100%).  
 Not including data for all types of fixed-line access networks.  
For future research, in the case that the Internet network is considered an essential part 
of the system under study (the ‘foreground’), then more specific understanding may be 
required on drivers of increased electricity use and a ‘consequential’ method of alloca-
tion (EC 2010) may be appropriate, e.g. based on weighted averages or marginal 
changes in electricity use and data flow. Possible approaches to consequential alloca-
tion of electricity intensity are listed below.  
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Table 26: Possible consequential allocation methods for Internet energy intensity 
Component Possible allocation method 
Electricity used for 
Internet service 
provided 
 
Time (h) x Power Consumption (W) x [Total Data Used (GB) / Total 
Capacity (GB)] 
 
Electricity used to 
power un-utilized 
data capacity 
equipment 
Should be allocated in proportion to the share of peak data capac-
ity a particular service uses at any point time 
 
 
If networks were utilized at 100% capacity, allocation would be based on average elec-
tricity intensity for both consequential and attributional approaches. Electricity used 
directly to transmit data for a particular service over time, therefore, should be calcu-
lated as a function of time and data capacity used. Allocating electricity used to power 
the unutilized network capacity should then be distributed proportionally to those ser-
vices requiring peak data capacity – since it is these services that drive Internet Service 
Providers to install additional capacity and bandwidth.  
In future, networking equipment may scale its power consumption with different levels 
of utilization, and also enter more power efficient idle modes when inactive (IEA, 2014). 
Consequently, allocation methods must be continually updated to reflect changes in 
networking technology and energy performance. Future research could examine conse-
quential vs attributional allocation for calculating electricity intensity of transmission 
networks in more detail.  
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4-6. Conclusions 
Existing estimates of Internet electricity intensity have varied greatly since 2000. Follow-
ing Coroama and Hilty (2014), system boundary can be a significant cause of variation 
between estimates, together with the assumptions applied. Contrary to previous stud-
ies, our analysis did not find the methods used to be a substantial cause of variation 
between estimates; rather, the treatment of time, methodological errors, and boundary 
choices appear to be the major sources of uncertainty. To avoid common errors in fu-
ture, estimates of average transmission network electricity intensity should consider the 
criteria identified above.  
Estimates for average transmission network electricity intensity that meet these criteria 
show a halving of intensity every two years. Our regression can be used to estimate In-
ternet core and access network electricity use for each year between 2000 and 2015, 
helping to resolve previous uncertainty in this area. More research is required to update 
estimates for current and future years, and improve certainty of estimates and trends.  
In addition, future work is needed to refine consequential methods of allocating the 
electricity intensity of transmission networks for use in special cases. Attributional allo-
cation will likely remain the most pragmatic approach for use in LCA, so estimating 
average electricity intensity will remain a priority for research. 
4-7. Further work since publication 
Through discussions with industry experts at BT, it was determined that the electricity 
intensity of BT’s access networks has halved, and core network intensity has declined by 
a factor of 10 from 2012 to 2015. It was therefore possible to update the estimate from 
Krug, et al. (2014) to represent the year 2015 (the estimate was representative of 2012 
in the original study), to 0.06 kWh/GB. These estimates were plotted on a time series for 
the year in which the estimate represents, shown in Figure 36.  
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Figure 36: Graph to show estimates for electricity intensity for the transmission network system 
boundary only identified from the criteria derived in this study. 
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Notes: The y-axis shows the value of electricity intensity (kWh/GB) for each estimate; note the Log10 scale. The x-axis 
shows the year in which the data for each estimate is based. Regression uses average estimates for years in which a 
range is given and uses all data points on the graph from 2000 to 2015 (including newly derived estimate for 2015). Data 
points: (1) median estimate of 6.5 to 7.1 kWh/GB derived from Taylor and Koomey (2008) estimates for the year 2000; (2) 
median estimate of 0.65 to 0.71 kWh/GB derived from Taylor and Koomey (2008) estimates for the year 2006; (3) esti-
mate of 0.16 kWh/GB for 2010 derived from Malmodin et al. (2014); (4) estimate of 0.14 kWh/GB for 2012 derived from 
Krug, Shackleton and Saffre, (2014); (5) Estimate of 0.023 kWh/GB from Malmodin and Lundén (2018); and (6) estimate 
of 0.06 kWh/GB for 2015 is a new estimate proposed in this study, based on Krug, Shackleton and Saffre (2014) with up-
dated data for 2015 from Krug (2016). kWh/GB = kilowatt-hours per gigabyte. 
 
The results above show the electricity intensity of data transmission over the period 
observed to halve approximately every 2 years. Interestingly, this rate of improvement 
is somewhat faster than post-2000 historical trends in the electrical efficiency of 
computing at peak output observed by Koomey and Naffziger (2016). These results can 
be used to estimate Internet electricity intensity for a particular year, between 2000 and 
2015, as well as short term projections for the future. This also highlight the importance 
of using estimates for the year in which an analysis is focused on, since electricity 
intensity of data transmission has historically been reduced at a rate. 
Since the publication of this study, a new estimate for 2018 has been added to the 
graph, which follows the original trend identified closely. This estimate comes from new 
research from Malmodin and Lundén (2018) and was confirmed through email commu-
nication with the researcher. 
The next section discusses the implications of this study.  
 
4-8. Implications of the study 
The trend identified for Internet electricity intensity can be used to estimate Internet 
core and access network electricity use for each year between 2000 and 2015 (and now 
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also to 2018 based on the new estimate from Malmodin and Lundén, 2018), helping to 
resolve previous uncertainty in this area. These new estimates can improve the accuracy 
of LCA research on products and services that use the Internet. The findings of this 
study are used in Chapter 5 for estimating the electricity intensity of data transmission 
networks for the year 2017 (and for scenario analysis the year 2019) as part of the car-
bon footprint study on gaming. This has allowed for more accurate calculation of the 
energy and carbon impact of Internet use from different gaming methods.  
The results of this study and method developed for identifying representative estimates 
of electricity intensity have also been widely used in further research. For example, this 
study was referenced in the recent IEA report on Digitalization and Energy (Interna-
tional Energy Agency, 2017) – the first IEA report to focus on the global energy 
requirements and recommended strategies for government concerning Internet and 
technology growth and future development. The researcher was invited to provide in-
put to this report and take part in the peer review process, for Chapter 5 of the report 
concerning energy use by information and communications technologies. The IEA re-
port used the results from this chapter/paper to make estimates for the global energy 
use of data transmission networks and used the trend identified to project future en-
ergy demand. 
Further to this the researcher was invited to participate in the All-Party Parliamentary 
Climate Change Group inquiry on the growth of Internet related technologies by Policy 
Connect (a cross-party policy think-tank). The output of this inquiry was a report with 
the aim to “support debate around our digital future in Parliament” titled “Is staying 
online costing the Earth?” in which, the study was referenced demonstrating projected 
efficiency improvements in data transmission networks. The researcher has since been 
invited to a set of roundtable meetings hosted by Policy Connect on the topic of data 
centres and climate change and similarly to an EC expert and stakeholder consultation 
workshop on Green ICT (listed as a contributor in the report “Green ICT CEF – 
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Deployment Challenges and EU level Intervention (2020-2030)”). 
The article has also been referenced in several further studies including: 
 Energy consumption of mobile data transfer – Increasing or decreasing? – Eval-
uating the impact of technology development & user behaviour. (Pihkola et al., 
2018) 
 Evaluating the Energy Consumption of Mobile Data Transfer—From Technology 
Development to Consumer Behaviour and Life Cycle Thinking. (Pihkola et al., 
2018) 
 Digitalisation, energy and data demand: The impact of Internet traffic on overall 
and peak electricity consumption. (Morley, Widdicks and Hazas, 2018) 
 The carbon benefits of cloud computing. (Microsoft Corporation, 2018) 
 LCA Comparison of Bank of America’s Electronic and Paper Statements. (WSP, 
2018) 
 Drivers and Barriers to Circular Economy Strategies in the Telecommunication 
Industry. (Stewart, 2018) 
 Smarte Rahmenbedingungen für Energie- und Ressourceneinsparungen bei ver-
netzten Haushaltsprodukte. (Borderstep Institut, 2018) 
 Computing within Limits. (Nardi et al., 2017) 
 How sustainable is big data? (Corbett, 2018) 
 Information and communication technology in shaping urban low carbon devel-
opment pathways. (Jacob, 2018) 
 GHG Protocol: ICT Sector Guidance built on the GHG Protocol Product Life Cycle 
Accounting and Reporting Standard. (Global e-Sustainability Initiative and Car-
bon Trust, 2017)  
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CHAPTER 5  
CARBON FOOTPRINT OF 
GAMING 
 
 
The aim of this chapter is to estimate the carbon equivalent emissions arising 
from console-based gaming products and services, specifically; disc, down-
load and cloud gaming. This chapter also estimates how the carbon emissions 
of gaming will change in the future, using the data and trends identified in 
previous chapters.  
 
 OBJECTIVES  
  To calculate and compare the carbon equivalent emissions arising 
from one hour of equivalent gameplay in 2017 by the three means of 
gaming 
 
 To estimate the future climate change impact of gaming based on 
data and trends identified in previous chapters 
 
 To identify strategies for reducing the climate change impact of gam-
ing in the future 
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5-1.  Introduction 
The purpose of this section is to estimate the life cycle carbon footprint of console 
gaming, based on the example of PlayStation 4. This analysis will be built using the data 
and estimates from the previous chapters on console energy use and Internet electricity 
intensity. The previous chapters focused on important stages in the gaming life cycle, 
shown in Figure 37, to provide the estimates required to calculate the carbon footprint. 
Prior to this report, data on console energy use was limited to the first model 
PlayStation 4 only and estimates for Internet electricity intensity varied by several or-
ders of magnitude. As this chapter will show, the use stage of gaming, which includes 
the energy use of the Internet and consoles, is estimated to be the main source of con-
sole gaming life cycle carbon emissions. It was therefore critical that these areas be 
analysed in detail prior to conducting this carbon footprint study. This involved com-
pleting a comprehensive TEC analysis of all PlayStation 4 consoles released to date and 
conducting a meta-analysis of existing estimates for Internet electricity intensity to 
identify representative estimates for this research.  
 
  
Figure 37: Life cycle of gaming and map of research 
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In addition to this, future technologies were examined to understand possible changes 
to gaming energy use in future. The previous chapters also identified key trends to 
make projections for the future electricity intensity of this Internet. This chapter will use 
these insights to also evaluate the climate change implications of future gaming (high-
lighted in Figure 37).  
There are three methods of gameplay evaluated in this analysis: 
 Blu-ray disc  
 Download 
 Cloud 
In evaluating these three means of gaming, this study will provide a contemporary un-
derstanding of which gameplay method has the lowest carbon footprint. This will 
provide an up to date analysis and build upon the research by Mayers et al., 2014 which 
identified that game distribution using discs was less carbon intensive than gaming 
downloads in 2010, using the example of PlayStation 3 (discussed further below). This 
study will also provide the first estimates of the carbon footprint of cloud gaming.  
Two key variables when comparing the life cycle carbon impact of the three gaming 
methods are: the file size of the game (in gigabytes) and the amount of time a user 
spends playing the game (as will be shown later in this analysis). The magnitude of the 
carbon footprint of the three gaming methods is likely to be dependent on the value of 
these two variables and so this analysis will examine in detail the thresholds at which 
different gaming methods have lowest carbon emissions. This presents a complex chal-
lenge for analysing results versus usual LCA for comparing only two models, different 
scenarios or using sensitivity analysis. This research uses a type of variability analysis to 
determine how changes or differences in usage case-by-case impact results and out-
comes, allowing key thresholds to be identified. 
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The carbon impact of cloud gaming will also be evaluated when different edge devices3  
are used, since cloud gaming services offer non-console users the ability to experience 
console-like gaming on different devices. In summary, exploring these different scenar-
ios will allow for a comprehensive answer to the question “which gaming method 
currently has the lowest carbon footprint?”  
The next section provides the background context for this chapter and the state of ex-
isting research. 
 
5-2. Background 
Mayers et al. (2014) estimated the average life cycle carbon emissions arising from 
games distributed on the PlayStation 3 using Blu-ray discs to be 20.8 kgCO2e, finding 
this to be higher than the functionally equivalent downloaded game. This was a surpris-
ing result, as similar comparisons at the time showed that digital services offered lower 
carbon emissions in comparison to traditional physical counterparts. Shehabi, Walker 
and Masanet, (2014), for example, estimated standard definition video streaming was 
less carbon intensive than viewing DVDs (although a point not highlighted in the sensi-
tivity analysis, it happens the reverse was actually true for HD streaming). In 2010, 31% 
of total global video game sales4 were downloads, while the remaining sales were discs 
(Entertainment Software Association, 2018). 
 
 
3 Edge devices are defined as equipment a consumer may use to draw a function from the Internet, 
for example; games consoles, smartphones, PCs etc. 
4 Digital format sales data include subscriptions, digital full games, digital add-on content, mobile 
apps, and social network games 
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Many of the variables have changed considerably since 2010, for example: there is a 
new generation of consoles with different usage and TEC profiles (shown in Chapter 3); 
Internet electricity use has changed (as shown in Chapter 4); the average size of game 
files has increased and; cloud gaming is a new, emergent technology, while game 
downloads now represent the majority of video game sales. 
There are three gaming methods on the PlayStation 4; Blu-ray discs, game downloads 
and cloud gaming. Each gaming method has different life cycle components that must 
be understood individually (see Section 5-3.3). Disc gaming uses game software that is 
printed onto a Blu-ray disc (BD), which is then inserted into the console and installed 
onto the console hard drive. Download gaming, on the other hand, uses game software 
that is transmitted through the Internet and stored on the hard drive of the user’s con-
sole; this distribution method has grown rapidly, from 31% in 2010 to 79% in 2017 
(ESA, 2018).  
Mayers et al. (2014) estimated the carbon footprint of disc and download gaming dis-
tribution methods, concluding that the carbon emissions arising from a downloaded 
game (21.9 – 27.5 kgCO2e) were greater than that from a disc distributed game (20.8 
kgCO2e) for an average 8.8 GB game, shown in Figure 38. This represented the status as 
of 2010 and many of the variables have changed considerably. Notably the average 
PlayStation 4 game file size has increased by over four times to 39.3 GB (see calculation 
in Section 5-3.6.1.); in parallel to this the electricity intensity of the Internet has been re-
duced by an order of magnitude since this study (based on results of Chapter 4). 
Furthermore, Mayers et al. (2014) estimates are based on the PlayStation 3; the previous 
generation console to the PlayStation 4, which itself is now five years old.  
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Figure 38: Carbon emissions arising from disc and download gaming vs file size of game (Mayers 
et al., 2014) 
Notes: logarithmic scales on both x and y axis 
 
Cloud gaming is a relatively new gaming method, whereby video game data is stored 
and processed on a remote server and streamed through the Internet to a user’s device 
in real time as the game is played. This requires a two-way stream of data, which, de-
scribed simply, involves the following process; the user input (i.e. pressing a button on a 
controller) is sent to a gaming server (through the Internet), which then computes the 
instruction in terms of the next action in the game and sends a data stream for the cor-
responding video image back to the user’s device. Cloud based content has seen rapid 
growth in recent years across many different industries (Cisco, 2018); however, cloud 
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gaming currently5 represents a small percentage of the gaming market. In 2014, SONY 
launched the cloud gaming service PlayStation Now, and industry reporters have spec-
ulated this could become a popular method of gaming in the future 
(Consumerreports.org, 2014), should it experience growth as seen with similar services 
in other industries such as Netflix (Cook, 2014). Recently, cloud gaming has been the 
subject of media scrutiny; The Guardian, for example, reported that it could be a partic-
ularly energy intensive service, compared to other gaming methods (Westaway, 2015). 
There appears to be no published research on the carbon impact of cloud gaming at 
the time of writing. 
There are further uncertainties of how the carbon impact of gaming will change in the 
future, as gaming technology develops rapidly, and the uptake of different distribution 
methods could change. Given the current interest in the energy consumption and re-
sultant climate change impact of gaming products and services, this research will focus 
on the carbon emissions that arise from them and how this might change in the future.  
The next section details the methodology used in this study.  
 
  
 
 
5 At the time of writing (September 2018). 
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5-3. Methodology 
This study uses life cycle assessment to evaluate the carbon footprint of gaming from 
cradle to grave, encompassing raw material extraction, manufacturing distribution, re-
tail, use and end of life. This section uses PAS 2050:2011 (BSI, 2011) methodology as a 
guide for evaluating the carbon footprint of gaming. ISO 14040 was not used, as this 
method allows for the calculation of multiple life cycle impacts (ISO, 2006), whereas, 
PAS 2050 focuses specifically on greenhouse gas emissions.  
 
5-3.1. Goal 
The goal of this study is to calculate and compare the carbon equivalent emissions aris-
ing from one hour of equivalent gameplay by three different methods; Blu-ray discs, 
downloaded game files and a cloud streaming service.  
 
5-3.2. Functional unit 
This study is concerned with comparing the global warming potential of gameplay de-
livered as Blu-ray discs, downloaded files and through a cloud streaming service. To 
compare these systems on a functionally equivalent basis the following functional unit 
(FU) will be used: 
 Carbon equivalent emissions emitted per hour of equivalent gameplay 
“Equivalent” gameplay defined as: a gameplay experience of equal quality and utility to 
the user. 
The study by Mayers et al. (2014) which compares download and disc gaming uses the 
functional unit “carbon equivalent emissions emitted per 8.8 GB game” would not be 
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functionally equivalent across all three systems, since cloud gaming is a streaming ser-
vice the user does not need to download the full game – rather plays through the game 
instantaneously until it is complete or, for example, until the user wants to play a differ-
ent game, etc. The time was normalised to one hour since this is both an easily 
communicable metric and is also close to the estimated average daily gameplay time of 
console users (0.84 hours gameplay per day – see Chapter 3).   
 
5-3.3. System boundary 
This study is primarily focused on console gameplay using the PlayStation products and 
services. The analysis includes life cycle data for a PS4 Blu-ray disc (BD) game and 
PlayStation 4 console, as well as modelled data for a cloud gaming server. Carbon emis-
sions from data distribution through the Internet are also considered. These elements 
will allow for a comparative cradle-to-grave study of the three gaming methods. The 
terms for the scenarios included in this analysis are given below: 
 Baseline: comparison of disc, download and cloud gaming in 2017 using a 
PlayStation 4. Further analysis considers how varying game file size and game-
play time affect the results for the baseline scenario. 
 Sensitivity analysis: examines how the baseline scenario is affected by changes 
to key variables.   
 Future gaming: comparison of disc, download and cloud gaming in 2019 using 
PlayStation 4 console. Further analysis also considers how varying game file size 
and gameplay time impact the results for the future gaming scenario. 
 Different edge devices for cloud gaming: comparison of cloud gaming in 2017 
and 2019, using different edge devices – other than a PlayStation 4. 
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Time boundary  
The baseline scenario in this study is based on the year 2017 and where possible data 
are taken from this year. Where data are not available for 2017, data for the nearest 
year available are used or assumptions have been applied to estimate values repre-
sentative for 2017.  
Geographical boundary  
This study is based on gameplay (i.e. the use stage) taking place in Europe (as defined 
by the International Energy Agency, 2017, of 41 countries including the Russian federa-
tion), for consoles distributed, sold and disposed of in Europe. Where possible, average 
European data have been used; for example, for the carbon intensity of electricity pro-
duction and supply. Where European average data are not available, data from specific 
countries were used; this is indicated in the life cycle inventory. Some life cycle stages, 
such as production take place outside of Europe, for example hardware production – in 
which case specific data and case studies are used.  
Technological boundary 
This analysis focuses specifically on PlayStation products and services using specific 
data on the PlayStation 4 console and games (disc and download) collected by the re-
searcher. Although PlayStation has a cloud gaming service (PlayStation Now), data for 
the gaming server is modelled using publicly available data and assumptions from in-
dustry experts. All other technologies considered in this analysis, such as customer 
premise equipment (CPE), are based on secondary data, the quality of which is exam-
ined in each section below. This study is focused on PlayStation 4, as this is the latest 
console produced by the sponsor of this research, allowing access to the product and 
data to the researcher whilst also giving a representative analysis of current generation 
games consoles (the next best-selling console, the Xbox One, has similar mix of tech-
nology and functions (e.g. both are based on x86-64 CPU technology) – and together 
these consoles comprise ~75% of the new generation market; VGChartz.com, 2018). 
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For each scenario, the energy, material and data flows between life cycle stages have 
been detailed in the system boundaries drawn in the following three sections below: 
 
Disc gaming 
The first method investigated is disc gaming on a games console using a Blu-ray (BD). 
Since the first console to use discs for gaming, the PlayStation in 1995, discs have been 
the primary format for distributing games, however in recent years downloads have 
overtaken as the most popular distribution method. Discs are, however, likely to remain 
a popular format for gamers, as there is a large market for preowned discs (Dring, 
2017). 
The system boundary for the gaming life cycle using BDs is shown in Figure 38. As with 
all three gaming method life cycles, the first stage is game development. This is the 
process for creating the software for a game which can be printed onto a disc. The size 
of the operation (e.g. number of people working on it, amount of equipment required 
to develop it etc.) depends on the size and complexity of the game. This project is fo-
cused on “AAA6” games; in the video game industry this term is analogous with the 
term “blockbuster” in the film industry and refers to games developed by major pub-
lishers, with typically large development budgets and resources. These are the highest 
selling type of console game and although other types of games, such as “indie” games 
(games developed by an independent publisher or by an individual) have some popu-
larity, they are not the focus of this research. For games development, primary data has 
 
 
6 “AAA game, pronounced ‘triple-A game’, is generally a title developed by a large studio, funded 
by a massive budget” (Schultz, 2018)  
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been obtained by the researcher based on the energy use of several major SONY game 
development studios.  
Once the game has been developed, the software is sent to the disc manufacturer to be 
printed onto a BD. For PlayStation games in Europe, all discs are manufactured by 
SONY DADC in Austria. SONY DADC have provided a full carbon footprint for the man-
ufacturing of a BD to the researcher, following PAS 2050 methodology (Sony DADC, 
2014).  
The life cycle stages for raw material extraction and manufacturing/assembly for the 
PlayStation 4 take place outside of Europe, by third party manufacturers who produce 
many different electronic products. Secondary data, sourced from available literature, 
have been used to calculate the carbon emissions from these life cycle stages.  
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The next life cycle stage is the distribution of consoles and discs to a regional ware-
houses and retailers. Primary data for this stage has been collected by the researcher 
from the logistics operators for Sony Interactive Entertainment Europe (SIEE), including 
the fuel use of the transportation vehicles (train, truck, barge and loading machines) as 
well as the number of containers, stock within them and energy use of the storage 
warehouses.  
Following this is the retail stage, where consoles and discs move from a retailer to the 
consumer. There are many different possible retail routes for consoles and discs (for ex-
ample, consumers traveling to a shop to purchase, or ordering online and delivery 
through a parcel network); this research uses secondary data based on a study by Van 
Loon et al. (2015) on the carbon emissions arising from the retail of fast moving con-
sumer goods.  
The use stage has previously been estimated to be the largest life cycle stage in terms 
of energy use and carbon emissions. Chapter 3 on console energy use provides the ba-
sis for the use stage in this carbon footprint, with all primary data for power 
consumption of PlayStation 4 consoles taken by the researcher.  
For the end of life of the console, this research assumes the console is treated as WEEE 
(waste electrical and electronic equipment) stream, as per the requirements of the 
WEEE Directive (2012/19/EU). At the time of writing there are no recycling processes for 
BDs, with a percentage being incinerated and the rest sent to landfill.  
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Download gaming 
Figure 39 shows the system boundary for download gaming. As with disc gaming, 
game development is the first stage in the download gaming life cycle. This stage for 
downloaded games is the same as for BDs; however instead of being sent to a disc 
manufacturer, the software is stored on servers and distributed through the Internet via 
a content distribution network (CDN).  
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A CDN acts to increase availability and speed of content downloads to users by repli-
cating content across many distributed servers, situated close to end users. This 
reduces the distance that data must travel through the network. A CDN provider for 
PlayStation has provided data to the researcher on the energy use of their equipment 
to corroborate a bottom-up calculation of CDN carbon intensity. 
To download a game, the user first searches for their desired game on the 
PlayStation™Store (an online store interface) using their console. Once the user has se-
lected a game to download, the transaction data is sent from the PlayStation™Store 
server to a server in the CDN where the game file is stored. The data for the game is 
then transferred through the core and access networks to the user’s home. This is then 
transferred through customer premise equipment7 (CPE) and to the console where it is 
stored on the hard drive. Data for the core and access network energy use is derived 
from Chapter 4 on Internet electricity use, while secondary data for CPE are used. 
The manufacture, distribution, retail and end of life of the console are the same as for 
the disc scenario. Console energy use differs slightly from the disc scenario, since the 
console has different power consumption when playing a disc to playing a downloaded 
game (this is further described in more detail in Section 0). For the end of life stage, it is 
assumed that the game file is deleted from the console and the energy use required for 
this was measured by the research and is included in the analysis.  
  
 
 
7 Customer Premise Equipment (CPE) is the term for routers in the user’s home, used to access the 
Internet through WiFi or LAN connection 
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Cloud gaming 
Figure 40 shows the system boundary for the cloud gaming method. Game develop-
ment is again the same process for cloud gaming; however the game software is stored 
on cloud gaming servers, ready to be accessed by a user. Secondary data is used in this 
study for estimating the carbon impact for the production and distribution of these 
servers. The manufacture, distribution, retail and end of life for the console used in 
cloud gaming is again the same as for the previous two methods.  
The use stage for cloud gaming is much different than for the disc and download gam-
ing methods. The gaming server, data transmission network and games console are all 
in use during gameplay, with data flowing both from the user to the server and vice 
versa through the network. As the user presses the buttons on the controller while 
playing a game, the instructions are transmitted from the user’s console, through the 
CPE and data transmission network to the gaming server. The gaming server running 
the game software then processes these instructions and outputs the corresponding 
video stream that user will see on their TV, as the data are sent back through the net-
work to the console, frame by frame. In this respect the console, server and data 
transmission network operate together as one system, where the computing power for 
processing the gameplay is located remotely, tens or hundreds of miles from the user. 
Depending on the user’s location, this process may happen as quickly as disc or down-
load gaming on a console, with low latency (defined as the delay before a transfer of 
data begins following an instruction for its transfer) (Leadbetter, 2012).  
As with download gaming, at the end of life stage, the game file is deleted from the 
server and the energy use for this process is included in the estimates. The gaming 
server is also assumed to be treated as WEEE at the end of life stage. 
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5-3.4. Exclusions from the scope 
The following are excluded from the study scope: 
The carbon equivalent emissions arising from the display connected to the console/de-
vice - this is considered to be equivalent across all systems under study (although a 
display is included in the analysis of the scenario for cloud gaming with different edge 
device, later in the study). The re-use of Blu-ray discs, games consoles, and edge de-
vices is not considered in this study. Although there is a market for trading game BDs, 
this study uses the ratio of discs sold to consoles sold (called the tie ratio) for calcula-
tions and therefore represents the average carbon emissions. 
As per PAS 2050 methodology, the embedded emissions of capital equipment for IP 
core network, access networks and CPE equipment are excluded from this study; these 
cannot be attributed to gaming alone, as the Internet is used for many functions. On 
top of this, the analysis also excludes the emissions from manufacture of capital equip-
ment – vehicles for transport, construction of manufacturing facilities and distribution 
warehouses; as well as from running offices used for management and admin are ex-
cluded.  
 
5-3.5. Impact categories 
This study will use 100-year global warming potential (GWP100) as the only impact cate-
gory of concern, following the guidelines of the PAS 2050 methodology. The life cycle 
impact category indicator will be kgCO2e and emissions shall be converted where nec-
essary into CO2e using the latest IPCC coefficients for GWP100 (IPCC, 2014). 
 
5-3.6. Life cycle inventory, data sources and assumptions 
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This section presents the data sources, assumptions used and calculations made in or-
der to estimate the carbon equivalent emissions from the life cycle of gaming detailed 
in the system boundary diagrams (Figure 43, Figure 44 and Figure 45) above. The first 
section below lists the calculations for console lifetime, console usage, number of hours 
of gameplay, and game file size. These are key variables required for normalising esti-
mates to the functional unit of carbon equivalent emissions per hour of gameplay.  
 
Normalisation factors  
As stated previously, the functional unit for this study is carbon equivalent emissions 
per hour gameplay. To normalise calculations in the following sections to the functional 
unit requires several key data:  
 Average number of hours a console is used for gaming in total over its lifetime 
 Average number of hours an individual game is used for in total over its lifetime 
 Average file size of a PlayStation 4 game  
As per Chapter 3 on console electricity use, the average console lifetime is estimated to 
be five years, or 1825 days. The console usage profile was based on the median esti-
mate for usage (see Chapter 3 also) to calculate total average gaming hours per 
console, shown in Table 27.  
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Table 27: Calculation of normalisation factors 
Variable Value Unit Source 
Console average gameplay time per day 0.8 h/day Chapter 3 
Console average media time per day 0.6 h/day Chapter 3 
Console average navigation time per day 0.3 h/day Chapter 3 
Console average on-time per day 1.7 h/day Chapter 3 
Console average standby time per day 4.2 h/day Chapter 3 
Console average networked standby time per day 17.4 h/day Chapter 3 
Percentage console on-time for gaming 59.2 % Calculation 
Average console lifetime 5 Years Chapter 3 
Average lifetime gameplay time 1,542 h/console Calculation 
Average lifetime on-time 3,180 h/console Calculation 
Average lifetime standby time 7,720 h/console Calculation 
Average lifetime networked standby time 31,682 h/console Calculation 
 
Based on the ratio of time spent gaming compared to media functions (the main use 
functions) on consoles, in total it is calculated that 59.2% of the console life cycle car-
bon emissions are attributed to gameplay. The energy use and resulting carbon 
emissions from the other functions, i.e. time spent in standby/networked standby 
modes and using the navigation menu are allocated to the main functions of gameplay 
and media play by the same ratio above. In further calculations below, life cycle carbon 
emissions are normalised to “per hour gameplay” by dividing by 1,542 hours (total life-
time gaming hours).  
The ratio of PlayStation 4 consoles sold, and games sold was used to calculate for how 
long the average game is played. This is known as the “tie ratio” and is listed on 
VGChartz.com (2018), a website that estimates console and game sales. At the time of 
writing VGChartz.com (2018) estimate that there have been 7.2 games sold for every 
PlayStation 4 console sold. Dividing the average lifetime gaming hours (1542 h) by the 
tie-ratio (number of games sold per console) gave the estimated number of hours on 
average that a user plays an individual game (214 h).  
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To calculate the average file size of a game in 2017, the ten top-selling (by units) 
PlayStation 4 games in 2017 were identified using VGChartz.com (2018), listed in Table 
28. The download file size for each of these games is listed in the PlayStation™Store 
(2017), the mean of which is 39.3 GB.   
Table 28: List of game file sizes for ten top games in 2017  
Game File size (GB) Source 
Fifa 17 40.96 GB (Fogg, 2018) 
Battlefield 1 45.50 GB (Fogg, 2018) 
Horizon 43.04 GB (Fogg, 2018) 
Call of Duty: Infinite Warfare 44.60 GB (Fogg, 2018) 
NBA 2k17 47.64 GB (Fogg, 2018) 
Madden NFL 2017 22.55 GB (Fogg, 2018) 
Watch Dogs 2 29.69 GB (Fogg, 2018) 
Mafia 3 46.11 GB (Fogg, 2018) 
Destiny 2 30.85 GB (Fogg, 2018) 
Horizon Zero Dawn 41.75 GB (Fogg, 2018) 
Typical PS4 game file size (installation) 39.3 GB  Calculation 
 
Interestingly, the average file size of a game in 2017 has increased over four times, from 
8.8 GB for a PlayStation 3 game in 2010 in the study by Mayers et al. (2014).  
 
Energy supply 
This study is focused on consoles in use in Europe (as defined by the IEA, 2017, of 41 
countries including the Russian federation). Carbon emission factors for electricity is 
sourced from the International Energy Agency (International Energy Agency, 2017) re-
port CO2 Emissions from Fuel Combustion, which estimates the weighted average total 
carbon emissions per kilowatt of electricity generation for global regions, including 
172 
 
172 
 
Europe. The most recently published data from IEA are for 2015, in which the average 
carbon intensity of electricity generation in Europe was 0.329 kgCO2e/kWh. This is a mi-
nor limitation as the reference year for this study is 2017 and due to European 
commitments to reducing greenhouses gases, it is likely that the average carbon inten-
sity of electricity generation has been reduced since 2015 and will likely reduce further 
in 2019. The European Environment Agency report a similar value for electricity genera-
tion of 0.315 kgCO2e/kWh (European Environment Agency, 2020). The IEA version was 
chosen, as they report different world regions; future research may investigate areas 
outside of Europe and could do so comparatively using the data from IEA. The impact 
of the carbon intensity of electricity generation reducing in the future will be discussed 
in later sections; as will the impact of regional electricity mix for users in different coun-
tries. The next section shows the calculations for the game development stage of the 
gaming life cycle. 
 
Game development 
To calculate the carbon emissions from the game development stage of the life cycle, 
data for the electricity and gas use for two UK developers of PlayStation 4 games, as 
well as one developer based in the Netherlands were obtained. It is estimated that 
game production takes two years. Table 29 shows some prominent PlayStation 4 game 
developers based in Europe, and the frequency of games produced since the console 
was first released.  
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Table 29: PlayStation 4 game titles produced by different SIEE game development studios and 
year of release 
PlayStation game titles and studios Release year 
SIE London Studio 
 
The Playroom 2013 
SingStar: Ultimate Party 2014 
SingStar Celebration 2017 
Media Molecule 
 
LittleBigPlanet 2014 
Tearaway Unfolded 2015 
Guerrila Games 
 
Killzone Shadow Fall 2013 
Horizon Zero Dawn 2017 
 
VGChartz.com lists the sales of all PlayStation 4 games sold; the top 1008  of which have 
sold 322 million copies worldwide, corresponding to an average of 3.22 million units 
sold per game title. Converting the energy consumption of the development studios, 
using the correct carbon intensity factors (for each country in which the developers are 
located), and dividing this by the average number of units sold per game, gives total 
carbon emissions from the game development stage of 0.335 kgCO2e per individual 
game. This equates to 0.0016 kgCO2e per hour of gameplay (based on average 214 
hours total gameplay per game).  
 
 
8 Selecting the top 100 games ensures that only AAA rated games are included in the analysis, 
excluding the many mini and independently developed games, which have a different game development 
process and are less commonly played.  
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The next section shows the calculations for the carbon emissions from the raw material 
extraction, manufacturing and assembly (together referred to as hardware production) 
of the hardware components in the gaming lifecycle. 
 
Hardware production 
 As shown in the system boundary diagrams above, the production of hardware (in-
cluding raw material extraction, manufacturing and assembly) are background system 
processes and secondary data sources were used to estimate the carbon footprint. This 
project was focused on improving the unknown stages of the life cycle, mainly on the 
use stage and the decision was made to use secondary data for production due to the 
limited time of this research project (and the long length of time required to complete 
a production carbon footprint).  
For the baseline scenario, all three gaming methods use the same device – a 
PlayStation 4 games console (hardware production, as well as distribution, retail and 
end of life are equivalent in each case - in order to conduct the further scenario anal-
yses of cloud gaming using different edge devices, it was necessary to approximate the 
contribution of the production of these different devices).  
The focus of this study is not to conduct detailed LCA at the specific component level 
for each of the devices considered in this analysis. Rather, the focus is to improve the 
understanding of the key life cycle stages of gaming and determine how these will 
change in the future and identify strategies for reducing carbon emissions. This ap-
proach follows the argument proposed by Weber (2012) that “at least some of the effort 
currently being spent on quantifying and decreasing uncertainty in production-phase 
footprints may be misplaced when energy efficiency in the use phase is the product 
attribute most likely to lower the product’s carbon footprint. Redirecting this effort 
toward informing consumers about energy efficiency and use phase footprint is likely to 
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have a much larger effect than large data gathering efforts for the production phase” We-
ber (2012). 
There have been many LCA studies that estimate the carbon footprint for the produc-
tion of devices such as PCs, laptops, smartphones, tablets and even servers. As stated 
previously, there are no known detailed carbon footprint studies for the production of 
games consoles. A preparatory study for the games console Voluntary Agreement 
made estimates based on the Bill of Materials for a games console “provided either by 
manufacturers or by disassembly of certain products” AEA (2010), however this study is 
now outdated and does not state which console was used in the assessment. The study 
used the Methodology for the Eco-design of Energy Using Products (MEEUP) set out by 
the European Commission, a simplified method for determining the life cycle impacts of 
products, the results for global warming potential (GWP100) are shown in Figure 42.  
 
Figure 42: Estimated life cycle carbon emissions of a games console (AEA, 2012) 
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The AEA preparatory study estimated that the carbon emissions from production of 
materials and product manufacturing life cycle stages for a games console was approxi-
mately 60 kgCO2e. The estimate is based on an unknown console of the previous 
generation (PlayStation 3, Xbox 360 and Nintendo Wii) and pre-dates the release of the 
PlayStation 4. In addition, the study does not include any information on its source data 
to ascertain its veracity.  
To estimate the production carbon footprint for consoles, this study uses the methodol-
ogy developed by Teehan and Kandlikar (2013), which analysed the life cycle carbon 
emissions for a range of different devices and identified a relationship between device 
mass and carbon emissions. They also proposed a more detailed method based on the 
specific weight of components and coefficients derived from the meta-analysis for the 
carbon emissions for the mass of these components. Teehan and Kandlikar (2013) iden-
tified the method of measuring PCB, display and battery masses, multiplied by their 
proposed coefficients, was most effective at estimating the carbon footprint accurately. 
To do this the researcher dismantled a PlayStation 4 console and recorded the mass of 
individual components. These were then multiplied by the coefficients derived by 
Teehan and Kandlikar (2013), to approximate the carbon emissions for the console pro-
duction. The results from each of these methods are shown in Table 30.  
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Table 30: Results for carbon emissions of console hardware production using different 
methodologies 
Method 
 
Method description 
Carbon 
emissions 
(kgCO2e) 
PCB + disp + batt (Teehan and Kandlikar, 
2013) 
Mass of PCB, display and battery multiplied 
by emission coefficients for each 
56.64 
Mass only (Teehan and Kandlikar, 2013) 
Mass of IT product multiplied by emission 
coefficient 
54.92 
Comparison to small desktop PC LCA 
Compare mass of console components to 
mass of small desktop PC components 
51.57 
Comparison to full sized desktop PC LCA 
Compare mass of console components to 
mass of full sized desktop PC components 
54.41 
Comparison to laptop LCA 
Compare mass of console components to 
mass of laptop components 
59.02 
 
The mass of the console components was also compared to the mass of components 
and subsequent carbon emissions from two desktop PCs and a laptop, in the same 
study. The ratio between these component masses was compared to give an estimate 
for console carbon emissions from production.  
From the analysis above the range of estimates for the PlayStation 4 production foot-
print was 51.7 kgCO2e to 59.02 kgCO2e (close to the estimate from the games console 
VA preparatory study). The mean of this range of estimates, 55 kgCO2e, was used at in 
this analysis to estimate the carbon emissions for console production, as a reasonable 
approximation between the approaches.  
The estimated carbon emissions for the equipment and devices considered in this anal-
ysis are listed in Table 31.  
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Table 31: Carbon emissions for hardware production normalised to the functional unit  
 Device 
Total embodied carbon           
(kgCO2e) 
Embodied carbon at-
tributed to gameplay 
(kgCO2e) 
Carbon eq emissions per 
hour of gameplay 
(kgCO2e/hr) 
PlayStation 4 54.9 32.5 0.0102 
Thin client 17.7 8.8 0.0057 
Gaming server 383.1 383.1 0.0009 
Full size PC 161.0 30.6 0.0198 
Small PC 73.5 14.0 0.0091 
Laptop 107.8 20.5 0.0133 
Tablet 116.1 22.1 0.0143 
 
Teehan and Kandlikar (2013) estimate the production footprint of a server to be 383 
kgCO2e, based on a full life cycle inventory of components and carbon emission factors 
using the Ecoinvent database. Gaming servers are bespoke and different from regular 
servers; the main difference is that gaming servers have more computing cores (mainly 
GPUs) for rendering graphics. To adjust for this, an additional factor was added to ac-
count for the carbon emissions arising from the production of additional Integrated 
Circuits (ICs) in consoles based on the component production data from Teehan and 
Kandlikar (2013). This revised calculation gave a total estimate for the gaming server 
production footprint of 911 kgCO2e. Due to the shared use of the gaming server be-
tween multiple users (up to 16 concurrent streams at once; Nvidia, 2018), the 
contribution of server production on a per hour gameplay basis is very low. The differ-
ence between using the Teehan and Kandlikar (2013) estimate of 383 kgCO2e and the 
adjusted estimate of 911 kgCO2e contributes less than 1% of the total cloud gaming 
impact (see Section 5-4.3.). The calculation for embodied emissions per hour gameplay 
is calculated using the data in Table 32.  
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Table 32: Calculations for estimating carbon emissions of gaming server hardware production 
normalised to the functional unit  
Calculation Value Unit 
Source 
Server production energy 383 kgCO2e Teehan and Kandlikar (2014) 
Server lifetime (average) 4 years iPoint Technologies (2018) 
Maximum streams per server 16 streams Nvidia (2018) 
Utilisation 0.25 
 
Assumption 
Average streaming hours per day 96 h/day Calculation 
Average lifetime streaming hours 140160 h Calculation 
Embedded carbon emissions per 
hour streaming 
0.0027 kgCO2e/hou
r gameplay 
Calculation 
    
The average lifetime of a server is 4-5 years (iPoint Technologies, 2018); this analysis 
uses 4 years as an assumption, reflecting the median value.  The streaming hours per 
day (if the cloud gaming services is at 100% capacity for 24 hours per day) is 24*16 = 
384 h/day. This analysis assumes that the service is at 25% utilisation, therefore the av-
erage streaming hours per day is 0.25*1536 = 96 hours per day. Therefore, the average 
lifetime streaming hours of the server is assumed to be 384*365*4 = 140,160 h. The to-
tal carbon emissions arising from the server product footprint is then divided by this to 
normalise to per hour gameplay, giving 0.0027 kgCO2e/hour gameplay.   
 
Disc production 
The production carbon footprint for the Blu-ray disc game was derived from an indus-
try study conducted by SONY DADC (2014) the disc manufacturers of PlayStation 4 
discs in Europe. The study was conducted following PAS 2050 methodology. SONY 
DADC (2014) estimate that the carbon emissions from disc manufacture are equivalent 
to 0.273 kgCO2e/disc. Dividing this by the average number of hours spent gaming per 
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disc, 214 h, and gives 0.0013 kgCO2e per hour of gameplay. The study was based on 
the year 2014; this is assumed to be accurate for 2017, as the manufacturing process 
has not changed.  
 
Console distribution 
Primary data were gathered on console distribution from operations experts at SIEE and 
from logistic suppliers to SIEE. Data on the number of forty-equivalent-unit (FEU; the 
standard unit of measure for shipping containers used in distribution) containers for 
shipping, as well as the stock of consoles within those containers were collected. This 
encompassed the entire logistics process from the point at which they are loaded in the 
manufacturer/assembly country, through the overseas shipping and then loaded onto 
train, barge and rail to be delivered to the European central distribution warehouse. 
Shipping distances were obtained from Sea-distances.org (2018), by using the data for 
the specific ports used by SIEE. The weighted average distance for distribution of Euro-
pean PlayStation 4 consoles was then determined (based on the shipping distances 
from manufacturer port to European ports and the number of consoles shipped to each 
location). Kindberg (2008) estimates Maersk Line average shipping emissions per FEU 
container kilometre to be 0.168 kgCO2e/FEU.km. This was then divided by the number 
of consoles per container and multiplied by the average shipping distance travelled. 
Specific data was gathered from the main SIEE logistics operators for the diesel use of 
trucks, rail and barge operations, loading equipment, as well as carbon emissions per 
FEU for each specific operation. Data for the energy use of the central distribution 
warehouse was also obtained and allocated for PlayStation 4 consoles. 
The total distribution carbon footprint per console was calculated as 2.1 kgCO2e, corre-
sponding to 0.001 kgCO2e per hour gameplay. The thin client (PlayStation TV) devices 
examined in the scenario analysis uses the same distribution chain, so the assumption 
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was made for the distribution based on the ratio of thin client units to console units 
that can fit inside a shipping unit, at 16:1, based on data from SIEE logistics experts 
(REF) – the thin client therefore is estimated to have 1/16 of the carbon equivalent 
emissions for distribution.  
 
Digital retail 
The carbon emissions arising from the digital sales and download of PlayStation 4 
games through the PlayStation Store when purchasing a game for digital download was 
calculated through a bottom-up calculation for the content distribution network energy 
use, used for PlayStation Store transactions and corroborated by SIEE experts (REF). The 
bottom-up calculations for the carbon intensity of the content distribution network 
(CDN) based on Cisco server energy use is given in Table 33, estimated at 0.0013 
kgCO2e/GB. 
Table 33: CDN carbon intensity calculation (bottom up) 
Variable Value Units Source 
Peak power 800 W Cisco (2013) 
Nominal power 550 W Cisco (2013) 
Max streams per server 500 
 
Cisco (2013) 
Bandwidth per stream 5 Mbps Netflix (2018) 
Bandwidth per stream 2.25 GB/h Calculation 
Utilisation 0.25 
 
Assumption 
PUE 1.3 
 
Assumption 
TEC 0.6125 kWh/h Calculation 
Average streams  125 
 
Calculation 
Total data downloaded 281.25 GB/h Calculation 
Energy intensity with PUE 0.0028 kWh/GB Calculation 
Carbon intensity with PUE 0.0013 kgCO2/GB  Calculation 
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Data for the electricity intensity of the core and access networks for the digital store 
transaction is taken from Aslan et al. (2018). As discussed in previous chapters, the elec-
tricity intensity of the data transmission network is estimated to have halved from 2015 
to 2017, at 0.028 kWh/GB. Mayers et al. (2014) estimated that total time browsing the 
PS Store for a game download to be six minutes, requiring a data transfer rate of 50 kB 
per minute, corresponding to total data transfer for the retail data of 0.3 GB.  Therefore, 
the total carbon emissions from the retail transaction using the PS Store are estimated 
at 0.002 kgCO2e per game, or 0.0004 kgCO2e per hour gameplay.  
 
Physical retail 
Carbon emissions arising from the physical retail of consoles and discs was calculated 
based on a study by van Loon et al. (2015), who estimated the carbon emissions arising 
from multiple retail delivery methods. The system boundary of the study encompasses 
all transport and operations from “the point of divergence” (manufacturer warehouse) 
to “the point of consumption” (the consumer). The analysis is based on transport 
“movements from continental Europe to the UK” (van Loon et al., 2015). The retail deliv-
ery methods van Loon et al. (2015) considered in the analysis were:  
 “Centralised pure player (retailer without physical store) with van delivery 
 Centralised pure player through parcel delivery network 
 Drop shipping from supplier through parcel delivery network 
 Van delivery from local shops 
 Click and collect in local stores 
 Bypass retailer and use parcel delivery network 
 Conventional retailing in local supermarkets” van Loon et al. (2015) 
For the main analysis (of disc, download and cloud gaming methods in 2017), the esti-
mate for the carbon emissions through retail of goods from “conventional retail” in 
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supermarkets was used, at 2.04 kgCO2e per console and per disc. Based on the average 
lifetime gaming hours from the sections above, for each console this is equivalent to 
0.001 kgCO2e per hour gameplay, while for the disc the carbon intensity is higher (since 
the disc is used for fewer total hours than the console) at 0.01 kgCO2e per hour game-
play.  
For the sensitivity analysis (see Section 5-4.8.), the retail scenario with the highest car-
bon intensity and lowest carbon intensity in the study are used as best and worst-case 
boundaries.  
 
Data transmission network and CPE 
The electricity intensity of the data transmissions network (IP core and access networks) 
is derived from Aslan et al. (2018), which was described in greater detail in Chapter 4 on 
Internet electricity use previously. For 2017, the electricity intensity of data transmission 
is estimated by Aslan et al. (2018) to be 0.026 kWh/GB. Aslan et al. (2018) identified that 
the electricity intensity of data transmission is halving approximately every two years; 
this trend is used to estimate the 2019 electricity intensity of data transmission net-
works in this analysis.  
To calculate the carbon emissions contribution from customer premise equipment 
(CPE), the average power consumption was taken from several different routers, as 
listed in Table 34. Routers are categorised into two groups; the first provided by Inter-
net Service Providers (ISPs) to consumers; the second are high performance routers that 
consumers can purchase to upgrade the standard equipment provided by their ISP. 
This covers a wide spectrum of possible routers in use by gamers. The routers in this 
analysis are supplied by UK ISPs in the UK, however, it is assumed that this list provides 
a good representative spread of the power consumption of routers that are used in 
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Europe, since the router brands are sold globally (the ISP routers are manufactured by 
OEMs and branded for the particular ISP).  
Table 34: Customer premise equipment (CPE) - power consumption of common household routers 
Home router Fully operational Idle Notes Source 
BT Home Hub 5 10 W 8 ISP Mann (2015) 
BT Home Hub 4 5 W n/a ISP Unsworth (2018) 
BT Home Hub 3 5 W n/a ISP de la Rosa (2011) 
BT Home Hub 2 10 W 7 ISP Frequencycast (2011) 
BT Home Hub 1/1.5 8 W n/a ISP Frequencycast (2011) 
Virgin Superhub 2 8 W n/a ISP Expertreviews (2015) 
Virgin Superhub  13 W n/a ISP Orphanides (2011) 
Sky Q Hub n/a   12 ISP Sky (2015) 
Tenda AC15 12.3 W 9.2 High end Norem (2016) 
Asus RT-AC88U 21.2 W 14.1 High end Norem (2016) 
Netgear R7800 16.1 W 8 High end Norem (2016) 
Linksys EA7500 13.2 W 10.2 High end Norem (2016) 
Synology Router RT1900ac 16.3 W 10.2 High end Norem (2016) 
Linksys EA9200 18.2 W 14 High end Norem (2016) 
  
Table 34 lists both the active and idle power consumption, where available – these data, 
together with the utilisation of CPE are used to estimate the typical electricity con-
sumption (TEC) profile for each device. The utilisation of CPE is estimated using data 
from Ofcom (2017) on the average UK weekly Internet use, which is estimated to be 
22.9 hours. This corresponds to approximately 15% utilisation. For the baseline analysis 
in this study, it is assumed that the CPE devices consume the idle power consumption 
values listed in Table 34, when not in use. The TEC profiles for each device, together 
with the average (which is used in the baseline scenario analysis in this study), minimum 
and maximum are show in in Table 35. To determine the proportion of the average CPE 
TEC that is attributable to gaming, these were first converted to kWh per GB, by 
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dividing the TEC profiles by the average monthly data usage (converted to hourly in the 
calculation), which is estimated to be 231 GB/month (Ofcom, 2017).  
Table 35: Typical electricity consumption of customer premise equipment 
Home router         Energy intensity 
BT Home Hub 5 0.026 kWh/GB 
BT Home Hub 4 0.016 kWh/GB 
BT Home Hub 3 0.016 kWh/GB 
BT Home Hub 2 0.024 kWh/GB 
BT Home Hub 1/1.5 0.025 kWh/GB 
Virgin Superhub 2 0.025 kWh/GB 
Virgin Superhub  0.041 kWh/GB 
Sky Q Hub 0.038 kWh/GB 
Tenda AC15 0.031 kWh/GB 
Asus RT-AC88U 0.048 kWh/GB 
Netgear R7800 0.029 kWh/GB 
Linksys EA7500 0.034 kWh/GB 
Synology Router RT1900ac 0.035 kWh/GB 
Linksys EA9200 0.046 kWh/GB 
Average 0.031 kWh/GB 
 
The average electricity intensity for the CPE is used to calculate the carbon emissions 
for the average game file size of 39.3 GB, for the download gaming method in baseline 
scenario, which is then normalised to the functional unit of per hour gameplay. For the 
cloud gaming scenario, the minimum system requirements listed on the PlayStation 
website is a bandwidth of 5 Mbps, or 2.25 GB per hour. For the cloud gaming method, 
the carbon emissions from CPE are calculated by multiplying the data transfer rate by 
the average CPE intensity highlighted in Table 35 above.  The energy use has been allo-
cated on a per gigabyte basis, rather than by time in use (in hours). This is so to ensure 
the energy use for the CPE equipment is fully accounted for, following the same argu-
ment derived in the Internet electricity use study (Appendix A, summarised in Chapter 3 
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previously). In allocating to data use, the energy use of the CPE while not in use is ac-
counted for.  
An alternative allocation for the energy use of CPE would be based on time (e.g. per 
hour of use). This was not used as it could leave emissions associated with gaming, in-
cluding the emissions arising from the idle usage of the CPE equipment, out of the 
estimate. Allocating in inappropriate in this case because  since the equipment is on 
and consuming energy 24/7. Such an approach would give an underestimate of the 
emissions associated with gaming for CPE equipment. Allocating on a per gigabyte ba-
sis ensures that emissions from the idle use, as well as the active use while downloading 
or cloud streaming are included in the estimate. This is in line with average allocation 
method in LCA, since the total emissions are captured and averaged over the total us-
age. This is in line with average allocation method for LCA, as the total emissions for the 
device are averaged over the total usage.  
The next section introduces the results from the console energy use chapter and the 
calculations to normalise the results to the functional unit for this study.  
 
Console use 
In order to estimate the carbon emissions from the use stage of the life cycle, Typical 
Electricity Consumption methodology was used, as detailed in the Chapter 3. It is not 
sufficient to measure the power consumption of a console during gameplay alone – 
this is because the console consumes energy in other functions over a 25-hour period. 
The console will spend most the day in a standby mode and this energy use must be 
accounted for and attributed to gameplay (one of the primary functions). There is also 
energy consumed in charging controllers and navigating through the home menu. The 
TEC profiles developed in the previous chapter are used to calculate how much of the 
carbon emissions are allocated to gameplay – while the remaining carbon emissions are 
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allocated to media play functions (assuming the two primary functions of a games con-
sole are to play games and watch media). 
For this analysis the TEC is based on the console model CUH-2116 which was on sale in 
2017. For each gaming method the TEC profile is slightly different, as the console has 
different power consumption depending on the gaming method. Disc gameplay has 
the highest power consumption, while cloud gaming requires less work from the pro-
cessor and consumes around 30% less.  
 
Table 36: Typical electricity consumption calculations for PlayStation 4 model CUH-2116 when disc 
gaming 
Calculation Value 
 
Gameplay (disc) power consumption 78.7 W 
Total lifetime energy use 238.7 kWh 
Total lifetime energy attributed to media play 97.3 kWh 
Total lifetime energy attributed to gaming 141.5 kWh 
Total carbon emissions attributed to gaming 46.5 kgCO2e 
  
Table 37: Typical electricity consumption calculations for PlayStation 4 mode CUH-2116 when 
download gaming 
Calculation Value 
 
Gameplay (disc) power consumption 76.7 W 
Total lifetime energy use 235.7 kWh 
Total lifetime energy attributed to media play 96.0 kWh 
Total lifetime energy attributed to gaming 139.6 kWh 
Total carbon emissions attributed to gaming 45.9 kgCO2e 
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Table 38: Typical electricity consumption calculations for PlayStation 4 mode CUH-2116 when 
cloud gaming 
Calculation Value 
 
Gameplay (disc) power consumption 53.0 W 
Total lifetime energy use 199.1 kWh 
Total lifetime energy attributed to media play 81.1 kWh 
Total lifetime energy attributed to gaming 118.0 kWh 
Total carbon emissions attributed to gaming 38.8 kgCO2e 
  
Finally, the annual electricity consumption for each scenario that is attributed to gam-
ing, is multiplied by the average carbon intensity of the European electricity supply and 
divided by the lifetime gaming hours (1541 h) to normalise to the FU, giving; 0.030 
kgCO2e per hour gameplay for disc and download, and 0.025 kgCO2e/h for cloud.  
 
Gaming server use 
To calculate the carbon emissions arising from the use of gaming servers used for cloud 
gaming, the researcher has constructed a model of a typical cloud gaming server for a 
PC cloud streaming services, based on publicly available secondary data sources 
(Nvidia, 2018). This was corroborated with experts within SIEE to be representative of 
console-based servers when applying an efficiency factor to the PC-based model (of 
70%).  
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Table 39: Calculations to model the console-based cloud gaming server energy use, based on 
comparison to public data 
Calculation Value Unit Source 
GRID max power per card 225 W Nvidia (2018) 
GRID max power per GPU (user) 112.5 W 1 GPU per user 
GRID average power per GPU (user) 84.4 W Assumption 75% max 
Auxillery server power per user 23.4 W Vertatique (2015) 
Total power per user 107.8 W Calculation 
Maximum active power incl PUE 1.1 118.6 W Assumption 
Inactive power estimate incl PUE 1.1 56.2 W Assumption (Energy Star) 
Utilisation of active capacity 0.25   Assumption 
Active energy use per year 259,720 Wh Calculation 
Idle energy use per 369,029 Wh Calculation 
Total annual energy 628,749 Wh Calculation 
Total gaming hours (0.25x8760) 2190 h Calculation 
Total gaming server power consumption  287.1 W Calculation 
Applying "console efficiency factor" = 0.7 200.97 W Assumption 
  
For 2017, the assumption for the utilisation of active capacity (i.e. amount of hours 
server is active divided by hours inactive) of the gaming servers is 25%, as this reflects 
typical diurnal use cycles for gaming. It is assumed that for the 75% time the server is 
inactive, there is no power management (i.e. server does not shut down or scale power, 
for 2017). In practice, increasingly servers can be powered down or scale their power 
consumption when not in use. Therefore, for the future scenario, in 2019, active capac-
ity of the gaming server is assumed to be 90% (i.e. server scales power consumption 
more proportionally with usage). 
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End of life 
The final set of calculations for the separate life cycle stages is for the end of life stage 
of the console, server and disc. This study assumes the console and server are both 
treated and recycled as WEEE (waste electrical and electronic equipment), as per the re-
quirements of the WEEE Directive (Defra/DECC, 2012). At the time of writing there are 
no recycling processes for BDs, and so it is assumed that a percentage are incinerated, 
and the rest are sent to landfill, based on the analysis by Mayers et al. (2014).  
Table 40: Estimated carbon emissions arising from the end of life processing of PlayStation 4 
consoles and console-based cloud gaming servers 
Calculation Value Unit 
Source 
Mass of PS4 2.8 kg Researcher 
Mass of server 15.5 kg 
Teehan 
(2013) 
Mass of thin client 0.7 kg Researcher 
Mass of full size PC 10.6 Kg 
Teehan 
(2013) 
Mass of small PC 3.0 kg 
Teehan 
(2013) 
Mass of Laptop 2.8 kg 
Teehan 
(2013) 
Computer WEEE recycle carbon emissions per mass 0.021 kgCO2e/kg Defra (2012) 
Distance to disposal 75 km 
Mayers 
(2014) 
Total console recycle emissions 0.075 kgCO2e Calculation 
Total server recycle emissions 0.419 kgCO2e Calculation 
Total thin client recycle emissions 0.018 kgCO2e Calculation 
Total full-size PC recycle emissions 0.282 kgCO2e Calculation 
Total small PC recycle emissions 0.120 kgCO2e Calculation 
Total laptop recycle emissions 0.116 kgCO2e Calculation 
 
The next section presents the results and analysis of this research. 
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5-4. Results and analysis 
This section presents the results for the carbon footprinting study, including results for 
the carbon equivalent emissions arising from disc, download and cloud gaming meth-
ods. Firstly, the results for disc, download, and cloud are presented followed by a 
comparison of each method. Next, a comparison of the carbon intensities of each gam-
ing method when the game file size is changed from 1 GB to 100 GB and when the 
length of time a game is played for from 0.1 hours to 1000 hours is made. After this, 
the next section includes the sensitivity analysis, adjusting key variables for the main 
scenarios. The final section includes further scenario analysis, including an analysis of 
cloud gaming using different edge devices and of the estimated carbon footprint of 
gaming in the future. The results in this section are expressed in the functional unit of 
kilograms of carbon dioxide equivalent emissions per hour of gameplay. 
 
5-4.1. Disc 
This section shows the results for the life cycle carbon emissions for gaming using a 
Blu-ray disc (BD) on a PlayStation 4 console. The results in   
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Table 41 are expressed for each life cycle stage as defined in the system boundary dia-
gram in Figure 38 previously. For one hour of gameplay using a Blu-ray disc, the total 
lifecycle carbon emissions from cradle to grave are 0.055 kgCO2e/h.  
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Table 41: Life cycle carbon emissions from Blu-ray disc gaming 
Life cycle stage Value Unit Value Functional unit 
Game development 0.33 kgCO2e/game 0.002 kgCO2e/hour gameplay 
Console production 32.5 kgCO2e/console 0.010 kgCO2e/hour gameplay 
Disc production 0.27 kgCO2e/disc 0.001 kgCO2e/hour gameplay 
Disc distribution 0.00 kgCO2e/disc 0.000 kgCO2e/hour gameplay 
Console distribution 1.51 kgCO2e/console 0.001 kgCO2e/hour gameplay 
Disc retail 2.04 kgCO2e/disc 0.010 kgCO2e/hour gameplay 
Console retail 2.04 kgCO2e/console 0.001 kgCO2e/hour gameplay 
Console energy use  46.5 kgCO2e  0.030 kgCO2e/hour gameplay 
Disc disposal 0.18 kgCO2e /disc 0.001 kgCO2e/hour gameplay 
Console disposal 0.070 kgCO2e/console 0.000 kgCO2e/hour gameplay 
Total     0.0550 kgCO2e/hour gameplay 
  
The largest impact stages of the life cycle, in terms of estimated carbon equivalent 
emissions, are from console use (0.03 kgCO2e/hour gameplay), console production 
(0.01 kgCO2e/hour gameplay) and disc retail (0.01 kgCO2e/hour gameplay). All other life 
cycle stages have carbon equivalent emissions of an order of magnitude lower.  
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Figure 43: Carbon emissions per hour gameplay for Blu-ray disc gaming 
 
The energy use of the console during use is the greatest contributor of carbon emis-
sions in the life cycle; however, this will be dependent on the console model in use (as 
shown in the chapter on console energy use) as previous PlayStation 4 models had 
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higher power consumption (as shown in Chapter 3) and would therefore have higher 
use stage emissions. This assessment is based on, at the time of writing, the most re-
cent PlayStation 4 model (CUH-2116A), on sale in 2017.  
Estimated carbon emissions arising from console production, when assessed on a “per 
hour gameplay” basis, are largely dependent on the lifetime usage of the console, 
which, based on the assumptions in this analysis, corresponds to over 1500 hours of 
gameplay time. Likewise, the estimated carbon emissions arising from the production, 
retail and disposal of Blu-ray disc games are dependent on how long the game is 
played for when normalising to the functional unit “per hour gameplay”. The third high-
est impact stage, disc retail is, therefore, not only dependent on the retail delivery 
method itself (these are explored in the sensitivity analysis) but also on the length of 
time a user will play a game for.  
The next section discusses the results for the carbon footprint from gameplay when 
downloading a game.  
 
5-4.2. Download 
The estimated carbon equivalent emissions arising from each of the life cycle stages for 
the gaming download method are presented in Table 42. The total carbon emissions for 
this scenario are estimated to be 0.047 kgCO2e per hour of gameplay for an average 
game with file size 39.3 GB. This is approximately 15% lower than disc gaming. The 
largest share of estimated carbon emissions also arises from console energy use during 
the use stage (at 0.03 kgCO2e/hour gameplay) and console production (at 0.01 
kgCO2e/hour gameplay). The carbon emissions for energy use of the console are 
slightly lower for download gaming when compared to disc gaming. This is because the 
console consumes less power (measured across a sample of five consoles – see Chapter 
3) when playing a downloaded game (76.7 W) than when playing a BD (78.7 W). This 
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difference is due to the extra power required to operate the Blu-ray disc drive (which 
has both mechanic components to spin the disc and a laser light to read it).  
 
Table 42: Life cycle carbon emissions from download gaming 
Life cycle stage Value Unit Value Functional unit 
Game development 0.335 kgCO2e/game 0.002 kgCO2e/hour gameplay 
Console production 32.5 kgCO2e/console 0.010 kgCO2e/hour gameplay 
Console distribution 1.511 kgCO2e/console 0.001 kgCO2e/hour gameplay 
Console retail 2.040 kgCO2e/console 0.001 kgCO2e/hour gameplay 
PSN store game retail 0.003 kgCO2e/download 0.000 kgCO2e/hour gameplay 
CDN 0.051 kgCO2e/download 0.000 kgCO2e/hour gameplay 
Access network 0.336 kgCO2e/download 0.0016 kgCO2e/hour gameplay 
CPE 0.400 kgCO2e/download 0.0019 kgCO2e/hour gameplay 
Console download energy 0.034 kgCO2e/download 0.000 kgCO2e/hour gameplay 
Console energy use 45.9 kgCO2e/console 0.030 kgCO2e/hour gameplay 
Console energy game file deletion 0.001 kgCO2e/download 0.000 kgCO2e/hour gameplay 
Console disposal 0.070 kgCO2e/console 0.000 kgCO2e/hour gameplay 
Total     0.0468 kgCO2e/hour gameplay 
 
The next highest impact in terms of estimated carbon equivalent emissions arises from 
the energy used by customer premise equipment (CPE) and the access network, at 
0.0016 and 0.0014 kgCO2e per hour of gameplay respectively (for an average game of 
file size 39.3 GB). The carbon emissions from all other life cycle stages are relatively 
small, all of which have an order of magnitude lower estimated CO2e emissions.  
In 2010, Mayers et al. (2014) estimated that the carbon emissions arising from an aver-
age 8.8 GB game file size for downloaded games were greater than those of disc games 
(Mayers et al. 2014) (although the system boundaries for this study is not comparable, 
as this study includes additional life cycle stages such as console production). The aver-
age game file size has since increased by almost five times in 2017, however, due to 
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factors such as improved efficiency of data transmission and CPE equipment, estimated 
carbon equivalent emissions for download gaming are now estimated to be lower than 
that for disc gaming. In addition to the reduction in Internet electricity intensity, con-
sole power consumption has been reduced greatly between the PlayStation 3 case 
study in the focus of the Mayers et al (2014) study and the PlayStation 4 model consid-
ered in this study (despite the current console having approximately ten times the 
performance).  
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Figure 44: Carbon emissions per hour gameplay for download gaming 
 
The next section presents the results for the carbon equivalent emissions of cloud gam-
ing.  
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5-4.3. Cloud 
The total estimated life cycle carbon emissions of cloud gaming using a console is 
0.151 kgCO2e per hour of gameplay. The results for each life cycle stage are shown in 
Table 43.  
Table 43: Life cycle carbon emissions from cloud gaming 
Life cycle stage Value Unit Value Functional unit 
Game development 0.33 kgCO2e/game 0.0016 kgCO2e/hour gameplay 
Device production 32.5 kgCO2e/device 0.0102 kgCO2e/hour gameplay 
Server production 383.1 kgCO2e/server 0.0027 kgCO2e/hour gameplay 
Edge device distribution 1.51 kgCO2e/console 0.0006 kgCO2e/hour gameplay 
Edge device retail 2.04 kgCO2e/console 0.0008 kgCO2e/hour gameplay 
PSN store retail 0.00 kgCO2e/download 0.0000 kgCO2e/hour gameplay 
IP core 0.001 kgCO2e/hour gameplay 0.0015 kgCO2e/hour gameplay 
Access network 0.019 kgCO2e/hour gameplay 0.0192 kgCO2e/hour gameplay 
CPE 0.02 kgCO2e/hour gameplay 0.0229 kgCO2e/hour gameplay 
Device energy use 38.82 kgCO2e /hour gameplay 0.0252 kgCO2e/hour gameplay 
Server energy use during 
gameplay 0.07 kgCO2e/hour gameplay 0.0664 kgCO2e/hour gameplay 
Server energy game file 
deletion 0.002 kgCO2e/download 0.0000 kgCO2e/hour gameplay 
Server disposal 0.42 kgCO2e/server 0.0000 kgCO2e/hour gameplay 
Edge device disposal 0.02 kgCO2e/device 0.0000 kgCO2e/hour gameplay 
Total     0.151 kgCO2e/hour gameplay 
 
The highest impact in terms of estimated carbon equivalent emissions arises from the 
energy use of gaming servers during the use phase (at 0.067 kgCO2e/ hour gameplay). 
This is over double the carbon emissions of the console use when gaming (0.025 
kgCO2e/hour gameplay). This is largely due to the low assumption applied for active 
capacity of the server, estimated at 25% in 2017.  
Interestingly, if the cloud gaming servers are able to power down when inactive and 
achieve 90% active capacity (through improvements in power management), it is 
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estimated that the servers would operate (on average) more efficiently than the most 
recent and most power efficient PlayStation 4 console (CUH-2116A) when disc gaming 
(at 25% active capacity, it is estimated the servers still operate with greater efficiency 
than the first PlayStation 4; CUH-1016A). 
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Figure 45: Carbon emissions per hour gameplay for cloud gaming 
It is estimated that the next highest impact is due to the energy use of the console dur-
ing use (at 0.025 kgCO2e/hour gameplay) followed by the energy use of CPE (0.022 
kgCO2e/hour gameplay) and the access networks (0.019 kgCO2e/hour gameplay). In 
fact, over 30% of the estimated carbon emissions arising from cloud gaming is due to 
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the energy use of the Internet and networking equipment. As discussed in Chapter 4, 
the researcher estimates that the electricity intensity of data transmission networks will 
halve between 2017 and 2019 and the estimated contribution of these life cycle stages 
during cloud gaming should consequently be reduced with time. As with download 
gaming, the use of more efficient CPE by consumers would be one of the most effective 
ways to reduce the life cycle impact of cloud gaming further. 
 
5-4.4. Comparing the three gaming methods 
Figure 45 shows a comparison of the three gaming methods. When considering an av-
erage length of time playing the same game, of 214 hours, for a game of average file 
size 39.3 GB, each gaming method is ranked from least to most carbon intensive as fol-
lows: download, disc and then cloud gaming. Sections 4.5 and 4.6 in this report will 
explore the changes in these carbon intensities (on a per hour of gameplay basis) when 
adjusting the key variables of number of hours playing the same game, game file size 
and the edge device used (for cloud gaming).  
The use stage of the life cycle is estimated to have the largest share of carbon equiva-
lent emissions for all three gaming methods. The use stage accounts for approximately 
40% of the life cycle carbon emissions for disc and download gaming and over 90% for 
cloud gaming, as shown in Figure 45. This is because the console, server, CPE and data 
transmission network all consume energy for cloud gaming (compared to disc and 
download gaming, where only the console consumes energy during use). 
The production stage (from raw material extraction and processing to manufacturing 
and assembly) has the next highest contribution to estimated carbon emissions. For the 
disc gaming this includes the production of both the disc and console; while for down-
load gaming, only the console is included in the production stage. For both these 
gaming methods, the production stage contributes approximately 20% of total carbon 
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emissions. For cloud gaming, production of the console in addition to the gaming 
server contributes a lower fraction of the life cycle carbon emissions, at 10% relative to 
the other life cycle stages. 
204 
 
204 
 
 
Fig
ur
e 4
6: 
Co
m
pa
ris
on
 o
f li
fe 
cy
cle
 ca
rb
on
 em
iss
ion
s f
ro
m
 d
iff
er
en
t g
am
ing
 m
od
es
 
205 
 
205 
 
Fig
ur
e 4
7: 
No
rm
ali
se
d 
life
 cy
cle
 ca
rb
on
 em
iss
ion
s f
ro
m
 d
iff
er
en
t g
am
ing
 m
od
es
 
206 
 
206 
 
5-4.5. Impact of using game files of different sizes 
This section presents the results for the carbon impact of disc, download and cloud 
gaming for varying game file sizes from 0.1 GB to 1000 GB (although the maximum 
game file sizes today are around 150 GB, file sizes of up to 1000 GB are included in the 
analysis to explore the thresholds at which different gaming methods have the lowest 
carbon emissions). This represents the approximate range of game file size available on 
the PlayStation™Store, from 0.1 GB for Aca Neogeo Art Of Fighting (finder.com, 2017), a 
retro mini game, to 130 GB for Call of Duty: Infinite Warfare Legacy Edition (gameradar, 
20179), a AAA rated game from a bestselling series that includes a remastered edition 
of a previous game in the series.  
Figure 48 shows that the estimated carbon emissions, on the y-axis, of the cloud gam-
ing scenario (yellow) are independent of game file size, on the x-axis. Estimated carbon 
emissions arising from download gaming (red) and disc gaming (blue) are dependent 
on game file size. The carbon intensity of download gaming increases linearly with the 
game file size (in Figure 48, both axes are plotted on base 10 logarithmic scale). This 
linearity is due to the electricity intensity of the CDN, access network and IP core which 
are calculated and measured on a “per gigabyte” basis. The larger the file size, the 
longer the console must be left on for the download to complete and therefore, at a 
constant data transfer rate, the energy use from the console to download the games 
also increases linearly with file size.  
 
 
9 http://www.gamesradar.com/biggest-ps5-install-size-games/ 
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Figure 48: Carbon emissions per hour gameplay vs game file size (played for an average time of 
214 hours) 
  
The estimated carbon emissions per hour for disc gaming remain constant up to 50 GB. 
This is the maximum file size that can be stored on a single layer Blu-ray disc. If a game 
is larger than 50 GB, then part of the game must be downloaded onto the console on 
installation. This is very common today and many games on BD also require patches 
(which can be as large as 30 GB) to unlock the full functionality of the game. Therefore, 
for games with file sizes over 50 GB, the estimated carbon emissions per hour of 
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gameplay increases at the same rate as in the download scenario but starts from higher 
intercept of the x-axis to the download scenario.  
For average gameplay of 214 hours per game, it is estimated that cloud gaming has 
around three times the estimated carbon equivalent emissions per hour compared to 
disc and download gaming for all file sizes below 1000 GB. File sizes of this magnitude, 
however, are bigger than the current largest game currently on the PlayStation™Store, 
at 101 GB (Call of Duty: Black Ops 3, a popular war game; Avard, 2018).  Under the as-
sumption that a game is used for an average of 214 hours in total, the file size has little 
impact on the estimated carbon emissions arising per hour, for all three gaming meth-
ods. This is because the life cycle stages that are dependent on the variable of game file 
size are relatively low contributors to the life cycle carbon emissions (CPE, data trans-
mission network and console energy use whilst downloading the game). In addition, 
download speeds, today are on average much faster in comparison those in 2010 
(which was the year to which the data apply in the Mayers et al., 2014, study), at which 
time Internet life cycle stages had a greater contribution, as both download time was 
longer (comparatively) and electricity intensity was higher. Average download speeds 
have increased over seven years from 6.2 Mbps in 2010 to 36.2 Mbps in 2017 (Ofcom, 
2017) and the time required to download the average file size of today is just under 
two hours. On an individual basis, users with access to superfast broadband (for exam-
ple, 300 Mbps) would have lower associated carbon emissions from download gaming 
than users with slower Internet speeds. 
If the total gameplay time is varied then the results change dramatically, as shown in 
Figure 49. Firstly, for games played for one hour, for all files sizes above 0.9 GB, cloud 
gaming has the lowest carbon emissions. When total gameplay time is increased to 5 
hours, cloud gaming has lowest estimated carbon emissions for all games above 22 GB. 
For 50 and 100 hours total gameplay time cloud gaming has lowest carbon emissions 
for file sizes above 52 GB and 100 GB respectively.  
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 Figure 49: Carbon emissions per hour gameplay versus file size for different lengths of total 
gameplay time (1 hour, 10 hours, 50 hours and 100 hours)  
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5-4.6. Impact of varying total time playing the same game 
This section presents the results for the carbon emissions of gameplay when a game is 
played for different lengths of time, firstly considering an average size game of 39.3 GB, 
then considering different common game file sizes. For the following sets of results, the 
x-axis represents number of hours playing the same game, while the y-axis represents 
carbon equivalent emissions (kgCO2e/hour gameplay). For all the graphs the blue line 
represents disc gaming, while red and yellow represent download and cloud gaming 
respectively.  
The following set of results show that total length of time a game is played for is the 
most important variable in terms of affecting the carbon emissions per hour of game-
play. Under the baseline set of assumptions this was estimated to be 214 hours, derived 
by dividing the total lifetime gaming hours (calculated from usage estimates in Chapter 
3) by the average number of games sold per console (7.2 games per console).  
Firstly, the results for the average file size 39.3 GB game are presented in Figure 50.  
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Figure 50: Carbon emissions per hour gameplay vs total gameplay time (39.3 GB) 
Notes 1: Both axes are on log10 scale 
 
Interestingly, these results show that for fewer than 8 hours of total gameplay, cloud 
gaming has the lowest carbon emissions per hour of gameplay, after which point it is 
less carbon intensive to play the game by downloading it. Cloud gaming has lower car-
bon intensity than disc gaming up to a maximum of 24 hours (which is around the time 
it takes to complete a game on the campaign/story mode – average taken from 
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Gamelengths.com, 2018), while download gaming has lower estimated carbon intensity 
than disc gaming at all lengths of gameplay. 
This is an interesting result as it means that for an average size game, it is estimated 
that cloud gaming is beneficial in terms of reduced carbon emissions, for “try before 
you buy” type gaming. This means that a user could try a game out for several hours 
and then download it if they wanted to play it further. Avoiding that, either a game 
demo file, or a time or play limited version of the whole game needs to be downloaded 
for this purpose. It is estimated that this option would have lower estimated carbon 
emissions, particularly from users downloading multiple demos (often sections of a full 
game) which can be up to 18 GB in size (based on Destiny demo file size; 
PlayStation™Store, 2018) and could be used for under an hour.  
The next set of graphs in Figure 51, show the same set of results, but for game file sizes 
of 4 GB, 10 GB, 20 GB and 50 GB.  
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Figure 51: Carbon emissions for each gaming method when varying total gameplay length, for file 
sizes 4 GB, 10 GB, 20 GB and 50 GB 
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Firstly, for the 4 GB file size; this is a file size for a game that could be representative of 
a typical demo or a “mini-game”. The results show that, for these types of games, cloud 
gaming has lower carbon intensity than downloading the game only when played for 
less than 1 hour. As discussed above this could be a common scenario for those who 
download lots of demos and play them for short periods while deciding which game 
they want to invest around £50 to purchase. Excluding this circumstance, for game file 
sizes of 4 GB, download gaming is estimated to be the least carbon intensive option. 
The next graph, in Figure 51, presents results for a 10 GB game; again, this would repre-
sent a larger demo game or a smaller type of game than a typical top-selling “AAA” 
console game. Cloud gaming has lower estimated carbon intensity for under two hours 
of gameplay, after which download is preferable. For smaller games this could repre-
sent a realistic amount of total time a user would play these games (as the time to 
complete them may be shorter, or they lack the amount and volume of content of 
larger file size games) and makes cloud gaming a viable option for this type of gaming, 
in terms of lowering carbon intensity. Again, as with the previous results, cloud gaming 
is preferable to disc up to 24 hours of total game play, however disc gaming has a 
higher estimated carbon intensity than download gaming at all lengths of gameplay.  
The next graph in Figure 51, shows estimates for the carbon intensity of each gaming 
method for a 20 GB game when varying the total gameplay time. 20 GB games are a 
more commonly found file size on the PlayStation™Store. In this case cloud gaming is 
preferable up to four hours of total gameplay to download and disc gaming.  
The final graph shows the results for a game of file size 50 GB, this is the maximum file 
size capacity for Blu-ray discs and although the average file size in this analysis is 39.3 
GB, this does not include patches (additional files that may improve the performance of 
the game or fix issues after the game is released) or extra downloadable content that 
are often required or included with majority of games today. Taking such additional 
downloadable content into consideration, 50 GB file sizes likely represent the average 
total content downloaded by users (based on an average 39.3 GB game).  
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The results show that cloud gaming has the lowest estimated carbon intensity of the 
gaming methods investigated, for up to 10 hours of total gameplay time. This is around 
half to a third of the time it takes to complete the average game in campaign mode, 
the implications of which will be explored in the discussions section. 
 
5-4.7. Impact of varying both game file size and total length of 
gameplay 
The previous two sections presented results for the estimated carbon emissions arising 
from the three gaming methods when varying game file size and total hours of game-
play time. Comparing different scenarios with different gameplay time, file sizes and 
game distribution methods is complex. This section analyses qualitatively which form of 
gaming has the lowest estimated carbon emissions when both these variables are ad-
justed simultaneously. The resulting graph, in Figure 52, shows for a range of file sizes 
for lengths of total gameplay time, the thresholds at which each gaming method has 
the lowest carbon emissions. 
The red shaded sided of the graph shows the file sizes and corresponding number of 
hours total gameplay time in which cloud gaming has the lowest estimated carbon 
emissions. While the blue half of the graphs represents the circumstances in which 
download gaming has least. Note that when using average gameplay time and file sizes 
(for gaming using a console, based on 2017 data) there are no circumstances in which 
disc gaming has lowest overall carbon emissions and therefore there is no third colour 
representing disc gaming on this graph.  
There are many benefits in presenting the data in this way; firstly, the graph below re-
places the multiple graphs presented in the previous two sections. This makes it easier 
to determine the thresholds at which different gaming methods have lowest estimated 
carbon emissions. In addition, this new method of presenting the data shows the 
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relationship between the variables of file size and gameplay time as continuous and the 
linear regression shown is more intuitive to understand than presenting multiple data 
points. This graph could also be developed further to show the magnitude of the car-
bon intensity of each gaming method by using a colour gradient to show the relative 
carbon equivalent emissions.    
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Figure 52: Graph for determining least carbon intensive gameplay method when varying game 
file size and number of hours playing same game  
The next section tests the sensitivity of the results presented above when adjusting 
some of the key variables that have the highest impact on estimates, or have the high-
est uncertainty associated with them. 
  
Cloud gaming 
Download gaming 
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5-4.8. Sensitivity analysis 
Table 44 gives a summary of the results of the sensitivity analysis, for the following pa-
rameters tested: 
 Bandwidth (or Internet speed)  
 CPE power consumption 
 Monthly data usage 
 Retail carbon intensity 
 Console power consumption during gameplay 
 Power consumption of different PS4 models 
 Gaming server utilisation 
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Bandwidth 
Firstly, the sensitivity of user’s Internet bandwidth was tested at a low and high value; 
the high value was selected at 300 Mbps, this is available to users in areas with fibre 
optic or “superfast” broadband, often marketed from 30 up to 300+ Mbps. In the UK 
Virgin media offer the fastest broadband speeds, ranging up from 50 to the maximum 
of 300 Mbps. Although there may be few users that have access to this broadband, it is 
likely that gamers would opt for this package – in fact it is even specifically marketed to 
gamers (Virgin Media, 2018). 
On the other end of the spectrum, not all users are able to receive the average band-
width of 36.2 Mbps, many parts of Europe still don’t have fibre optic access networks 
and rely on older access network technologies such as ADSL or PTN (as described in 
the Internet electricity intensity chapter). For the low bandwidth scenario, 5 Mbps was 
chosen as this is the minimum requirement that is specified on the PlayStation™Store 
to operate the cloud gaming service.  
As the results in Figure 53 show, broadband speed affects estimated carbon emissions 
of download gaming most substantially. This is because the bandwidth available deter-
mines the time in which the download is completed and hence the energy use of the 
console whilst completing the download.  
At high bandwidth (300 Mbps) the estimated carbon emissions of download gaming 
are reduced by 0.3% in total, due to the reduced time spent downloading the game. 
Conversely for low bandwidth (5 Mbps) the total carbon emissions of download gam-
ing are increased by 2%. This suggests that bandwidth speeds lower than the European 
average has a greater magnitude on the impact of estimated carbon emissions than the 
benefit grained from bandwidths higher than the average. 
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Figure 53: Sensitivity analysis for different bandwidth speeds 
 
Customer premise equipment energy use 
CPE is the term used to define the router equipment in the user’s home. For the param-
eters of the sensitivity analysis, low energy use CPE was calculated based on the CPE 
with the lowest power consumption in Table 34, which corresponds to 0.02 kWh/GB. 
Likewise, high energy use CPE was calculated using the highest power consuming 
router in  
Table 34, corresponding to 0.06 kWh/GB (average CPE energy use of 0.04 kWh/GB).  
As the results show, the energy use of the CPE affects both download and cloud gam-
ing but has a much greater impact on the latter. This is because CPE is used during 
cloud gaming and so the resultant carbon emissions are directly dependent on the effi-
ciency of the CPE. For download gaming, on the other hand, CPE is only used energy 
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while the game is being downloaded, a process which takes approximately two hours 
on average (for average game file sizes). 
Estimated carbon emissions for download gaming are 2.7% for CPE with higher energy 
use are, whereas for CPE with low energy use, estimated carbon emissions for down-
load gaming are reduced by 2.4%. CPE energy use, therefore, has a similar magnitude 
effect on the download gaming as bandwidth speed.  
For cloud gaming, CPE energy use has a much greater impact on the estimated carbon 
emissions. CPE with high energy use is estimated to increase the carbon emissions of 
cloud gaming by 10%, while the use of low energy CPE results in a reduction of 9%. 
Low energy CPE is therefore a critical factor for reducing carbon emissions of cloud 
gaming in the future.  
 
 
Figure 54: Sensitivity analysis for different CPE energy use 
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Many people use the specific router provided by their ISP, although some will purchase 
their own equipment; for the latter case it is likely that the user would purchase higher 
power equipment, as the likely reason to upgrade equipment from the standard CPE 
provided by ISPs is to have increased performance (for example stronger signal or more 
Wi-Fi channels) and this will come with increased energy use. In addition, ISPs provid-
ing CPE have little incentive to ensure the equipment is efficient, since the energy bill is 
paid by the consumer and the choice of CPE selected by the ISP is likely to be based 
more on unit cost rather than energy consumption. Policy drivers aiming to ensure ISP 
providers select energy efficient CPE and set energy efficiency standards for CPE are 
likely to have substantial impact on the relative carbon emissions of cloud gaming to 
meet energy efficiency requirements (this will be discussed in more detail in following 
sections).  
 
Data usage 
The carbon emissions of CPE are calculated by dividing the energy consumption by the 
total amount of data transmitted through the equipment on average. It is, therefore, 
important to test the sensitivity of high and low data usage on the results, in addition 
to the energy use of the equipment, as shown in the previous section. Average esti-
mates used in this study were based on the UK monthly data usage at 180 GB/month 
(Ofcom, 2017). Specific data on EU country monthly data usage were not available to 
the researcher, so the following assumptions were used to estimate a high and low 
case: 
 Low monthly data usage: based on the UK 2015 monthly data usage of 82 
GB/month (Ofcom, 2017). 
 High monthly data usage: based on extrapolating the historic UK data usage to 
2019, giving 302 GB/month.  
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As with the sensitivity test for CPE energy use, varying the total monthly data usage has 
a minor impact on the estimated carbon emissions of download gaming and high im-
pact on the cloud scenario. Total data usage effectively determines the energy intensity 
of the CPE (more data downloaded equates to lower energy use per gigabyte, since the 
total energy consumption is spread across more data – or, put another way, the utilisa-
tion of the CPE is higher).  
Somewhat paradoxically, PlayStation 4 users with high monthly household data usage 
have 4% lower estimated carbon emissions for download gaming. For PlayStation 4 us-
ers with low monthly household data usage download gaming carbon emissions are 
estimated to be 6% higher. This is the greatest source of variability for download gam-
ing; however, this does not mean that households should consume more data to 
reduce their emissions. For CPE that can scale power consumption with the demand for 
data better would help reduce carbon impact of all Internet activity, including gaming, 
as the equipment currently consumes power when not in use. 
For cloud gaming, total monthly household data usage is also the greatest source of 
variability. High monthly household data usage is estimated to lower estimated carbon 
emissions arising from cloud gaming by 14%, whereas, low data usage raises the esti-
mated emissions by 22%. In the worst case, customer premise equipment has double 
the estimated carbon equivalent emissions during the use stage compared to the 
games console, on a per hour gameplay basis (note that the large value for energy use 
results from the energy used when the CPE is not in use but is still consuming power).  
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Figure 55: Sensitivity analysis for varying high and low total monthly home data usage 
 
Hardware and disc retail 
The analysis in this study was based on conventional retailing in local supermarkets, 
where the consumer travels to the shop to buy the items. Estimates for this were taken 
from the study by van Loon et al. (2015) and estimated to be 2.04 kgCO2e per unit. Van 
Loon et al. (2015) also assessed six other retail methods, as discussed in the methodol-
ogy section. For the sensitivity analysis, the retail methods with the lowest and highest 
carbon emissions in the van Loon et al. (2015) study were applied as best and worst 
cases: 
 Low carbon emissions from retail: bypassing the retailer and using a parcel de-
livery network. This is estimated to emit 0.7 kgCO2e per unit van Loon et al. 
(2015).  
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 High carbon emissions from retail: “click and collect”, where consumers reserve 
items online and travel to collect them in local stores, estimated at 2.06 kgCO2e 
per unit van Loon et al. (2015).  
The worst-case retail method, click and collect, is estimated to have only marginally 
greater carbon emissions (0.02 kgCO2e) than those of the retail method used in the 
original assessment and therefore has very little impact on the overall results, increas-
ing the total estimated carbon emissions from disc gaming the most out of the three 
gaming methods (by just 0.1%).  
The best-case retail method, on the other hand, reduces the total estimated carbon 
emissions of disc gaming by 11%. For download and cloud gaming, using the best-case 
retail method has little overall impact on the estimates for total carbon emissions, with 
reductions for both gaming methods of less the 1%. The reason for this is that down-
load and cloud gaming only have retail carbon emissions from the sale of the console, 
whereas disc gaming also has retail emissions associated with the sale of the Blu-ray 
disc (which contributes more in proportion, since the disc has shorter lifetime usage 
than the console - 214 hours vs 1540 hours). 
229 
 
229 
 
 
Figure 56: Sensitivity analysis for different retail methods 
 
In summary, the retail method with the lowest carbon emissions assessed in this sensi-
tivity analysis is the parcel delivery network (bypassing retailers), which if used reduces 
the estimated carbon emissions of all three gaming methods.  
 
Console power consumption during gameplay 
The power consumption of active gameplay for disc and download gaming was meas-
ured based on a sample of three games, the average of which was taken for each 
gaming method. PlayStation 4 utilises technology that allows the console to scale its 
power consumption with computational load. Different games require different compu-
tational power and even the same game played on the same console can result in 
statistically significant variation in power consumption – as discussed in detail in Ap-
pendix B on benchmarking console performance. This sensitivity analysis tests these 
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parameters by selecting the highest power consumption value from the three games 
tested and the five samples consoles used. This provides a worst-case scenario for the 
power consumption of gameplay, taking into consideration both the variability of 
power consumption between different games and the variability of different console 
samples.  
Results for the power consumption of cloud gaming were based on one game, as the 
console consumes approximately the same power while accessing the cloud gaming 
service for all games, since the processing is carried out on the cloud gaming server. 
There is, however, still variability in power consumption between the different consoles 
samples tested (five samples tested in total) and so the minimum and maximum power 
consuming consoles were compared. The parameters for the sensitivity test for game-
play power consumption are listed in Table 45.  
 
Table 45: Parameters for sensitivity test when varying gameplay power consumption 
  Gameplay power consumption of console (W) 
  Disc Download Cloud 
Average 78.7 76.7 53.0 
Max 81.3 78.1 54.8 
Min 64.1 63.2 51.6 
  
Figure 57 shows the percentage change in estimated carbon emissions for each gaming 
method, when the gameplay power consumption is set to the parameters in Table 45. 
The greatest change is for disc and download gaming when at the minimum gameplay 
power consumption. The game sample used for this was Fifa 17, which had around 15 
W lower power consumption on average than the other two game samples used for the 
test (The Last of Us and Call of Duty: Advanced Warfare) which had similar average 
power consumption at approximately 80 W each. The estimated carbon emissions for 
cloud gaming vary by less than a quarter of one percent when testing the sensitivity of 
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gameplay power consumption, which is primarily due to differences between console 
samples. 
 
 
Figure 57: Sensitivity analysis for varying gameplay power consumption 
 
Overall, the range of power consumption across the CUH-21 model PlayStation 4 
makes little difference to the total estimated carbon emissions of the different gaming 
methods, with a maximum reduction of around 5 W. Surprisingly this shows that, on 
this particular console model, the variability of power consumption from playing differ-
ent games has little overall impact on the total carbon emissions per hour of gameplay. 
It is worth noting that older models of the PlayStation 4 exhibit greater variability be-
tween of gameplay power consumption between games, by as much as 50 W. The next 
section investigates the sensitivity of results when using older PlayStation 4 models.  
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Power consumption of different PS4 models 
This analysis has been based on the most recent PlayStation 4 model, at the time of 
writing, CUH-21; since this model was on sale in 2017, the base year for this study. As 
Chapter 3 has shown, each successive model of the PlayStation 4 has had technology 
improvements and overall reductions in power consumption. The use of the 2017 
model (CUH-2116A) therefore, represents the “best case” in terms of energy use of the 
PlayStation 4 models sold to date. The “worst case”, in terms of energy use, would be to 
use the first PlayStation 4 model, CUH-1016A, released in 2013 as it has the highest 
power consumption of the models released to date. Table 46 compares the power con-
sumption of the 2017 and 2013 models. 
 
Table 46: Comparison of power consumption between CUH-21 (2017) and CUH-10 (2013) models 
of PlayStation 4 
  Power consumption (W) 
Mode CUH-2116 (2017) CUH-1016 (2013) 
Disc gaming 78.7 137.2 
Download gaming 76.7 112.1 
Cloud gaming 53.0 92.7 
Media play  47.0 92.7 
Navigation 41.8 101.4 
Standby  0.2 0.3 
Networked standby  1.3 2.7 
 
Figure 58 shows the percentage change in estimated carbon emissions for the three 
gaming methods when using the 2013 model (CUH-1016A) instead of the 2017 model 
(CUH-2116A). For both disc and download gaming, this is the most important variable 
of all testing in this sensitivity analysis, with the greatest impact on results. These results 
show that the estimated carbon emissions for disc gaming increase by 60% when using 
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the oldest PlayStation 4 model, while for download gaming the estimate increases by 
54%. For cloud gaming the increase is less, at 15%, this is because the estimated carbon 
emissions from cloud gaming are more greatly dependent on CPE, data transmission 
network and gaming server energy use – in addition to the console energy use.  
 
Figure 58: Sensitivity analysis when using PlayStation 4 model CUH-1016 (original model from 
2013) 
 
Gaming server power management 
The power management of gaming servers only affects the cloud gaming scenario. For 
this analysis, different power management strategies are compared. Firstly, a worst-case 
power management strategy was modelled based on 10% utilisation of active capacity 
(assuming that for the remaining 90% of time the server is inactive and does not shut 
down). A best-case power management strategy was modelled based on utilisation of 
active capacity at 90% (which is a more likely scenario in future, as the servers are 
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designed to with power management features that allow for better power scaling and 
reductions in inactive use).  
For the worst-case power management strategy, the estimated carbon emissions of 
cloud gaming increase by 93%, almost doubling (note that this is theoretical only and 
not reflective of practice). With low utilisation of the active capacity, cloud gaming has 
higher carbon emissions per hour gameplay, for all lengths of gameplay time, when 
compared to disc and download gaming – i.e. there are no scenarios in which cloud 
gaming has lower emissions. For the best-case power management strategy, the esti-
mated carbon equivalent emissions for cloud gaming are 23% lower.  
 
Figure 59: Sensitivity analysis for worst case power management and best case power 
management strategies 
The graph in Figure 59 compares the maximum results from the sensitivity analysis for 
the three gaming methods, showing the worst-case carbon emissions. For the worst-
case parameters, cloud gaming has six and five times the estimated carbon emissions 
of disc and download gaming respectively, at 0.27 kgCO2e per hour gameplay. 
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In contrast Figure 60 above shows the estimated carbon emissions arising from each 
gaming method when the minimum values from the sensitivity analysis are applied, 
giving the best case. Under these parameters cloud gaming has just double the esti-
mated carbon emissions of disc and download gaming at 0.103 kgCO2e per hour 
gameplay for an average game file size of 39.3 GB, played for 214 hours.  
Figure 62 shows the impact of the sensitivity analysis (maximum and minimum values) 
on the results when varying gameplay time (for 39.3 GB game). The thresholds at which 
each gaming method has the lowest carbon emissions are shifted in each case by be-
tween 1.6 hours and 14 hours as the magnitude of the relative estimated carbon 
emissions for each gaming method changes, however the overall pattern of results re-
mains the same.  
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Figure 62: Results for maximum and minimum sensitivity analysis when varying gameplay time. 
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Likewise, Figure 63, shows the impact of the sensitivity analysis (maximum and mini-
mum values) on the results when varying game file size (for average gameplay time of 
214 hours). Again, the magnitude of the carbon emissions is shifted depending on the 
sensitivity scenario. For the minimum sensitivity scenario, cloud gaming has lowest esti-
mated carbon equivalent emissions file sizes over 850 GB (although no games are 
currently this large.  
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Figure 63: Results for maximum and minimum sensitivity analysis when varying file size. 
In summary, the magnitude of estimated carbon emissions arising from each gaming 
method changes depending on the scenarios explored in the sensitivity analysis, how-
ever this has little impact on the overall thresholds at which each gaming method has 
lowest carbon emissions.  
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5-4.9. Further scenario analysis 
In this section several further scenarios are explored to identify how the estimated car-
bon emissions of cloud gaming is affected when different devices are used for 
gameplay. An analysis of all gaming methods is made for the future, based on projec-
tions for the year 2019. 
 
Cloud gaming using different devices 
As discussed previously, cloud gaming is a relatively new technology currently with few 
users in comparison to disc and download, which are the most popular forms of gam-
ing today. The analysis above was based on cloud gaming when using a games 
console. The PlayStation Now service is also available to PC gamers and was previously 
accessible using PS TV (set top box) and other SONY devices, including smartphones to 
smart TVs (however support for these functions was discontinued in early 2017). If the 
service becomes a main stream form of gaming, the service could again be accessible 
through such devices in the future. This scenario analysis takes into consideration the 
impact of using a cloud gaming service on a range of different devices (both in 2017 - 
this section, and in the future, 2019, – see section 5-4.9.2). This analysis explores the 
carbon impact of cloud gaming when using the following different edge devices: 
 Thin client: a device specific designed for streaming media, in this case a PS TV 
is considered. The PS TV has very low power consumption, with a maximum of 
2.3 W and is primarily a device that enables users to use their PlayStation 4 in a 
different room over Wi-Fi, but also has the ability to access the PlayStation Now 
cloud gaming service. The production footprint was calculated based on the 
Teehan and Kandlikar (2013) study which, as described previously, gives an esti-
mate for the carbon emissions of electronic devices production based on the 
products mass – which is 0.65 kg.   
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 Full size desktop PC: the most common device used for gaming around the 
world. Power consumption of PCs is very variable and high-speed gaming PCs 
can consume upwards of 1300 kWh per year (Mills and Mills, 2015). In this sce-
nario analysis, energy use estimates are derived from the Ecodesign Lot 3 
(617/2013) Computers and Computer Servers 2016 review report, which esti-
mates TEC profiles for PCs, Laptops, tablets and workstations. The report 
estimates based on PCs sold in 2016, the average TEC of 94.1 kWh/year. Pro-
duction carbon emissions are estimated based on the case study in the Teehan 
and Kandlikar (2013) study on full size desktop PC.  
 Small desktop PC: smaller form PCs, the TEC estimate for this type of PC is 
based on the same data as above and production emissions are also estimated 
based on the Teehan and Kandlikar (2013) study but using the case study for 
small desktop PCs.  
 Laptop: The Lot 3 preparatory study for PCs and laptops (Viegand Maagoe, 
2017) estimates the TEC of 2016 laptops to be 19.2 kWh/year and the produc-
tion emissions are also estimated based on the Teehan and Kandlikar (2013) 
study using the case study for laptops.  
 Tablet: The Lot 3 report estimates the average TEC of a tablet to be 13.7 
kWh/year, while the production carbon emissions are derived from a product 
carbon footprint for an Apple iPad (Apple, 2017). 
The main assumptions for this analysis remain the same based on a 39.3 GB game 
played for an average of 214 hours. This scenario analysis, however, required the sys-
tem boundary to be extended to include the power consumption of a display during 
gaming, since the tablet and laptop have built in displays. Other life cycle stages from 
the TV were excluded as the TV is treated like the CPE in the sense that is not pur-
chased or used primarily for gaming. TV power consumption was based on an Energy 
Star rated HD 42 inch TV (the global average screen size in 2017; Statista, 2017), with 
active power consumption of 25.7 W (Energystar.gov, 2017).  
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The results in Figure 63 show that, of these six devices, the estimated total carbon 
emissions are lowest when using the thin client as an edge device at 0.128 kgCO2e per 
hour gameplay (almost 30% lower than when using a game games console), followed 
closely by the tablet at 0.134 kgCO2e per hour gameplay. Although the tablet and set 
top box have similar energy use in the use stage, the production footprint of the tablet 
is estimated to be approximately 2.5 times greater than that of the PS TV set top box.  
The laptop at 0.138 kgCO2e per hour gameplay is also less carbon intensive overall than 
a console and the PCs for cloud gaming. Excluding powerful gaming laptops, standard 
laptops, much like tablets, are designed to conserve battery life and do not require ad-
ditional energy consumption for an external display. 
The full size desktop PC (0.199 kgCO2e) is the least efficient device for cloud gaming 
due to the high power consumption and higher estimated carbon emissions from pro-
duction, when compared to the console and small desktop PC.  
For cloud gaming, across all the devices considered in this analysis, the use stage 
makes up between 88 to 94% of the life cycle carbon footprint, as shown in Figure 64. 
In addition, these results show the data transmission network and CPE components of 
the use stage contribute approximately one third of the estimated carbon emissions for 
all devices. 
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Future gaming - 2019 
Previous chapters have identified there are a number of key trends that will impact the 
future carbon footprint of gaming; the following parameters are used to estimate the 
carbon emissions of each gaming method in 2019: 
 Internet electricity intensity of 0.014 kWh/GB: Chapter 4 provided a meta-analy-
sis of electricity intensity of Internet data transmission and determined that 
intensity has been reduced by half every two years from 2000 to 2015. Based on 
recent, published research by Malmodin and Lundén (2018), this trend appears 
to have continued into 2018. For this scenario it is assumed that the trend will 
continue at the same rate to 2019, extrapolating the trend by two years.  
 PS4 power consumption remains the same: it is assumed that for 2019, console 
power consumption will not be reduced further. 
 Monthly household data usage of 302 GB/month: Data usage increased from 82 
GB/month in 2015 to 132 GB/month in 2017, extrapolating this growth in data 
usage gives a projection of 302 GB/month in 2019.  
 Gaming server active capacity at 90% through increased power scaling and 
power management. 
 Game file size of 50 GB: game file size is likely to continue to grow through to 
2019. For this assessment, the assumption is applied that game file sizes will 
reach 50 GB, as this is the maximum file size capacity on PlayStation BDs.  
Figure 65 shows that based on the above assumptions, it is estimated cloud gaming in 
2019 will have almost half the carbon emissions compared to 2017 at 0.086 kgCO2e per 
hour gameplay (compared to 0.158 kgCO2e per hour gameplay in 2017). The reason for 
this reduction is due to the following: 
 Use of power management in data centre servers: the 2019 scenario power 
management achieves 90% utilisation of the active capacity, reducing inactive 
usage. Since server use is a major contributor to the carbon emissions of cloud 
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gaming, improvements in power management have the greatest impact on the 
results.  
 CPE attributional energy use reduced: due to projected growth in data use 
reaching 302 GB/month in 2019, the allocation of the energy use from CPE is 
spread across more data traffic, reducing the per hour gameplay carbon emis-
sions. 
 Data transmission network electricity intensity: as Chapter 4 has shown the pro-
jected trend for the electricity intensity of IP core and access networks has 
halved every two years. 
The carbon emissions arising from download gaming are estimated to reduce by 5% in 
2019, due to trends for data usage and data transmission network electricity intensity. 
Change in carbon emissions from 2017 is lower than for cloud gaming as the contribu-
tion from CPE and the data transmission network is much smaller, as they are only in 
use during the downloading period. 
The carbon emissions from disc gaming are not projected to change from 2017 to 2019 
– the increase in game file size has no impact on the estimated carbon emissions, since 
disc production emissions are not dependent on file size.  
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The next Figure 67 shows the results for the three gaming methods for a 50 GB game in 
2019 (assuming game file sizes also increase) at different lengths of time gameplay 
time. These results show that cloud gaming has lower estimated carbon emissions than 
download or disc gaming for up to 17.5 hours and 55 hours respectively. This repre-
sents an interesting turning point, as the cloud gaming scenario would have lower 
carbon emissions than disc gaming for the average time it takes to complete a game 
(40 hours reference). 
 
Figure 67: Carbon emissions per hour gameplay vs number of hours playing same game (50 GB) 
in 2019
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Figure 68 shows a graph for determining the gaming method with the lowest carbon 
emissions at different game file sizes and for different lengths of gameplay. The first 
difference from Figure 50 (in 2017), to notice is that the gradient of the curve separat-
ing cloud and downloading gaming is less steep. This is due to the lower contribution 
to the overall estimate from the data transmission network and CPE life cycle stages 
(since these stages are dependent on the files size). The contribution from both these 
stages in 2019 is half that in 2017. 
The maximum capacity of a BD today (not currently used for gaming) is 128 GB. The 
current largest gaming file on the PlayStation™Store is 120 GB. If gaming file sizes con-
tinue to grow then there could be cases in the future where BDs are required with 
larger capacity. For the purposes of the scenario, the carbon intensity of a BD with 128 
GB capacity was evaluated to determine the life cycle impact of the disc scenario at 
these extremely large file sizes. The assumptions for this scenarios are that the manu-
facturing, distribution and retail life cycle stages for a BD with 128 GB capacity as the 
same as a BD with 50 GB capacity (as there is little physical difference between BDs of 
different capacity).  
Interestingly at files sizes of 128 GB played for over 30 hours, there is a small window in 
which disc gaming has the lowest estimated carbon emissions (shown by the yellow 
highlighted section in Figure 68). This is due to the energy use required to download 
this large file size onto the console (as for all other scenarios download is less intensive 
than disc). It should be noted that the assumptions for a 128 GB Blu-ray disc are specu-
lative and serves to identify the scenario in which disc gaming has the lowest carbon 
emissions.   
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Figure 68: Graph for determining least carbon intensive gameplay method when varying game 
file size and number of hours playing same game for 2019 
 
Cloud gaming in 2019 with different edge devices 
In order to project the future carbon impact of cloud gaming when using different 
edge devices it was assumed that the energy use of the devices would remain constant 
from 2017 to 2019. Chapter 3 demonstrated how the power consumption (and 
Cloud gaming 
Disc gaming 
Download gaming 
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subsequent energy use) of consoles has been reduced from 2013 to 2017; however this 
is because consoles are fairly unique in that performance is held constant over the life-
time of the product. Subsequent models with improved hardware, software and 
firmware optimisations have reduced power consumption because the components are 
more energy efficient and the performance has remained constant. Other edge devices 
do not have this constraint and for battery powered edge devices such as laptops and 
tablets; a balance is maintained between improving performance and maintaining bat-
tery life, so that the energy use remains approximately the same between years. One 
example of this is to consider the battery life for successive generations of iPhones; the 
iPhone 6 (2014) and iPhone 8 (2017) both have a battery life 14 hours talk time, yet the 
iPhone 8 has significantly more powerful processor and larger battery (Costello, 2018). 
As explained in Chapter 3 previously, console electricity use is not projected to be re-
duced in the future, as the PlayStation 4 has likely peaked in terms of energy efficiency. 
Therefore, console energy use is assumed to remain the same in 2019 as in 2017. It is 
also assumed that the PC and laptop energy use is the same in 2019, as, although PC 
and laptop peak output efficiency is estimated to double every 2.7 years (Koomey and 
Naffziger, 2015), it is assumed that the performance of these devices will be improved, 
rather than reducing power consumption (and holding the performance constant). 
The trends identified in the previous chapter on Internet energy use, show that the 
stages of the life cycle predicted to have the greatest reduction in carbon emissions per 
hour of gameplay are CPE and the data transmission network. The electricity intensity 
of the data transmission network is projected to halve from 2017 to 2019 and, as be-
fore, the contribution of CPE energy per gigabyte is to reduce as users consume more 
data on average year on year. Sever energy use will also be lower if the cloud gaming 
servers can deploy power management and scaling to reduce power consumption 
when not in use.  
In comparison to 2017, the carbon emission arising from cloud gaming across all the 
devices assessed are projected to decrease by between 36% (full size desktop PC) and 
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56% (set top box). In 2019, results show that the largest contribution to total carbon 
emissions for desktop PCs and consoles will be energy use in the use stage. The esti-
mated carbon emissions from CPE and server energy use will be lower if power 
management and power scaling techniques are implemented. The estimated carbon 
emissions arising from data transmission networks will also likely be reduced, due to 
use of more efficient equipment in the network.  
This analysis assumes that there will be no significant reductions in carbon emissions 
arising from manufacturing, distribution, retail and end of life stages. This based on the 
fact there were few major differences in manufacture, distribution, retail and EoL of 
PlayStation 4 consoles between 2015 and 2017. Future research should reconsider this 
argument, should major changes to these life cycle stages be made. On top of this, the 
processes and materials used for the manufacturing of consoles and PCs are unlikely to 
change enough that the difference in carbon emissions arising from manufacturing are 
greater than the error associated with making the estimate. This argument applies to 
distribution and retail methods, as well as end of life processing.  The most effective 
way to reduce the estimated carbon emissions of gaming would be to focus on the 
power consumption and energy use (for example, use of power saving modes such as 
automatic power down and low power idle modes) of PCs. This supports the finding of 
Mills and Mills (2015), who estimated, in 2015, that some gaming PCs consumed as 
much as ten times more energy than games consoles.  
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The results in Figure 69 show that the carbon emissions arising from cloud gaming are 
projected to be just 11% higher than download gaming in 2019 at 0.51 kgCO2e/hr and 
0.45 kgCO2e/hr respectively. In addition to this, when using a set-top-box, the esti-
mated carbon emissions are 15% less per hour gameplay than disc gaming on a 
console (0.60 kgCO2e/hr). 
In fact, in 2019 cloud gaming is estimated to have the lowest carbon emissions of all 
gaming modes for up to as much as 47.5 hours when using a PS TV. Cloud gaming with 
a set top box has lower carbon emissions than disc gaming for up to 160 hours. When 
compared to the average length of time it takes to complete a typical game in cam-
paign/story mode (40 hours), in the future cloud gaming is estimated to be best choice 
of the three gaming methods to reduce the total carbon emissions arising from gam-
ing.  
 
256 
 
256 
 
 
Fig
ur
e 7
0: 
Lif
e c
yc
le 
ca
rb
on
 em
iss
ion
s f
ro
m
 g
am
ing
 in
 20
19
 w
ith
 cl
ou
d 
ga
m
ing
 o
n t
hin
 cl
ien
t (
50
 G
B 
ga
m
e) 
257 
 
257 
 
 
Figure 55-71: Carbon emissions per hour gameplay vs number of hours playing same game (50 
GB) in 2019 with thin client used for cloud gaming 
 
Figure 72 shows the graph for determining the gaming method with the least carbon 
emissions at different game file sizes and varying hours of gameplay time. Using a set 
top box in 2019, cloud gaming is estimated to have lowest carbon emissions for up 
47.5 hours of gameplay with a 50 GB game; for longer period of time download gaming 
has lower carbon emissions. At very large file sizes (140 GB+) cloud gaming using a set 
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top box has the lowest carbon emissions for over 200 hours, which is an important 
marker as this is the estimated average lifetime of a game.  
 
 
Figure 72: Graph for determining least carbon intensive gameplay method when varying game 
file size and number of hours playing same game for 2019 using thin client 
 
  
Cloud gaming 
Download gaming 
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5-5. Discussions 
This section firstly gives a summary of the research and the key findings from the analy-
sis in the previous section. Next, the new methods developed in this research are 
discussed, followed by the potential applications of these methods. The relevance of 
the findings and how they can be used are then examined and finally potential future 
research opportunities are explored.  
 
5-5.1. Research summary 
There is a gap in the available literature in understanding the current carbon emissions 
of different methods of gaming, with previous research in this area being outdated and 
based on old technology. This research asked the question: how much carbon emis-
sions arise from different gaming methods and how are they likely to change in the 
future? To assess this, this study conducted a comparison of the cradle to grave life cy-
cle carbon impact of disc, download and cloud gaming, normalised to the functional 
unit of “carbon equivalent emissions per hour gameplay”. The key findings from this 
study are summarised below. 
 
5-5.2. Summary of key findings 
This research estimated that, on average, download gaming had lower carbon eq emis-
sions than disc and cloud gaming in 2017. This was true for average file size games of 
39.3 GB played for a total length of 214 hours, however, scenarios were identified in 
which cloud gaming has lower estimated carbon eq emissions, in particular when game 
file sizes are large and the total gameplay time is short. For under 8 hours of total 
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gameplay time, cloud gaming has lower estimated emissions than download gaming. 
Compared to disc gaming, cloud has lower estimated emissions for up to 24 hours. 
In total, the 30 million PS4 consoles sold in Europe to date are estimated to produce 
approximately one million tonnes of carbon equivalent emissions per year, approxi-
mately 0.025% of the annual emissions produced by the EU-28 in 2015 (European 
Environment Agency, 2018). Malmodin and Lundén (2018) estimate that, globally, ICT, 
entertainment and media sectors (data centres, ICT networks, connected devices, TVs, 
TV networks and paper media) account for 2.6% of global carbon emissions. Assuming 
similar percentages for Europe, gaming accounts for a small fraction of carbon emis-
sions when compared to ICT use overall (estimated 0.9% of ICT, entertainment and 
media related emissions).  
Over the average five year lifetime of a console, a user who only downloads games is 
estimated to produce 86 kgCO2e, equivalent to the carbon emissions arising from 123 
washing machine cycles, or three train journeys from London to Glasgow. On average, 
an hour of cloud gaming in 2017 is estimated to have had approximately the equivalent 
carbon emissions as produced when driving one minute in the average European car at 
60 mph (European Environment Agency, 2018). Consequently, consumers who stay in-
doors and play games consoles have lower carbon emissions than those who partake in 
a wide range of other leisure activities, particularly those which involve using transport 
(i.e. playing sport, going to the cinema or theatre etc.) – a point that will be discussed 
further later in these discussions.   
In 2019, it is estimated that cloud gaming will be have the lowest carbon emissions for 
up to 17.5 hours and be better than disc gaming for up to 55 hours of total gameplay 
time per game. This is due to the projected lowering of download and cloud gaming 
carbon footprints due to improvements in network and data centre efficiency, following 
industry roadmaps. Beyond these short term projections, it is difficult to make asser-
tions about the change in carbon footprint for such product-service systems as 
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technology and consumer behaviours can change rapidly reducing the reliability and 
certainty of predictions.  
File size and gameplay time have been shown to be key variables that determine the 
impact of gaming in terms of carbon equivalent emissions. In fact, results range by up 
to four orders of magnitude, depending on the parameters set for game file size and 
gameplay length. Furthermore the variation of carbon emissions per hour gameplay 
due to file size and gameplay time was shown to considerably outweigh the magnitude 
of error/uncertainty associated with estimating the carbon emissions of life cycle stages 
from secondary data sources. 
Overall, the use phase is the main life cycle carbon hotspot for all gaming methods, ac-
counting for between 40% and 90% of all carbon emissions. This is perhaps 
unsurprising and echoes the findings of previous research based on devices in coun-
tries with similar electricity mixes as the EU. Malmodin and Lundén (2016) estimate the 
use phase of connected devices to be the greatest source of life cycle carbon emissions 
when using the World average electricity mix – however, based on their findings, the 
use phase emissions for gaming would be significantly lower in a country with low car-
bon electricity, such as Sweden.  
Furthermore, of the use phase carbon emissions, up to 50% were non-console related 
and attributed to Internet related components. This highlights the complexity of trying 
to reduce the life cycle impacts of product-service systems, such as gaming, where a 
large portion of carbon emissions cannot be affected by the manufacturer or operator 
of the product/service. In fact, this is a wider issue for policy makers in general, as more 
devices become network connected and dependent on cloud computing, understand-
ing the impacts of systems is increasingly difficult and as a consequence so is 
determining effective policy strategies – a point that will be discussed in more detail 
below.  
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Following this, the most effective way to reduce the carbon emissions of cloud gaming 
is to ensure that gaming servers, as well as customer premise equipment, have good 
power management and effective power scaling in order to reduce inactive usage and 
power consumption. While of the end user devices considered in this analysis, 
PlayStation TV is the most efficient for cloud streaming and has lower estimated carbon 
emissions for up to 47.5 hours and 160 hours when compared respectively to download 
and disc gaming on a console in 2019.  
The next section discusses the new methods developed in this analysis. 
 
5-5.3. Methods developed  
A new method was developed in this research to compare the carbon emissions for the 
three methods of gaming. This method was required to identify the thresholds at which 
different gaming methods had lowest estimated carbon emissions when varying game 
file size and gameplay time. Existing methods for evaluating carbon emissions, such as 
PAS 2050 and ISO 14040 are suitable for assessing average scenarios; however, they are 
less suited to assessing the carbon emissions of product/service systems that have key 
variables with a wide range. 
In order to address this, a method for analysing the carbon emissions arising from dif-
ferent gaming methods when varying game file size was developed and similarly when 
varying total gameplay time. The carbon emissions arising from each life cycle stage are 
affected differently by these two variables. For example, game file size has no impact on 
the carbon emissions arising from disc manufacturing from zero to 50 GB and at over 
50 GB, depending on the scenario evaluated, either a second disc is required (in which 
case, emissions for manufacture double) or the remaining data above 50 GB is down-
loaded (in which case, the carbon emissions arising from manufacture are unaffected 
and increased total emissions come from the Internet related life cycle stages). On the 
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other hand, for downloaded games, the carbon emissions from CPE equipment are de-
pendent on both the game file size (which determines the length of time the CPE 
consumes energy for) and on the total gameplay time (which determines how much of 
the energy used to download the game is divided up and attributed to the total carbon 
emissions per hour gameplay). The method used in this research evaluates the change 
in carbon emissions for each life cycle stage when varying game file size and total 
gameplay time and calculates the summation of all stages to give the total carbon 
emissions per hour gameplay, for each gaming method, across the range of input varia-
bles. While evaluating the carbon emissions of gaming based on average values for file 
size and gameplay time provides a useful benchmark for comparing gaming methods, 
this new method allows for a much broader spectrum of different gaming behaviours 
to be analysed.  
Further to this, a new method for identifying which gaming method has the lowest car-
bon emissions when adjusting two variables at the same time has been presented. The 
graphs presented in Figure 52, Figure 68 and Figure 72, allow for the qualitative identi-
fication of the gaming method with lowest carbon emissions for both a range of game 
file sizes and different gameplay lengths. This method for presenting the results makes 
it easy to determine which gaming method results in lowest overall carbon equivalent 
emissions, for any given range of input variables. These results could potentially be 
used by the business to evaluate and improve carbon equivalent emissions, as will be 
discussed further in sections below, or even communicated to consumers interested in 
carbon emissions. Further research could present these data in a 3D plot, to graphically 
show the magnitude of the carbon emissions when varying game file size and total 
gameplay time - an option that was explored in this research, however, it was more dif-
ficult to interpret.  
The following section presents potential further applications for the methods devel-
oped in this research. 
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5-5.4. Further applications of method 
There are many potential further applications for the methods developed in this study, 
in particular for use as a tool in life cycle assessment, allowing for the comparison of 
carbon equivalent emissions of multiple products and services that are contingent on 
one or more variables, and the identification of any important thresholds where a par-
ticular scenario has lower impact. 
Firstly, this approach could be used to assess the carbon emissions of other types of 
media, for example; comparing CDs, downloaded albums and music streaming services; 
or similarly, for movies. For the aforementioned media types, an analogous variable to 
“total gameplay time” used in this research would be “number of streams” or “number 
of views”. Seetharam, et al. (2010) compare the life cycle carbon emissions arising from 
streaming a movie vs those shipping a rental DVD or Blu-ray and show the impact on 
results from multiple views and increased file sizes (example given of 3D movies) in 
their scenario analysis. The method presented in this research could be applied to the 
Seetharam et al. (2010) study to identify the thresholds at which streaming or physical 
movie distribution has lower carbon equivalent emissions.  
This method could also be a useful approach in a number of different carbon footprint-
ing applications. For example, the method developed in this research could be used to 
identify the lowest carbon methods of transportation under varying ranges of 
cargo/passenger weight and journey distances. Using an example of a source used in 
this research; van Loon, et al. (2015) show how the carbon emissions for different retail-
ing methods vary depending on the number of items purchased (i.e. the “basket size”). 
Van Loon, et al. (2015) identify that, in addition to basket size, the number of returns or 
failed deliveries is also a key variable affecting the retail carbon emissions. Further anal-
ysis could be conducted to identify the thresholds under which different delivery 
methods have the lowest carbon emissions when varying both basket size and number 
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of returns/fail deliveries (or even to evaluate the distance travelled by the consumer or 
delivery company) using the method developed in this research. 
More importantly, the method developed in this research would allow for more effec-
tive strategies to be developed to reduce greenhouse gas emissions of products and 
services that are highly dependent on multiple variables. The application of this method 
would also allow for the results of, often, complex systems to be presented in an easily 
understandable way. Figure 52, Figure 68 and Figure 72 clearly show the thresholds in 
which different gaming methods have lowest carbon emissions, where previous re-
search often describes specific scenarios based often on extreme or bounding values 
for the contingent variables of a system. In adopting the method developed in this 
study, the results can be communicated graphically and could aid decision making 
(government bodies, business decisions, and informing consumers about the impact of 
their activities and choices), providing a more intuitive analysis without the need for de-
scriptive scenarios or multiple graphs (with different values for the same variable).  
Government policy decisions should be based on research that considers entire prod-
uct/service life cycle systems, such as shown in this report. The current approach taken 
by the European Commission, to give an example, is to separate products into different 
groups and make policy decisions based on the life cycle of those products. Games 
consoles fall under the Lot 3 (sound and imaging equipment) group of the Ecodesign 
Directive, which, as discussed previously, sets minimum power caps for certain modes, 
requirements for power management and future material efficiency requirements. Simi-
larly, servers are grouped within Lot 9 (enterprise servers) of the Ecodesign Directive 
and the current draft regulation proposes minimum power caps for idle mode of the 
servers within scope (currently the gaming servers discussed in this study are out of 
scope, although this could change in future). The policy decisions set for each 
Ecodesign group are largely determined on consultant studies undertaken on behalf of 
the EC (with feedback and consultation provided by stakeholders, including manufac-
turers). Consultant studies conducted for the two product groups mentioned employed 
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LCA to assess the environmental impact of games consoles and servers, from which to 
draw recommendations for reducing impact.  
There is currently, however, no approach for considering how policy decisions made in 
different groups impact product/service systems – such as cloud gaming.  The draft Lot 
9 regulation currently includes minimum power requirements in idle mode. Experts and 
industry have raised concerns about this approach as manufacturer data strongly sug-
gests that such a minimum idle power limits would result a net increase in data centre 
energy use. This is because high performance servers cannot achieve the idle power 
limits as they are currently proposed and would be taken off the market. These would 
therefore have to be replaced by multiple lower performance servers (which can meet 
the idle power cap) in order to achieve the same performance. - resulting in a net in-
crease in data centre energy use. Should this regulation apply to gaming servers, for 
example, then it could increase the number of servers required (and in turn energy use) 
or make the service (in the configuration detailed in this study) technically unfeasible. 
The consequences for gaming would be that the carbon emission reducing potential 
from adopting cloud gaming for specific usage scenarios would potentially be dimin-
ished.  
The first stage for implementing an approach that better considers the interplay of dif-
ferent products within systems would be completing a map of the existing or future 
policies that affect each life cycle stage of the system. The next step would be to iden-
tify the key variables on the environmental impacts of the system (for the carbon 
emissions of gaming, these were shown to be file size and gameplay time). From this it 
would be possible to calculate the effect of different decisions, for example setting idle 
power limits or power management features, on the system – rather than each product 
alone. This adds additional complexity to the process involved in policy or decision 
making, however, it will be an increasingly important process in the future for reducing 
environmental impact, particularly when considering growth of the Internet of Things 
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and the system level integration that will be accompanied into many previously non-
network connected products and devices (e.g. heating, lighting, cookers, fridges etc.). 
Additionally, for government policy regulations to continue to be effective for similar 
products and services as considered in this study, policy makers should consider the 
fast changing pace of technology and user behaviour (e.g. data usage) and observe the 
impacts of this on product/service life cycles. This study has shown how from 2017 to 
2019, the thresholds in which different gaming methods have the lowest carbon emis-
sions are estimated to change over this short period, due to improvements in network 
efficiency, growth in data usage and projected utilisation of equipment (CPE and gam-
ing servers). Government decision makers will need to provision for such rapid 
technological and usage changes. Continuous review of the strategies for reducing en-
vironmental impact is, therefore, necessary in order to maximise environmental 
benefits. Equally important is the need for contemporary data and industry roadmaps 
to be made available, without which the accurate analysis of such systems is not possi-
ble.   
This section has summarised potential applications of the methods developed in this 
research; the next section discusses the relevance of the research findings. 
 
5-5.5. Relevance of findings 
This study finds that gaming has relatively low hourly carbon emissions when compared 
to other leisure activities (discussed further below) and, interestingly, the carbon emis-
sion thresholds for different gaming methods seem to favour current commercial 
practice. In terms of practical implications, the findings of this study show that for de-
termining best courses of action for reducing carbon equivalent emissions (e.g. either 
by policy makers, businesses or experts working in this area) and other environmental 
impacts assessed using LCA, entire product/service systems should be considered, not 
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just for average cases, but also to also assess important thresholds where significant 
variables may change the outcome of a study in terms of which scenarios have lower 
impact. This approach could be used to help assess and consequently reduce the po-
tential environmental impacts that only consider partial systems, partial life cycles or 
average cases.  
Government policy makers should understand that there is not necessarily one best op-
tion when determining regulatory approaches for tech products and services (e.g. 
option x over option y). This has been comprehensively demonstrated in this study and, 
as previously discussed, the gaming method with lowest carbon emissions depends 
largely on how long the game is played for and the file size of the game. On top of this, 
technology development over time also has an impact on results. By 2019, the thresh-
olds for the carbon emissions of gaming will have shifted, as shown in Section 5-4.9.1. 
above. The graphs in Figure 52 shows that in 2017 there were no circumstances in 
which disc gaming had lowest carbon emissions, however, in 2019 Figure 68 shows that 
for large game files, played for between 30 to 35 hours, disc gaming is the least carbon 
intensive method of gaming. Similarly, cloud gaming has lowest carbon emissions for 
larger game file sizes, played for longer periods of time in 2019 than in 2017, when 
compared to download gaming. As such, decisions based on 2017 data alone would 
likely become ineffective in 2019. 
In terms of understanding the carbon impact of games consoles, it is important to con-
sider the wider scope of sectors involved other than console manufacturers (as up to 
70% of estimated carbon equivalent emissions derive from Internet related technolo-
gies). For download and cloud gaming, approximately 15% and 30% respectively of 
carbon emissions derive from the data transmission network and CPE. In addition to 
this, for cloud gaming, up to 40% of carbon emissions arise from gaming servers (in 
2017). This appears true for other product-service systems, such as movie streaming, 
for example, where approximately 50% of emissions come from data transmission (alt-
hough <1% arise from data centre operations) (Shehabi, et al., 2014). Shehabi, et al. 
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(2014) conclude “that designers and policy makers should focus on the efficiency of 
end-user devices and network transmission energy to curb the energy use from future 
increases in video streaming”. While for gaming, this is true for data transmission net-
works, this not necessarily the case for games consoles. As previous chapters of this 
research have shown, the energy efficiency of games consoles has been improved 
greatly to date and further improvements are unlikely, based on an analysis of available 
and recommended technologies. It is, therefore, important to consider each product-
service system on a case by case basis; as this paragraph has summarises, reductions to 
the carbon footprint of download/cloud gaming and video streaming could be made 
through focusing on improving data transmission networks and CPE – while seeking 
improvements to edge devices is likely an effective strategy for video streaming and 
not download/cloud gaming.  
While a wide range of energy efficiency legislation covers product groups individually 
(for example in Europe, ErP Lot 3 covers games consoles, Lot 9 covers data centres etc.) 
there is currently no policy implemented that considers the entire range of technolo-
gies in product-service systems. Recent reports by Policy Connect, IEA and Harrington 
and Norman propose policy frameworks that consider whole systems approaches for 
reducing energy use; however, approaches that also consider life cycle views are yet to 
be adopted.  
Consumer behaviour is, ultimately, the most important driver when considering the car-
bon emissions of gaming. It is currently the choice of the consumer which gaming 
method to use, for how long and for which purposes (i.e. for regular gameplay, to trial a 
game or demo etc.). The choice of whether to buy a disc or download a game is down 
to the preference of the consumer and the value they place in owning a physical or dig-
ital library of games (balancing the pros and cons of each). Moreover, the results of this 
study are highly dependent on usage (as shown in the sensitivity analysis in Chapter 3 
previously) and consumers with high daily usage will accumulate higher lifetime carbon 
emissions – their carbon emissions per hour gameplay is likely, however, to depend on 
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the number of different games they play and the total length of time spent playing 
each game. Perhaps the most effective method for reducing carbon emissions of gam-
ing in the future will be to better inform consumers of their impact, strategies for which 
will be further discussed in the section below on how the results of this study can be 
used. 
On the other hand, gaming appears to have relatively low hourly carbon emissions 
when compared to other leisure activities. A study by Druckman et al. (2012) evaluated 
the carbon emissions of the different ways people spend their time during the day, in-
cluding sleeping, eating, shopping, leisure activities etc. Comparing the results of this 
study to the estimates in Druckman et al. (2012), gaming (by all three methods) has one 
of the lowest carbon intensities (carbon emissions per hour) of the activities examined 
(although the system boundaries for activities in the home includes factors such as 
lighting and heating). Figure 73 shows the results from the Druckman et al (2012) study. 
Particularly interesting is that outdoor leisure activities, which require the use of no 
technology, such as playing sports with friends, have higher carbon emissions per hour 
compared to gaming. In addition, the transport emissions associated with all the activi-
ties outside of the home considered in the study (travelling to sports field, cinema, 
theatre etc.), are higher than hourly gaming emissions.  
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Figure 73: Carbon equivalent emissions per hour different activities (Druckman et al., 2012) 
 
Interestingly, the current carbon emission thresholds for gaming appear to favour cur-
rent commercial practice. As mentioned previously, currently downloaded games 
represent a majority of game content sales, with the remaining sales being Blu-ray 
discs. Cloud gaming is still a relatively new technology and uptake is not yet on the 
same level as download and disc gaming. In future this may change and should cloud 
gaming services experience growth akin to that of similar technologies, such as movie 
streaming services, then this could become the popular gaming method of the future. 
The carbon emissions of cloud gaming are predicted to be reduced from 2017 to 2019 
and this will likely continue further in the future and it would be interesting to continue 
to evaluate the thresholds at which different gaming methods have lowest carbon 
emissions and to see if these continue to correlate with the corresponding uptake of 
each gaming method.  
 
272 
 
272 
 
5-5.6. How results can be used 
The findings of this research have several potential uses; firstly, for the sponsor com-
pany, SIEE, who may use the results as a basis of knowledge from which to assess and 
possibly manage environmental impact in the future. Secondly, this research may be 
used to inform consumers of their carbon footprint from gaming habits and also iden-
tify strategies for reducing it. Finally, the wider application of this research provides a 
method for identifying the thresholds at which scenarios may be compared of the life 
cycle impacts for product-service systems which depend on multiple variables – a point 
discussed further below. 
This study has shown that the answer to short answer to “which method of gaming has 
the lowest carbon footprint” is “it depends”. As discussed previously the carbon emis-
sions of gaming are highly dependent on consumer behaviour (which game method is 
used, how long games are played for and the type and size of those games) and there-
fore life cycle assessment based on average assumptions for these variables is limited. 
In practice, when comparing the life cycle impacts of different systems, the answer to 
this question is the same for many other products and services. For consumers, the 
thresholds identified in this research could be an interesting source of information on 
the global warming potential of gaming. Moreover, the results could support console 
manufacturers to improve consumer awareness in this area and enable consumers to 
make more informed choices based on their usage habits. 
Moreover, this research has helped to improve the sponsor company’s understanding 
of the carbon emissions of its products and services and provides the first map of the 
life cycle of each gaming method from which future research could build on.  
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5-5.7. Opportunities for future research 
This research has provided useful insights into the carbon emissions of three gaming 
methods while identifying the thresholds under which each gaming method has lowest 
emissions depending on length of time gaming and file size. There are many interesting 
areas of future research that could build on this study further, several of which are dis-
cussed here.  
The carbon equivalent emissions arising from gameplay are largely from the use phase, 
in particular for cloud gaming where these account for 90% of total emissions. Use 
phase carbon emissions are resultant from electricity use. Therefore, there is potential 
to develop this research further to investigate the extent to which carbon emissions 
and cost are correlated. The implications of this might lead to a better understanding of 
the business costs of operating a cloud gaming service, in particular the server use, 
where data centre electricity use is often a large cost to businesses. Alternatively, the 
cost to the consumer could be evaluated by focusing on electricity consumptions from 
the consoles when using different gaming methods.  
There is potential to broaden the scope of this research further to consider the impact 
of products such as VR headsets and explore how high capacity disc storage and a shift 
to 4K gaming could impact the results in the future. This would provide useful indicator 
of the potential future gaming carbon impact, as much like cloud gaming today, these 
technologies are embryonic, but have the potential to become as widely used as games 
consoles are today. In fact, the utility of VR extends far beyond traditional gaming and 
today VR is being used in numerous applications by industries to aid design, improve 
manufacturing processes and even for shopping.  
To further test the validity of the assumptions made in this report made about the pro-
duction of games consoles, future research could be conducted to develop a full 
production footprint specific to a games console using primary data sources. Further-
more, future research could consider investigating the gaming life cycle impact of 
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additional impact categories, further to global warming potential. Equally interesting 
would be an analysis of the material efficiency of different gaming methods and a com-
parison of this to the carbon emissions – this is an area of study that SIEE are currently 
sponsoring through a new research project with the University of Surrey.  
Another interesting area for research would be to consider how reductions in the car-
bon intensity of electricity supply in Europe would impact the carbon emissions of 
gaming. European countries are committed to reducing greenhouse gases and one 
means of this is to reduce the carbon intensity of electricity generation, through adopt-
ing renewables and low carbon sources of generation. Should the carbon intensity of 
the electricity supply be reduced then the use stage life cycle carbon emissions for each 
gaming method will also be reduced. This would have the greatest impact on cloud 
gaming, since most of the total carbon emissions are derived from the use stage (from 
the device, data transmission network and gaming servers). This would likely have the 
greatest impact on the thresholds at which different gaming methods have the lowest 
carbon emissions. 
Furthermore, one factor not fully explored in this research is the difference in the car-
bon intensity of electricity mix for different countries or regions. Countries within 
Europe have a wide range of carbon intensities for their electricity grids, due to differ-
ing shares of nuclear, renewable and fossil fuel sources of generation. France, for 
example has a high share of nuclear generated electricity and an average carbon inten-
sity of 0.052 kgCO2e/kWh in 2015 (EEA, 2020). In contrast, Germany’s electricity grid 
has higher carbon intensity than the European average at 0.446 kgCO2e/kWh. The 
thresholds at which different gaming methods have the lowest carbon emissions will 
differ greatly between these countries. Further research is required to identify the re-
gional difference due to different electricity mixes. Similarly, further research should 
explore the impact on the estimates from data centres that are supplied (either directly 
or through offset schemes) with electricity from renewable sources.  
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5-6. Implications for policy 
There are many different regulation and policy approaches that impact the energy use 
and carbon emissions arising from products such as games consoles, gaming servers, 
or the data centres that house gaming servers. Examples include vertical approaches, 
horizontal approaches, and codes of conduct/best practice. An example of vertical 
regulatory approach is the games console VA – the requirements of vertical agreements 
usually apply only to one specific product group, in this example, games consoles (as 
defined within the scope of the VA). This is contrasted to horizontal approaches, such 
as Lot 6 and Lot 26 (Standby and Networked Standby). Horizontal agreements set 
requirements for all products, e.g. maximum power limits for standby and networked 
standby modes for all products, for example, in scope of ErP (except those explicitly 
defined as out of scope). Within the Ecodesign Directive, such a regulation overrides 
any requirements set within a specific vertical volunatary agreement (such as the games 
console VA). Finally, there are also codes of conduct and best practices, which are 
usually voluntary initiatives, such as the EU Code of Conduct for Data Centres. Presently 
each of these policies and approaches are entirely separate and each address different 
parts of the gaming ‘ecosystem’.  
The discussions in previous sections have highlighted the need for a life cycle systems 
based approach to assess of carbon impact (or environmental impact) of complex 
systems. There is also need for such an approach to enable successful policy decision 
making. For services, such as cloud gaming, there are many products and systems that 
interact to deliver the service to the end user, including; the games consoles (or other 
edge device), customer premise equipment (CPE), Internet network and the gaming 
servers within a data centre, which are all in operation while the service is being used. 
Any potential regulatory approach that is used to improve the environmental impact of 
cloud gaming, needs to assess the impact of decisions that affect any part of the 
system. It is foreseeable that, without taking a systems based approach, policy 
initiatives that implement measures vertically to target a specific product issue; or 
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horizontally to achieve a common outcome on one issue, could result in uninetended 
consequences in terms of carbon equivalent emissions for the system overall.   
A previous example discussed in Chapter 3, were the idle power caps introduced to Lot 
9 for enterprise servers. The idle power cap introduced as a vertical measure within the 
product group could result in increased power consumption of a data centre facility 
(the system) – as, for example, a higher performance server that cannot meet the 
enforced idle power cap limit, may need to be replaced by multiple, lower performance 
servers that can, resulting in a net increase in energy use in the system.   
This research has shown the thresholds in which different methods of gameplay have 
lowest carbon emissions (depending on file size and total gameplay time). Currently, 
there are no power caps in place for games consoles in gameplay mode, but there are 
power caps for media streaming and navigation. Cloud streaming does not require the 
processing of gameplay locally on a games console, but rather uses gaming servers 
connected through the Internet network. Devices such as thin clients may use less 
power than a dedicated games console to cloud stream a game, compared to a console 
or PC that have more powerful processors. It’s possible that regulators could look to 
introduce, for example, power caps for cloud gaming, horizontally across different 
products (games consoles, PCs, thin client devices etc). If this is explored by policy 
makers in the future, it could be possible that higher performance devices, such as 
games consoles and PCs are disadvantaged compared to devices such as thin clients. 
Similar consequences could ensue as in the example for the idle power caps of 
enterprise servers in Lot 9, above. A horizontal power cap for cloud gaming could result 
in higher performance devices being excluded. In such a case, overall gameplay 
emissions may rise, for users who play the types of games that cloud gaming has been 
estimated to deliver lowest carbon emissions (games played for shorter periods, or 
smaller game file sizes). The net effect could be increased emissions, if users of games 
consoles or PCs are unable to access cloud streaming services due to such a horizontal 
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regulation. This could be compounded further, should a user be required to own 
multiple devices in order to access different gaming media.  
Gaming servers are currently not in scope of the Lot 9 idle power caps for enterprise 
servers. However, should any vertical measures be adopted in future to regulate the 
energy efficiency of gaming servers, the overall impact of such an approach on the 
system must be assessed to ensure any such unintended consequences for 
environmental impact are avoided.   
Furthermore, this research has shown that the thresholds in which different gaming 
methods have lowest carbon emissions will likely change rapidly in the future, with the 
fast development of computing efficiency, Internet networks, and even user behaviour. 
Regulations are often relatively slow to be agreed and adopted, unable to react to rapid 
changes in technology. Three to five year review cycles are common within the 
Ecodesign directive, for example. In some cases, such a review cycle may be appropriate 
for certain product groups; white goods for example, where basic functionality or 
performance do not change quickly. Voluntary Agreements, an alternative approach to 
regulation, have shorter review cycles (typically two years within Ecodesign directive) 
and a new review cycle may even be triggered by the introduction of a new or 
improved technology. The games console VA has been shown to be an effective driver 
of energy efficiency in games consoles, partially due to the regular review cycle 
establishing further power caps tiers every two years (CSES, 2019). However, when 
considering a complex system, such as cloud gaming, it is possible that changes to the 
system as a whole may be unknown if considering only individual parts. This could 
mean that existing policy frameworks are unsuitable for regulating the environmental 
impact of services such as cloud gaming.  
Furthermore, there is currently little research on the life cycle carbon impact of 
implementing resource efficiency measures. This research has shown the use stage of 
gaming to have the major share of life cycle carbon emissions. In addition, the energy 
use of PlayStation 4 consoles has been shown to have approximately halved from 2013 
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to 2018. Repairing an older model PlayStation 4 to extend its lifetime could foreseeably 
have a higher carbon impact than replacing it with a newer, lower power consuming 
model. Games consoles are quite unique in that their performance over the 
approximately five year lifetime (between generations) is kept constant, which results in 
their power consumption being reduced as technology is improved. Therefore, this 
example may not be true for other devices, nevertheless, research is required in order 
to determine the thresholds in which the implementation of resource efficiency 
requirements have lowest carbon impact, as well as for other environmental impact 
indicators. There is a danger that circular economy policies could have negative 
environmental impact if they are not based on systems level analysis of product/service 
life cycles.  
Although not looked at in this study, future research could consider the energy and 
carbon impact of resource efficiency regulation and policy. Since the Ecodesign 
directive was first adopted in Europe, much of the focus for improving the 
environmental impact of products has been focused on energy use and improving 
energy efficiency. Recently, there has been a shift to include more resource efficiency 
measures, since the Circular Economy Action Plan was implemented in 2019 (Europa, 
2020). Many product groups within the Ecodesign directive now have resource 
efficiency requirements, in addition to energy efficiency requirements. Examples of such 
requirements include provision of spare parts, restriction of flame retardants and 
provision of out of warranty repair services. While there may be many benefits to 
implementing resource efficiency measures, such as those mentioned, there is also 
potential for unintended adverse environmental impact resulting from such measures, if 
their impact is not analysed using a life cycle systems based approach. For example, 
should the provision of spare parts be made mandatory for a product for ten years 
(example), then there may be many users who benefit from by being able to repair a 
broken device, extending the working lifetime of the product. However, such a 
requirement could force manufacturers to stockpile spare parts, which may never end 
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up being used – the energy, carbon and material impact of which may be greater than 
the benefit from repairing the broken devices.  
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5-7. Conclusions 
There are three gaming methods available to console users today; disc, download and 
cloud streaming. For an average game file size in 2017, played for an average of 214 
hours, downloaded games offer the lowest carbon intensity of these three modes. This 
does not offer the full story; however, as the gaming mode with the lowest carbon in-
tensity depends heavily on two key variables: file size and gameplay time. This analysis 
has identified the thresholds at which different gaming methods have lowest carbon 
emissions and the best gaming method to use depending on the scenarios for use.   
Cloud gaming is a relatively new technology and has the highest carbon intensity in 
2017 in average use cases. However, there are many use cases in which cloud gaming 
has lower estimated carbon intensity than disc and download gameplay. There is a 
straightforward answer to the question “which method of gameplay has the lowest car-
bon footprint”, which is, “it depends”. It depends on the length of time the game is 
played for, it depends on the file size of the game being played and for cloud gaming, 
it depends also on the type of device the game is played on. 
Based on the average cases alone, the conclusions and recommendations drawn from 
this assessment would be different and opportunities for reducing environmental im-
pact could be missed. For further research, policy development etc. this approach is 
arguably more important than considering average cases and absolutes. The use of 
methods, such as developed in this study, will enable broader assessment of real life 
use cases, from which better informed decisions may be made. In practice, when com-
paring the life cycle impacts in complex systems, the answer to this question is the 
same for many other products and services. 
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Summary
In order to understand the electricity use of Internet services, it is important to have accurate
estimates for the average electricity intensity of transmitting data through the Internet
(measured as kilowatt-hours per gigabyte [kWh/GB]). This study identifies representative
estimates for the average electricity intensity of fixed-line Internet transmission networks
over time and suggests criteria for making accurate estimates in the future. Differences in
system boundary, assumptions used, and year to which the data apply significantly affect
such estimates. Surprisingly, methodology used is not a major source of error, as has been
suggested in the past. This article derives criteria to identify accurate estimates over time and
provides a new estimate of 0.06 kWh/GB for 2015. By retroactively applying our criteria to
existing studies, we were able to determine that the electricity intensity of data transmission
(core and fixed-line access networks) has decreased by half approximately every 2 years
since 2000 (for developed countries), a rate of change comparable to that found in the
efficiency of computing more generally.
Keywords:
electricity intensity
energy
industrial ecology
information and communication
technology (ICT)
Internet
meta-analysis
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Introduction
Global Internet data traffic has increased more than fivefold
since 2010 and continues to grow, with some predictions sug-
gesting threefold growth over the next 5 years (Cisco 2015).
This growth is driven by increasing number of connected de-
vices, expected to reach 28 billion by 2020 (Ericsson 2016), and
increasing use of digital and cloud-based services. For example,
in 2012, consumption of online movies overtook sales of DVDs
and Blu-rays in the United States, on a per-unit basis (Cryan
2012).
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With rapid growth in Internet use, concern has arisen over
the electricity consumption of Information and Communica-
tion Technology (ICT). It is estimated that ICT products and
services accounted for 3.9% of world-wide electricity consump-
tion in 2007, increasing to 4.6% in 2012 (Heddeghem et al.
2014). As a result, policy makers have focused attention on in-
creasing the energy efficiency of Internet networks. For exam-
ple, a recent International Energy Agency (IEA) report stated
that the development of energy efficiency metrics was one of
three key considerations required for effective policy making to
reduce the energy use of networks (IEA 2014).
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There have been several attempts to estimate the electricity
intensity of Internet data transmission, which is defined as the
electrical “energy consumed per amount of data transmitted”
(Coroama et al. 2013, 2). Electricity intensity is a measure for
assessing the efficiency of data transmission through the In-
ternet over time. This study focuses on the average electricity
intensity, rather than specific or marginal estimates, as the aver-
age has more application potential, representing the historical
measure of electricity used to transmit data.
Electricity intensity of Internet data transmission is often
used in life cycle assessment (LCA) research to estimate the
carbon-equivalent emissions arising from Internet use. For ex-
ample, Mayers and colleagues (2014) applied electricity in-
tensity estimates as part of an LCA study comparing different
methods of games distribution, concluding that the carbon-
equivalent emissions arising from an Internet game download
(for an average 8.8-gigabyte [GB] game) were higher than those
from Blu-ray Disc distribution in 2010. Within LCA stud-
ies, electricity intensity of Internet data transmission is typi-
cally calculated as a ratio of total electricity use and total data
throughput, similar to the way in which carbon emissions are
allocated for transport networks and electricity generation and
transmission.
Existing estimates for the electricity intensity of Internet
data transmission, for 2000 to 2015, vary up to 5 orders of mag-
nitude, ranging from between 136 kilowatt-hours (kWh)/GB
in 2000 (Koomey et al. 2004) and 0.004 kWh/GB in 2008
(Baliga et al. 2009). While increased efficiency over time can
account for 2 orders of magnitude of this variation (based on
results presented below), alone it does not explain the spread
of results. Differences in the system boundary of each study and
the assumptions applied also can cause variability (Schien and
Preist 2014; Coroama and Hilty 2014). Additionally, Schien
and Preist (2014) suggest that the approach used can introduce
a significant source of uncertainty, classified as either top-down
or bottom-up:
 Top-down:Network/subsystem level total electricity con-
sumption, divided by total data transferred through net-
work/subsystem (summed to find total).
 Bottom-up: Sum of electricity consumption, typically at
the level of individual equipment, divided by the data
transferred through the equipment (often requiring ap-
plication of utilization factors).
So-called top-down approaches have been criticized for
overestimating electricity intensity, whereas bottom-up ap-
proaches have been considered to underestimate electricity
intensity (Schien and Preist 2014). Nevertheless, there ap-
pears to be uncertainty over which estimates best reflect real-
world/mean data transmission (we will refer to such estimates as
“representative”).
Accurate and representative estimates for the electricity in-
tensity of Internet data transmission are required for effective
research and also for effective decision making by policy mak-
ers and industry interested in improving the energy efficiency
of network technologies (IEA 2014). This study is concerned
with Internet networks in developed countries, the character-
istics (and therefore electricity intensity) of which tend to be
more comparable across countries and better understood than
networks in developing countries.
This study undertakes a meta-analysis to identify the most
accurate estimates of average electricity intensity for data trans-
mitted over the Internet to:
 Understand current approaches for estimating electricity
intensity of Internet data transmission;
 Establish criteria to identify the most robust approaches
and representative existing estimates; and
 Highlight potential underlying trends that may describe
characteristics of Internet data transmission, for example,
rapid improvements in electricity efficiency over time.
Methodology
Electricity intensity is measured in kWh/GB or joules per bit
transmitted.We reviewed 14 studies providing estimates of elec-
tricity intensity, converted them to common units of kWh/GB
and then tabulated them chronologically. Average electricity
intensity of transmission networks is an important metric for
use in life cycle assessments evaluating the carbon emissions
of Internet services. LCA studies usually depend upon aver-
age energy intensity to calculate impact of background systems
such as in transport networks and electricity production and
transmission, which are examples of attributional allocation ap-
proaches (EC 2010). Coroama and colleagues (2015) argue that
electricity use of access networks and home/on-site networking
equipment should be allocated by the time used and not data,
as the electricity use does not vary with data volume. Never-
theless, Internet usage varies daily, as discussed previously, and
access networks and home/on-site networking equipment are
provisioned to handle peak capacity at all times. The electric-
ity use for these subsystems is a function of both data volume
and time, creating a problem on how to best allocate electricity
use to different levels of Internet activity. In accordance with
estimates from existing studies, data are presented in kWh/GB
in order to fully account for the overall energy use of Internet
data transmission in previous years.
The Internet is a large and complex system, often simplified
into subsystems such as in figure 1 and table 1.
We grouped the results by Internet subsystem (according to
definitions in table 1), to evaluate the impact of differing sys-
tem boundaries on variability of estimates. Across the 14 stud-
ies, estimates were derived from eight different combinations
of subsystems. We therefore recalculated estimates to represent
a common system boundary (see figure 1), including the In-
ternet Protocol (IP) core network and access networks only,
which we refer to as the “transmission network.” This system
boundary was chosen as it represents the network of equipment
used for data transmission and access at a national level. The
electricity intensity of the transmission network is independent
of the data type; for example, media streaming, financial trans-
actions, e-mail, etc. The electricity intensity of user devices
2 Journal of Industrial Ecology
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IP core network Access networks
Home/on-site 
networking 
equipment
User devicesData centersUndersea cable
Data transmission
Data processing/
storage
Data flow
Network processes
Key
Internet Network Home/Business
System boundary 
for this study – 
“transmission 
network”
Figure 1 Simplified Internet structure diagram, showing scale over which key processes operate. The dotted box represents the common
system boundary (for data transmission) selected for this study.
Table 1 List of Internet subsystems with descriptions and equipment examples
Subsystem Description Equipment examples
Data centers
Buildings housing servers used to carry out a large variety of
functions (e.g., e-mail, financial transactions, social media,
etc.) and store data. Data centers often require air
conditioning units, power supply units, and other technologies
to support these computer systems. Servers within data centers
can be considered as end devices, which provide services
accessed via the Internet.
Servers, storage equipment,
power and cooling equipment,
etc.
Undersea cable
High-bandwidth cable infrastructure connecting continents
and countries, often traversing very long distances. This is
sometimes grouped under Internet core.
Submarine communications
cable, amplifiers, etc.
IP core network
Internet Service Provider (ISP) equipment which form
regional, national, and global networks. This typically includes
equipment that uses Internet Protocol (IP), the principle
communications protocol which allows for the routing and
relaying of data across networks.
IP core/metro/edge switches and
routers, transmission link
elements (copper, fiber optic,
radio links, etc.), and supporting
infrastructure for cooling, power,
etc. (Malmodin et al. 2014)
Access network
Equipment connecting subscribers (or users) to ISPs, differing
from the core network, which connects servers to different
ISPs.
Routers, communications cable,
transmission and switching
equipment, etc. (including;
PSTN, xDSL, DSLAM, FTTx,
CATV, etc.)
Home/on-site networking
equipment
Also referred to as Customer Premise Equipment (CPE),
equipment used to access the Internet and provides a link to
the user’s edge device, based on the customer’s premise (e.g., in
the home or office building). Often used to maintain a
constant on-demand connection. Home/on-site networking
equipment can also form a Local Area Network (LAN).
Routers, modems, etc.
User device
Consists of the wide range of equipment a consumer may use
to draw a function from the Internet
Games consoles, PCs/laptops,
smartphones, tablets, etc. Any
connected device.
Note: PCs = personal computers.
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and data centers is highly variable, depending largely on the ser-
vice being provided (Coroama et al. 2015). These subsystems,
together with home/on-site networking equipment, also tend
to have low utilization and high “fixed” electricity use, making
estimates sensitive to assumptions on usage and the allocation
method used. This approach follows the argument of Coroama
and colleagues (2015), who suggest assessing user devices and
data centers separately to the transmission network “and to add
them up when needed—for example, for the assessment of the
energy needs of a specific service” (Coroama et al. 2015, 12).
Additionally, it was not possible to separate estimates for
undersea cable; we assumed therefore that removing their con-
tributionwould haveminimal impact (based onMalmodin et al.
[2014]). Where this is the case, we identify estimates would be
slightly lower (denoted by asterisk [“*”] symbol), had undersea
cable been subtracted.
The different methods used were also analyzed to see if they
affected the estimates derived. In addition, the year towhich the
data apply, type of access networks, and technical assumptions
used were analyzed to determine their influence on results. From
this analysis, criteria were established for selecting representa-
tive estimates of electricity intensity for transmission networks
and then applied to review estimates for each study.
Results and Analysis
Estimates from the 14 studies are shown in table 2, ranging
from Baliga and colleagues (2009) estimate of 0.004 kWh/GB
for the year 2008; to the earliest identified estimate made
by Koomey and colleagues (2004), 136 kWh/GB for 2000
(later corrected by Taylor and Koomey [2008] to 92 to 160
kWh/GB). These authors also provide an estimate of 9 to 16
kWh/GB for 2006, using the same methodology. By contrast,
the most recent estimate for the year 2015 is 0.023 kWh/GB
(Malmodin and Lunde´n 2016). These results do not tell the full
story, however, as the system boundary differs greatly between
studies; from considering the IP core network only (Malmodin
et al. 2012); to several studies which included all subsystems,
from data centers to user devices (Costenaro and Duer 2012;
Malmodin et al. 2014).
Recalculating estimates to reflect a common system bound-
ary for transmission networks only (furthest right-hand column
in table 2) reduced some estimates by up to 2 orders of mag-
nitude. System boundary therefore has a substantial impact on
the estimate for electricity intensity. Results for the transmis-
sion network system boundary range from 7.3 kWh/GB for 2000
(Taylor and Koomey 2008) to 0.004 kWh/GB for 2008 (Baliga
et al. 2009). The effect of methods used, year to which the
data apply, characteristics of access networks, and technical
assumptions on results are evaluated in table 3.
Methods Used
We identified four different methods used across the 14 stud-
ies (shown in table 3); modeling, annual electricity consump-
tion (AEC), direct measurements, and extrapolation.
Modeling
Each study in table 2 could be considered to have mod-
eled the Internet in some way (through the need to simplify
the system due to the complexity and scale of the Internet).
However, here the modeling approach is a distinct method—
whereby equations based on parameters such as energy con-
sumption of equipment, usage, and data flow have been derived
to describe the Internet subsystems under study (requiring spe-
cific data inputs for the equipment used). For example, Baliga
and colleagues (2009) give a detailed mathematical approach
to estimating the electricity intensity of Internet data transmis-
sion and derive equations for the electricity intensity of each
subsystem of the Internet at different bandwidths. In this ex-
ample, the input data are based on a narrow range of power
consumption data for specific pieces of equipment and rely on
many assumptions for the characteristics of the network and
data traffic.
An advantage of modeling is that it may be used to make
future predictions for electricity intensity, or can be used to
estimate the impact of changes in specific variables (such as in-
creasing bandwidth).On the other hand, suchmodels are highly
sensitive to input variable assumptions and boundary choices.
The input data from Baliga and colleagues (2009) is based on
the power ratings for specific pieces of equipment (which may
not accurately reflect equipment in use) and many assumptions
for variables such as energy efficiency and utilization, which can
lead to uncertainty in results. Costenaro andDuer (2012)model
the global Internet using top-down data based on Raghavan and
Ma (2011), which is also heavily based on such assumptions.
Schien and Preist (2014) combine the modeling approaches
of several researchers to develop a meta-model for different
subsystems of the Internet (Baliga et al. 2009; Van Heddeghem
et al. 2012). The model of Schien and Preist (2014) used input
data and the assumptions from several preceding studies (Baliga
et al. 2009; Coroama et al. 2013; Kilper et al. 2011), extrapo-
lating to a base year of 2014 by applying an improvement rate
of 12.5% per annum from Tamm and colleagues (2010). A pure
modeling approach is later taken for core networks by Schien
and colleagues (2014). These methods, however, are still heav-
ily dependent on the accuracy of the assumptions used, even
though the input data for equipment energy use are more com-
prehensive than Baliga and colleagues (2009) (e.g., using data
for many different servers, rather than a few specific examples).
Annual Electricity Consumption
AEC uses data on the power consumption, usage, and the
stock of existing equipment within a network to estimate total
energy used over a period. This approach typically uses estimates
for annual electricity consumption of equipment and divides by
estimated annual data traffic for the corresponding equipment.
This is the approach taken by Koomey and colleagues (2004),
which has been wrongfully categorized as a top-down approach
in previous articles. Koomey and colleagues (2004) use AEC
data for network equipment from Roth and colleagues (2002)
and divide these data by estimates for annual data flows. This
is the earliest attempt at estimating the electricity intensity
4 Journal of Industrial Ecology
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Table 2 Original system boundary and published estimate for electricity intensity of Internet data transmission from relevant studies and
adjusted estimates of IEI considering a common system boundary of Internet core and access networks (highlighted)
System boundary (Internet subsystems) Estimate (kWh/GB)
Study
Year to
which data
apply
Data
centers
Undersea
cable
IP core
network
Access
networks
Home/on-site
networking
equipment
User
device
Original system
boundary
Transmission
network
[1] Koomey
et al. (2004)
2000
√ √ √
136 7.3a
[2] Taylor and
Koomey
(2008)
2000
√ √ √
92 to 160 6.5 to 7.1b
2006 9 to 16 0.65 to 0.71b
[3] Baliga et al.
(2009)
2008c
√ √ √
0.17 0.17*
2008d 0.004 to 0.009 0.004* to 0.009*
[4] Weber et al.
(2010)
2008
√ √ √
7 2.2e
[5] Coroama
et al. (2013)
2009
√ √ √
0.2 0.2*
[6] Williams
and Tang
(2012)
2010
√ √ √
0.3 0.013
[7] Malmodin
et al. (2012)
2010
√
0.08 —
[8] Malmodin
et al. (2014)
2010
√ √ √ √ √ √
2.48 0.16f
[9] Costenaro
and Duer
(2012)
2011
√ √ √ √ √ √
5.12 0.7*
[10] Shehabi
et al. (2014)
2011
√ √ √
0.29 0.11g
[11] Schien and
Preist (2014)
2011
√ √
0.02 0.02
[12] Krug et al.
(2014)
2012
√ √ √ √ √
7.2 0.14h
[13] Schien et al.
(2014)
2014i
√ √
0.052 —
[14] Malmodin
and Lunde´n
(2016)
2015
√ √ √ √ √ √
— 0.023j
Notes: a) Calculated based on assumptions used in Koomey and colleagues (2004), see the Supporting Information available on the Journal’s website;
b) calculated based on assumptions used in Taylor and Koomey (2008), see the Supporting Information on the Web; c) estimate for low access rates; d)
estimate for high access rates; e) calculated based on same assumptions used by Weber and colleagues (2010); f) estimates taken directly from Malmodin
and colleagues (2014); g) calculated based on same assumptions used by Shehabi and colleagues (2014), see the Supporting Information on the Web; h)
calculated based on discussions with authors from Krug and colleagues (2014), see the Supporting Information on the Web; i) assumed year in which data
apply, although based on data from multiple source years; j) estimate provided by Malmodin (2016) based on data from Malmodin and Lunde´n (2016).
IP = Internet Protocol; kWh/GB = kilowatt-hours per gigabyte. The Asterisk [“*”] symbol denotes estimates where undersea cable could not be separated
from the system boundary.
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of transmission networks found in the peer-reviewed literature.
The advantage of usingAECdata over themodeling approaches
described above is that it requires fewer assumptions and can
provide a more accurate representation (provided AEC data
are accurate). For example, assumptions for utilization factor
are not required as they are implicit in these estimates.
Direct Measurement
Another approach is to directly measure the power con-
sumption and data traffic of equipment within a network. The
study by Coroama and colleagues (2013) is based on measure-
ments of electricity use from equipment employed within the
specific data path for a single teleconference event. This elec-
tricity use was then divided by the data transfer rate for the
teleconference (40 megabits per second) and multiplied by the
time period of the event to determine the electricity inten-
sity of the network used for the teleconference. Coroama and
colleagues (2013) case study estimate of 0.2 kWh/GB is put
forward as “pessimistic” and the authors go on to state “that the
global average for the transmission electricity intensity must be
smaller than 0.2 kWh/GB” (Coroama et al. 2013, 6).
It is unlikely that a case study based on a specific network
path for a teleconference between Japan and Sweden can be
used as the basis of a representative average for transmission
network electricity intensity. Although the study is concerned
with data transmission equipment, the range of different types
of equipment used within a country-wide network is far greater
than those measured by Coroama and colleagues (2013). The
advantage of direct measurement is that it will always lead to
more accurate estimate than a modeled estimate. Taking direct
measurements for all equipment within the network, however,
is often infeasible due to the dynamic scale and complexity of
the Internet.
Extrapolation
Finally, some researchers extrapolate existing estimates, by
applying factors for changes in energy use of equipment or data
traffic, to derive an estimate for a different base year. Shehabi
and colleagues (2014) derive their estimate of electricity inten-
sity for 2011 by applying an energy efficiency improvement fac-
tor to the 2009 and 2010 based estimates made by Coroama and
colleagues (2013) andMalmodin and colleagues (2014) respec-
tively, then extrapolating. They apply a 20% improvement rate,
taken from Malmodin and colleagues (2014). The danger with
this approach is that the accuracy of extrapolations is strongly
dependent on the accuracy of the original estimates, as well
as that of the assumed rates of change for the projection. The
complexities of such approaches are discussed further below.
Combined Approaches
Several researchers combine different approaches.
Malmodin and colleagues’ (2014) estimate is made up of
both empirical data, with access to organizational data from
Swedish Internet Service Provider (ISP) TeliaSonera, and
energy measurements for several thousand network sites.
Malmodin and colleagues (2014) also developed energy
consumption models based on supplier energy use information
comprising a database of hundreds of thousands of network
equipment entities, which was aggregated and compared to the
value obtained from the site-level analysis (the same method is
used by Malmodin and Lunde´n [2016], who update their 2012
estimate for 2015).
Krug and colleagues (2014) similarly present an organiza-
tional model of network electricity use of theUK ISP, BT, based
on powermeasurements of sample equipment. The advantage of
combined approaches over that of Baliga and colleagues (2009)
is that Krug and colleagues (2014), Malmodin and colleagues
(2014), and Malmodin and Lunde´n (2016) are able to base
these models on inventories of actual equipment in use to rep-
resent the network, as well as using organizational site-level
data to corroborate estimates. They also use measurements of
total network data flows.
Previous research has suggested that top-down and bottom-
up approaches lead to over- and underestimations of results,
respectively. We found these classifications to be limiting as
they do not explain the actual methods used. Furthermore, the
method used is not a major cause of variability in estimates. In
fact, a combination of methods can be used to verify estimates,
as observed by Krug and colleagues (2014, 2): “an advantage of
our study is that we can use the top-down analysis to verify a
bottom-up analysis based on deployed equipment.” In addition,
the use of modeling and extrapolation approaches without data
validation must rely on assumptions, which can have higher
uncertainty and therefore data availability can be more limiting
with these methods.
More important than method used is the scale of network
considered; the studies in table 3 have either focused on specific
networks or network paths (e.g., Coroama et al. 2013), national-
level networks (e.g., Malmodin et al. 2014), or representations
of global network systems (e.g., Baliga et al. 2009). Estimates
based on data for equipment specific to a certain service, as
by Coroama and colleagues (2013), are limited and unlikely to
give representative estimates for average transmission network
electricity intensity.
Furthermore, studies should consider the full range of equip-
ment in use within the network under study. This includes
considering the legacy equipment within networks. Estimates
based on specific or state-of-the-art equipment, such as Baliga
and colleagues (2009), omit the less efficient legacy equip-
ment (i.e., equipment with higher electricity use per GB of
data transferred) in use within country-wide Internet networks,
resulting in a substantial underestimate of electricity intensity
at the lower end of the observed range (0.004 kWh/GB for
2008).
From this analysis of the methods used, the following criteria
are identified:
1. The approach used should at least provide representative
estimates of transmission networks at the national level.
2. Estimates should be based on data representative of the
range of equipment deployed in national-level networks
(i.e., including any legacy devices).
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Year to Which the Data Apply
Another important factor when considering existing esti-
mates is the year to which the data apply. It is important that
data underpinning an estimate are based on the same reference
year; or, adjusted to represent the year under study, using rea-
sonable and justified assumptions. Williams and Tang (2012)
estimate the carbon intensity (from which we have calculated
the electricity intensity) of data transmission for the year 2010,
based on data for equipment from 2005. There appears to be no
consideration for change in energy use of equipment from 2005
to 2010, which for multiple reasons presented below, could lead
to inaccuracy in the final result.
As discussed previously, several estimates extrapolate older
estimates and apply assumptions about the change in energy
use, data traffic, or efficiency of the Internet over time. For ex-
ample, an estimate for the year 2000 by Koomey and colleagues
(2004) is based on data for AEC estimates of network equip-
ment from Roth and colleagues (2002) (adjusted to account
for cooling, ventilation, and auxiliary equipment). Taylor and
Koomey (2008) subsequently corrected this estimate and de-
rived estimates for 2006 by applying actual growth factors for
equipment energy use from the U.S. Environmental Protection
Agency (US EPA) (2007). Weber and colleagues (2010) later
used the trend from 2000 to 2006 from Taylor and Koomey
(2008), extrapolating to estimate the electricity intensity of
data transmission for 2008.
Shehabi and colleagues (2014) also derive their esti-
mate of electricity intensity for 2011 by applying energy ef-
ficiency improvement factors to the 2009 and 2010 esti-
mates made by Coroama and colleagues (2013) and Malmodin
and colleagues (2014), respectively. The problems with ex-
trapolating results over time stem from the various con-
tributions to variability: technology improvement, renewal
of equipment, growth in usage, and major technological
shifts.
Technology Improvement
It is difficult to measure the rate at which the power con-
sumption of Internet technologies changes. Increased process-
ing power of equipment has in the past followed Moore’s law,
whereby every two years chip density doubles due to techno-
logical advances leading to increased number of transistors per
unit area (Koomey et al. 2011). Increased processing power can
lead to increased energy efficiency, as equipment is able to per-
form the same tasks with less energy expenditure (Koomey et al.
2011). Although Moore’s law has already slowed (Koomey and
Naffziger 2015, 2016), the energy efficiency of technology is
still expected to improve with gains expected from “improve-
ments to circuit design, component integration, and software,
as well as power-management schemes” (Koomey et al. 2014).
While the constraints on networking equipment efficiency are
somewhat different than those affecting general purpose com-
puting devices, the broader trends identified by Koomey and
colleagues (2011) and Koomey and Naffziger (2015, 2016) are
suggestive of the rates of change we would expect to see in
networking devices constructed from silicon microprocessors
and related components.
Renewal of Equipment
The impact of new technology on the electricity efficiency
of the network is dependent on the renewal rate, usually deter-
mined by the cost of amortization of capital equipment. His-
torically, the energy efficiency of computing equipment at peak
output doubled every 1.6 years to the year 2000 (Koomey et al.
2011) and then doubled every 2.6 years after 2000 (Koomey
and Naffziger 2015, 2016). Energy-use data for state-of-the-art
equipment alone should generally not be used as a basis for
calculations of electricity intensity of country-wide networks,
because this will leave the energy cost of legacy equipment
in the network (which is much less efficient than new equip-
ment) uncounted, as is the case for the estimate of Baliga and
colleagues (2009).
Growth in Data Flows
Data flows over Internet networks continue to grow rapidly
as more people utilize the Internet and as population and data
consumption per person increase. A white paper released by
Cisco (2015) predicts Internet traffic growth of 42% per year
to 2020. The increase in data use has also been coupled with
increases in the number of connected devices, a trend that is
likely to extend with the era of the “Internet of Things” (IEA
2014). This rapid growth requires ISPs to increase the capacity
of networking infrastructure (Krug et al. 2014), which puts
upward pressure on power consumption. As this growth is due
to multiple factors, it is difficult to model and extrapolate, so
such calculations should be closely tied to empirical evidence.
Major Technological Shifts
In addition, energy efficiency improvements can be hard
to predict due to the potential for technology shifts that do
not follow historical projections. Over long time periods, step
changes in technology can be observed. For the Internet, this
could be considered moving from technologies such as dial-up
to ADSL broadband or more recently from ADSL broadband
to fiber optic broadband, driven by demand for higher Internet
speeds. Updating estimates by applying factors for changes in
energy use, data traffic, or energy efficiency over time therefore
should be done cautiously and with full knowledge of recent
data on those trends.
The accuracy of any extrapolation will depend on the accu-
racy of predictions of trends in technology development, equip-
ment deployed, usage, and technological shifts. Any extrapola-
tion therefore must consider the potential of all these factors,
making use of industry roadmaps, in addition to past trends.
This leads to a third criterion:
3. If extrapolation is used, it should be based on analysis of
planned future technological development and improve-
ment over short periods (using industry roadmaps) rather
than past trends alone.
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Figure 2 Example of daily variation of Internet traffic in 2012, based on number of page views per 15-minute interval for part of the
Akamai network (Peill-Moelter 2012, reprinted with permission).
Access Networks
Access networks comprise many different types of equip-
ment, highlighted in table 1. The bandwidth a customer re-
ceives depends largely on their access network, with Fiber to
the node (FTTN) providing much higher average speeds than
ADSL (Baliga et al. 2009), for example. In table 2, the access
networks considered in each study range from specific, for exam-
ple, based on FTTN only (Coroama et al. 2013), to inclusive of
all access networks within national boundaries (Malmodin et al.
2014; Krug et al. 2014). Newer fiber optic access technologies,
such as FTTN, can provide more efficient data transmission,
with less electricity used per bit compared to older copper-based
technologies (e.g., ADSL). An estimate for average electricity
intensity should be inclusive of all access network types within
the network under study. The fourth criterion is therefore:
4. Estimates must be based on data inclusive of all access
network types within the network under study, based on
data flows through each network in a given year.
Technical Assumptions
Several technical assumptions are commonly used across
the studies; these assumptions therefore are compared below in
order to test their impact on the variability of estimates.
Utilization Factor
Utilization factor is the ratio of actual use to the total use
capacity of a network. Values for utilization factor applied in
the studies ranged from 15% (Schien et al. 2014) to 100%
(Baliga et al. 2009). Choice of utilization factor is linked to
the method used to derive the estimate. Comprehensive AEC
studies and direct measurements based on organizational data
do not require assumptions for utilization as the actual usage of
networking equipment is implicit within the result.
Internet networks at national scale exhibit diurnal usage
patterns, with peak periods of activity occurring in the evening,
as demonstrated in figure 2 (Peill-Moelter 2012).
ISPs provision networking infrastructure to provide band-
width capacity for peak usage, so, for most of the day, networks
are not utilized at maximum capacity. Some types of network-
ing equipment, such as access network and home routers, do
not typically scale energy use effectively with data traffic, con-
suming similar energy when in high and low use (Harrington
and Nordman 2014). An assumption of 100% utilization is not
representative of average transmission networks due to diurnal
usage patterns and therefore can lead to underestimates of elec-
tricity intensity. Likewise, electricity consumption during un-
derutilized times of day can be unaccounted for if estimates are
based on transmission time alone. Williams and Tang (2012)
follow this approach and their estimate is based on the product
of equipment power consumption and transmission time. The
electricity consumed to ensure the service can be provided at
all times of the day, for example, is therefore not included. This
could be a contributing factor to their estimate being an order
of magnitude lower thanMalmodin and colleagues’ (2014) esti-
mate for the same year. In summary, lower values for utilization
factor, such as used by Schien and colleagues (2014), are more
likely to be representative of national-scale networks; this leads
to the next criterion:
5. a) Estimates for utilization must reflect the average diur-
nal usage exhibited in networks, that is, not 100%.
Power-Use Effectiveness
Power-use effectiveness (PUE) is a measure of energy effi-
ciency for network subsystem facilities, measured as the total
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energy used by the facility divided by the energy used by In-
formation Techonology (IT) equipment (i.e., servers, routers,
etc.). This factor provides a measure of energy efficiency of all
equipment required in the system, including equipment not di-
rectly used to provide computation, such as power provision
and cooling. Across 10 of the 14 studies, PUE ranges from 1.25
to 2.0. Shehabi and colleagues (2014) estimate PUE to be 1.3;
this represents a specific example using an efficient equipment
setup—the EuropeanUnion (EU) code of conduct for data cen-
ters sets targets for best practice PUE of 1.2 or less (EC 2014).
It is unlikely such low estimates of PUE represent the average
for facilities within a national network.
Krug and colleagues (2014) and Malmodin and colleagues
(2014) are able to verify estimates for average PUE by compar-
ing modeling-based estimates, with empirical data for UK and
Swedish networks, respectively. If PUE is a required assump-
tion for estimates, we suggest a range for PUE of 1.8 to 2.0,
as presented in these studies, appears representative for cur-
rent typical Internet networks (although these values represent
those typical of data centers and there is still uncertainty and
further research required for estimating PUE of equipment in
core/access networks). Lower values for PUE are possible for
equipment used in specific services and average PUE of equip-
ment in the Internet network may improve in the future.
5. b)Where PUE is a required assumption, average values should
be between 1.8 and 2.0 in recent years (possibly higher for
estimates for the early 2000s and lower for more advanced
facilities).
Number of Hops
Number of hops is a measure of how many different nodes
data pass through in the data transmission network. Values for
number of hops ranged from 12 (Schien and Preist 2014) to 24
(Coroama et al. 2013) and is an assumption applied in 6 of the
14 studies. The relationship between the number of hops and
the final intensity estimate is not as clear as that for utilization
and PUE (which are multipliers) and varies between studies,
depending on the specific model. Assumptions for number of
hops could affect electricity intensity results; however, the mag-
nitude of this effect is unclear.
It is difficult to measure the average number of hops for
Internet use. Coroama and colleagues (2013) estimate hops for
a specific service, while Krug and colleagues (2014) are able to
corroborate their assumptions using BT organizational data for
the entire UK network. If an assumption for number of hops
is applied, estimates should be corroborated by empirical data
representative of the whole system.
5. c) Estimates for number of hops should be corroborated by
empirical data and be representative of data flows across the
whole network.
Applying the criteria identified above to each study (ta-
ble 3), the most representative estimates for the electricity in-
tensity of transmission networks (i.e., excluding data centers
and edge devices), shown in table 4, are: 6.5 to 7.1 kWh/GB for
2000 and 0.65 to 0.71 kWh/GB for 2006 (Taylor and Koomey
2008); 0.16 kWh/GB for 2010 (Malmodin et al. 2014), 0.14
kWh/GB for 2012 (Krug et al. 2014), and 0.023 kWh/GB for
2015 (Malmodin and Lunde´n 2016) .
Based on these results, trends in the electricity intensity of
transmission networks and findings relating to methodology are
discussed below.
Discussion
For the five studies that satisfy our criteria, the electricity
intensity of transmission networks has declined by factor of
170 between 2000 and 2015. Krug (2016) estimates that the
electricity intensity of BT’s access networks has halved and
core network intensity has declined by a factor of 10 from 2012
to 2015. Updating Krug and colleagues’ (2014) 2012 estimate
using these assumptions gives a value for the electricity intensity
of data transmission of 0.06 kWh/GB for 2015 (based on BT
network in the UK). This estimate is similar to the updated
estimate for 2015 from Malmodin and Lunde´n (2016). These
results are displayed in figure 3, which shows the electricity
intensity of data transmission over the period observed to halve
approximately every 2 years (coefficient of determination, R2 =
0.98). Interestingly, this rate of improvement is somewhat faster
than post-2000 historical trends in the electrical efficiency of
computing at peak output observed by Koomey and Naffziger
(2015, 2016).
Also shown is an extrapolation of the observed trend past
2015, demonstrating the potential for the reduction of transmis-
sion network electricity intensity if this trend continues with
the same trajectory in the near future. Future research should
continue to make original estimates that satisfy the criteria out-
lined in this study, as the extrapolated trend is based on limited
data points and sensitive to the many variables discussed in
previous sections. Nevertheless, this regression can be used to
derive estimates of transmission network electricity intensity
for all years between 2000 and 2015, where data may not be
available from published studies.
Rather than using top-down or bottom-up methods, existing
studieswere found to use four distinctmethods (or combinations
of these) to estimate the electricity intensity of transmission
networks; modeling, AEC, direct measurement, and extrapola-
tion. The particular method used was not found to be a cause
of much variability in estimates, as previously suggested. The
variability observed in estimates can be attributed to differences
in system boundary between studies and methodological errors
including:
 Network studied not representative of entire Internet net-
work in terms of scale or technical assumptions.
 Extrapolations based on past trends alone, rather than
justified future predictions.
 Assuming 100% utilization is representative (in national-
level networks utilization is <100%).
 Not including data for all types of fixed-line access
networks.
10 Journal of Industrial Ecology
RESEARCH AND ANALYS I S
Ta
bl
e
4
Fi
na
lc
rit
er
ia
an
d
re
su
lts
fro
m
ap
pl
yi
ng
th
es
e
cr
ite
ria
to
ea
ch
of
th
e
st
ud
ie
s
co
ns
id
er
ed
in
th
is
m
et
a-
an
al
ys
is
(h
ig
hl
ig
ht
ed
co
lu
m
ns
de
no
te
th
os
e
st
ud
ie
s
w
hi
ch
sa
tis
fy
al
lo
ft
he
cr
ite
ria
)
C
rit
er
io
n
Koomeyetal.(2004)
TaylorandKoomey(2008)
Baligaetal.(2009)
Weberetal.(2010)
Coroamaetal.(2013)
WilliamsandTang(2012)
CostenaroandDuer(2012)
Malmodinetal.(2012)
Malmodinetal.(2014)
Shehabietal.(2014)
SchienandPreist(2014)
Krugetal.(2014)
Schienetal.(2014)
MalmodinandLund´en(2016)
1.
T
he
ap
pr
oa
ch
us
ed
sh
ou
ld
at
le
as
t
pr
ov
id
e
re
pr
es
en
ta
ti
ve
es
ti
m
at
es
of
tr
an
sm
is
si
on
ne
tw
or
ks
at
na
ti
on
al
le
ve
l.
√
√
√
√
√
√
X
X
√
√
√
√
√
√
2.
Es
ti
m
at
es
sh
ou
ld
be
ba
se
d
on
da
ta
re
pr
es
en
ta
ti
ve
of
th
e
ra
ng
e
of
eq
ui
pm
en
td
ep
lo
ye
d
in
na
ti
on
al
-l
ev
el
ne
tw
or
ks
(i
.e
.,
in
cl
ud
in
g
an
y
le
ga
cy
de
vi
ce
s)
.
√
√
X
√
X
X
X
√
√
√
X
√
X
√
3.
If
ex
tr
ap
ol
at
io
n
is
us
ed
,i
ts
ho
ul
d
be
ba
se
d
on
an
al
ys
is
of
pl
an
ne
d
fu
tu
re
te
ch
no
lo
gi
ca
ld
ev
el
op
m
en
ta
nd
im
pr
ov
em
en
to
ve
rs
ho
rt
pe
ri
od
s,
(u
si
ng
in
du
st
ry
ro
ad
m
ap
s)
ra
th
er
th
an
pa
st
tr
en
ds
al
on
e.
n/
a
n/
a
X
X
n/
a
X
n/
a
n/
a
√
X
X
√
n/
a
n/
a
4.
Es
ti
m
at
es
m
us
tb
e
ba
se
d
on
da
ta
in
cl
us
iv
e
of
al
la
cc
es
sn
et
w
or
k
ty
pe
s
w
it
hi
n
th
e
ne
tw
or
k
un
de
rs
tu
dy
,
ba
se
d
on
da
ta
flo
w
st
hr
ou
gh
ea
ch
ne
tw
or
k
in
a
gi
ve
n
ye
ar
.
√
√
√
√
√
√
X
√
√
√
√
√
X
√
5a
.
Es
ti
m
at
es
fo
ru
ti
liz
at
io
n
m
us
tr
efl
ec
t
th
e
av
er
ag
e
di
ur
na
lu
sa
ge
ex
hi
bi
te
d
in
ne
tw
or
ks
,t
ha
ti
s,
no
t1
00
%
.
n/
a
n/
a
X
n/
a
X
X
√
n/
a
n/
a
√
n/
a
n/
a
√
n/
a
5b
.
Es
ti
m
at
es
fo
rP
U
E
sh
ou
ld
be
be
tw
ee
n
1.
8
an
d
2.
0
in
re
ce
nt
ye
ar
s(
po
ss
ib
ly
hi
gh
er
fo
rs
pe
ci
fic
es
ti
m
at
es
in
th
e
ea
rl
y
20
00
s)
.
√
√
√
√
X
√
√
√
√
X
√
√
√
√
5c
.
Es
ti
m
at
es
fo
rn
um
be
ro
fh
op
ss
ho
ul
d
be
co
rr
ob
or
at
ed
by
em
pi
ri
ca
ld
at
a
an
d
be
re
pr
es
en
ta
ti
ve
of
da
ta
flo
w
sa
cr
os
s
th
e
w
ho
le
ne
tw
or
k.
n/
a
n/
a
X
n/
a
n/
a
√
X
n/
a
n/
a
X
X
√
X
n/
a
N
ot
e:
n/
a
=
no
ta
pp
lic
ab
le
.
Aslan et al., Electricity Intensity of Data Transmission 11
RESEARCH AND ANALYS I S
1 
2 
3 4 
5  
6 (new esmate) 
0.01
0.1
1
10
1998 2000 2002 2004 2006 2008 2010 2012 2014 2016 2018 2020
Transmission  
network 
electricity 
 intensity 
(kWh/GB) 
Year to which the data apply
 
Regression
Extrapolaon
Exisng esmates
New esmate
Figure 3 Graph to show estimates for electricity intensity for the transmission network system boundary only, identified from the criteria
derived in this study. The y-axis shows the value of electricity intensity (kWh/GB) for each estimate; note the Log10 scale. The x-axis shows
the year in which the data for each estimate is based. Regression uses average estimates for years in which a range is given and uses all data
points on the graph from 2000 to 2015 (including our newly derived estimate for 2015). Data points: (1) median estimate of 6.5 to 7.1
kWh/GB derived from Taylor and Koomey (2008) estimates for the year 2000; (2) median estimate of 0.65 to 0.71 kWh/GB derived from
Taylor and Koomey (2008) estimates for the year 2006; (3) estimate of 0.16 kWh/GB for 2010 derived from Malmodin and colleagues
(2014); (4) estimate of 0.14 kWh/GB for 2012 derived from Krug and colleagues (2014); (5) Estimate of 0.023 kWh/GB from Malmodin
and Lunde´n (2016); and (6) estimate of 0.06 kWh/GB for 2015 is a new estimate proposed in this study, based on Krug and colleagues
(2014) with updated data for 2015 from Krug (2016). kWh/GB = kilowatt-hours per gigabyte.
Table 5 Possible consequential allocation methods for Internet en-
ergy intensity
Component Possible allocation method
Electricity used for
Internet service provided
Time (h) × Power Consumption
(W) × [Total Data Used (GB) /
Total Capacity (GB)]
Electricity used to power
unutilized data capacity
equipment
Should be allocated in
proportion to the share of peak
data capacity a particular service
uses at any point time
Note: W = watts; GB = gigabytes.
For future research, in the case that the Internet net-
work is considered an essential part of the system under study
(the foreground), then more specific understanding may be re-
quired on drivers of increased electricity use and a consequential
method of allocation (EC 2010) may be appropriate, for exam-
ple, based on weighted averages or marginal changes in elec-
tricity use and data flow. Possible approaches to consequential
allocation of electricity intensity are listed in table 5.
If networks were utilized at 100% capacity, allocation would
be based on average electricity intensity for both consequential
and attributional approaches. Electricity used directly to trans-
mit data for a particular service over time therefore should be
calculated as a function of time and data capacity used. Allo-
cating electricity used to power the unutilized network capacity
should then be distributed proportionally to those services re-
quiring peak data capacity—since it is these services that drive
ISPs to install additional capacity and bandwidth.
In future, networking equipment may scale its power con-
sumption with different levels of utilization and also enter more
power efficient idle modes when inactive (IEA 2014). Con-
sequently, allocation methods must be continually updated to
reflect changes in networking technology and energy perfor-
mance. Future research could examine consequential versus
attributional allocation for calculating electricity intensity of
transmission networks in more detail.
Conclusions
Existing estimates of Internet data transmission electricity
intensity have varied greatly since 2000. Following Coroama
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and Hilty (2014), system boundary can be a significant cause
of variation between estimates, together with the assumptions
applied. Contrary to previous studies, our analysis did not find
the methods used to be a substantial cause of variation between
estimates; rather, the treatment of time, methodological errors,
and boundary choices appear to be the major sources of un-
certainty. To avoid common errors in the future, estimates of
average transmission network electricity intensity should con-
sider the criteria identified above.
Estimates for average transmission network electricity inten-
sity that meet these criteria show a halving of intensity every 2
years. Our regression can be used to estimate Internet core and
access network electricity use for each year between 2000 and
2015, helping to resolve previous uncertainty in this area. More
research is required to update estimates for current and future
years, and improve certainty of estimates and trends.
In addition, future work is needed to refine consequential
methods of allocating the electricity intensity of transmission
networks for use in special cases. Attributional allocation will
likely remain the most pragmatic approach for use in LCA, so
estimating average electricity intensity will remain a priority
for research.
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Games consoles are popular devices. Approximately 85 million consoles were sold within 
Europe over the last ten years 1  – enough for approximately two in every five European 
households [1].  In 2013 alone, they were estimated to have consumed 6 TWh of electricity in 
Europe [2], equivalent to the electricity consumption of two million UK homes [3].  As a result, 
the energy efficiency and climate change impact of games consoles have become concerns for 
policy makers on an international basis.  
In April 2015, the European Commission recognized a Voluntary Agreement (VA) together with 
console manufacturers to improve the energy efficiency of games consoles under the Ecodesign 
Directive.2  Under this VA, manufacturers are committed to ensure games consoles meet targets 
for maximum power consumption in certain operational modes and minimum automatic power 
down limits, together with requirements for material efficiency and information reporting.3 
These targets are expected to achieve energy savings of one terawatt-hour per year by 2020 in 
the EU [4]. 
Currently, power consumption targets agreed within the VA apply only to media and navigation 
modes. Measuring the power consumption of such modes is straightforward, as the modes 
themselves are well defined, meaning test results can be accurately compared among consoles 
with similar capabilities, with few exceptions. There are many complexities, on the other hand, 
when attempting to benchmark console performance in active game play.  
In 2017, the VA will undergo review, to update the agreement and set new targets for the future. 
In preparation for this review, console manufacturers must consider “the feasibility of including 
computational performance in console efficiency benchmarks, where applicable and comparable 
across devices performing gaming” [4]. If feasible, policy makers anticipate that the 
development of a gaming efficiency benchmark would allow targets to be set to improve active 
gaming power consumption, like those established for other modes, and for reporting 
performance versus efficiency to consumers.  
Identifying a suitable metric is a complex task, as the definition of active gameplay is unclear 
and multifaceted. A wide range of activities fall under active gameplay, and depending on the 
game, software design, frame rate, video resolution, and system architecture, the power use can 
                                                 
1 http://www.vgchartz.com/analysis/platform_totals/ 
2 http://ec.europa.eu/growth/tools-databases/newsroom/cf/itemdetail.cfm?item_id=8239 
3 http://efficientgaming.eu/  
  2
vary tremendously.  Many games perform computations in the background even if the user is not 
active, so even the concept of “active game play” may not be clearly defined.  Many console 
games dynamically modify resolution, frame rate, and other image characteristics to optimize the 
gaming experience for each console platform, depending on the underlying hardware and the 
gaming software, making gaming performance even more complex and harder to compare 
between platforms. In addition, user preferences and game design, which are not under the 
control of console manufacturers, can have a large effect on power consumption in active game 
play. 
The development of computational efficiency benchmarks is not only important for games 
consoles, but for other products, such as Gaming PCs, where energy efficiency is a topic of 
concern. For example, Mills and Mills [5] state that “gaming is the most energy intensive use of 
personal computers” and have conducted pioneering research investigating potentially suitable 
metrics for PCs, discussed further below. The authors found that the typical enthusiast gaming 
PC consumes ~1400 kWh/year compared to ~160 kWh/year for the average console, and the 
aggregate global energy use to be two-times higher for gaming PCs than for consoles. Moreover, 
they project this gap in demand to widen substantially by the year 2020. 
The purpose of this article is to investigate the potential for developing a benchmark to measure 
the energy efficiency of active gaming across games consoles, in response to the requirement in 
the console voluntary agreement for the EU.    
CREATING CONSISTENT COMPARISONS 
Game consoles vary by system architecture and capabilities, and these capabilities change over 
time.  Current generation consoles (like PS4®, PS4®Pro, Xbox One, WiiU, Nintendo Switch, and 
the forthcoming Microsoft Xbox One X console) have much more powerful graphics and 
computational capabilities than older generation consoles.  Graphics resolution is higher, frame 
rates are faster, and the overall gaming experience is quite different for these newer machines.  In 
addition, game consoles are increasingly being used to stream video, listen to music, and perform 
other non-gaming functions. The computing services delivered by these devices are simply not 
comparable to those from earlier consoles.  
Even within current generation consoles there are differences in delivered computing services.  
Game consoles modify frame rates and video resolution depending on the hardware capabilities 
of each console (to give the best possible gaming experience on each machine).  This dynamic 
nature of consoles makes it difficult to create a truly consistent comparison of computing 
services (i.e. gaming performance).   In fact, there are many dimensions of gaming performance 
beyond frame rate and resolution.  Table 1 defines some of those factors. 
Another interesting subtlety is that current generation consoles, because of their system-on-a-
chip design (and other innovations, see [6]) are more “energy proportional” [7] than earlier 
consoles, and so save more energy when the device is not being used or operating with lower 
computational output. This makes measurements of efficiency more complicated (because 
performance and efficiency are both dynamic and varying rapidly over time). 
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Table 1:  Factors affecting gaming performance and user experience 
Term Definition Note 
Frame rate Frame rate, also known as frame frequency, is the frequency (rate) at which an 
imaging device displays consecutive images called frames. The term applies 
equally to film and video cameras, computer graphics, and motion capture 
systems. Frame rate is usually expressed in frames per second (FPS). Tearing, 
stutter, dropped frames, and partially rendered frames can sometimes be an 
issue, adding more complexity, but at higher FPS rates these issues disappear. 
1 
 
Resolution The display resolution or display modes of a digital television, computer monitor 
or display device is the number of distinct pixels in each dimension that can be 
displayed. It is usually quoted as width × height, with the units in pixels: for 
example, "1024 × 768" means width is 1024 pixels and height is 768 pixels. 
2 
Anti-aliasing In digital signal processing, spatial anti-aliasing is the technique of minimizing 
the distortion artifacts (like rough edges) when representing a high-resolution 
image at a lower resolution. Anti-aliasing is used in digital photography, 
computer graphics, digital audio, and many other applications. 
3 
Tone mapping Tone mapping is a technique used in image processing and computer graphics to 
map one set of colors to another to approximate the appearance of high-
dynamic-range images in a medium that has a more limited dynamic range 
4 
Rendering Rendering is the process of generating an image from a 2D or 3D model (or 
models in what collectively could be called a scene file) by means of computer 
programs. Also, the results of such a model can be called a rendering. 
5 
Special effects Special effects are created for games by visual effects artists with the aid of a 
visual editor. 
6 
Procedural 
texturing 
A procedural texture is a computer-generated image created using an algorithm 
intended to create a realistic surface or volumetric representation of natural 
elements such as wood, marble, granite, metal, stone, and others, for use in 
texture mapping. 
7 
Scene 
complexity 
Scene Complexity controls the in-game representation of how detailed objects 
are. A higher setting here results in more complex geometry in things like 
foliage, rocks, as well as making objects remain highly detailed at farther 
distances from the player. This is due to LOD (level of detail), which is used to 
swap lower resolution objects in as the player moves farther away from them 
and higher resolution objects in as the player moves closer to them. Lower 
settings result in a less detailed world and objects lose their detail at closer 
distances to the player. 
8 
Graphical 
fidelity 
Graphical fidelity can be defined as the combination of any amount of the three 
things that make up beautiful games (or virtual beauty in general): detail, 
resolution, and frame rate 
9 
Dynamic 
reflections 
Dynamic reflections and shadowing move relative to the objects in the game. 10 
 
Visual density 
The perceived "visual density" of a screen—and thus the amount of anti-aliasing 
possibly needed to make computer graphics look convincing and smooth—
depends on screen pixel density ("ppi") and distance from the user's eyes.  
11 
 
Notes: 
1) https://en.wikipedia.org/wiki/Frame_rate 
2) https://en.wikipedia.org/wiki/Display_resolution 
3) https://en.wikipedia.org/wiki/Spatial_anti-aliasing 
4) https://en.wikipedia.org/wiki/Tone_mapping 
5) https://en.wikipedia.org/wiki/Rendering_(computer_graphics) 
6) None 
7) https://en.wikipedia.org/wiki/Procedural_texture 
8) https://steamcommunity.com/app/322920/discussions/0/604941528469072612/ 
9) https://www.reddit.com/r/pcmasterrace/comments/51u8zk/psa_the_graphical_fidelity_triangle_a_visualized/ 
10) None 
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11) http://phrogz.net/tmp/ScreenDens2In.html 
An additional complexity when comparing game consoles to gaming PCs is that the Graphics 
Processing Units (GPUs) in consoles are custom designed (omitting some compatibility 
firmware) and so allow console designers lower level and faster access to the GPU’s capabilities 
than is possible on a gaming PC.  GPUs are a significant contributor to both electricity use and 
gaming performance, and architectural differences among them can’t be ignored in attempting to 
create consistent comparisons. 
Overall, a console’s power consumption in different modes will depend strongly on GPU 
utilization, performance, and efficiency. GPU characteristics are, however, not the only 
determinants of console power consumption and cannot be used to provide a predictable or 
consistent benchmark (Table 2). Console power consumption is impacted by many other factors 
such as: CPU, memory, and power supply performance; differences in the functions provided by 
the operating system; the level of optimization of the firmware; and differences in chip 
architecture, design, and die-size.  
Table 2: Console GPU performance vs power consumption 
 
1. See http://www.eurogamer.net/articles/digitalfoundry-2016-what-the-hell-is-a-teraflop-anyway & 
https://www.playstation.com/en-gb/explore/ps4/tech-specs/ 
2. See http://efficientgaming.eu/compliance-reports/product-compliance-report/. Tests for average gaming taken for three top 
selling games over 5-minute periods. 
 
MEASURING PERFORMANCE AND ENERGY EFFICIENCY 
Assessing the energy efficiency of computing devices performing a computing task (like 
consoles or personal computers) is a challenge.  To measure efficiency, we combine a measure 
of the output of the device (like computations, game play, or a set of consistently defined tasks) 
with a measure of the electricity needed to deliver that output (typically measured in kilowatt-
hours or kWh).  This relationship can be characterized using Equation 1 [8]: 
ܥ݋݉݌ݑݐ݅݊݃	݂݂݁݅ܿ݅݁݊ܿݕ ൌ 	 ஼௢௠௣௨௧௔௧௜௢௡௔௟	௢௨௧௣௨௧ா௟௘௖௧௥௜௖௜௧௬	௖௢௡௦௨௠௣௧௜௢௡	௧௢	ௗ௘௟௜௩௘௥	௢௨௧௣௨௧                (1) 
Equation 1 is simple, but applying it to computing devices isn’t.  Computational output depends 
a great deal on the computing task, software, and hardware.  
Console Streaming DVD Blu‐ray
Microsoft Xbox One 2013 1.31 61.0 63.0 68.0 69.0 106.0
Sony PlayStation®4 (launch model) 2013 1.84 77.6 81.9 97.4 89.1 115.1
Microsoft Xbox One S 2016 1.40 27.0 32.0 33.0 33.0 62.0
Sony PlayStation®4 Slim 2016 1.84 44.0 48.4 43.8 48.5 78.9
Sony PlayStation®4 Pro 2016 4.20 60.4 59.3 54.1 59.5 126.1
Launch year
Reported power consumption per mode 2 (W)
Media Average 
gamingNavigation
GPU 
performan
ce 1 
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For general-purpose computers, performance benchmarks have always engendered controversy.  
On the one hand, computer scientists rightly worry that performance is strongly influenced by 
the characteristics of each workload, and it’s difficult to define precisely what a generally 
applicable set of workloads might be for any set of users.  On the other hand, high-level 
comparisons require some benchmark to be used, even if imperfect, and in practice, differences 
between benchmarks are less important when examining long term big-picture trends, as for 
example in [9, 10, 11]. 
Many researchers have wrestled with this problem in the past, including Knight [12, 13, 14], 
Moravec [15], McCallum [16], and Nordhaus [17]. The work of SPEC <http://www.spec.org> 
grew out of those early efforts, and it remains a widely-used set of benchmarks that have the 
imprimatur of industry acceptance.  SPEC has many different benchmarks for different 
applications, and each part of the Information Technology (IT) industry gravitates towards the 
metrics that are most applicable (or most advantageous) for their application.  There are metrics 
that focus on database queries, metrics that focus on application performance, and metrics that 
focus on computational speed for CPU based or scientific workloads.  
The SPEC workloads were eventually paired with power measurements, at least for servers 
(https://www.spec.org/power_ssj2008/), growing out of some earlier work [18]. Those 
measurements (and lots of industry meetings) resulted in what is known as SPEC power, a metric 
that tied performance measurements for a CPU intensive workload with power measurements at 
different levels of equipment utilization, resulting in curves that look like those shown in Figure 
1. 
The most important parameters for servers are the idle power (i.e., power use measured with zero 
computing load) and the maximum power use (measured at maximum computing output).  The 
load curve is typically a straight line between these two points for a server, though of course 
some computing devices may have workload/power curves with a different shape.   Power use 
and performance are measured simultaneously, so as the computing benchmark is run, power use 
is tracked, and as the workload becomes more computationally intense, power use generally 
increases. 
Curves of this type characterize the relationship between computing performance and power use.  
Curves that have high part-load savings (i.e. draw little power at idle) are said to be “energy 
proportional” [7].  Because most computing activities are concentrated into a small number of 
hours per year, an energy-proportional computing device will also be an energy-efficient device.  
The SPEC power metric has persisted over time (starting in 2007), but is limited to the CPU-
intensive SPEC_jbb benchmark.  Some in the industry expected SPEC to extend power 
measurements to other benchmarks, but that has not occurred, and the SPEC power database, 
while it is still updated by manufacturers, represents the best-in-class servers that manufacturers 
want to benchmark, so it is not representative of typical practice.  Nobody forces manufacturers 
to run SPEC power, so it is widely believed that they just run the servers they expect to do well 
in the test. 
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This lack of applicability to the broader market led the EPA’s Energy Star server program4 to 
commission a new benchmark from SPEC, called the Server Efficiency Rating Tool (SERT).  
Manufacturers use this tool, found at https://www.spec.org/sert/, to qualify their servers for the 
Energy Star Servers program.  SERT reports similar information to SPEC power, but using a 
more general benchmark suite of computing activities.  There are no current requirements by 
Energy Star on active computing efficiency for servers, but the program does require the 
workload/power curve to be created and reported for each server that qualifies for the Energy 
Star label. 
 
Figure 1:  Conceptual Diagram of Energy vs. Computation Metric 
Source:  Nordman [19]. 
DEVELOPING EFFICENCY BENCHMARKS FOR GAMING PCS AND CONSOLES 
Benchmarking active power efficiency of game consoles is more complicated than for servers.  
First, the system architectures can vary greatly among console manufacturers, and even more 
widely when gaming PCs are considered.  Second, the concept of “active use”, which is clear for 
a server, may be impossible to define for a console (much console computing happens in the 
background even if there is no user input or network traffic, and the gaming experience varies 
significantly across consoles even when considering the same game).  Finally, the way games are 
programmed can have a big effect on power use, with the same game showing widely different 
power use on different consoles, depending on how much the code is optimized for each 
platform, the type of game (e.g., sports games vs first-person shooter games) and how frame 
rates, resolution, and other gaming performance factors are dynamically modified during the 
game.  Because of these complexities, it is unlikely that a curve like Figure 1 can be created for 
consoles—workload just isn’t as uniform (or simple) as it is for servers. 
                                                 
4 https://www.energystar.gov/products/spec/enterprise_servers_specification_version_2_0_pd 
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In the preparatory discussions leading up to the voluntary agreements for consoles (2013-2014) 
there was some discussion of how one might benchmark active compute output, with most 
attention being paid to measurements of active power when running popular games.  The VA 
currently includes a requirement for signatories to measure this metric and report publicly.  In 
such a scheme, a set of widely used games would be chosen using an objective metric and then 
power use measured as each game is played, with a focus on just the first five minutes of the 
game. 
Such an approach would be difficult to implement, in part because it would be dependent on 
characteristics of each game.  For example, while some activities in the game may be 
computationally intensive, other activities may be less so, and power use will vary significantly 
while playing.  The results would vary over time, creating problems for enforcement, because 
manufacturers would have to retest old models every year using the latest games. 
Any protocol for measuring power use under active game play will have to create procedures to 
ensure tests are consistently applied, repeatable, and representative of actual gaming use.  These 
procedures would also need to be modified over time to reflect the changing mix of popular 
games and would need to be carefully designed so that electricity use is measured for delivering 
comparable levels of service (e.g., resolution and frame rates) so that the comparisons between 
different consoles and gaming PCs are truly consistent ones. 
A look at the characteristics of some popular games confirms the complexity of the 
benchmarking task for gaming platforms.5  Consider four of the best-selling games for 20156: 
1.  Call of Duty: Black Ops III – Runs dynamic resolution to try maintain 60 FPS7. 
2.  Fallout 4 – Performance issues on both PS4 and Xbox one (Patch 1.03)8 and Frame 
rate issues dropping below 30 FPS9. 
3.  Star Wars Battlefront – Differing native resolutions (lower on Xbox One)10. 
4. Grand Theft Auto 5 – Lower detail / object density noted for Xbox One11. 
                                                 
5 Methods discussion for analyzing frame rates at:  http://www.eurogamer.net/articles/digitalfoundry-2015-how-we-
measure-console-frame-rate 
6 We omitted Madden NFL 2016 (the NPD number two game by unit sales in 2015) because it’s a US football-
centric game that isn’t as widely played in Europe, hence the Eurogamer web site didn’t test it. 
7 http://www.eurogamer.net/articles/digitalfoundry-2015-call-of-duty-black-ops-3-face-off 
8http://www.eurogamer.net/articles/digitalfoundry-2016-fallout-4-patch-improves-console-graphics-quality 
9 http://www.eurogamer.net/articles/digitalfoundry-2015-fallout-4-face-off 
10 http://www.eurogamer.net/articles/digitalfoundry-2015-star-wars-battlefront-face-off 
11 http://www.eurogamer.net/articles/digitalfoundry-2015-grand-theft-auto-5-pc-face-off 
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Different consoles run different games differently, which shouldn’t be surprising.  Games are 
regularly updated by downloadable patches, and a different patch version of a game can affect 
performance on a console (or a gaming PC).  To correctly estimate efficiency in a consistent way 
would involve correcting for any differences in the quality of graphics output, but since these 
differences vary dynamically, the calculational and tracking challenge is not a trivial one. 
As a proof of concept, Figure 2 shows power measurements for four popular games taken by 
Joshua Aslan of Sony in June 2016 on five examples of Sony’s PlayStation®4 (all are Model # 
CUH12xxA).  The measurements are taken every second over a five-minute period.  The 
“whisker plots” show maximum, 75th quartile, median, 25th quartile, and minimum values over 
the measurement period. Taller boxes imply more variation in the data values than shorter boxes. 
Appendix A contains the distributions of power consumption for every console and game 
combination, as well as the time series of power use over time as each game was played on each 
console. We compare these results using ANOVA statistical tests in Appendix C, which show 
that the variability observed in the measured power consumption is statistically significant (at the 
95% confidence interval) between the console sample used, the sequence of user actions and 
choices at each stage of a game over time (or phase of gameplay), and the type of game.   
Due to the complexity of almost limitless choices, permutations, and combinations of user 
actions possible within each game, it’s impossible to replicate a test exactly.  Median, maximum, 
and minimum power measurements vary for each game title tested when played on different 
console samples. This demonstrates the difficulty in replicating gameplay (due to the limitless 
combinations of user actions possible within each game, as well as unseen background 
functionality not under direct user control) and the statistical variation in hardware and software 
of the console sample itself. In addition, the plots below highlight the capability of new 
generation consoles to dynamically scale power consumption as required. Some games, like Call 
of Duty, show significant power scaling, while others, such as Battlefield 4 (a competing title to 
Call of Duty), show much less variation. 
 
 
Figure 2:  Characteristics of power measurements for four popular games over a five-
minute period 
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Power use even varies significantly when playing the same game on the same console.  Figure 3 
shows the same whisker chart as in Figure 2, but with measurements taken when playing one 
game five different times on the same console (Console 2 from Figure 2).  Appendix B shows the 
detailed distributions and time series measurements for these data, just as in Appendix A. The 
progress of the game and variations in the way the game story evolves affect power use 
significantly (verified in Appendix C; Tables C-2 to C-5).   
  
Figure 3:  Characteristics of power measurements for one popular game played over a five-
minute period five different times on the same console unit 
A different approach to benchmarking (distinguished from measuring power levels associated 
with operating a console) is to give consumers a relative ranking of different products based on 
component characteristics, which is the approach taken by Enervee. 12   This rating system 
involves detailed technical knowledge of the hardware specifications in four major subsystems:  
CPU, GPU, RAM, and hard disk drive.13  Enervee develops a “performance factor” for each of 
                                                 
12 https://enervee.com/video-game-consoles/ 
13http://cleantechnica.com/2013/08/02/playstation-4-leads-the-way-in-video-game-console-energy-efficiency/ 
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these subsystems and weights that performance factor equally across the four categories.  The 
Enervee Score takes that performance factor and divides by estimated annual energy 
consumption, and the result is scaled for all products in the category to cover a 0 to 100 scale.  
Enervee’s approach gives consumers a credible basis on which to compare the hardware 
efficiency of consoles, but it is more of a relative informational scale than anything on which a 
regulation could be based.  It also is focused only on hardware, but as shown above, software 
also has a huge influence on the quality of gaming experience and the level of computational 
output from a computing system.  Ignoring software simplifies the benchmarking task but makes 
it less likely that a benchmark will be reflective of user experience and actual computing services 
delivered. 
Mills and Mills [5] analyze component-based rated power for gaming PCs, then compare rated 
power of all components to actual electricity consumption measured while running a GPU 
frames per second (FPS) benchmark (a benchmark for GPUs of gaming PCs from Unigine:  
https://unigine.com/products/benchmarks/). They also compare rated to actual component power 
draws for two CPUs, two GPUs, two motherboards, two power supplies, and three monitors. In 
addition, they benchmarked the CPUs with Cinebench and examined the effects of overclocking 
CPUs on performance. 
Unfortunately, FPS is not the only measure of graphics performance, never mind gaming 
performance. In addition, the Unigine benchmark is limited to use with PC GPUs.  This 
benchmark is not technically compatible for use with gaming consoles, because the software 
layers that allow the CPU to access the GPU in consoles are different than in PCs.  On consoles, 
these layers are less intrusive and more highly optimized, allowing for better performance and 
energy efficiency for a given GPU and CPU architecture. This also means the system layers 
needed for a GPU benchmark such as Unigine to run on a PC do not exist on a console, and 
adding them would result in a benchmark that would not be representative of games console 
power consumption and efficiency in actual use (because real game play takes advantage of the 
much faster GPU access the console has, without the interference of the additional system layers 
in a gaming PC). 
A related component-based approach is that used in [20] to create a consistent comparison of 
energy consumption associated with improving GPUs in gaming PCs.  Other examples include 
the set of allowable total energy consumption adders associated with GPUs of different 
performance summarized in recently proposed California efficiency standards for computing 
devices [21] and a 2013 European Union regulation for PCs and servers [22]. Such an approach 
focuses on an important component – e.g., the GPU- and characterizes a critical parameter 
affecting performance of that component – e.g., frame buffer bandwidth – or some measurement 
of performance of that component – like GB/s of data transfers to and from the GPU.  Such 
measures may be relevant for standardized PC architecture, but not for console architectures that 
are integrated and optimized. Consoles do not have dedicated high bandwidth memory for use 
with discrete GPUs, but instead use shared high bandwidth memory for use with integrated 
system components.  
WHAT MAKES A GOOD BENCHMARK? 
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A good efficiency benchmark should be 
• repeatable 
• representative of real world computing activities 
• normalized to equivalent levels of computing services (e.g. frame rates and video 
resolution, which are related to specifications like HD, Ultra HD, etc) 
• comparable in a meaningful and accurate way across platforms (e.g. between types of 
consoles and between consoles and PC gaming platforms) 
• stable over time 
• regarded as neutral by competing companies 
• based on publicly disclosed test procedures and system settings 
The value of a computing benchmark depends on the purpose to which it will be put. 
Benchmarks have been used for consumer efficiency information, but they have also been used 
for regulatory proceedings and for utilities to pay incentives to customers to improve the energy 
efficiency of appliances and electronic equipment.  Consumer information represents the least 
demanding application of computing benchmarks. The bar is higher for benchmarks used in 
regulatory proceedings or to calculate incentive payments, as it should be.  Some efficiency 
benchmarks are used internally by companies to improve relative efficiency of computing 
platforms, but are not intended for external consumption. 
Below we review the various criteria in the context of existing attempts to benchmark 
console/gaming PC performance and energy use.  These attempts all fall short of what would be 
needed to create an ideal benchmark, but we can still learn something from each attempt. 
Repeatability and representativeness 
A reproducible gaming benchmark would require that settings on each device be systematized 
and recorded.  These parameters would include OS/firmware version, game patch version, 
console system settings (such as native output resolution i.e. 1080P) and in-game graphics 
settings (if available).  
No measurement of gaming performance can be repeated exactly, because game play is dynamic 
and unpredictable, due to the many possible combinations of actions possible in a game.  For this 
same reason, it’s impossible to create a representative computing task for gaming devices in the 
way industry has done for servers. 
Normalized to consistent levels of service 
Normalizing to consistent service levels is also impossible, because of the dynamic nature of 
video resolution, frame rates, and other factors affecting game performance, the complexity of 
branching choices inside of games, and the multi-faceted nature of the computing services 
delivered by gaming devices.  Industry has attempted to simplify characterization of video 
services using terms like HD, Ultra HD, or “generations” of consoles within the current version 
of their VA, but these categories don't reflect differences in all important aspects of gaming 
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performance. In future, such generational characterizations will need to account for measures of 
overall console performance beyond image resolution or frame rate. 
An additional complexity is that the purpose of gaming is not to produce any specific output (as 
for servers or computers in business), but to have fun. Each person has a unique perspective, and 
not everything about consoles that can be measured matters to people using the machines. In 
some cases, changes in console capabilities may not even be visible to users. Given these 
realities, it is unclear how we can quantify user experience in a consistent and reproducible way.  
Comparable across platforms 
Because of the differences in the architecture of consoles and PCs, creating a cross platform 
benchmark has proved to be a challenge.  No cross-platform benchmarks that are representative 
and normalized by level of service currently exist, and it is unlikely that one can be created. 
Stable over time 
This criterion will never be met exactly, because computing platforms change over time, 
requiring modifications of benchmarks.  But to the extent possible, benchmarks need to remain 
stable.  This criterion shouldn’t be hard to meet, assuming industry could agree on a reasonable 
benchmark. The rate of change in the technology industry makes it imperative to “future proof” 
any performance metrics to the extent possible. 
Vendor neutrality 
Even if a test could be designed that is “fair”, vendors may object if it disadvantages their 
product.  This implies that a neutral third party would need to design and take charge of the 
testing. 
Based on publicly disclosed procedures 
This criterion is relatively easy to meet, and it is in the interest of all stakeholders to release the 
information so the tests become widely accepted.  
CONCLUSIONS 
The dynamic nature of consoles creates extreme complexity.  It is unlikely that meaningful 
metrics for comparing gaming performance can ever be developed for game consoles and 
gaming PCs. The complexity of these devices makes it difficult to define computational output in 
a way that can be accurately, consistently, and correctly compared across game consoles or 
between consoles and gaming PCs. Without consistent computational benchmarks, it’s unlikely 
that a benchmark for active gaming will ever be good enough on which to base efficiency 
regulations or utility incentives to promote more efficient products.   
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APPENDIX A:  DETAILED MEASUREMENTS 
This appendix shows power use by five different PlayStation® units while playing four different 
games.  Figure A-1 shows the distribution of power measurements for all combinations of 
consoles and games, while Figure A-2 shows the second by second power measurements over 
time for the same combinations. 
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Figure A-1:  Distribution of power measurements for five consoles playing four 
games 
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Figure A-2:  Time series of power measurements for five consoles playing four 
games 
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
ons
um
pti
on 
(W
)
Time (s)
Grand Theft Auto V ‐ Sample 1
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Pow
er 
Co
nsu
mp
tio
n 
(W
)
Time (s)
Call of Duty: Advanced Warfare ‐ Sample 1
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Pow
er 
Co
nsu
mp
tio
n 
(W
)
Time (s)
Call of Duty: Advanced Warfare ‐ Sample 2
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Pow
er 
Co
nsu
mp
tio
n 
(W
)
Time (s)
Call of Duty: Advanced Warfare ‐ Sample 3
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Pow
er 
Co
nsu
mp
tio
n 
(W
)
Time (s)
Call of Duty: Advanced Warfare ‐ Sample 4
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Pow
er 
Co
nsu
mp
tio
n 
(W
)
Time (s)
Call of Duty: Advanced Warfare ‐ Sample 5
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
on
sum
pti
on 
(W
)
Time (s)
Battlefield 4 ‐ Sample 1
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
on
sum
pti
on 
(W
)
Time (s)
Battlefield 4 ‐ Sample 2
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
on
sum
pti
on
 (W
)
Time (s)
Battlefield 4 ‐ Sample 3
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
on
sum
pti
on
 (W
)
Time (s)
Battlefield 4 ‐ Sample 4
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
on
sum
pti
on
 (W
)
Time (s)
Battlefield 4 ‐ Sample 5
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
ons
um
pti
on 
(W
)
Time (s)
Grand Theft Auto V ‐ Sample 2
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
ons
um
pti
on 
(W
)
Time (s)
Grand Theft Auto V ‐ Sample 3
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
ons
um
pti
on 
(W
)
Time (s)
Grand Theft Auto V ‐ Sample 4
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
ons
um
pti
on 
(W
)
Time (s)
Grand Theft Auto V ‐ Sample 5
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
on
sum
pti
on
 (W
)
Time (s)
Fifa 15‐ Sample 1
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
on
sum
pti
on
 (W
)
Time (s)
Fifa 15‐ Sample 2
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
on
sum
pti
on
 (W
)
Time (s)
Fifa 15‐ Sample 3
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
on
sum
pti
on
 (W
)
Time (s)
Fifa 15‐ Sample 4
0
20
40
60
80
100
120
140
0 50 100 150 200 250 300
Po
we
r C
on
sum
pti
on
 (W
)
Time (s)
Fifa 15‐ Sample 5
  19
 
APPENDIX B:  DETAILED MEASUREMENTS OF GAME PLAY ON A SINGLE 
CONSOLE 
This appendix shows power use by the same PlayStation® unit (Console Sample 2 from 
the figures in Appendix A) while playing the same game (Call of Duty) five different 
times.  Figure B-1 shows the distribution of power measurements for all five times this 
console was used to play Call of Duty, while Figure B-2 shows the second by second 
power measurements over time for the same combinations. 
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Figure B-1:  Distribution of power measurements for one console playing one 
game five times 
 
 
 
Figure B-2:  Time series of power measurements for one console playing one 
game five times 
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APPENDIX C:  ANALYSIS OF VARIANCE  
 
This appendix details the ANOVA tests for statistical significance between the 
independent variables of console sample, game used and phase of gameplay on the 
dependent variable of console power consumption.  
All tests are conducted at the 95% confidence interval, α = 0.05 
 
1. Console sample and game used 
Test used: two-way ANOVA with replication. 
Independent variables: console sample and game used 
Dependent variable: measured power consumption (sample size of 300, as measurements 
were made every second for five minutes) 
H0 :  
1. there is no significant difference between the measured power consumption of 
consoles using different samples 
2. there is no significant difference between the measured power consumption of 
consoles using different games 
3. there is no interaction between console sample and game used  
Table C-1:  Two-way ANOVA test for console sample and game used 
ANOVA 
Source of Variation  SS  df  MS  F  P-value  F crit 
Sample  158878.6  3  52959.53  3277.595  0  2.606394 
Columns  2741.958  4  685.4894  42.42402  3.85E-35  2.373418 
Interaction  7251.822  12  604.3185  37.40046  3.61E-85  1.753788 
Within  96625.13  5980  16.15805 
Total  265497.5  5999             
F > Fcrit   and  P < 0.05  for each case, so we reject all the statements of the null 
hypothesis.  
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Interpretation: 
Therefore there is statistically significant variability between the console samples tested 
(using the same game) and between the different games played (on the same console). On 
top of this, there is a statistically significant interaction between the console sample used 
and game tested – and power consumption does depend on the type of game tested.  
 
2. Console sample and gameplay phase 
To test if the variability due to the period of gameplay – each sample was split into 30 
second periods; the first 30s is phase 1, the second 30s is phase 2 etc.  
Since we have proved that power consumption has significant variability due to the game 
used, the impact of time/sequence of action (or “phase” of gameplay) and console sample 
for each game are tested separately: 
Test used: two-way ANOVA with replication: 
Independent variables: console sample and gameplay phase. 
Dependent variables: measured power consumption 
H0 :  
1. there is no significant difference between the measured power consumption of 
consoles using different samples 
2. there is no significant difference between the measured power consumption of 
consoles during different gameplay phases 
3. there is no interaction between console sample and gameplay phase 
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Battlefield 4: 
Table C-2:  Two-way ANOVA test for console sample and gameplay phase using 
Battlefield 4 
ANOVA 
Source of 
Variation  SS  df  MS  F  P-value  F crit 
Sample  5069.955  9  563.3284  83.31999  1.2E-124  1.886324 
Columns  2043.844  4  510.9611  75.57452  3E-58  2.378065 
Interaction  5493.683  36  152.6023  22.57089  3.4E-114  1.424915 
Within  9803.483  1450  6.761023 
Total  22410.97  1499             
F > Fcrit   and  P < 0.05  for each case, so we reject all the statements of the null 
hypothesis. 
 
Call of Duty: 
Table C-3:  Two-way ANOVA test for console sample and gameplay phase using 
Call of Duty: Advanced Warfare 
ANOVA 
Source of 
Variation  SS  df  MS  F  P-value  F crit 
Sample  1958.049  9  217.561  10.35588  1.26E-15  1.886324 
Columns  2465.296  4  616.3239  29.33694  1.74E-23  2.378065 
Interaction  8733.473  36  242.5965  11.54756  5.58E-57  1.424915 
Within  30462.27  1450  21.00846 
Total  43619.09  1499             
F > Fcrit   and  P < 0.05  for each case, so we reject all the statements of the null 
hypothesis. 
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Grand Theft Auto V: 
Table C-4:  Two-way ANOVA test for console sample and gameplay phase using 
Grand Theft Auto V 
ANOVA 
Source of 
Variation  SS  df  MS  F  P-value  F crit 
Sample  3288.483  9  365.387  41.48103  2.58E-66  1.886324 
Columns  926.1715  4  231.5429  26.2862  4.54E-21  2.378065 
Interaction  3900.752  36  108.3542  12.30105  3.63E-61  1.424915 
Within  12772.37  1450  8.808533 
Total  20887.78  1499             
F > Fcrit   and  P < 0.05  for each case, so we reject all the statements of the null 
hypothesis. 
FIFA 15: 
Table C-5:  Two-way ANOVA test for console sample and gameplay phase using 
FIFA 15 
ANOVA 
Source of 
Variation  SS  df  MS  F  P-value  F crit 
Sample  585.2578  9  65.02865  7.187958  2.9E-10  1.886324 
Columns  4558.468  4  1139.617  125.9679  2.32E-92  2.378065 
Interaction  1439.366  36  39.98238  4.419463  2.53E-16  1.424915 
Within  13117.99  1450  9.046888 
Total  19701.08  1499             
F > Fcrit   and  P < 0.05  for each case, so we reject all the statements of the null 
hypothesis. 
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Interpretation: 
There is, therefore statistically significant variability between the console samples tested 
(during the same gameplay phase) and between the different gameplay phases (on the 
same console). On top of this, there is a statistically significant interaction between the 
console sample used and gameplay phase – and power consumption does depend on the 
gameplay phase (i.e. power consumption varies through each 30s segment of gameplay).  
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