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Abstrakt
Tato bakalářská práce se zabývá vytvořením peephole optimalizátoru pro překladač programovacího 
jazyka C. Práce se skládá ze studie optimalizační techniky zvané peephole optimalizace. Hlavní částí 
práce  je  návrh  procesu  peephole  optimalizace.  Výsledkem  práce  je  funkční  program  peephole 
optimalizátoru.
Abstract
This bachelor's  thesis deals with creation of peephole optimizer for the compiler of programming 
language C. This work consists of study of optimization technique called peephole optimization. Main 
part of this work is the design of peephole optimization process.  As the result of this work functional 
program of peephole optimizer was created.
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1 Úvod
Se současným rozvojem spotřební elektroniky přichází na trh také mnoho nejrůznějších architektur 
procesorů. Tyto procesorové architektury bývají velice často úzce zaměřené na řešení konkrétních 
typů problémů. Obsahují navíc specializované instrukce, pomocí kterých dosahují značného urychlení 
provádění strojového kódu než v případě sekvence běžných instrukcí, které by prováděly shodnou 
činnost jako zavedená specializovaná instrukce.
Nicméně analýza zdrojového kódu a generování odpovídajících specializovaných instrukcí je 
pro  překladače  velice  nákladnou  a  pomalou  činností.  Například  jde  o  instrukce,  které  po  svém 
provedení produkují dva nebo i více výsledků. Většina překladačů ve snaze zkrátit čas překladu se 
spokojí i s pomalejším vygenerovaným strojovým kódem.
Tento  problém  analýzy  strojového  kódu  a  generování  korespondujících  instrukcí  s  více 
výsledky je k nalezení i v překladovém systému LLVM. Ve zkratce spočívá v tom, že algoritmus pro 
rozpoznávání takových instrukcí by byl příliš pomalý, a tím pádem se používá rychlejší, ale méně 
obecný algoritmus,  který však instrukce s  více výsledky nerozpoznává.  Tímto způsobem se více 
horších instrukcí s jedním výsledkem dostává rovněž do strojového kódu, který svou přítomností 
zpomalují.
Jedním řešením tohoto problému je sestrojení peephole  optimalizátoru, který by obstarával 
analýzu  vygenerovaného  strojového  kódu  a  prováděl  vyhledávání  a  následné  nahrazování 
pomalejších  sekvencí  instrukcí  odpovídajícími  rychlejšími  specializovanými  instrukcemi  s  více 
výsledky. Peephole optimalizátor také zvládá provádět další druhy lokálních optimalizací. Peephole 
optimalizátor provádí veškeré optimalizace pouze nad okénkem, peephole, které zastřešuje sekvenci 
sousedních instrukcí ve strojovém kódu. Nejdříve se vhodně umístí okénko do strojového kódu. Poté 
se nalezne sekvence výkonějších instrukcí, která posléze poslouží jako nahrada za stávající instrukce 
v  peephole  okénku.  Peephole  optimalizace  se  navíc  jeví  jako  perspektivní  rychlá  metoda  pro 
nejrůznější optimalizace.
Úkolem mé práce je tedy navrhnout a implementovat peephole optimalizátor, který bude umět 
vyhledávat  sekvence  instrukcí  s  jedním výsledkem,  které  patří  k  sobě,  a  poté  je  bude  vhodným 
způsobem slučovat  do  jedné  specializovanější  instrukce  s  více  výsledky.  Peephole  optimalizátor 
bude získávat peephole vzory automatickým generováním z popisu architektury procesoru.
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2 Překladový systém LLVM
LLVM, Low  Level  Virtual  Machine,  je  překladový  systém,  který  slouží  k  efektivní  výstavbě 
překladačů. LLVM vzniklo jako výzkumný projekt na Univerzitě v Illinois. Hlavním cílem projektu 
je vytvořit  moderní  překladový systém,  který  umožní  jak statickou,  tak i  dynamickou kompilaci 
libovolných programovacích jazyků. Kód překladového systému LLVM je napsaný v jazyce C++ a je 
šířený pod licencí BSD. [7]
Překladač založený na LLVM se skládá z frontendu, LLVM optimalizátoru a backendu. Na 
obrázku 2.1 je zobrazena struktura takového překladače.
Frontend se stará o analýzu a validaci vstupního kódu. Může tisknout chybové hlášky v případě 
nevalidního  kódu.  Po  úspěšné  analýze  překládá  vstupní  kód  do  vnitřní  reprezentace  překladače, 
LLVM IR. Nad touto vnitřní reprezentací vstupního kódu se poté provádí v LLVM optimalizátoru 
sada analýz a optimalizačních průchodů, které mají za cíl vylepšit vnitřní kód. Veškeré optimalizace v 
této  části  jsou  architekturně  nezávislé.  Optimalizovaná  vnitřní  reprezentace  se  poté  předhodí 
generátoru  kódu  do  zadní  části  překladače.  Generátor  kódu  nakonec  vytiskne  strojový  kód  pro 
cílovou architekturu. [6]
Samotný frontend avšak nemusí být součástí systému LLVM. Jako frontend se například může 
použít přední část překladače GCC. Další možností je využít moderního překladače Clang, který byl 
vyvinut pro překlad jazyků C, C++ a Objective-C jako projekt v rámci systému LLVM. Dále je dobré 
si všimnout, že k napsání nového frontendu je potřebná pouze znalost LLVM IR, zbytek překladače 
zůstává nedotčen.
Podobně  je to i  u  zadní  části  překladače.  Backend vychází  z  vnitřní  reprezentace systému 
LLVM.  Jeho  hlavním  úkolem  je  převést  tuto  reprezentaci  na  strojový  kód  cílové  architektury. 
Narozdíl od frontendu je již však součástí systému LLVM. Programátor musí pouze rozšířit  nebo 
naimplementovat určité třídy systému LLVM potřebné pro správný chod zadní části překladače.
Takové řešení překladače je hodně flexibilní, neboť je snadné dopsat do existujícího překladače 
pouze nový frontend pro podporu dalšího programovacího jazyka nebo nový backend pro využití 
moderní procesorové architektury. Nic dalšího než právě vytvářenou součást překladače není třeba 
řešit.
Jelikož  překladač  založený na  systému  LLVM je snadno  rozšiřitelný,  tak  na  překladovém 
systému  LLVM staví  mnoho  různých  výzkumných,  komerčních  a  open-source  projektů.  Projekt 
Lissom, vyvíjený na Fakultě informačních technologií Vysokého učení technického v Brně, je jedním 
z nich.
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Obrázek 2.1: Ukázka struktury překladače založeného na systému LLVM. Předloha k nalezení v [6].
2.1 Generátor kódu
Nyní seznámím čtenáře blíže s generátorem kódu, neboť moje práce bude mít uplatnění v backendu 
překladače  jazyka  C  v  projektu  Lissom.  Následující  informace  pocházejí  z  [5].  Architekturně 
nezávislá část generátoru kódu v systému LLVM byla navržena tak, aby podporovala efektivní a 
kvalitní generování strojového kódu pro cílové architektury se standardními mikroprocesory, které 
jsou založené na práci  s registry. Proces generování cílového kódu je zachycen na obrázku  2.2 a 
probíhá v těchto fázích:
Sestavení grafu
Počáteční orientovaný acyklický graf, dále jen DAG, potřebný pro výběr instrukcí cílové architektury 
je získán z vstupní lineární reprezentace programu, LLVM IR. Tento graf obsahuje nelegální datové 
typy a operace. Nad tímto grafem vlastnímu výběru instrukcí předchází legalizační a optimalizační 
fáze, jak je vidět na obrázku 2.2.
Legalizace grafu
Legalizační fáze je odpovědná za transformaci vstupního DAGu tak, aby se v něm vyskytovaly pouze 
datové  typy  podporované  cílovou  architekturou.  Dále  je  zodpovědná  za  nahrazení  operací,  které 
cílová architektura nepodporuje, za operace, které obsahuje ve svém repertoáru.
Existují dva možné přístupy pro konvertování nepodporovaných skalárních hodnot. Jedná se o 
konverzi  menších datových typů  na větší,  promoting,  a opačně  o rozdělování velkých typů  na 
menší,  expanding.  Tyto  změny  mohou  vkládat  operace  pro  znaménkové  a  neznaménkové 
rozšiřování legalizovaných hodnot tak, aby platilo, že výsledný kód má chování stejné jako kód na 
vstupu.
Také  existují  dvě  metody pro  konvertování  hodnot  nepodporovaných vektorových  typů  na 
hodnoty podporovaných typů. Prvním způsobem je rozdělování vektorových typů, i vícekrát, pokud 
je to potřeba, dokud není nalezen legální typ. Poté může dojít k rozšiření vektorových typů přidáním 
prvků na konec tak, aby vznikl legální vektorový typ, widening. Jestliže bude vektor rozdělen na 
samotné prvky a nebude existovat podporovaný vektorový typ, dojde ke konverzi těchto prvků  na 
skalární hodnoty, scalarizing.
K  legalizaci  operací  dochází  z  důvodu,  že  cílová  architektura  nemusí  podporovat  některé 
operace nad některými datovými typy. Legalizace může nahrazovat nevyhovující operaci sekvencí 
jiných operací, expansion. Také může rozšířit datový typ na větší, který již nevyhovující operace 
podporuje, promotion, nebo využitím specifické implementace pro cílovou architekturu, custom.
Implementace cílové architektury oznámí legalizéru, které datové typy a které operace nejsou 
na dané architektuře podporovány.
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Obrázek 2.2: Proces generování kódu
Fáze legalizace probíhá ve dvou iteracích. Nejdříve dochází k legalizaci datových typů a poté 
až k legalizaci operací. Po každé z těchto legalizací následuje optimalizační fáze. Na obrázku 2.2 je 
daný proces mírně zjednodušen. Výstupem této fáze, respektive těchto fází, je již legalizovaný DAG.
Optimalizace grafu
Fáze,  která  má za cíl  provádět  optimalizace nad DAGem,  probíhá v několika  průchodech.  První 
průchod  této  optimalizace  je  spuštěn  ihned  po  sestavení  počátečního  nelegálního  grafu.  Další 
průchody jsou provedeny po legalizaci jak datových typů, tak i nepodporovaných instrukcí v cílové 
architektuře.
První průchod provádí optimalizace nad počátečním kódem založené na znalosti, že operace 
mají  omezené vstupy na určité datové typy.  Další  optimalizační průchody mají na starost  uklízet 
zaneřáděný  kód  produkovaný  legalizačními  průchody,  což  umožní  fázi  legalizace  být  velmi 
jednoduchou.  K  nejdůležitějším  optimalizacím  v  této  fázi  patří  optimalizace  vkládaných 
znaménkových a neznaménkových rozšíření.
Výběr instrukcí
V této fázi dochází nad legalizovaným a optimalizovaným DAGem, k rozpoznávání instrukcí cílové 
architektury. Navíc je při této fázi využíváno virtuálních registrů pro vytvoření SSA formy. Také se v 
instrukcích objevují některé fixní registry, které jsou vyžadovány jako vstupní nebo cílové operandy 
některých instrukcí. Fixní registr je pevně zakódován v operačním kódu instrukce, takže jeho použití 
danou  instrukcí na místě  konkrétního operandu je striktně  vyžadováno.  Nelze jej nahradit jiným 
registrem architektury.
Technika  použitá  pro rozpoznávání  instrukcí  cílové  architektury  má  však  jednu nevýhodu. 
Nedokáže  rozpoznávat,  a  tím  pádem  ani  nahrazovat,  instrukce,  které  produkují  více  než  jeden 
výsledek. Vyprodukovaný kód v důsledku tohoto omezení obsahuje více instrukcí, které produkují 
jeden výsledek a které by šli sloučit do jedné specializovanější instrukce s více výsledky. Z tohoto 
důvodu se zabývám konstrukcí peephole optimalizátoru, který bude právě  tyto instrukce s  jedním 
výsledkem vyhledávat a následně nahrazovat vhodnějšími instrukcemi. Vlastní peephole optimalizace 
se však bude provádět v jiné nadcházející fázi generátoru cílového kódu. O problému instrukcí s více 
výsledky pojednám blíže v následující podkapitole 2.2.
Výstupem této fáze je DAG, který tvoří rozpoznané instrukce cílové architektury.
Plánování
Tato  fáze  čeká  na  vstupu  DAG  tvořený  instrukcemi  cílové  architektury,  který  vyprodukovala 
předchozí  fáze.  Hlavní  funkcí  této  fáze  je  určení  pořadí  všech  strojových  instrukcí  a  následná 
transformace grafu do lineárního seznamu instrukcí. Instrukce ve výstupním seznamu jsou navíc ve 
výhodné  formě  SSA.  Cílové  instrukce  jsou  odteď  reprezentovány  třídou  MachineInstr (viz 
4.2.1).
Optimalizace strojového kódu v SSA formě
Fáze optimalizace je volitelnou částí při generování cílového kódu a je složena ze sady optimalizací, 
které pracují nad strojovým kódem v SSA formě.
Zde je vhodné místo pro nasazení mého peephole optimalizátoru, neboť kód je reprezentován 
jako lineární seznam strojových instrukcí a navíc ve výhodné SSA formě.
Alokace Registrů
V této  fázi  dochází  především k  nahrazení  všech  virtuálních  registrů  skutečnými  registry  cílové 
architektury. Strojový kód  již dále není ve formě SSA.
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Vkládání kódu pro prolog a epilog
Nyní, když jsou známé požadavky na zásobník, je možné vložit prolog a epilog pro každou z funkcí a 
následně odstranit veškeré abstraktní odkazy na zásobník. Tato fáze je rovněž odpovědná za eliminaci 
ukazatele rámce.
Poslední optimalizace strojového kódu
Optimalizace  už  téměř  hotového  kódu  se  mohou  uplatnit  zde.  Jedná  se  převážně  o  peephole 
optimalizace pracující pouze nad konkrétní cílovou architekturou.
Emise kódu
Závěrečná fáze tiskne již kód aktuální funkce. Produkuje se buď kód assembleru nebo jde o strojový 
kód.
2.2 Problém instrukcí s více výsledky
Hlavní  motivací  při  konstrukci  peephole  optimalizátoru  je,  jak  jsem nastínil  v  úvodní  kapitole, 
možnost  využití  instrukcí  s více výsledky generátorem kódu pro produkování  vysoce efektivního 
strojového kódu.
Tradiční  přístupy  pro  výběr  instrukcí  jsou  založené  na  hledání  stromu,  který  reprezentuje 
strojovou  instrukci,  ve  zdrojovém  stromu  reprezentující  datový  tok  v  programu.  Tyto  tradiční 
přístupy,  i  když  jsou velmi  rychlé,  propadají kvůli  nemožnosti  využít  instrukce  s  více výsledky, 
protože pro jejich reprezentaci nestačí běžná stromová struktura. Pro tyto instrukce s více výsledky, 
kvůli možnosti generování optimálního kódu, je třeba využít více obecnější grafovou reprezentaci ve 
formě dynamického orientovaného grafu, dále jen DAG. [8]
Výběr instrukcí tedy předpokládal, že všechny instrukce mají stromové vzory, a tím pádem 
mohl aplikovat rychlý tree pattern matching algoritmus. Jelikož instrukce s více výsledky 
nejsou  modelovány  formou stromů,  tak  nemohou  být  ani  rozpoznávány  tree  pattern 
matching algoritmem. Navíc rozsah tohoto algoritmu je omezen pouze na jeden zdrojový strom v 
programu. Důsledkem je, že instrukce s funkcionalitou, která přesahuje jeden zdrojový strom, nemůže 
být zpracována algoritmem tree pattern matching. Aby se překonala tato omezení, musí mít 
zdrojový strom rozsah nejméně velikosti základního bloku programu a navíc musí být reprezentován 
obecným grafem. Je potřeba využít obecnějšího řešení problému výběru instrukcí nad DAGem. Tento 
problém spadá do třídy NP úplných problémů a k jeho řešení je navíc potřeba mnoho výpočetní síly. 
Proto raději  sáhneme po rychlejším algoritmu za cenu pomalejšího generovaného kódu. Z tohoto 
důvodu  je  velice  výhodné  doplnit  překladač  peephole  optimalizátorem,  který  vylepší  sekvenci 
instrukcí  rozpoznanou  rychlým  algoritmem  na  úroveň  sekvence  instrukcí,  kterou  by  generoval 
obecnější, ale pomalejší algoritmus. [8]
Na obrázku 2.3 jsou nejdříve zobrazené dvě instrukce, které produkují pouze jeden výsledek.
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Instrukce DIVRES provede operaci dělení nad vstupními operandy a výsledek, podíl, zapíše do 
cílového registru (na obrázku označen jako result). Další z výsledků získaných při operaci dělení, 
zbytek  (remainder),  je  zahozen.  Druhá  z  instrukcí,  DIVREM,  provádí  úplně  to  samé,  akorát 
nezahazuje podíl, ale právě zbytek. Poslední instrukce na obrázku, DIV, reprezentuje operaci dělení 
tak, jak jej známe. Oba výsledky instrukce DIV jsou použity.
Nyní ukáži, jak by takové jednoduché instrukce mohly vypadat v popisu sémantiky instrukcí.
Instrukce: DIVRES, operand0, operand1
Sémantika: result <= operand0 / operand1
Instrukce: DIVREM, operand0, operand1
Sémantika: remainder <= operand0 % operand1
Instrukce: DIV, operand0, operand1
Sémantika: result <= operand0 / operand1
remainder <= operand0 % operand1
V tomto případě se od peephole optimalizátoru bude očekávat, že bude provádět nahrazení páru 
instrukcí  DIVRES a  DIVREM instrukcí  DIV. Pro  rozpoznání  páru  instrukcí  mu  bude  sloužit 
sémantika každé z nahrazovaných instrukcí. Pokud sémantika z obou instrukcí v páru bude stejná 
jako sémantika třetí instrukce, dojde k nahrazení páru instrukcí právě třetí instrukcí.
Nyní jsem nastínil pouze problém, který má peephole optimalizátor řešit. O tom jak přesně 
budou vypadat peephole vzory získané ze sémantiky instrukcí a jak bude probíhat vlastní peephole 
optimalizace budu pojednávat dále v následujících kapitolách.
2.3 Generování překladače jazyka C
Pro pochopení pozdějších částí mé práce je potřeba vědět o tom, jakým způsobem probíhá generování 
překladače jazyka C ve vývojovém prostředí Codasip Studio, určeným pro souběžný návrh hardwaru 
a softwaru. V této části jsem čerpal z manuálu jazyka Codal a dokumenace k vývojovému prostředí 
Codasip Studio.
Postup pro generování překladače jazyka C je zachycen na obrázku 2.4. Vychází se z popisu 
cílové architektury v jazyce  Codal (tento popis se nachází v souboru s příponou .codal). Tento 
popis je zanalyzován programem codalc, který na svém výstupu produkuje interní schéma cílové 
architektury  ve  formě  souboru  XML.  V  předchozím  kroce  získaný  XML  soubor  je  dále 
transformován programem  semextr na popis sémantiky instrukcí cílové architektury (jedná se o 
soubor s koncovkou .sem). Popis sémantiky instrukcí je nakonec předhozen aplikaci backendgen, 
která z něj získá potřebné informace o cílové architektuře a vygeneruje zdrojové soubory backendu. 
Nyní stačí přeložit backend pro získání výsledného překladače jazyka C.
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Obrázek 2.4: Generování překladače jazyka C ve vývojovém prostředí Codasip Studio
3 Peephole optimalizátor
Tato kapitola obsahuje shrnutí teorie o peephole optimalizátoru a jeho funkci. Klade si za cíl seznámit 
čtenáře s průběhem peephole optimalizací. Jsou zde popsány pouze obecné věci týkající se peephole 
optimalizátorů.  Tudíž  takovéto  informace  mohou  posloužit  ke  tvorbě  nejrůznějších  peephole 
optimalizátorů, které mohou řešit libovolný problém a v libovolné části překladačů.
V této kapitole vycházím především z [1],  kde lze zároveň  nalézt  podrobnější informace a 
příklady peephole optimalizací. Další zdroje informací budu citovat na patřičných místech v kapitole, 
na kterých byly bezprostředně využity.
Z této kapitoly budu dále vycházet při návrhu svého peephole optimalizátoru. Přičemž některé 
z těchto principů  rozšířím podle potřeby a jiné zavrhnu,  pokud nebudou potřebné k řešení  mého 
problému.
3.1 Obecné informace o peephole optimalizátoru
Optimalizační  funkce  jsou rozhodující  při  návrhu  překladače.  Obecně,  optimalizace  v  překladači 
dělíme na architekturně  nezávislé založené na vnitřním kódu a architekturně  závislé optimalizace 
založené  na  strojovém  kódu.  Kvůli  citlivosti  vestavěného  sytému  na  hardwarové  zdroje,  návrh 
softwaru má přísné limity na čas a na prostor. Abychom mohli generovat vysoce kvalitní strojový 
kód, tak optimalizace v překladači vestavěných systémů hraje velice důležitou roli.
Peephole  optimalizátor,  dále  jen  PO,  je  takový  optimalizátor,  který  provádí  veškeré  své 
optimalizace pouze přes velmi úzkou oblast, množinu instrukcí, analyzovaného strojového kódu. Této 
množině  instrukcí  se  říká  okénko,  anglicky  peephole,  proto  se  optimalizátor  jmenuje  peephole. 
Pracuje tím stylem, že rozpoznává pouze v rozsahu okénka množiny instrukcí, které buď nic nedělají, 
nebo jsou nevýhodné,  příliš  drahé. Poté tyto rozpoznané množiny instrukcí nahrazuje významově 
ekvivalentními a levnějšími množinami instrukcí.
3.1.1 Peephole optimalizace
Téměř  všechny  překladače  vynakládají  určité  úsilí,  aby  zvýšili  efektivitu  kódu,  který  produkují. 
Jednou zvláště jednoduchou a často opomínanou technikou může být peephole optimalizace, metoda, 
která se skládá z lokálního vyšetřování strojového kódu pro identifikaci a modifikaci neefektivních 
sekvencí  instrukcí.  Mimo  jiné  je  tato  technika  přímo  aplikovatelná  na  širokou  škálu  jazyků  a 
architektur. [2]
PO je nezávislý na cílové architektuře. Vstupem je program v jazyce symbolických instrukcí a 
popis  architektury  procesoru.  PO  pracuje  pouze  s  množinami  sousedních  instrukcí,  peephole 
okénkem. Pokud je to možné, tak je nahradí ekvivalentní jedinou instrukcí. PO při svém provádění 
udělá celkem tři průchody zdrojovým programem. Při prvním průchodu zdrojovým kódem zjišťuje 
účinek každé izolované instrukce. Druhým průchodem kódem slučuje vzájemně  účinky získané z 
jednotlivých instrukcí.  Nakonec se třetím průchodem snaží vybrat  nejlevnější instrukci pro každý 
předchozím průchodem sloučený výsledný účinek.
Tento přístup má několik výhod. Za prvé je možné snadno změnit cílovou architekturu pouze 
změnou popisu architektury procesoru. Dále PO není zaměřený pouze na analýzu konkrétních typů 
instrukcí,  protože  kombinuje všechny možné  sekvence sousedních instrukcí,  nejenom instrukce  s 
konstantními výpočty, či jiné speciální případy instrukcí. Když práce PO skončí, není možné nahradit 
žádnou instrukci ani žádnou množinu sousedních instrukcí jedinou levnější instrukcí, která má stejný 
efekt jako nahrazované instrukce.
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3.1.2 Závislost na cílové architektuře
PO může být nasazen na optimalizaci  vnitřního nebo strojového kódu. Oba přístupy mají několik 
výhod  a  nevýhod.  Při  optimalizaci  vnitřního  kódu  jsme odstíněni  od  cílové  architektury,  ale  na 
druhou  stranu  nebudeme  moci  využít  specializovaných  instrukcí  dané  architektury.  Ve  druhém 
případě  PO  vylepšuje  strojový  kód  nahrazováním  určitých  sekvencí  instrukcí  lepšími 
specializovanými instrukcemi. Tímto krokem se však PO stává více architekturně  závislým než je 
tomu u optimalizace vnitřního kódu.
Jelikož v našem případě  nás zajímá pouze lepší využití  specializovaných instrukcí cílových 
architektur procesorů, tak uvažujeme dále pouze druhou možnost.
3.1.3 Rozsah okénka
Okénko o velikosti několika instrukcí zachytává neefektivitu pouze v rámci lokálně generovaného 
kódu. Okénko nezachytává ostatní  případy neefektivity,  takže je výhodné PO využívat společně  s 
globálním optimalizátorem nezávislým na cílové architektuře. Jedná se například o informace, které 
se týkají mrtvých proměnných. Tyto a jiné informace může PO výhodně získat právě od globálního 
optimalizátoru.
Rozsah okénka přímo určuje výsledný účinek optimalizovaného programu.  Okénko nemůže 
být rozšířeno na celé funkce, neboť skoková instrukce a volání funkce mohou přinášet problematické 
faktory,  které  mohou  ovlivnit  výstup  programu.  Obecně  je  bezpečné  a  odůvodnitelné  okénko 
posouvat pouze v rámci základního bloku po instrukcích symbolického jazyku. [3]
Bohužel větší rozsah okénka má i své stinné stránky. S každou přidanou instrukcí do okénka 
roste  složitost  algoritmu exponenciálně,  neboť  slučování  účinků  obsažených v okénku  je vlastně 
hledání  vhodné  permutace  těchto  účinků  pro  pozdější  nahrazování  instrukcí  (viz  4.4.3).  Mezi 
nevýhody příliš velkých peephole okének také patří nemožnost provést  peephole optimalizaci nad 
základním blokem, který obsahuje méně instrukcí než je rozsah okénka.
3.1.4 Příklady peephole optimalizací
Pokud je instrukce pro ukládání výsledku z registru do paměti nedestruktivní (ukládaná hodnota bude 
dále  existovat  ve  zdrojovém registru i  po provedení  instrukce),  následující  instrukce  pro načtení 
tohoto výsledku z  paměti  do registru je nadbytečná a může  být  vynechána.  Tato akce může  být 
splněna  podprogramem,  který  vyprodukovaný  strojový  kód  zkontroluje  pokaždé,  když  dojde  k 
vygenerování instrukce pro načtení hodnoty z paměti, aby se podíval, zda předchozí instrukce byla 
korespondující ukládající tuto hodnotu do paměti.
Programátor  je  často  sváděn  k  tomu,  aby  napsal  výraz,  který  zahrnuje  několik  konstant 
většinou  proto,  že  nemá  čas  nebo  prostředky  vypočítat  výslednou  hodnotu  ručně.  Pokud 
optimalizátor,  když  produkuje  aritmetické  operace,  kontroluje,  zda  operace  adresují  konstantu  a 
předchozí  instrukce  slouží  k  načtení instrukce  adresující  konstantu,  pak  může  zjednodušit  pár 
instrukcí  na  jedinou  načítací  instrukci,  která  adresuje  výsledek  operace  nad  konstantami. 
Optimalizátor může také vyloučit  takové operace, jako jsou přičtení nebo odečtení nuly, násobení 
nebo dělení  jedničkou a  jiné speciální  případy aritmetických operací.  Většina z právě  popsaných 
optimalizací se dnes řeší efektivněji než pomocí peephole optimalizátoru.
Mnoho architektur má instrukce, které jsou sice vhodné pro ruční psaní kódu, ale složité pro 
obecnější strukturu překladače. Často může optimalizátor rozpoznat sekvenci instrukcí,  které jsou 
ekvivalentní  příkazu architektury a udělat  požadovanou modifikaci  v strojovém kódu. Bohužel se 
vyskytují situace, kde přeložený kód nelze vylepšit.
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3.2 Popis cílové architektury
PO musí znát syntaxi a účinky každé instrukce, aby s ní mohl pracovat. Účinky jsou reprezentovány 
ve  formě  registrových přenosů,  zápisů  do paměti  nebo čtení  z  paměti.  Některé  účinky  vykonání 
instrukce,  jako  je  inkrementace  programového  čítače,  se  nemusí  explicitně  uvádět,  neboť  PO je 
schopen si patřičné chování domyslet.
Nepodstatné detaily vůči strojovému kódu mohou být vynechány z popisu architektury pro PO. 
PO například nepotřebuje nic vědět o tom, jak jsou v kódu reprezentovány porovnání. Podobně je to i 
u instrukcí, které se pomocí peephole optimalizace obtížně slučují. Takže i instrukce jako je halt, 
volání  a  návrat  z  podprogramů  mohou  být  vypuštěny  z  popisu  architektury  pro  PO.  Instrukce 
nepopsané  v  architektuře  PO  se  však  mohou  objevit  v  programech.  PO  je  v  těchto  případech 
nenarušuje a analyzuje pouze okolní instrukce.
Jelikož PO zná cílovou architekturu procesoru pouze skrz syntaxi instrukcí a jejich sémantiku, 
může změnit cílovou architekturu  popisem jiné množiny instrukcí. Pouze málo závislostí na cílové 
architektuře  jsou předpoklady vestavěné  do jejich algoritmů  a  jazyka  pro popis  architektury.  PO 
nemůže  optimalizovat  kód,  který  využívá  měnící  se  registry  zařízení.  Podobně  nemůže  popis 
architektury snadno reprezentovat instrukce s vnitřními skoky. Obecně, takovéto předpoklady mohou 
být odstraněny rozšířením PO. PO jako takový si poradí s většinou instrukcí na většině architektur.
3.3 Určování účinků jednotlivých instrukcí
Tato fáze je první z celkového průběhu práce PO. Před vlastní peephole optimalizací PO potřebuje 
vědět účinky v registrových přenosech pro každou instrukci strojového kódu. Z tohoto důvodu musí 
tato fáze předcházet slučování účinků instrukcí v peephole okénku.
3.3.1 Průběh určování účinků instrukcí
Jestliže je PO vestavěný do překladače, tak generátor cílového kódu může produkovat  registrové 
přenosy ekvivalentní instrukcím strojovému kódu, které by jinak generoval a PO může pokračovat 
přímo  průchodem se  slučováním  párů  instrukcí.  Na  druhou  stranu,  pokud  má  PO  přijímat  kód 
symbolických instrukcí, tak musí prvně udělat jeden průchod, aby určil efekt každého příkazu zvlášť. 
PO  předpokládá,  že  se  programy  samy  nemodifikují.  PO  při  analyzování  příkazu  jazyku 
symbolických  instrukcí  hledá  shodující  se  vzor  syntaxe  jazyku  symbolických  instrukcí  a  vrací 
korespondující vzor registrového přenosu s vyhodnocenými proměnnými ve vzoru.
3.3.2 Eliminace účinků instrukcí
Programy typicky ignorují některé z účinků některých instrukcí. Například posloupnost aritmetických 
instrukcí může nastavovat a resetovat podmínkové kódy, ale nikdy je netestovat. PO může dělat lepší 
práci,  pokud  takové  nepotřebné  registrové  přenosy  jsou  odebrány  z  instrukčního  seznamu 
registrových přenosů. Takže výsledný kód potom obsahuje pouze užitečný kód.
V důsledku toho, když v počáteční fázi  určuje PO účinek každé instrukce, ignoruje účinky 
instrukcí  na  mrtvých  proměnných.  Aby  to  mohl  udělat,  počáteční  průchod  programem  probíhá 
pozpátku a asociují se s každou instrukcí jak užitečné účinky tak i seznam buněk, které jsou nepoužité 
a  proto mohou být  libovolně  měněny.  Seznam nepoužitých buněk každé instrukce je stejný jako 
jejího lexikálního následníka, navíc obsahuje buňky, které následník nastavuje, ale bez těch, které 
kontroluje. Pokud instrukce skáče, její seznam se bere jako prázdný, poněvadž mrtvé proměnné závisí 
na cíli skoku.
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Plná  eliminace  mrtvých  proměnných  je  zbytečnou  prací,  pro  tuhle  jednoduchou  analýzu 
dovolující prvním průchodem kódem eliminovat většinu nadbytečných účinků  jako je nastavování 
podmínkového kódu. Kód, nad kterým neproběhla eliminace mrtvých proměnných na vyšším stupni, 
je takto zpracován až nyní. Instrukce bez přínosných účinků jsou odstraněny. Jestliže je PO používán 
s generátorem kódu, který produkuje registrové přenosy namísto kódu symbolických instrukcí, tak 
generátor  neprodukuje  žádné  nadbytečné  účinky  a  může  zaznamenat,  kdy  se  proměnné  stanou 
mrtvými  proměnnými,  takže  zvláštní  průchod  pro  identifikaci  mrtvých  proměnných  v  PO  není 
potřeba.
3.4 Slučování účinků instrukcí v okénku
Tato z fází peephole optimalizace probíhá vždy pouze v rozsahu instrukcí omezeném okénkem. Pro 
veškeré instrukce v okénku musí být navíc již známé jejich účinky, jak vyplývá z dříve uvedeného 
textu. Při slučování účinků instrukcí v okénku se také může provádět eliminace jednotlivých účinků. 
Eliminace  účinků  se  provádí  na  základě  informací,  které  pocházejí  převážně  z  analýzy  mrtvých 
proměnných v předchozím průchodu.
3.4.1 Průběh slučování účinků instrukcí
Jakmile PO zná izolovaný účinek každé instrukce, prochází směrem vpřed přes program a bere v 
úvahu kombinace účinků lexikálně sousedních instrukcí. Kde je to možné, nahradí takové sekvence 
instrukcí jedinou instrukcí se stejným účinkem. PO pozná účinek sekvence instrukcí kombinací jejich 
nezávislých účinků a substitucí hodnot přiřazených do proměnných za instance těchto proměnných. 
PO nyní hledá jednu instrukci se vzorem registrového přenosu, který se shoduje s tímto výsledným 
účinkem.  Vzor  registrového  přenosu  se  shoduje,  pokud  provádí  všechny  požadované  registrové 
přenosy a pokud zbytek registrových přenosů neovlivňuje mrtvé proměnné. Po každé náhradě dvou a 
více instrukcí za jedinou instrukci, PO se vrátí zpět o jednu instrukci, aby prozkoumal nově vzniklou 
sousednost  mezi  nově  vzniklou  instrukcí  a  jejím předchůdcem.  Poté  PO  pokračuje  v  průchodu 
kódem.
3.4.2 Instrukce skoku
Páry instrukcí, které začínají instrukcí skoku, potřebují speciální ošetření v optimalizátoru. Podmínka, 
na které skok závisí, musí být nejprve negována a přidána k registrovým přenosům druhé instrukce 
před slučováním efektů  obou instrukcí.  Nepodmíněné skoky závisí  na konstantní  podmínce, ta je 
vždy  pravdivá,  takže  se  skok  vždy  provede.  PO  u  nepodmíněných  skoků  symbolickým 
zjednodušením  vymaže  registrový  přenos  závisející  na  negaci  podmínky,  tím  odstraňuje 
nedosažitelný kód.
PO  slučuje  řetězy  skoků  ošetřením  skoku  a  jeho  cíle  jako  zvláštní  pár  instrukcí.  Jestliže 
instrukce skoku skáče na jinou instrukci, PO provede konkatenaci instrukce skoku s cílovou instrukcí, 
pokusí se o optimalizaci tohoto páru, a nahradí první skokovou instrukci, pokud je to možné. Takže 
PO  nahradí  první  instrukci  druhou  instrukcí.  Druhá  instrukce  se  může  stát  nedosažitelnou.  PO 
neudělá záměnu, pokud požaduje zavedení nového návěští,  protože by tím zabránilo přezkoumání 
jiných párů instrukcí. PO slučuje pouze instrukce, které jsou fyzicky vedle sebe a řetězy skoků.
3.4.3 Návěští
Návěští zabraňují slučování některých sekvencí instrukcí. Zejména slučování sekvencí instrukcí, ve 
kterých se vyskytuje návěští na místě některé z instrukcí netvořících hranici aktuálně  vyšetřované 
sekvence, neboť se tyto strojové instrukce nacházejí v různých základních blocích. PO musí takové 
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sekvence instrukcí ignorovat a předpokládat, že všechny skoky jsou na explicitní návěští. Aby zvýšil 
své šance na sloučení páru, PO odstraní všechna návěští v programu, která může. Když se střetne s 
návěštím,  podívá  se  na  odkaz  na  něj.  Pokud  žádný  odkaz  nenajde,  protože  některá  předchozí 
optimalizace je už všechny odstranila, PO po každém odstranění návěští zkouší sloučit dvě sousední 
instrukce, které toto návěští předtím oddělovalo.
Když PO odstraní  poslední odkaz na návěští,  které se  vyskytovalo v průchodu programem 
dříve, tak by se mělo  navrátit, aby  přezkoumalo pár instrukcí, které toto návěští oddělovalo. Často 
jsou k dispozici  nové optimalizace po odstranění návěští. Toto přezkoumání je potřebné pouze pro 
návěští  odkazovaná  v programu až po  své  definici.  Ale  během optimalizace  kódu generovaného 
lokálně  z programu se strukturovaným řízením toku, cykly a hlavičkami podprogramů,  které jsou 
pouze jediná taková návěští, a PO zřídka odstraňuje tato návěští. Takže tato zvláštní forma zálohy, i 
když je snadno implementovatelná a teoreticky nutná, byla odmítnuta jako neefektivní.
Mnou vytvořený PO se o žádná návěští ani instrukce skoku nebude vůbec starat, neboť bude 
pracovat vždy pouze v rámci jediného základního bloku.
3.5 Generování cílového kódu
V této fázi vychází PO z okénka, ve kterém jsou obsaženy již sloučené účinky instrukcí. Na závěr je 
potřeba  k  těmto účinkům vyhledat  odpovídající  instrukci  z  architektury procesoru.  Poté  se  touto 
instrukcí  nahradí  instrukce,  ze  kterých  se  při  prvním  průchodu,  určování  jednotlivých  účinků 
instrukcí, vycházelo.
3.5.1 Nalezení instrukce odpovídající sloučeným účinkům
Když předchozí průchod dosáhne konce programu, PO udělá třetí a poslední průchod, aby přeložil 
zbývající  registrové  přenosy  zpět  do  kódu  symbolických  instrukcí.  Když  hledá  instrukci,  která 
realizuje zvláštní množinu registrových přenosů, PO prohlíží seznam instrukcí v pořadí, takže levnější 
instrukce by měly být popsány dříve než ty dražší. Příležitostně dvě (nebo více) instrukcí jsou lepší 
než jedna instrukce. Obecné řešení tohoto problému spočívá v přidání časování instrukcí do popisu 
architektury,  ale  levnější  a  více  praktické  řešení  je  popsat  sekvenci  dvou  instrukcí  jako  makro 
instrukci a umístit ji před méně žádoucí jedinou instrukci. Tento třetí průchod může být zabudován v 
druhém průchodu, pokud druhý průchod zachovává stopu registrových přenosů a ekvivalentní kód 
symbolických instrukcí.
3.5.2 Použití peephole optimalizátoru
PO může výrazně  snížit počet případů, kdy musí generátor kódu zvažovat  produkování kvalitního 
kódu.  Předpokládejme,  že  dřívější,  převážně  fáze  překladače  nezávislé  na  cílové  architektuře 
produkují mezikód s postfixovou notací pro jednoduchou zásobníkovou architekturu. I když je takový 
kód objemný, je snadné jej snadno tvořit. Dále je snadné psát makra, která jej transformují do kódu 
pro  cílovou  architekturu.  Makra  musí  znát  pouze  většinu  obecných  instrukcí  (rozdíl,  negaci, 
dekrementaci) a většinu základních adresovacích módů, protože PO může zavádět lepší.
PO potřebuje větší okénko, pokud pracuje s naivními generátory kódu, protože zatímco hodně 
architektur nabízí nějaké instrukce jako náhradu za obecně trojici instrukcí pro načtení, provedení 
akce a uložení výsledku. PO musí se podívat na všechny tři instrukce, aby je mohl redukovat do jedné 
instrukce. Kontrolování trojic instrukcí zpomaluje PO, ale příliš jej nekomplikuje, protože používá ke 
slučování trojic instrukcí techniky zvládnuté při  slučování párů  instrukcí.  Naštěstí,  žádné zvláštní 
potřeby nebyly vypozorovány pro stále větší okénka nebo více komplexnější strategii nahrazování. 
Jedná se například o nahrazování trojic instrukcí ekvivalentními páry instrukcí.
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4 Návrh peephole optimalizátoru
V této klíčové části práce se čtenář dozví o tom, jakým způsobem bude mnou navržený PO pracovat. 
Tento  text  bude  vycházet  z  teorie  popsané  v  předchozí  kapitole.  Tato  prvotní  teorie  bude  však 
doplněna  o mé postřehy a  bude  využita  pro  cíle  našeho překladače.  Bude  zde  k  nalezení  popis 
důležitých algoritmů, které využiji následně při imlementaci PO. Dále zde popíšu tvar peephole vzorů 
a práci  PO nad nimi.  Nejdříve ale ukážu způsob začlenění peephole optimalizace do  překladače 
založeného na LLVM, také nastíním jak fungují průchody v LLVM a jak se pracuje s některými 
strukturami v LLVM, neboť tyto principy budou mít zcela jistě vliv na výslednou strukturu PO.
4.1 Přidání peephole optimalizátoru do LLVM
Aby  bylo  možné  začlenit  peephole  optimalizaci  do  již  existující  struktury  překladače,  který  je 
založený na LLVM, je potřeba pro ni vytvořit úplně nový průchod. Tento průchod se poté musí na 
vhodném místě zaregistrovat. V této podkapitole bych zmínil teorii, kterou lze využít pro konstrukci a 
zaregistrování libovolného průchodu do systému LLVM. Dále se zde zmíním o PO, který byl již 
vytvořen v systému LLVM, a posloužil mi jako inspirace v začátcích implementace mého PO.
4.1.1 LLVM průchod
LLVM Pass  Framework je důležitou součástí  systému LLVM, protože LLVM průchody jsou 
místem,  kde  se  vyskytuje  mnoho  zajímavých  částí  překladače.  Průchody provádí  transformace  a 
optimalizace, ze kterých se skládá výsledný překladač. Průchody také sbírají výsledky nejrůznějších 
analýz. Tyto výsledky jsou dále využívány ostatními transformacemi. Pomocí jednoho průchodu se 
například provádí analýza mrtvých proměnných a v následujících optimalizačních průchodech mohou 
být  tyto  informace  použity  k  mnohem  agresivnějším  optimalizacím  kódu.  Především  jsou  ale 
průchody technikou, která umožňuje strukturovanou výstavbu kódu překladače. [3]
Právě pro svou strukturovanost a jednoduchost při vytváření nových rozšíření mají překladače 
založené na systému LLVM velkou výhodu oproti konkurenčním překladačům. Každý z průchodů lze 
jedním řádkem kódu přidat nebo odebrat. Přesunutím těchto řádků kódu, které registrují průchody do 
systému LLVM, lze elegantně měnit strukturu překladače.
Všechny  průchody  v  LLVM  jsou  podtřídami  třídy  Pass.  Průchody  implementují  svou 
funkcionalitu  přepsáním  virtuálních  metod  zděděných  ze  třídy  Pass.  Lze  dědit  od  tříd 
ModulePass,  CallGraphPass, FunctionPass, LoopPass, RegionPass nebo 
BasicBlockPass. Je výhodné  dědit  od specializovanější  třídy průchodů  podle  toho jak bude 
vytvářený průchod pracovat, neboť tímto dáme systému LLVM více informací o tom, co náš průchod 
dělá a jak může být používán v součinnosti s ostatními průchody. Jednou z hlavních funkcí  LLVM 
Pass Frameworku je  vytváření  pořadí  průchodů  tak,  aby  běžely  co  možná  nejefektivněji  v 
závislosti na omezeních daného typu průchodu. Tato omezení plynou právě  od třídy, ze které náš 
průchod dědí. [3]
4.1.2 Peephole optimalizátor zakomponovaný v LLVM
Jak jsem předeslal,  tak systém LLVM obsahuje svůj  vlastní  PO. Tento PO lze nalézt  v oficiální 
dokumentaci  dostupné  na  [4].  Informace  o  jednotlivých  průchodech  LLVM,  o  tom  jak  s  nimi 
pracovat a o jejich omezeních lze najít na [3].
PO  vestavěný  do  systému  LLVM  dědí  od  třídy  MachineFunctionPass.  Jelikož 
MachineFunctionPass je  potomkem  FunctionPass, tak  může  provádět  veškeré 
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optimalizace  pouze  v  rámci  jedné  funkce.  Může  však  optimalizovat  instrukce  z  více  základních 
bloků,  MachineBasicBlock, obsažených ve stejné funkci.  Nemůže  však odebírat  funkce  ani 
globální proměnné z aktuálního modulu. Nelze si udržovat stav, ani  ve formě globálních dat, mezi 
voláními funkce runOnMachineFunction.
Ze  třídy  MachineFunctionPass  dále  plynou  další  omezení  (viz  [3]).  Pro  tento 
zabudovaný  PO  však  zděděný  typ  průchodu  plně  dostačuje,  neboť  provádí  práci  pouze  nad 
sousedními instrukcemi.
Hlavní funkcí tohoto PO je runOnMachineFunction, kterou vyvolává Pass Manager 
pro průchod přes  každou funkci  programu.  V této funkci  se iteruje přes všechny základní  bloky 
funkce  a  řízení  se  předává  do  funkce  runOnMachineBasicBlock, kde  se  nachází  již  kód 
realizující  vyhledání  a  nahrazovaání  strojových  instrukcí.  Je  dobré  si  všimnout,  že 
runOnMachineFunction vrací  příznak  indikující  změnu  ve  strojovém  kódu  v  aktuálně 
vyšetřované funkci.  Tento příznak je důležitý pro  Pass Manager a měl  by být podle oficiální 
dokumentace vracen při změně ve funkci.
Na  závěr  uvedu jaké peephole  optimalizace tento  PO provádí.  První  z optimalizací  je nad 
instrukcemi, které se chovají jako kopírovací. Kopírovací instrukce načte jeden z registrů a poté uloží 
přečtenou  hodnotu  beze  změny  do  jiného  registru.  Druhá  optimalizace  se  týká  instrukcí,  které 
nastavují již nastavené příznaky. Poslední zefektivnění se týká optimalizace párů bitcast instrukcí. 
Pro každou z těchto peephole optimalizací obsahuje PO dva podprogramy. Prvním podprogramem se 
vyhledávají nahrazované instrukce a testuje se, zda se dá jejich následné nahrazení nebo eliminace 
provést. Druhý podprogram realizuje vlastní operaci pro nahrazování nebo eliminování instrukcí po 
úspěšném vyhledání a otestování.
4.1.3 Postup přidání nového průchodu
Nyní  bych  s  dovolením  uvedl  takový  menší  návod,  který  by  se  dal  využít  i  při  tvorbě  jiného 
průchodu. Co je třeba udělat pro vytvoření nového průchodu ? Jedná se o tyto kroky:
1. Vytvořit třídu, která bude dědit od požadovaného typu průchodu.
2. Vytvořit konstruktor instance této třídy, který bude přijímat popis architektury, referenci na 
objekt TargetMachine a uloží jej do proměnné instance.
3. Další důležitou proměnnou bude static char ID, jehož adresa slouží jako identifikátor 
průchodu v systému LLVM. Initializační hodnota této proměnné je nepodstatná.
4. Nakonec  je  potřeba  implementovat  hlavní  funkci  vytvářeného  průchodu.  Například  pro 
průchod typu  MachineFunction se  jedná o funkci  runOnMachineFunction. Pro 
nalezení hlavní funkce jiných typů průchodů odkazuji na oficiální dokumentaci [3].
5. Nyní je třeba udělat funkci, která vytvoří instanci průchodu a bude na ni vracet ukazatel. Tato 
funkce bude mít jako parametr referenci na objekt TargetMachine. Je výhodné mít tuto 
funkci  deklarovanou  v  hlavičkovém  souboru  a  ten  nainkludovat  do  souboru  s  cílovou 
architekturou procesoru TargetMachine.
6. Nakonec se tato funkce připojí ve třídě TargetMachine do PassManagerBase pomocí 
metody  add v  příslušné funkci  pro přidávání  průchodů.  Umístění  průchodu ve  struktuře 
překladače se řídí podle funkce, kde se naše vytvořená funkce přidává.
Nyní máme vše podstatné hotové pro funkční průchod. Dále je možné napsat další užitečné 
metody  průchodu.  Jedná  se  například  o  metody  doInitialization a  doFinalization. 
Metoda doInitialization se zavolá právě jednou před voláními hlavní metody, v této metodě 
by  se  měli  inicializovat  zdroje  nezávislé  na  průchodu,  konkrétní  funkcí  například.  Metoda 
doFinalization se naopak zavolá až nakonec po provedení všech volání hlavní metody a platí 
pro ní, že by měla uklidit zdroje, je volána opět pouze jedenkrát. Pro obě metody také platí vrácení 
příznaku indikujícího změnu ve vyšetřovaném kódu.
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Pro debugovací  účely je výhodné  napsat  funkci  getPassName vracející  jméno průchodu 
systémem LLVM při chybě.
4.2 Využívané struktury v systému LLVM
Nyní bych ještě popsal struktury obsažené v systému LLVM, nad kterými bude můj PO pracovat. 
Chtěl  bych tímto krokem přiblížit čtenáři hlavně jakým způsobem je uložený seznam instrukcí, jak 
vypadají jednotlivé instrukce a jak se s nimi pracuje.  Na závěr nastíním také struktury LLVM, ze 
kterých se čerpají informace o cílové architektuře. Podrobnější informace se dají nalézt v oficiální 
dokumentaci na [5].
4.2.1 Reprezentace strojového kódu
Architekturně  závislý  strojový  kód  je  získán  ve  fázi  plánování  transformací  orientovaného 
acyklického grafu, který obsahuje již rozpoznané a vybrané instrukce cílové platformy, na lineární 
seznam těchto  instrukcí.   Strojový  kód  ve  formě  lineárního  seznamu  instrukcí  je  reprezentován 
třídami  MachineFunction,  MachineBasicBlock, a  MachineInstr. Tato reprezentace je 
kompletně  nezávislá  na  cílové  architektuře.  Instrukce  jsou  totiž  reprezentovány  velmi  abstraktní 
formou. Strojové instrukce obsahují pouze svůj operační kód a seznam operandů. Tato reprezentace 
instrukcí byla navržena, aby podporovala SSA reprezentaci strojového kódu a zároveň i reprezentaci s 
alokovanými registry.
MachineFunction
Třída MachineFunction obsahuje seznam základních bloků (instancí  MachineBasicBlock). 
Koresponduje s jednou funkcí strojového kódu. Informace o tom, jak probíhá průchod přes tento 
seznam základních bloků je k nalezení v předchozí kapitole.
MachineBasicBlock
Třída  MachineBasicBlock obsahuje seznam strojových instrukcí  (instancí  MachineInstr). 
Odpovídá jednomu základnímu bloku strojového kódu. Více informací pro procházení instrukcemi 
lze najít rovněž v předešlé kapitole.
MachineInstr
Vlastní strojové instrukce jsou reprezentovány instancemi třídy MachineInstr. Tato třída je, jak 
již bylo řečeno dříve, velmi abstraktní cestou reprezentace strojové instrukce. Instrukce je složena 
pouze z operačního kódu a množiny operandů.
Operační  kód  je  nezáporné  číslo,  které  má  význam pouze  v  rámci  konkrétního  backendu. 
Všechny instrukce cílové architektury by měli být definované v souboru *InstrInfo.td (v našem 
případě  CodasipInstrInfo.td).  Hodnoty operačních  kódů  instrukcí  jsou  automaticky 
generované  podle  pořadí  popisu  instrukce  ve  výčtu  z  tohoto  souboru.  Každá  instrukce  dané 
architektury má tedy unikátní operační kód. Třída  MachineInstr nemá žádné bližší informace o 
sémantice  strojové  instrukce.  Pro  poskytnutí  sémantiky  instrukce  je  třeba  využít  třídy 
TargetInstrInfo.
Operandy strojové instrukce mohou být  několika typů.  Může se  například jednat o registr, 
konstantu,  globální  proměnou  a  jiné.  Mimo  jiné  může  být  operand  označen  různými  příznaky. 
Například příznak def znamená pro registr, že je na tomto místě ve strojovém kódu definován (tento 
příznak má význam pouze u registrů). Příznak use zase znamená, že registr se použije v instrukci (je 
z něj čtena hodnota, nebo je použit v porovnání).
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Pořadí  operandů  v  instrukci  je  dáno  konvencí.  Generátor  kódu  v  LLVM řadí  registrové 
operandy tak, že  nejdříve se objeví  v seznamu operandy s příznakem  def a poté až operandy s 
příznakem  use. Například  v  některých  architekturách  je  instrukce  add %R1, %R2, %R3 
interpretována takto: %R1 + %R2 = %R3. V LLVM generátoru kódu bude však pořadí operandů 
transformováno na add %R3 %R1 %R2 (opět se stejnou sémantikou %R3 = %R1 + %R2). Z toho 
vyplývá, že operandy pro uložení výsledku budou na začátku seznamu, navíc označené příznakem 
def. Umístění cílového operandu, jeho definice, na začátku seznamu operandů má několik výhod. 
Například lze poté tisknout instrukce přehledným stylem:  %R3 = add %R1, %R2.  Rovněž je 
jednodušší vytvářet instrukce, u kterých máme dohodnuté pořadí operandů.
SSA forma strojového kódu
Static single assignment (SSA) forma u strojového kódu znamená, že virtuální registry mohou mít 
pouze  jednu definici.  Zároveň  lze  do  nich  zapsat  pouze  jedenkrát.  Tato  forma  výrazně  pomáhá 
zjednodušit analýzu strojového kódu. Instance třídy MachineInstr jsou nejprve ve formě SSA a 
zůstávají v této formě až do fáze alokace registrů. Po dokončení fáze alokace registrů není strojový 
kód již více ve formě SSA, protože se v něm již nenacházejí žádné virtuální registry. [5]
4.2.2 Reprezentace cílové architektury
Cílová architektura je z pohledu PO reprezentována třídami TargetMachine (v případě Codasip 
Studia  CodasipTargetMachine) a  TargetInstrInfo. Třída  TargetMachine zastřešuje 
cílovou  architekturu,  pro  kterou  byl  vygenerován  backend  (viz  2.3).  Tuto  třídu  jsem s  oblibou 
využíval jako druhý parametr pro funkce na psaní ladících výpisů různých objektů ze systému LLVM 
(například kontrukce pMachineInstr->print(errs(), &TM); vytiskne na chybový výstup 
informace získané z cílové architektury o strojové instrukci, instanci MachineInstr).
Třída TargetInstrInfo je zastřešena rovněž v TargetMachine, jde z ní získat pomocí 
funkce  getInstrInfo.  Hlavní  využití  této třídy spočívá v tom, že obsahuje všechny instrukce 
cílové  architektury.  Pomocí  její  funkce  get a  předhozením  operačního  kódu  instrukce  jako 
parametru této funkci  lze  získat  plné  jméno instrukce.  Jméno instrukce se  poté  využívá  pro tisk 
nových instrukcí po úspěsném nahrazení obsahu peephole okénka.
4.3 Peephole vzory
V této sekci se čtenář dozví o tom, jak vypadá jádro peephole optimalizace, peephole vzory. Nejdříve 
ukážu,  jaký mají  mnou  navrhnuté  peephole  vzory  tvar.  Poté  vysvětlím přednosti  a  úskalí  tohoto 
návrhu. Následně osvětlím původ peephole vzorů, odkud a ve které fázi generování překladače jazyka 
C se vytvoří (viz 2.3). Rovněž v této části práce dojde na vysvětlení organizace knihovny peephole 
vzorů a následné práce s ní. Na závěr této podkapitoly se zmíním o postupu při porovávání sémantiky 
peephole vzorů.
4.3.1 Tvar peephole vzorů
Pro názornější popis peephole vzorů jsem se rozhodl vytvořit následující gramatiku:
1. <POPattern> → <MachineInstructions> <Effects>
2. <MachineInstructions> → <MachineInstruction> <MachineInstructions>
3. <MachineInstructions> → "==="
4. <MachineInstruction> → "Opcode" <MachineOperands>
5. <MachineOperands> → <MachineOperand> <MachineOperands>
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6. <MachineOperands> → "EndOfMachineOperands"
7. <MachineOperand> → <DataToken>
8. <Effects> → <Effect> <Effects>
9. <Effects> → "EndOfPOPattern"
10. <Effect> → <Register> "<=" <Operand>
11. <Effect> → <Operation>
12. <Operation> → <OperationToken> <Operands>
13. <Operands> → <Operand> <Operands>
14. <Operands> → "EndOfOperands"
15. <Operand> → <Operation>
16. <Operand> → <OperationDataToken>
17. <OperationDataToken> → <DataToken>
18. <OperationDataToken> → "Constant"
19. <OperationDataToken> → "Undef"
20. <DataToken> → <Register>
21. <DataToken> → "Immediate"
22. <OperationToken> → "Operation"
23. <Register> → "Register"
24. <Register> → "FixedRegister"
V této gramatice je vidět, že každý peephole vzor tvoří seznam strojových instrukcí (nejedná se 
o instrukce třídy MachineInstr, jde o pouze o jejich symbolickou reprezentaci v peephole vzoru) 
a  seznam účinků  těchto instrukcí.  Seznam instrukcí  ve  vzoru  existuje z důvodu,  že  se  mohly ve 
strojovém kódu vyskytovat instrukce, které mohly být nahrazeny sekvencí výkonnějších instrukcí (viz 
3.5.1).  Od  této  myšlenky  ale  bylo  nakonec  upuštěno,  neboť  pro  tyto  případy  nahrazování  lze 
nadefinovat  potřebné  sekvence  přímo  pro  výběr  instrukcí  v  systému  LLVM.  Dále  v  textu 
předpokládám, že každý peephole vzor odpovídá pouze jedné strojové instrukci.
Strojové  instrukce  ve  vzorech  jsou  složeny  z  operačního  kódu  této  instrukce  a  seznamu 
operandů. Tyto operandy popisuji základními stavebními jednotkami peephole vzorů, tokeny (název 
token vychází  ze  způsobu získávání  peephole  vzorů  v  prototypu mého PO).  O tokenech se  dále 
zmíním později.
Seznam  účinků  instrukce  zachycuje  její  sémantiku.  Každý  účinek  odpovídá  přiřazení  do 
registru nebo zápisu do paměti. Zápis do paměti realizuje operace store. Operace, druhé základní 
stavební kameny peephole vzorů, skládají tokeny do stromu. Každá operace je totiž složena z tokenu 
reprezentující operaci a operandů, které mohou být další operací nebo listem tokenem. Bohužel se 
později tato různorodost operandů operace ukázala velice nevhodnou pro generování peephole vzorů. 
Tato nesrovnalost byla vyřešena zapouzdřením tokenu operací a přidáním příznaku do operace, který 
symbolizuje,  že  s operací  se má pracovat pouze jako s tokenem. Takže na každý účinek,  tvořící 
sémantiku instrukce, nahlížím jako na strom sestavený z operací, které na sobě nesou tokeny jako 
listy stromu. Ostatně i účinek, který přiřazuje do registru, převádím na operaci, kterou reprezentuji 
tokenem  přiřazení  do  registru.  Jejím  prvním  operandem  je  cílový  registr  a  druhému  operandu 
odpovídá přiřazovaná hodnota.
Nyní se dostávám k popisu tokenů. Tokeny se používají pro reprezentaci operandů strojových 
instrukcí,  informací  o  operacích  a  některých  operandů  operací.  Tokeny  pro  popis  informací  o 
operacích v sobě zahrnují typ operace (aritmetická, konverze, ukládací do paměti, načítací  z paměti 
nebo jiné druhy operací)  a konkrétní  kód operace (symbolizuje konkrétně  například  add,  sext, 
store,  load atd.), který je dán reprezentací mikroinstrukce při generování backendu, a datovou 
šířku operace. Tokeny určené pro popis proměnných obsahují typ proměnné (registr, rozlišuje se fixní 
a  libovolný,  immediate hodnota,  konstanta nebo nedefinovaná hodnota).  Tokeny reprezentující 
proměnné rovněž obsahují datovou šířku, navíc však obsahují další dodatečné informace podle typu 
proměnné. Nyní uvedu krátký výčet tokenů reprezentující proměnné a jejich vlastností. Datovou šířku 
obsahují všechny typy popisovaných tokenů, proto ji dále uvádět nebudu.
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Token reprezentující registr
Registr  je  reprezentován  ve  vzorech  pouze  číslem registru.  Peephole  optimalizátor  u  virtuálního 
registru nepotřebuje nic vědět o tom, ze které registrové třídy se poté konkrétní registr vybere.
Token reprezentující fixní registr
Fixní registr narozdíl od libovolného, virtuálního registru, musí kromě čísla registru obsahovat také 
název registrové třídy, ke které patří.
Token reprezentující immediate hodnotu
Obsahuje číselnou hodnotu, která může reprezentovat tuto hodnotu nebo adresu, na které leží nějaká 
hodnota. Záleží na kontextu použití této proměnné. 
Token reprezentující konstantu
Konstanty jsou reprezentovány zvlášť neznaménkovovou hodnotou a údajem o znaménku.
Token reprezentující nedefinovanou hodnotu
Je určen  pouze  typem proměnné  a  šířkou.  Není  potřeba uchovávat  žádné  další  informace o této 
proměnné.
Oddělení tokenů,  které nesou informace důležité při porovnávání vzorů,  a operací, stavitelů 
struktury  stromů,  které  tvoří  účinky  instrukce,  přineslo  několik  nepříjemných  komplikací  při 
implementaci PO. Nicméně toto úsilí bude navráceno při údržbě mého programu, neboť dodat nové 
typy tokenů nebo rozšířit stávající tokeny bude podstatně snadnější než implementovat nové stavební 
struktury, které již zajišťují obecnější operace.
4.3.2 Získávání peephole vzorů
Peephole vzory se generují do souborů zdrojových kódů překladače jazyka C aplikací backendgen 
(viz 2.3). Vstupem aplikace backendgen je sémantika instrukcí cílové architektury. Tento vstup je 
zpracován modulem cgirparserl a poté jsou v aplikaci backendgen přítomny datové struktury 
reprezentující veškeré informace o cílové architektuře a hlavně o strojových instrukcích, které tato 
architektura obsahuje.
Napsal  jsem  do  aplikace  backendgen modul  peepholegen,  který  zajišťuje  konverzi 
informací o instrukcích vstupní architektury do vygenerovaných souborů zdrojových kódů překladače 
jazyka C. Po přeložení těchto zdrojáků a následném spuštění překladače (peephole optimalizace musí 
být rovněž zapnutá) se peephole vzory vytvoří v modulu PeepholeGenerated mého PO, kam se 
generoval kód z aplikace backendgen. Více informací o implementaci se čtenář dozví v kapitole o 
implementaci.
Vygenerované  vzory  jsou  však  důmyslně  organizovány  v  knihovně  peephole  vzorů.  První 
forma organizace peephole vzorů bude založena na poli ukazatelů na vytvořené vzory. Index do pole 
se  bude  rovnat  operačnímu  kódu instrukce.  Tímto  se  velice  urychlí  vytváření  seznamu peephole 
struktur nad strojovými instrukcemi (viz 4.3.1).
Další  forma uložení bude využívána ve fázi  hledání odpovídajících vzorů  obsahu peephole 
okénka. V základu půjde o dynamické pole,  které bude obsahovat několik seznamů  ukazatelů  na 
peephole vzory. Vnitřní seznamy budou obsahovat vždy pouze ukazatele na vzory, které mají mezi 
sebou  shodný  počet  účinků.  Index  do  pole  bude  odpovídat  počtu  účinků  v  peephole  vzorech 
odkázaných ze seznamu na tomto indexu. Takovéto uspořádání umožní některé seznamy ukazatelů na 
vzory s více účinky než obsahuje okénko rovnou přeskočit a tím celý proces vyhledávání vhodného 
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peephole vzoru urychlit. Na závěr bych už jen upozornil čtenáře na skutečnost, že na každý peephole 
vzor existují z knihovny peephole vzorů dva odkazy, jeden pro sestrojení seznamu peephole struktur 
a druhý pro vyhledávání vhodného vzoru pro potřeby peephole optimalizace.
4.3.3 Porovnávání peephole vzorů
Na shodu jsou porovnávány vždy pouze jednotlivé účinky obsažené v peephole okénku s účinky na 
odpovídajícím místě v aktuálně porovnávaném peephole vzoru. Každý účinek je strom operací, který 
zastřešuje tokeny (viz 4.3.1). Tento strom operací je porovnáván průchodem inorder. Nejprve dojde k 
porovnání  tokenu,  který  obsahuje  informace  o  operaci.  Poté  se  porovnávají  operandy operace  v 
pořadí  v  jakém  jsou  uvedeny  v  seznamu  operandů.  Pokud  jeden  operand  je  token  a  s  ním 
porovnávaný je operací, nebo opačně, tak porovnávaný vzor s účinky v okénku nevyhověl. V případě 
komutativní operace může navíc dojít ke změně pořadí porovnávání operandů operace (viz 5.2.3).
Vlastní tokeny se porovnávají specializovanějším způsobem. Nejdříve se ověří jestli se u obou 
tokenů  rovnají  jejich typy.  Poté se  po úspěšné shodě  typu tokenů  provádí  porovnávání  ostatních 
atributů právě podle typu tokenů.
4.4 Práce peephole optimalizátoru
V této podkapitole se nalézá popis algoritmů a datových struktur, které budou pohánět můj PO. Do 
této  části  patří  například  analýza  mrtvého  kódu,  pohyb  peephole  okénka  nad  kódem strojových 
instrukcí nebo nahrazení instrukcí a následné umístění okénka na vhodnou pozici v kódu. Nakonec 
bude vysvětleno vlastní porovnávání účinků v okénku a peephole vzorů.
4.4.1 Analýza strojového kódu
Nyní, když je známý tvar a způsob organizace instrukcí ve strojovém kódu, lze s nimi odpovídajícím 
způsobem pracovat. Pro vlastní práci při peephole optimalizaci je potřeba nad každou instrukcí ve 
strojovém kódu vybudovat datovou strukturu, která bude obsahovat ukazatel na strojovou instrukci, 
nad kterou tato struktura byla vybudována. Dále v textu této struktuře budu říkat peephole struktura. 
Peephole struktura dále bude obsahovat ukazatel na odpovídající vzor do knihovny peephole vzorů. 
Pokud  nebude  známý  vzor  pro  instrukci  ve  strojovém  kódu,  ukazatel  na  peephole  vzor  bude 
nedefinovaný a PO dále nebude vůbec pracovat s neznámou instrukcí. Poslední položkou peephole 
struktury bude seznam obsahující mrtvé proměnné na aktuálním místě v kódu. Tyto struktury budou 
obdobně jako instrukce uspořádány do obousměrného seznamu, aby bylo možné pohybovat peephole 
okénkem v libovolném směru.
Sestavení seznamu peephole struktur a analýza mrtvého kódu
Analýza mrtvého kódu je prováděna z důvodu, kdy se v peephole okénku mohou vyskytovat  po 
přiřazení  účinků  k  instrukci  účinky,  které  nic  užitečného  nedělají.  Tyto  účinky  je  poté  možné 
ignorovat  při hledání vhodných instrukcí pro náhradu počáteních instrukcí v okénku. Například půjde 
o nastavování příznaku, který se později v kódu nebude před dalším zápisem do něj kontrolovat.
Jelikož se v peephole strukturách vyskytují seznamy mrtvých proměnných, tak průchod pro 
sestavení seznamu  těchto struktur bude muset probíhat odzadu. Algoritmus pro sestavení peephole 
struktur a pro analýzu mrtvých proměnných bude v závislosti na teorii uvedené v kapitole o peephole 
optimalizaci (viz 3.3.2). vypadat takto:
1. Přípravný průchod peephole optimalizace začne na poslední instrukci v základním bloku.
2. První  akcí  je nalezení  odpovídajícího peephole  vzoru  pro strojovou instrukci  z  knihovny 
peephole vzorů. Instrukce se vzájemně odlišují operačním kódem (viz 4.2.1). Této vlastnosti 
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využiji  později  pro  konstrukci  knihovny  peephole  vzorů.  Nyní  postačí  vědět,  že  vzor 
vyhledám v knihovně  právě  podle operačního kódu aktuálně vyšetřované instrukce. Pokud 
peephole  vzor  neexistuje  v  knihovně  peephole  vzorů,  instrukce  je  neznámá,  ukazatel  na 
peephole vzor bude nedefinovaný a algoritmus bude pokračovat až bodem 4.
3. Pro každou z instrukcí se sestrojí seznam mrtvých proměnných, převážně registrů. Seznam 
mrtvých instrukcí je prázdný, když se jedná o poslední instrukci v základním bloku nebo o 
instrukci  před  neznámou  instrukcí,  skokovou   instrukcí  nebo  instrukci  návěští.  Jinak  se 
seznam mrtvých proměnných získá ze seznamu následující instrukce,  proto tento průchod 
probíhá odzadu, a přidají se do něj proměnné, do kterých instrukce zapisuje. Na závěr se ze 
seznamu odeberou proměnné, které instrukce čte.  Musí se to dělát  v tomto pořadí,  neboť 
existují proměnné, které slouží zároveň jako vstupní a výstupní hodnoty instrukce.
4. Nakonec  vytvoříme  výslednou  peephole  strukturu  z  dříve  získaných  částí,  ukazatele  na 
peephole  vzor  a  seznamu  mrtvých  proměnných,  a  ukazatele  na  aktuálně  zpracovávanou 
instrukci.  Získanou  strukturu  poté  přidáme  do  seznamu,  který  je  hlavním výstupem této 
přípravné fáze peephole optimalizace.
5. Pokud nejsme na první instrukce právě  analyzovaného základního bloku, posuneme se na 
další, předchozí instrukci, a pokračujeme na bodě 2.
Nad takto  získaným seznamem peephole  struktur  poté  bude  probíhat  hlavní  fáze  peephole 
optimalizace.  Bude  se  přes  něj  pohybovat  peephole  okénko  a  změny  v  peephole  strukturách  se 
nakonec budou promítat do strojového kódu. Na závěr chci zdůraznit, že peephole struktura odpovídá 
vždy právě jedné instrukci strojového kódu a tyto dva pojmy budou v kontextu PO znamenat totéž v 
dalších částech práce.
4.4.2 Peephole okénko
Peephole okénko je pro PO oblast, nad kterou pracuje v hlavním průchodu při peephole optimalizaci. 
Toto  okénko  bude  pracovat  nad  seznamem peephole  struktur,  který  jsem popisoval  v  předchozí 
podkapitole.  Před konstrukcí peephole okénka bylo třeba řešit několik problémů. Nejrozporuplnějším 
problémem bylo určení rozsahu peehole okénka.
Rozsah peephole okénka
Rozsah okénka (viz 3.1.3) by neměl být z výkonnostních důvodů příliš velký. Rozsah okénka by měl 
být podřízen znalosti instrukcí cílové architektury. Například v cílové architektuře existují instrukce 
obsahující  sémantiku  sdruženou  z  maximálně  tří  jiných  instrukcí.  Poté  se  mi  pro  tento  případ 
nevyplatí peephole okénko větší než tři instrukce a podobně okénko, které by obsahovalo pouze dvě 
instrukce, by nedokázalo nikdy tuto trojici instrukcí optimalizovat.
Nastavení počáteční pozice peephole okénka
Před začátkem hlavní fáze peephole optimalizace je potřeba nastavit peephole okénko na patřičné 
místo  v  seznamu  peephole  struktur,  který  byl  vystavěn  nad  právě  optimalizovaným  základním 
blokem (viz 4.4.1). Podmínky pro ustavení okénka jsou tyto:
1. Peephole okénko musí obsahovat právě tolik instrukcí, jaký má stanovený rozsah.
2. Všechny instrukce, které okénko obsahuje, musí být známé, takže ukazatel na peephole vzor 
musí být definovaný.
Peephole okénko se nejdřív nastaví na začátek seznamu tak, aby pokrývalo právě tolik instrukcí 
jaký je jeho rozsah. Průchod seznamem pokračuje směrem odpředu a hledá se vhodné místo pro 
peephole okénko dokud nejsou obě podmínky splněny. Po usazení okénka se může pokračovat už 
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vlastní  peephole  optimalizací.  V  případě,  kdy  se  nepodaří  umístit  peephole  okénko  do  seznamu 
peephole struktur, se celý základní blok přeskočí, dále se s ním nepracuje.
Pohyb peephole okénka při peephole optimalizaci
V této  části  textu  již uvažuji  úspěšně  nastavené  peephole  okénko  na  počáteční  pozici.  Peephole 
okénko  se  bude  během peephole  optimalizace  pohybovat  dvěma směry,  proto  musí  být  seznam 
peephole  struktur  navržen  tak,  aby  obousměrný  pohyb  podporoval.  Směr  pohybu  se  bude  řídit 
úspěšností při  nahrazení obsahu peephole okénka. V následujícím krocích se nachází slovní popis 
algoritmu, který řídí pohyb peephole okénka při peephole optimalizaci:
1. Nejprve  se  pokusí  PO najít  instrukce,  kterými  by lépe  nahradil  stávající  obsah  peephole 
okénka.
2. Pokud takové instrukce nenajde pokračuje se bodem 6.
3. V případě  úspěšného nalezení instrukcí, kterými se nahradí původní instrukce v peephole 
okénku se musí udělat více akcí. Nejdříve se musí peephole okénko posunout směrem dozadu 
v seznamu peephole struktur tak, aby se nacházelo svou zadní hranicí na místě před první 
nahrazovanou instrukcí.
4. V případě  existence takového místa a úspěšného přesunutí peephole okénka na toto místo 
dojde  k  nahrazení  instrukcí  na  bývalém místě  okénka  a  dále  se  postupuje  stejně  jako  v 
případě neúspěšného nahrazení obsahu okénka bodem 6.
5. Při  neexistenci  vhodného místa  pro přesun peephole okénka  dojde k provedení nahrazení 
instrukcí přímo v okénku. Nyní je potřeba opět nastavit počáteční pozici peephole okénka a 
restartovat celý algoritmus pohybu peephole okénka.
6. Nyní se posunou obě hranice peephole okénka v seznamu peephole struktur směrem dopředu 
o jednu instrukci.
7. Po tomto posunu se opět musí zkontrolovat, aby okénko neobsahovalo neznámou instrukci. V 
případě,  že  peephole  okénko obsahuje neznámou instrukci,  je třeba okénko posouvat  tak 
dlouho, dokud nevyhoví této podmínce.
8. Peephole optimalizace nad právě optimalizovaným základním blokem končí v případě, že už 
není dále možné posunout peephole okénko.
4.4.3 Postup porovnávání účinků v peephole okénku se vzory
V peephole okénku jsou, dle předchozího textu, na začátku porovnávání peephole struktury. Z jejich 
odkazů na peephole vzory se získají účinky instrukcí v okénku. Tyto účinky však musí být nejprve 
naplněny  reálnými  operandy  instrukcí,  čísly  registrů  nebo  hodnotami  proměnných.  Nyní  okénko 
obsahuje seznam reálných účinků.
Nyní  podle následujícího algoritmu začne porovnávání účinků  s peephole vzory z knihovny 
peephole vzorů:
1. Z peephole knihovny vytáhneme první nepoužitý vzor, který má co nejvíce účinků.  Tento 
vzor zároveň musí mít maximálně tolik účinků, kolik jich je ještě neporovnaných v peephole 
okénku.
2. Pokud  takový  vzor  neexistuje,  musíme  zahodit  struktury,  které  vznikly  při  předchozím 
úspěšném porovnání  peephole  vzoru,  a  provést  navrát  k  porovnávání  s  dalším  možným 
vzorem, který po něm následuje v knihovně. Pokračuje se dalším krokem peephole okénka, 
pokud se už nelze navrátit a provést porovnání dalším peephole vzorem.
3. Nyní, když máme vybraný vhodný vzor, vybereme stejný počet prvních nepoužitých účinků z 
peephole  okénka  jako  má  vybraný vzor.  Nemusí  se  brát  pouze  první  účinky  v peephole 
okénku  tak,  jak jdou po  sobě,  ale  obecně  kombinace  prvních  nepoužitých  účinků.  První 
kombinace účinků bude většinou odpovídat klasické sekvenci účinků (viz 5.2.1).
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4. Poté z těchto účinků podle jejich pořadí sestavíme porovnávací strom, pomůžeme si operací 
známou  z  peephole  vzorů.  Struktura  porovnávacího  stromu  se  bude  vytvářet  od  kořene 
operací  s  tokenem typu  MATCH.  Prvním operandem této  operace  bude  kořenová  operace 
prvního účinku ze seznamu. Druhým operandem bude buď token END v případě, že nejsou k 
dispozici  další  účinky  nebo další  operace,  vytvořená  stejným způsobem jako  operace  na 
kořeni.
5. Podobným způsobem dojde k vytvoření porovnávacího stromu z účinků v peephole vzoru. 
Budou se aplikovat veškeré možné permutace účinků ve vzoru, dokud vzor nebude odpovídat 
porovnávanému stromu (viz 5.2.2).
6. V  této  fázi  máme  dva  stromy  tvořené  porovnávacími  operacemi.  Přidáme  k  nim  kopii 
instrukce s formálními operandy z peephole vzoru. Teď začíná opravdové porovnání, už jsem 
zmínil, jakým způsobem dochází k porovnání operací a tokenů (viz 4.3.3). Oproti tomu, co 
jsem popsal dříve, dochází navíc při porovnání dvou tokenů, které mají shodný typ registr 
nebo proměnné, ke kontrole vůči kopii instrukce z peephole vzoru. V porovnávacím stromu 
odvozeném  od  vzoru  jsou  všechny  registry,  toto  neplatí  pro  fixní  registry,  a  proměnné 
formální. To znamená, že dojde k vyhledání formálního operandu v instrukci vzoru podle 
aktuálně  porovnávaného  tokenu  ze  vzoru.  Nyní  se  podle  získaného  indexu  operandu  v 
instrukci ve vzoru podíváme na místo operandu v dříve získané kopii této instrukce. Pokud je 
rovněž formální, porovnávání je vždy úspěšné a dojde ke změně  na reálný operand v této 
kopii a přepsání hodnot podle tokenu z porovnávacího stromu účinků získaného z peephole 
okénka. V případě reálného operandu v kopii této instrukci musí pro úspěšné porovnání dojít 
k přesné shodě tokenu z účinků peephole okénka a tohoto operandu.
7. V případě  neúspěchu porovnání algoritmus začíná s dalším vhodným vzorem z peephole 
knihovny.
8. V  případě  úspěchu  vytvoříme  strukturu,  která  v  sobě  bude  zahrnovat  odkaz  na  úspěšně 
porovnaný peephole vzor a odkazy na použité peephole účinky, které rovněž označíme jako 
použité, a uložíme ji do seznamu úspěšně porovnaných struktur. Tato struktura bude důležitá 
pro  návrat  v  případě  budoucího  neúspěchu při  peephole  optimalizaci.  Uložena  do  svého 
seznamu bude  také kopie  instrukce  z  peephole  vzoru  s  reálnými  operandy získanými  při 
porovnávání.
9. Pokud  jsou  již  všechny  účinky  v  peephole  okénku  použité  algoritmus  končí  a  bude  se 
pokračovat nahrazováním instrukcí.
10. Jinak se začne novou iterací tohoto algoritmu pro porovnání dalších nepoužitých účinků  v 
peephole okénku.
4.4.4 Nahrazování instrukcí v peephole okénku
Nahrazení instrukcí přijde v okamžiku, kdy je celé peephole okénko úspěšně porovnané. Navíc máme 
k  dispozici  seznam  instrukcí  s  reálnými  operandy  z  předchozí  fáze.  Nejdříve  je  však  potřeba 
zkontrolovat  instrukce  v  peephole  okénku  s  novými  instrukcemi  ze  seznamu  instrukcí  podle 
operačních kódů instrukcí. Cílem této kontroly je zjistit, zda došlo k nějaké změně vůči původnímu 
kódu. Pokud nenastala žádná změna pokračujeme dalším krokem peephole okénka.
Vlastní nahrazení začíná uchováním odkazů na instrukce, které se mají vymazat (jsou obsaženy 
v  peephole  strukturách  v  okénku).  Poté  se  prochází  seznamem nových  instrukcí  a  hledají  se  ke 
každému reálnému operandu instance třídy MachineOperand v původních instrukcích. Poté se z 
operačního kódu instrukce a seznamu instancí MachineOperand sestaví instrukce pomocí funkce 
BuildMI.  Rovněž  dojde  k  vytváření  části  seznamu  peephole  struktur.  Nakonec,  poté  co  jsou 
všechny instrukce  vystavené  do kódu,  dojde ke vložení  této části  seznamu před pozici  peephole 
okénka do seznamu peephole struktur. Na závěr se odstraní část seznamu peephole struktur v okénku 
a dříve uložené strojové instrukce, instance třídy MachineInstr.
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5 Implementace
Obsahem  této  kapitoly  bude,  jak  již  název  napovídá,  vlastní  implementace  programu  peephole 
optimalizátoru.  Většinu  problémů,  které  mě  při  vytváření  peephole  optimalizátoru  potkaly,  jsem 
popsal v kapitole zabývající se návrhem peephole optimalizátoru, proto se jimi zde nebudu znovu 
zabývat. V této kapitole si kladu za hlavní cíl  čtenáře seznámit se strukturou výsledného programu. 
Nebudu se zde již k tomu příliš rozepisovat, tuto kapitolu též pojmu jako ucelení myšlenek z mého 
snažení.  Dále  bych  popsal  použité  algoritmy  při  porovnávání  vzorů.  Také  popíši  některá 
implementační omezení.
5.1 Struktura peephole optimalizátoru
Výsledný program je složen ze dvou hlavních modulů, které se vyskytují v různých částech systému, 
jehož je můj program součástí.
peepholegen
Modul  peepholegen má  za  hlavní  úkol  vygenerovat  veškeré  peephole  vzory  pro  cílovou 
architekturu (viz 4.4.2) a běží ve fázi generování výsledného překladače jazyka C (viz 2.3). Je úplně 
odloučen od ostatních modulů, ve kterých leží jádro peephole optimalizace.
CodasipPeepholeOpt
Hlavním ohniskem mé práce je modul CodasipPeepholeOpt. Tímto modulem je můj program 
připojen  ke  zbytku  stávajícího  překladače  jazyka  C.  Tento  modul  obsahuje  hlavní  funkci 
createCodasipPeepholeOptimizerPass, která slouží k vytvoření tohoto propojení a navíc 
je  zodpovědná  za  vytvoření  objektu  peephole  optimalizátoru,  ve  kterém jsou  obsaženy  všechny 
potřebné funkce pro běh peephole optimalizace, peephole průchodu (viz 4.1). Tato funkce je volána z 
modulu  CodasipTargetMachine. Modul  CodasipPeepholeOpt využívá  pro  svou  práci 
dalších modulů.
CodasipPeepholeGenerated
Modul  CodasipPeepholeGenerated je právě tím místem, ve kterém je uložen vygenerovaný 
kód modulem peepholegen. Tento modul má pouze jediný úkol. Musí naplnit knihovnu peephole 
vzorů, která bude využívána dále v programu.
CodasipPeepholeCombiner
Většina logiky procesu peephole optimalizace leží právě v této části. Zde jsou vytvořeny seznamy 
peephole struktur nad základními bloky (viz  4.3.1). Dále je tu k nalezení veškerá práce s peephole 
okénkem (viz  4.3.2).  Nakonec se  také tento  modul  stará  o nejobecnější  mechanismy pro práci  s 
peephole vzory při porovnávání s účinky v okénku a nahrazování původních instrukcí rozpoznanými 
instrukcemi.
CodasipPeepholeStructures
Poslední z aktuálně popisovaných modulů  je rovněž tím nejdůležitějším, neboť ho využívají úplně 
všechny  vyjmenované  moduly  (výjimku  tvoří  modul  peepholegen).  Nachází  se  tu  základní 
kameny  potřebné  pro  chod  peephole  optimalizátoru.  Těmito  kameny  jsou  třídy,  které  formují 
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knihovnu peephole vzorů a peephole vzory samotné (Token, Operation, Effect, POPattern 
atd.).  Třídy  hlavně  zpřístupňují  důležité  metody  pro  porovnávání  mezi  sebou  při  peephole 
optimalizaci.
5.2 Algoritmy využívané při porovnávání vzorů
V této části blíže specifikuji práci algoritmů, které se uplatní při porovnávání účinků peephole vzorů s 
účinky osaženými v peephole okénku.
5.2.1 Kombinatorický výběr účinků z okénka
Před porovnáváním nepoužitých účinků v peephole okénku s účinky ve vybraném peephole vzoru je 
potřeba vybrat  právě  vhodnou kombinaci účinků  z okénka.  Tato kombinace obsahuje právě  tolik 
účinků,  kolik jich obsahuje  vybraný vzor.  Pro jejich získání  jsem navrhnul  algoritmus,  který  mi 
umožní získat první kombinaci účinků z okénka. Dále musí jít odvodit od nevyhovující kombinace 
další kombinace účinků. Hlavně musí platit, že vybrané kombinace budou bezpečné z hlediska pořadí 
účinků v okénku.
Získání první kombinace je triviální. Vybírám nepoužité účinky z okénka tak dlouho, dokud 
jich nemám vybraný stejný počet účinků jako jich je obsažených ve vzoru.
Při generování další kombinace jsem se inspiroval algoritmem permutace z knihovny C++. Dá 
se říct, že vygeneruji nejbližšího lexikálně většího následníka dané kombinace.
Kombinace,  jejichž  účinky  leží  za  sebou,  jsou  bezpečné.  Pokud  se  v  sekvenci  účinků  v 
kombinaci objeví účinek, který v okénku leží za účinkem, který je nepoužitý a zároveň nepatří do 
dané kombinace, může se jednat o nebezpečnou situaci. V případě nebezpečné situace je třeba provést 
test,  zda  přeskočená  instrukce neprodukuje  výsledek,  který následující  instrukce  (navíc  jsou tyto 
instrukce součástí peephole okénka) nečtou. Zároveň  musí platit, že přeskočená instrukce nečte ze 
zdrojů (registrů, paměti), kam následující instrukce v okénku zapisují.
5.2.2 Permutace účinků ve vzoru
Před porovnáním si vygeneruji seznam indexů účinků ve vzoru tak, jak následují v seznamu účinků 
za sebou. Pořadí indexů  dává permutaci účinků,  na které odkazují. Tímto způsobem získám první 
permutaci účinků. Další permutaci získám voláním funkce next_permutation ze standardní C++ 
knihovny nad seznamem indexů. Navíc jsem informován touto funkcí v případě, že neexistuje další 
permutace pro porovnávání.  Narozdíl od určování kombinací účinků  v okénku (viz  5.2.1) nehrozí 
žádné komplikace při permutování účinků ve vzoru.
5.2.3 Řešení komutativních operací
Při porovnávání stromů tvořených operacemi může dojít k situaci, že některá z operací je komutativní 
a selže porovnávání na některém z jejich operandů. V tomto případě se využije vlastnost komutativity 
operace, její operandy se prohodí a znovu porovnají. Navíc se k operaci poznačí, že komutativita byla 
použita a tím pádem se při dalším selhání porovnání vlastnosti komutativity znovu nevyužije.
Dále  existují  případy,  kdy  je  nejdříve  porovnán  úspěšně  první  účinek  ve  stromu  pro 
porovnávání,  ale   další  účinek  při  porovnávání  selže  (ani  vlastnost  komutativity  v  rámci 
porovnávaného  účinku  této  situaci  nezabrání).  Poté  nastoupí  na  řadu  opět  výhody  operací 
komutativity. Ale uplatní se znovu při porovnávání již porovnaného předchozího účinku. Nejdříve se 
průchodem inorder  zjistí  všechny komutativní  operace v předchozím účinku.  Poté  se  průchodem 
odzadu nalezne první komutativní operace s nepoužitou komutativitou (pokud taková operace není 
pak  celé  porovnání  vzorů  selhalo).  Tato  operace  se  označí  jako  použitá  a  všechny  komutativní 
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operace za ní jako nepoužité. Nyní dojde k vynucení porovnání vzorů přesně podle nastavení použít 
nebo nepoužít v daných operacích komutativity. V případě, kdy se předchozí účinek tímto způsobem 
správně porovná, dojde k normálnímu pokračování porovnávání dalším prvně neuspěným účinkem 
při porovnávání.
Nyní  zmíním  ještě  jedno  omezení  pro  uplatňování  vlastnosti  komutativity.  V  mojí 
implementaci uvažuji možnost komutativity pouze na operace se dvěma operandy. Je to převážně z 
důvodu, že ve stromech se nevyskytují operace s více operandy. Pokud by toto omezení přestalo 
platit,  bude  třeba  rozlišovat  více  stavů  u  komutativních  operací  než  komutativita  použita  nebo 
nepoužita.
5.3 Analýza mrtvých proměnných
O algoritmu pro eliminaci mrtvých proměnných jsem se již zmínil při návrhu peephole optimalizátoru 
(viz  4.4.1).  Tento algoritmus  jsem nejdříve naimplementoval v prototypu PO, který pracoval nad 
fiktivním testovacím kódem. Nicméně při vlastní implementaci PO do systému LLVM jsem objevil 
průchod se jménem Live Variable Analysis, který se zabývá právě inspekcí kódu za účelem 
odhalení  mrtvých  proměnných.  Těmto  proměnným poté  přiřazuje  příznak  kill.  Tento  průchod 
spravuje Pass Manager. Volá jej po změně ve funkci programu jiným průchodem.
Z tohoto důvodu jsem vyškrtl algoritmus analýzy mrtvých proměnných ze svého programu. 
Veškeré informace o mrtvých proměnných zajišťuje systém LLVM. Tyto informace mohou být v 
budoucnu levně použity pro eliminaci nepotřebných účinků z peephole okénka před rozpoznáváním 
vzorů.  Zatím  jsem  danou  vlastnost  neimplementoval,  protože  se  mi  nepodařilo  najít  vhodnou 
testovací situaci.
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6 Výsledky
Výsledný překladač,  který v sobě  obsahuje můj  peephole optimalizátor, byl  úspěšně  otestován na 
překladu několika programů.  Programy  sobel_filter_single_core a  bitcnt pochází od 
týmu Lissom. Dále jsem implementoval program realizující algoritmus  bubblesort nad polem, 
abych demonstroval využití instrukcí s preinkrementem. Ve výše zmíněných programech našel můj 
peephole optimalizátor uplatnění. Více podrobností o překladu, zdrojové kódy programů  (zdrojové 
kódy programů lze najít rovněž v příloze 1) a výsledky překladu jsou k nalezení na přiloženém DVD 
v sekci testovacích příkladů.
Na obrázku 6.1 je část programu bubblesort ve výsledném assembleru. Nalevo je překlad 
bez  zapnuté  peephole  optimalizace.  Napravo  se  nachází  program  přeložený  s  pomocí  peephole 
optimalizátoru. Jak je vidět, tak se místo dvou dvojic instrukcí,  ADDU a LB, využily specializované 
instrukce LB_PREINC. Tyto instrukce nejdříve přičtou hodnotu k proměnné symbolizující adresu v 
paměti a poté pomocí takto získané adresy provedou načtení hodnoty z paměti do cílového registru.
Na obrázku 6.2 je k nalezení úsek programu bitcnt, ve kterém došlo k uplatnění několika 
specializovaných instrukcí. V příloze 2 je k nalezení podrobný popis funkcionality všech přidaných 
specializovaných instrukcí.
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Obrázek 6.1: Využití instrukcí s preinkrementem
Obrázek 6.2: Specializované instrukce v programu bitcnt
Součástí  testování  bylo  také  určení  navýšení  výkonu  programů  v  závislosti  na  využití 
specializovaných  instrukcí.  Z  tohoto  důvodu  jsem  nejprve  přeložil  všechny  programy  dvakrát, 
nejdříve bez peephole optimalizátoru a poté s ním. Výsledkem překladu jsou assemblerovské kódy, 
které se nakonec spustily na simulátoru ve vývojovém prostředí Codasip Studio. Podle poměru cyklů 
simulátoru potřebných pro vykonání programu jsem následně určil nárůst výkonu. Výsledky simulací 
programu bubblesort lze vidět na grafu 6.1. V případě programu bubblesort se výkon zvýšil 
o 8 procent.
Graf 6.2 odpovídá výsledkům simulace programu bitcnt.  U programu bitcnt byl nárůst 
výkonu  dokonce  25  procent  a  to  i  přesto,  že  došlo  k  nahrazení  pouze  čtyř  sekvencí  strojových 
instrukcí. Je to dáno tím, že veškeré optimalizace se udály v kritické části programu, ve smyčkách. 
Navíc počet strojových instrukcí, které tvoří výsledný program bitcnt, není příliš velký. 
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Graf 6.1: Výsledky simulací přeloženého programu bubblesort
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Graf 6.2: Výsledky simulací přeloženého programu bitcnt
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Na  posledním  grafu  6.3 je  znázorněn  výsledek  překladu  programu 
sobel_filter_single_core.  Při  překladu  tohoto  programu  došlo  k  největšímu  počtu 
nahrazení sekvencí strojových instrukcí. Provádění programu se zrychlilo o 15 procent.
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Graf 6.3: Výsledky simulací přeloženého programu filter_sobel_single_core
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7 Závěr
Výsledkem mé bakalářské práce je vytvoření obecného peephole optimalizátoru, který může nalézt 
uplatnění  v konfigurovatelných  architekturách procesorů.  I  sebemenší  nárust  výkonu v kritických 
úsecích kódu markantně urychlí provádění celého programu. 
Peephole optimalizátor byl úspěšně otestován v simulátoru ve vývojovém prostředí Codasip 
Studio. Jako testovací program posloužil Sobelův konvoluční filtr, ve kterém jsem ručně vyhledal 
instrukce,  které  by  šly  optimalizovat.  Poté  jsem  tyto  instrukce  přidal  do  architektury  MIPS, 
vygeneroval  si  peephole  vzory  do  PO  a  poté  takto  vylepšeným  překladačem  přeložil  testovací 
program.  Dalšími  programy,  které  jsem  takto  optimalizoval,  byly  bitcnt a  bubblesort. 
Provádění těchto programu se zrychlilo oproti verzi přeložené bez peephole optimalizace o 8 procent 
v případě  programu  bitcnt,  o  15  procent  v případě  Sobelova  konvolučního filtru a  v  případě 
programu bubblesort dokonce o 25 procent.
Největším ohniskem mé práce byl  návrh procesu peephole  optimalizace.  Většina dostupné 
teorie o peephole optimalizátorech pouze velice hrubě popisuje, co takový PO umí řešit. Na to, jak 
problémy  řešit,  jsem musel  přijít  sám.  Mnou  vytvořený  PO  se  opírá  o  znalosti  instrukcí  dané 
architektury získaných z programu backendgen. Tímto způsobem dochází ke generování mého PO 
z popisu architektury procesoru v jazyce Codal. Pokud se struktura programu backendgen příliš 
nezmění,  dá se  říct,  že  si  můj  PO poradí  s jakoukoli  architekturou,  se  kterou si  poradí  program 
backendgen.
Dá  se  předpokládat,  že  má  práce  na  PO  bude  pokračovat,  poněvadž  existuje  nezměrné 
množství architektur, instrukcí a programů, se kterými musí můj PO umět pracovat. Namátkou uvedu 
některé nedostatky, které se mohou dále řešit:
1. Prozkoumání využití informací o mrtvých proměnných k eliminaci účinků v peephole okénku 
a možnosti lepší peephole optimalizace pouze zbývajících účinků.
2. Větší provázanost s prostředím. Jedná se hlavně o systém LLVM a program backendgen 
(například v PO jsou napevno dané komutativní operace a některé další informace).
3. Podpora vlastností i jiných architektur než MIPS.
4. Přidat práci s příznaky.
Tato práce mi  dala cenné znalosti  v oblasti  překladačů  a moderního překladového systému 
LLVM. Rovněž jsem si vyzkoušel práci na týmovém projektu, což je pro mě největší výzvou a také 
největším přínosem.
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Příloha 1. Zdrojové kódy programů
V této příloze přikládám zdrojové kódy testovacích programů v jazyce C.
Program bitcnt:
/* +++Date last modified: 05-Jul-1997 */
/*
**  Bit counter by Ratko Tomic
*/
#define DATA_TAB_SIZE 256
#define BENCHMARK_RUNS 1
static unsigned long data_tab[DATA_TAB_SIZE] = {
  ...
};
long bit_count(long x)
{
  long n = 0;
  /*
  ** The loop will execute once for each bit of x set, this is in
  ** average twice as fast as the shift/test method.
  */
  if (x)
    do
      n++;
    while (0 != (x = x&(x-1))) ;
  return(n);
}
int main(int argc, char *argv[])
{
      long i, j;
      unsigned long count;
      for (i = 0; i < BENCHMARK_RUNS; i++)
      {
        count = 0;
        for (j = 0; j < DATA_TAB_SIZE; j++)
          count += bit_count(data_tab[j]);
      }
      return count >> 5; //result is 128 (count = 4096)
}
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Program bubblesort:
char field[] = {2, 0, 4, 1, 9, 6, 7, 3, 5, 8};
int main(){
  for(char i = 0; i < 9; i++){
    for(char j = i; j < 9; j++){
      if(field[j] > field[j+1]){
        char h = field[j];
        field[j] = field[j+1];
        field[j+1] = h;
      }
    }
  }
}
Program filter_sobel_single_core:
#undef __STDC_HOSTED__ 
#include "settings.h"
unsigned char input_data[SIZE_Y][SIZE_X];
unsigned char output_data[SIZE_Y][SIZE_X];
const short kx[][3] =
{ { -1, -2, -1},
  {  0, 0,  0},
  {  1, 2,  1}};
const short ky[][3] =
{ { -1, 0,  1},
  { -2, 0,  2},
  { -1, 0,  1}};
short convolve(short x, short y, const short k[][3])
{
short xx, yy, r=0;
ASSERT(x >= 1 && x < SIZE_X - 1);
ASSERT(y >= 1 && y < SIZE_Y - 1);
for(xx=-1;xx<=1;xx++)
{
for(yy=-1;yy<=1;yy++)
{
r += input_data[y+yy][x+xx]  * k[xx+1][yy+1];
}
}
return r;
}
unsigned short isqrt(unsigned short x)
{
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    unsigned short op, res, one;
    ASSERT((x & 0x8000) == 0 && "Max. value for isqrt is 32768.");
    op = x;
    res = 0;
    /* "one" starts at the highest power of four <= than the 
argument. */
    one = 1 << 14;  /* second-to-top bit set */
    while (one > op) one >>= 2;
    while (one != 0) {
        if (op >= res + one) {
            op -= res + one;
            res += one << 1;  // <-- faster than 2 * one
        }
        res >>= 1;
        one >>= 2;
    }
    return res;
}
#ifndef _TEST_
int main()
{
short x, y, sx, sy;
for( x=1; x < SIZE_X - 1; x++)
{
for( y=1; y < SIZE_Y - 1; y++)
{
sx = convolve(x, y, kx);
sy = convolve(x, y, ky);
if( isqrt(sx*sx+sy*sy) > SOBEL_THRESHOLD )
output_data[y][x] = 255;
else
output_data[y][x] = 0;
}
}
return 0;
}
#endif
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Příloha 2. Popis specializovaných instrukcí
V této příloze se vyskytuje kompletní seznam použitých specializovaných instrukcí včetně  popisu 
jejich funkcionality.  Vždy nejprve ukážu reprezentaci  instrukce v peephole  optimalizátoru a poté 
bude následovat osvětlující slovní popis této instrukce.
V  prvním řádku  je  operační  kód  instrukce  (jedná  se  o  hodnotu,  která  se  často  mění) 
následovaný výčtem nejdříve výstupních,  dest,  operandů  a poté i vstupních operandů  instrukce. 
Účinky instrukce jsou reprezentovány jednotlivými řádky,  které začínají buď výstupním registrem 
nebo operací ulož do paměti. Od první operace na řádku zápis pokračuje prefixovou notací.
ADDIU_AND
17 reg1{i32, dest} reg2{i32, dest} reg3{i32} imm0{i16} reg4{i32}
===
reg1{i32} <= add{i32} reg3{i32} sext{i32} imm0{i16}
reg2{i32} <= and{i32} reg4{i32} add{i32} reg3{i32} sext{i32} 
imm0{i16}
Instrukce nejdřív provede sčítání registru s hodnotou. Výsledek je poté uložen do jiného registru a 
zároveň je využit jako jeden operand pro operaci AND společně s dalším registrem. Výsledek operace 
AND je nakonec uložen do posledního registru, který tato instrukce využívá.
ADDIU_MOVE
19 reg2{i32, dest} reg3{i32, dest} reg4{i32} imm0{i16} imm1{i16}
===
reg2{i32} <= add{i32} reg4{i32} sext{i32} imm0{i16}
reg3{i32} <= sext{i32} imm1{i16}
V této instrukci  dochází  k  zápisu  součtu  registru a  hodnoty do  jednoho výstupního  registru.  Do 
druhého výstupního registru je nahrána jiná hodnota.
ADDU_ADDU
23 reg0{i32, dest} reg1{i32, dest} reg3{i32} reg2{i32} reg4{i32}
===
reg0{i32} <= add{i32} reg3{i32} reg2{i32}
reg1{i32} <= add{i32} reg4{i32} reg2{i32}
Instrukce  ADDU_ADDU provádí  dvě  operace sčítání  hodnot ze  dvou různých vstupních registrů  a 
uložení  součtu  do  výstupního  registru  zároveň.  Aby  mohla  být  úspěšně  provedena  peephole 
optimalizace, musí být jeden ze vstupních registrů jedné operace stejný jako jeden vstupní registr u 
druhé operace.
ADD_LOAD_MOVZ
16 reg0{i32, dest} reg1{i32, dest} reg2{i32, dest} reg4{i32} 
reg3{i32}
===
reg0{i32} <= add{i32} reg4{i32} reg3{i32}
reg1{i32} <= load{i32} add{i32} reg4{i32} reg3{i32}
reg2{i32} <= 0{i32}
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Tato instrukce slučuje účinky hned tří  instrukcí.  První účinek je uložení součtu dvou registrů  do 
třetího registru. Druhý účinek použije výsledek předchozího součtu jako adresu do paměti a načte z ní 
hodnotu do dalšího registru. Posledním účinkem je vynulování pátého registru.
ANDI_ANDI_ADDIU
reg0{i32} <= and{i32} reg3{i32} 65535{i32}
reg1{i32} <= and{i32} reg4{i32} 65535{i32}
reg2{i32} <= add{i32} and{i32} reg4{i32} 65535{i32} and{i32} 
reg3{i32} 65535{i32}
Možnosti využití v programu pro tuto pokročilou instrukci jsem si všiml náhodou. Její trik spočívá ve 
dvou operacích  AND,  které mají  na vstupu jeden vstupní  registr  a očekávanou konstantu, 65535. 
Výsledky  těchto  operací  jsou  zapsány do  jiných  výstupních  registrů.  Na  závěr  se  tyto  výsledky 
použijí v operaci sčítání
ANDI_SRL
25 reg2{i32, dest} reg3{i32, dest} reg4{i32} imm0{i16} imm1{i5}
===
reg2{i32} <= and{i32} reg4{i32} zext{i32} imm0{i16}
reg3{i32} <= srl{i32} and{i32} reg4{i32} zext{i32} imm0{i16} 
zext{i32} imm1{i5}
Opět se nejdřív provede operace AND nad vstupním registrem a hodnotou. Výsledek se opět uloží do 
výstupního registru a použije jako jeden operand v operaci posunu. Druhý operand, který indikuje o 
kolik bitů se posune první operand, se získá ze vstupního operandu instrukce. Posunutý výsledek je 
následně uložen do druhého výstupního registru.
LB_PREINC
208 reg0{i32, dest} reg1{i32, dest} reg3{i32} reg2{i32}
===
reg1{i32} <= add{i32} reg3{i32} reg2{i32}
reg0{i32} <= sext{i32} load{i8} add{i32} reg3{i32} reg2{i32}
Poslední dvě  instrukce mi do architektury procesoru přidal Adam Husár.  Tyto dvě  instrukce mají 
právě největší potenciál být využity v peephole optimalizaci v budoucnu, neboť se již nacházejí na 
jiných existujících procesorových architekturách.
Instrukce nejdříve přičte k registru nějakou hodnotu z jiného vstupního registru. Výsledek je 
jednou použit  k  načtení  hodnoty z  paměti  do výstupního registru a  podruhé je uchován v jiném 
výstupním registru.
SW_PREINC
210 reg2{i32, dest} reg2{i32} imm0{i16} reg1{i32}
===
store reg1{i32} add{i32} reg2{i32} sext{i32} imm0{i16}
reg2{i32} <= add{i32} reg2{i32} sext{i32} imm0{i16}
V této operaci dochází k přičtení hodnoty k registru, který slouží jako vstupní i výstupní operand 
instrukce. Na závěr tuto hodnotu také uložím do paměti na adresu specifikovanou jiným vstupním 
registrem. 
Bohužel pro tuto instrukci nebylo v žádném z testovacích programů nalezeno uplatnění.
37
