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a b s t r a c t
In this paper, a fully discrete finite element penalty method is considered for the two-
dimensional linearized viscoelastic fluid motion equations, arising from the Oldroyd
model for the non-Newton fluid flows. With the finite element method for the spatial
discretization and the backward Euler scheme for the temporal discretization, the velocity
and pressure are decoupled in this method, which leads to a large reduction of the
computational scale. Under some realistic assumptions, the unconditional stability of the
fully discrete scheme is proved. Moreover, the optimal error estimates are obtained, which
are better than the existing results. Finally, some numerical results are given to verify the
theoretical analysis. The difference between the motion of the Newton and non-Newton
fluid is also observed.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
LetΩ be a boundeddomain inR2with a smooth boundary ∂Ω , and satisfy further assumptions stated below.We consider
the problem:
∂u
∂t
− ν∆u−
∫ t
0
β(t − τ)∆udτ +∇p = f , div u = 0 (x, t) ∈ Ω × (0, T ]; (1)
u(x, 0) = u0 x ∈ Ω; u(x, t)|∂Ω = 0 t ∈ (0, T ], (2)
where β(t) = ρe−δt , ρ ≥ 0 is the viscoelastic coefficient, 1/δ the relaxation time, ν the viscosity, f = f (x, t) the prescribed
external force, p = p(x, t) the pressure, u0 = u0(x) the initial velocity and T > 0 a finite time. Problem (1)–(2) is the
linearized Cauchy form of the viscoelastic Oldroyd model (Stokes–Volterra problem) (see [1–4]). It is used to describe the
creep fluidity phenomena of suspensions, polymeric fluids and biological fluids, which is departed from theNewton’smodel.
If ρ = 0, we obtain the Newton’s model of an incompressible viscous fluid and the corresponding system is widely known
as the Stokes equations. For more details of the physical background and its mathematical modeling, the reader is referred
to [1,2,4–9].
There are lots of work devoted to the numerical approximations of the viscoelastic Oldroyd flow problem. For the
nonlinear problem, the reader is referred to Akhmatov and Oskolkov [10], Cannon et al. [11], He et al. [12] and Pani and
✩ Supported by the Natural Science Foundation of China (No. 11071193, No. 11001061).∗ Corresponding author.
E-mail addresses:wk4746@yahoo.com.cn (K. Wang), yueqiangshang@gmail.com (Y. Shang).
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.06.025
K. Wang et al. / Computers and Mathematics with Applications 62 (2011) 1814–1827 1815
Yuan [8] for the spatial semidiscrete schemes, and Pani et al. [3] for the time semidiscrete scheme. Lately, Wang et al.
analyzed the fully discrete finite element method [13]. For the linearized problem, recently, He and Li [14] investigated the
asymptotic behavior, andWang et al. [15] studied the penalty system and investigated the relationship between the penalty
parameter and the time step.What would happenwhenwe extend this decoupledmethod to a fully discrete scheme? There
are few reports in the literature.
It is well known that the velocity u and the pressure p in (1)–(2) are coupled together by the incompressibility condition
‘‘div u = 0’’, which increases the computational scale and makes the system difficult to solve numerically. Besides, the
pressure p is unique only in the space L20(Ω) = {q ∈ L2(Ω),

Ω
qdx = 0} which cannot be verified in the practical
implementation. To overcome these difficulties, the penalty method is usually used (see [15–20]). The penalty method for
(1)–(2) is as follows:
∂uε
∂t
− ν∆uε −
∫ t
0
β(t − τ)∆uεdτ +∇pε = f , div uε + ε
ν
pε = 0 (x, t) ∈ Ω × (0, T ]; (3)
uε(x, 0) = u0 x ∈ Ω; uε(x, t)|∂Ω = 0 t ∈ (0, T ]. (4)
Obviously, we can separate the pressure from the velocity in (3), which reduces the computational scale comparing to solve
the primitive system (1)–(2). Moreover, the pressure in the above system is uniquely determined in L2(Ω), making the
numerical computation more simple.
For the unsteady Stokes equations, Shen [20] derived the optimal error estimates for the penalty system and given the
following error estimates for tn ∈ [0, T ]:
τ 1/2(tn)‖u(tn)− uε(tn)‖L2 + τ(tn)‖u(tn)− uε(tn)‖H1 +
∫ tn
0
τ 2(s)‖p− pε‖2L2ds
1/2
≤ cε, (5)
where c is a positive constant and τ(tn) = min{1, tn}. Recently, Li et al. [21] extended it to the spatial discretization with
finite element method and deduced the error estimates as follows:∫ tn
0
(‖u− uεh‖2H1 + ε‖p− pεh‖2L2)ds ≤ cε2 + c
h2
ε
∀tn ∈ [0, T ], (6)
where 0 < h < 1 is the spatial mesh size. In above estimate, ε is not uniform with respect to h.
For the system (3)–(4), Katsiolis and Oskolkov [18] and Oskolkov [19] proved the existence, uniqueness of its solution
and limε→0(uε(t), pε(t)) = (u(t), p(t)). It is valid that for all tn ∈ [0, T ] (see [19]):
‖u(tn)− uε(tn)‖L2 +
∫ tn
0
‖u(t)− uε(t)‖2H1dt
1/2
≤ c√ε. (7)
Apparently, the estimate (7) is not optimal for the penalty parameter ε. Recently, by applying the method in [20] to the
problem (3)–(4), we improved (7) and derived the following error bounds for the system (3)–(4) (see [15]):
τ 1/2(tn)‖u(tn)− uε(tn)‖L2 + τ(tn)‖u(tn)− uε(tn)‖H1 +
∫ tn
0
τ 2(t)‖p− pε‖2L2dt
1/2
≤ cε, (8)
τ 1/2(tn)‖u(tn)− unε‖L2 + τ(tn)‖u(tn)− unε‖H1 +

∆t
n−
m=0
τ 2(tm)‖p(tm)− pmε ‖2L2
1/2
≤ c(ε +∆t), (9)
for tn ∈ [0, T ], where 0 < ∆t < 1 is the time step size, 1 ≤ n ≤ N = T∆t and tN = T .
Applying thismethod to the engineering problem, the prediction results (8)–(9) are not enough.We need tomake further
analysis on the spatial approximation and investigate the relations between the parameters ε, h and∆t . Although, in [8,12],
the finite element semidiscrete schemes were analyzed, they have to solve a coupled problem and require the pressure in
L20(Ω). In this paper, by applying the techniques in [17,22] for the Navier–Stokes equations, we extend the work in [15] to
a fully discrete finite element scheme. Under some realistic assumptions, we prove that the fully discrete finite element
scheme of the penalty system (3)–(4) is unconditional stable, and the following error estimates are valid: for all tn ∈ [0, T ],
τ(tn)‖u(tn)− unεh‖H1 ≤ c(ε +∆t + h), (10)
τ(tn)‖p(tn)− pnεh‖L2 ≤ c(ε +∆t1/2 + h). (11)
Specially, estimates (10)–(11) also holdwhen ρ = 0, which absolutely improve the error bound (6) for the Stokes equations.
Moreover, ε is uniform with respect to h and∆t .
The paper is organized as follows. In Section 2, we introduce some notations and preliminary results for the linearized
viscoelastic fluid motion problem (1)–(2). We provide error bounds for the finite element semidiscrete scheme in Section 3
and for a fully discrete scheme in Section 4. In Section 5,we perform somenumerical experiments to illustrate the theoretical
results. Finally, conclusions are given in Section 6.
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2. Preliminaries
For the mathematical setting of Problem (1)–(2), we denote by L2(Ω) the Sobolev space of functions with square
integrable distribution over the domain Ω; and denote by H i(Ω) the Sobolev space of functions with square integrable
distribution derivatives up to order i over the domainΩ; while denote by H10 (Ω) the closed subspace of H
1(Ω) consisting
of functions with zero trace onΩ . Define
X = (H10 (Ω))2, Y = (L2(Ω))2, M = L20(Ω) =

q ∈ L2(Ω);
∫
Ω
qdx = 0

,
V = {v ∈ X; div v = 0}, H = {v ∈ Y ; div v = 0, v · n|∂Ω = 0},
and the Laplace operator
Au = −∆u ∀u ∈ D(A) = (H2(Ω))2 ∩ X,
and equip the Sobolev space H i(Ω) or (H i(Ω))2 for i = 1, 2 with norm ‖ · ‖i, L2(Ω) or (L2(Ω))2 with inner product (·, ·)
and norm | · |, and H10 (Ω) and X with their usual scalar product ((u, v)) = (∇u,∇v) and norm ‖u‖ = ((u, u))1/2.
We also define Aεu = −∆u − 1ε∇div u. The powers of Aα and Aαε are well defined. It is valid that (Au, v) =
(A1/2u,A1/2v),∀u ∈ D(A), v ∈ X , whereA = A or Aε . In particular, there holds
(A1/2ε u, A
1/2
ε v) = (A1/2u, A1/2v)+
1
ε
(div u, div v) ∀u, v ∈ X . (12)
As mentioned above, we need an additional assumption onΩ:
(A1) Assume thatΩ is regular with ∂Ω ∈ C2 in the sense that the unique solution (v, q) ∈ (X,M) of the steady Stokes
problem
−∆v +∇q = g, div v = 0 in Ω, v|∂Ω = 0,
for any prescribed g ∈ Y exists and satisfies
‖v‖2 + ‖q‖1 ≤ c|g|,
where c > 0 is a constant depending on Ω . In what follows, c is a generic constant independent of ε, h and ∆t , but may
depend on the data (Ω, ν, ρ, δ, u0, f , T ).
It is known that (see [23,24])
|v|2 ≤ γ0‖v‖2 ∀v ∈ X, ‖v‖2 ≤ γ0‖v‖22, ‖v‖22 ≤ c|Av|2 ∀v ∈ D(A), (13)
where γ0 is a positive constant depending only onΩ .
We also make the following assumptions about the prescribed data for the problem (1)–(2):
(A2) The initial velocity u0 ∈ D(A)with div u0 = 0, and the body force f (x, t) satisfies f , ft ∈ L∞([0, T ]; Y )with
‖u0‖2 + sup
t∈[0,T ]
(|f (t)| + |ft(t)|) ≤ c.
The continuous bilinear forms a(·, ·), aε(·, ·) on X × X and d(·, ·) on X ×M are, respectively, defined by
a(u, v) = ν((u, v)), aε(u, v) = ν(A1/2ε u, A1/2ε v) ∀u, v ∈ X,
d(v, q) = (q, div v) ∀v ∈ X, q ∈ M.
With above notations, the variational formulation of Problem (1)–(2) is defined as follows: for all t ∈ [0, T ], find
(u, p) ∈ (X,M), such that for all (v, q) ∈ (X,M):
(ut , v)+ a(u, v)+ J(t; u, v)− d(v, p)+ d(u, q) = (f , v), (14)
and the variational formulation of the penalty system (3)–(4) reads: for all t ∈ [0, T ], find (uε, pε) ∈ (X,M), such that for
all (v, q) ∈ (X,M):
(uεt , v)+ a(uε, v)+ J(t; uε, v)− d(v, pε)+ d(uε, q)+ ε
ν
(pε, q) = (f , v), (15)
or, for all t ∈ [0, T ], find uε ∈ X such that for all v ∈ X:
(uεt , v)+ aε(uε, v)+ J(t; uε, v) = (f , v), (16)
with u(0) = uε(0) = u0, pε(0) = 0 since div uε(0)+ εν pε(0) = div u0 + εν pε(0) = pε(0) = 0, where
J(t; u, v) = ρ

e−δt
∫ t
0
eδτAu(τ )dτ , v

= ρ

e−δt
∫ t
0
eδτu(τ )dτ , v

, ∀u, v ∈ X .
A simply modification to the results given in [12], we have the following results about the integral term, which will be
frequently used in what follows.
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Lemma 2.1. Assume that s ∈ [0, T ] and u ∈ L1(0, s; X). It is valid that∫ s
0
J(t; u, u(t))dt = 1
2
ρe−2δs
∫ s
0
eδτu(τ )dτ
2 + ρδ ∫ s
0
e−2δt
∫ t
0
eδτu(τ )dτ
2 dt. (17)
Moreover, if u, v ∈ L1(0, s;D(A)), it is valid that∫ s
0
J(t; u, Au(t))dt = 1
2
ρe−2δs
∫ s
0
eδτAu(τ )dτ
2 + ρδ ∫ s
0
e−2δt
∫ t
0
eδτAu(τ )dτ
2 dt. (18)
It is clear that
 s
0 J(t; u, u(t))dt ≥ 0 and
 s
0 J(t; u, Au(t))dt ≥ 0 in the above lemma, which were also given by Lemma 1
in [25].
Lemma 2.2. Assume that s ∈ [0, T ] and u ∈ L2(0, s; X). It is valid that
δ−1e−2δs
∫ s
0
eδτu(τ )dτ
2 + ∫ s
0
e−2δt
∫ t
0
eδτu(τ )dτ
2 dt ≤ δ−2 ∫ s
0
‖u(t)‖2dt. (19)
Moreover, if u ∈ L2(0, s;D(A)), it is valid that
δ−1e−2δs
∫ s
0
eδτAu(τ )dτ
2 + ∫ s
0
e−2δt
∫ t
0
eδτAu(τ )dτ
2 dt ≤ δ−2 ∫ s
0
|Au(t)|2dt. (20)
Lemma 2.3. Assume that s ∈ [0, T ], k ≥ 0, τ k/2(t)u ∈ L∞(0, s; X) and ut ∈ L2(0, s; Y ). There holds
2
∫ s
0
τ k(t)J(t; u, ut(t))dt
 ≤ ν8 τ k(s)‖u(s)‖2 + 2ρδ

2δ + k+ 2ρ
ν
∫ s
0
‖u‖2dt. (21)
Moreover, if τ k/2(t)u ∈ L∞(0, s;D(A)), and ut ∈ L2(0, s; Y ), it is valid that
2
∫ s
0
τ k(t)J(t; u, Aut(t))dt
 ≤ ν8 τ k(s)|Au(s)|2 + 2ρδ

2δ + k+ 2ρ
ν
∫ s
0
|Au|2dt. (22)
We also need to recall the regularity results of the penalty system (3)–(4). Since pε = − νε div uε , the following theorem
is valid (see [15]).
Theorem 2.1. Under the assumptions (A1)–(A2), it is valid, for any t ∈ [0, T ], that
‖uε(t)‖2 +
∫ t
0
(|uεt |2 + |Auε|2 + ‖pε‖21)ds ≤ c, (23)
|uεt(t)|2 + |Auε(t)|2 + ‖pε(t)‖21 +
∫ t
0
‖uεt‖2ds ≤ c, (24)
τ(t)‖uεt(t)‖2 +
∫ t
0
τ(s)(|Auεt |2 + |uεtt |2 + ‖pεt‖21)ds ≤ c. (25)
To analyze the optimal error estimates of the fully discrete scheme of the problem (3)–(4), firstly, for the finite element
semidiscrete scheme, we will analyze the optimal error estimates of the velocity in H1-norm and the pressure in L2-norm.
Then, combining them with the error bounds of the penalty parameter ε and the time step ∆t in [15], we will deduce the
main results of this paper in Section 4. Finally, somenumerical experiments are performed to investigate the optimal penalty
parameter and to verify the theoretical convergence rate. The difference between the Newton and non-Newton fluid flow
is also shown by testing the lid-driven cavity flow.
3. Finite element approximation
For 0 < h < 1, we introduce finite-dimensional subspaces (Xh,Mh) ⊂ (X,M), which are characterized by τh, a
partitioning ofΩ with the mesh size h, assumed to be uniformly regular in the usual sense. For further details, the reader is
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referred to [26]. We define the L2-orthogonal projection operator Ph : Y → Xh as:
(Phv, vh) = (v, vh) ∀v ∈ Y , vh ∈ Xh.
We also introduce the discrete analogue Ah = −∆h of the Laplace operator A and Aεh = −∆h − 1ε∇h div of Aε , respectively,
as
(−∆huh, vh) = (A1/2h uh, A1/2h vh) = ((uh, vh)),
−∆h − 1
ε
∇h div uh, vh

= ((uh, vh))+ 1
ε
(div uh, div vh),
for ∀uh, vh ∈ Xh.
For the above finite element spaces (Xh,Mh), ∀v ∈ D(A), q ∈ H1(Ω) ∩ M , there exist approximations πhv ∈ Xh and
ρhq ∈ Mh such that
‖v − πhv‖ ≤ ch‖v‖2, (26)
|q− ρhq| ≤ ch‖q‖1. (27)
We also recall the inverse inequality
‖vh‖ ≤ ch−1|vh| ∀vh ∈ Xh, (28)
and the discrete inf-sup condition
c|qh| ≤ sup
vh∈Xh
(divuh, qh)
‖vh‖ ∀qh ∈ Mh. (29)
Next, we give two examples of finite element spaces satisfying (26)–(29).
Example 3.1 (Girault–Raviart [27]).
Xh = {vh ∈ X; vh|K ∈ P2(Ω)2,∀K ∈ τh},
Mh = {qh ∈ M; qh|K ∈ P0(K),∀K ∈ τh}.
Example 3.2 (Mini element).We introduce bˆ ∈ H10 (K) taking the value 1 at the barycenter of K and such that 0 ≤ bˆ(x) ≤ 1,
which is called a ‘‘bubble function’’. We then define the space
Pb1,h = {φh ∈ C0(Ω); vh|K ∈ P1(K)⊕ span{bˆ},∀K ∈ τh}.
Then, we define
Xh = (Pb1,h)2 ∩ X, Mh = {qh ∈ C0(Ω¯) ∩M; qh|K ∈ P1(K),∀K ∈ τh}.
The following properties which are classical consequences of (26)–(27) will be very useful
‖Phv‖ ≤ c‖v‖ ∀v ∈ X, (30)
|v − Phv| + h‖v − Phv‖ ≤ ch2‖v‖2 ∀v ∈ D(A), (31)
|v − Phv| ≤ ch‖v − Phv‖1 ∀v ∈ X . (32)
The finite element approximations of (15) and (16) read: for all t ∈ [0, T ], find (uεh, pεh) ∈ (Xh,Mh) such that for all
(vh, qh) ∈ (Xh,Mh):
(uεht , vh)+ a(uεh, vh)+ J(t; uεh, vh)− d(vh, pεh)+ d(uεh, qh)+ ε
ν
(pεh, qh) = (f , vh), (33)
or for all t ∈ [0, T ], find uεh ∈ Xh such that for all vh ∈ Xh:
(uεht , vh)+ aε(uεh, vh)+ J(t; uεh, vh) = (f , vh), (34)
with uεh(0) = u0h.
In order to make the numerical analysis below, we need to define the Galerkin projection Rh : (X,M) → Xh, Qh :
(X,M)→ Mh by
a(u− Rh(u, p), vh)− d(vh, p− Qh(u, p))+ d(u− Rh(u, p), qh)
+ ε
ν
(p− Qh(u, p), qh) = 0 ∀(vh, qh) ∈ (Xh,Mh), (35)
for all (u, p) ∈ (X,M) with div uε + εν pε = 0. Hereafter, we take (u0h, p0h) = (Rh(u0, pε(0)),Qh(u0, pε(0))). The following
lemma holds (see [17]):
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Lemma 3.1. Under the assumptions of Theorem 2.1, the Galerkin projection (Rh,Qh) satisfies
|Rh(uε, pε)− uε| + h(‖Rh(uε, pε)− uε‖ + |Qh(uε, pε)− pε|) ≤ ch(‖uε‖ + |pε|) ∀(uε, pε) ∈ (X,M), (36)
|Rh(uε, pε)− uε| + h(‖Rh(uε, pε)− uε‖ + |Qh(uε, pε)− pε|)
≤ ch2(|Auε| + ‖pε‖1) ∀(uε, pε) ∈ (D(A),H1(Ω) ∩M), (37)
with div uε + εν pε = 0.
By setting (wεh, rεh) = (uε − Rh(uε, pε), pε − Qh(uε, pε)) and considering Lemma 3.1 and Theorem 2.1, we have the
following lemma:
Lemma 3.2. Under the assumptions of Theorem 2.1,wεh and rεh satisfy for all s ∈ [0, T ]∫ s
0
(|wεh|2 + h2‖wεh‖2 + h2|rεh|2)dt ≤ ch4, (38)
|wεh|2 + h2‖wεh‖2 + h2|rεh|2 ≤ ch4, (39)∫ s
0
τ(t)(|wεht |2 + h2‖wεht‖2 + h2|rεht |2)dt ≤ ch4. (40)
Next,wewill focus on the error estimates of the velocity. Firstly, wewill give some regularity results for the finite element
approximation problem (33).
Lemma 3.3. Under the assumptions of Theorem 2.1, setting (uεh(0), pεh(0)) = (u0h, p0h) = (Rh(u0, pε(0)),Qh(u0,
pε(0))), then (uεh, pεh) satisfies, for all s ∈ [0, T ],
|uεh(s)|2 +
∫ s
0

ν‖uεh‖2 + ε
ν
|pεh|2

dt ≤ c, (41)
ν‖uεh(s)‖2 + ε
ν
|pεh|2 +
∫ s
0
|uεht |2dt ≤ c, (42)
|uεht(s)|2 +
∫ s
0

ν‖uεht‖2 + ε
ν
|pεht |2

dt ≤ c. (43)
Proof. Setting (vh, qh) = (uεh, pεh) in (33), we have
1
2
d
dt
|uεh|2 + ν‖uεh‖2 + J(t; uεh, uεh)+ ε
ν
|pεh|2 = (f , uεh). (44)
Thanks to (13), it is valid that
|(f , uεh)| ≤ c|f |2 + ν2‖uεh‖
2.
Integrating (44) with respect to the time from 0 to s, using Lemma 2.1, the above inequality and noting the fact |uεh(0)| =
|u0h| = |Rh(u0, pε(0))| ≤ c , we obtain (41).
Differentiating the terms d(uεh, qh)+ εν (pεh, qh)with respect to the time t in (33) and choosing (vh, qh) = (uεht , pεh), we
have
|uεht |2 + 12
d
dt

ν‖uεh‖2 + ε
ν
|pεh|2

+ J(t; uεh, uεht) = (f , uεht). (45)
Because of |(f , uεht)| ≤ c|f |2 + 12 |uεht |2, integrating (45) from 0 to s, we get∫ s
0
|uεht |2dt + ν‖uεh‖2 + ε
ν
|pεh|2 ≤ c +
∫ s
0
|J(t; uεh, uεht)|dt. (46)
Applying Lemma 2.3 with k = 0 and (41)–(46) yields (42).
Differentiating (33), we have
(uεhtt , vh)+ a(uεht , vh)− d(vh, pεht)+ d(uεht , qh)+ ε
ν
(pεht , qh)+ ρ((uεh, vh))− δJ(t; uεh, vh) = (ft , vh). (47)
Taking (vh, qh) = (uεht , pεht) in (47), we obtain
1
2
d
dt
|uεht |2 +

ν‖uεht‖2 + ε
ν
|pεht |2

+ ρ((uεh, uεht))− δJ(t; uεh, uεht) = (ft , uεht). (48)
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Obviously, there hold
|ρ((uεh, uεht))| ≤ ν4‖uεht‖
2 + c‖uεh‖2,
|(ft , uεht)| ≤ ν8‖uεht‖
2 + c|ft |2.
Due to (33), it is valid that
|uεht(0)| ≤ |Ahuεh(0)| + |Ahuεh(0)| ‖uεh(0)‖ + |∇hpεh(0)| + |f (0)|.
Using Lemma 3.1, we get
|Ahuεh(0)| = sup
vh∈Xh
|(Ahuεh(0), vh)|
|vh| ≤ supvh∈Xh
|((uεh(0)− uε(0), vh))+ ((uε(0), vh))|
|vh|
≤ ‖uε(0)− uεh(0)‖‖vh‖ + |Auε(0)||vh||vh| ≤ ch
−1‖uε(0)− uεh(0)‖ + |Auε(0)|
≤ c + ch−1‖uε(0)− Rh(u0, pε(0))‖ ≤ c,
‖uεh(0)‖ = ‖Rh(u0, pε(0))‖ ≤ c‖u0‖ ≤ c,
|∇hpεh(0)| ≤ ch−1|pεh(0)| = ch−1|Qh(u0, pε(0))− pε(0)| ≤ c‖u0‖ ≤ c,
which follow |uεht(0)| ≤ c . Integrating (48) from 0 to s, applying above estimates, Lemma 2.3 and (41)–(42), we complete
the proof. 
Now, we have the following error bound for the velocity in L2-norm.
Lemma 3.4. Under the assumptions of Theorem 2.1, it satisfies for all s ∈ [0, T ],
|uε(s)− uεh(s)|2 +
∫ s
0

ν‖uε − uεh‖2 + ε
ν
|µεh|2

dt ≤ ch2, (49)
where µεh(t) = Qh(uε(t), pε(t))− pεh(t).
Proof. Taking (v, q) = (vh, qh) in (15), subtracting (33) from (15) and applying (35), we have
(uεt − uεht , vh)+ a(eεh, vh)+ J(t, uε − uεh, vh)− d(vh, µεh)+ d(eεh, qh)+ ε
ν
(µεh, qh) = 0, (50)
where eεh = Rh(uε, pε)− uεh. By choosing (vh, qh) = (eεh, µεh) in (50), it follows that
1
2
d
dt
|uε − uεh|2 − (uεt − uεht , wεh)+ ν‖eεh‖2 + ε
ν
|µεh|2 + J(t;wεh + eεh, eεh) = 0. (51)
Since
|(uεt − uεht , wεh)| ≤ (|uεt | + |uεht |)|wεh|,
|J(t;wεh, eεh)| ≤
e−δt ∫ t
0
eδτwεhdτ
 ‖eεh‖
≤ ν
2
‖eεh‖2 + ce−2δt
∫ t
0
eδτwεhdτ
2 ,
‖uε − uεh‖ ≤ ‖eεh‖ + ‖wεh‖,
combining these estimates with (51) and using Lemma 2.1, we derive that
d
dt
|uε − uεh|2 + ν‖uε − uεh‖2 + ε
ν
|µεh|2 ≤ c‖wεh‖2 + c(|uεt | + |uεht |)|wεh| + ce−2δt
∫ t
0
eδτwεhdτ
2 . (52)
Integrating (52) with respect to the time from 0 to s, using Theorem 2.1, Lemmas 2.2, 3.2 and 3.3 and noting the fact that
|u0 − Rh(u0, pε(0))|2 ≤ ch2(‖u0‖2 + |pε(0)|2) ≤ ch2, we deduce
|uε(s)− uεh(s)|2 +
∫ s
0

ν‖uε − uεh‖2 + ε
ν
|µεh|2

dt ≤ ch2. 
To provide further error estimates, the following regularity results of the finite element solution are needed.
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Lemma 3.5. Under the assumptions of Theorem 2.1, (uεh, pεh) satisfies for s ∈ [0, T ]
|Ahuεh(s)|2 ≤ c + ch−2‖uε(s)− uεh(s)‖2, (53)∫ s
0
τ(t)|Ahuεht |2dt ≤ c + ch−2
∫ s
0
τ(t)‖uεt − uεht‖2dt, (54)
τ(s)‖uεht(s)‖2 +
∫ s
0
(|Ahuεh|2 + τ(t)|uεhtt |2)dt ≤ c. (55)
Proof. Due to (28), it is valid that
|Ahuεh| = sup
vh∈Xh
|(Ahuεh, vh)|
|vh| ≤ supvh∈Xh
|((uεh − uε, vh))+ ((uε, vh))|
|vh|
≤ sup
vh∈Xh
‖uε − uεh‖‖vh‖ + |Auε||vh|
|vh| ≤ ch
−1‖uε − uεh‖ + |Auε|. (56)
Applying Theorem 2.1 and Lemma 3.4 to (56), we have for all s ∈ [0, T ]
|Ahuεh(s)|2 ≤ c + ch−2‖uε(s)− uεh(s)‖2, (57)∫ s
0
|Ahuεh|2dt ≤ c. (58)
Similarly, we get∫ s
0
τ(t)|Ahuεht |2dt ≤
∫ s
0
τ(t)(h−2‖uεt − uεht‖2 + |Auεt |2)dt
≤ c + ch−2
∫ s
0
τ(t)‖uεt − uεht‖2dt. (59)
Differentiating the terms d(uεht , qh)+ εν (pεht , qh) in (47) and setting (vh, qh) = (uεhtt , pεht), we can see that
|uεhtt |2 + 12
d
dt

ν‖uεht‖2 + ε
ν
|pεht |2

+ ρ(Ahuεh, uεhtt)− δJ(t; uεh, uεhtt) = (ft , uεhtt). (60)
Clearly, there hold
|ρ(Ahuεh, uεhtt)| ≤ 18 |uεhtt |
2 + c|Ahuεh|2,
|δJ(t; uεh, uεhtt)| ≤ 18 |uεhtt |
2 + ce−2δt
∫ t
0
eδτAhuεhdτ
2 ,
|(ft , uεhtt)| ≤ 14 |uεhtt |
2 + c|ft |2.
Combining these estimates with (60) and multiplying by τ(t), we obtain
τ(t)|uεhtt |2 + ddt

τ(t)

ν‖uεht‖2 + ε
ν
|pεht |2

≤ c

ν‖uεht‖2 + ε
ν
|pεht |2

+ ce−2δt
∫ t
0
eδτAhuεhdτ
2 + c|ft |2. (61)
Integrating (61) from 0 to s, and using Lemmas 2.2 and 3.3 and (58), we get
τ(s)‖uεht(s)‖2 +
∫ s
0
τ(t)|uεhtt |2dt ≤ c.  (62)
From above lemmas, we can obtain the following estimates.
Lemma 3.6. Under the assumptions of Theorem 2.1, the following error estimate holds for s ∈ [0, T ],
τ(s)‖uε(s)− uεh(s)‖2 +
∫ s
0
τ(t)|uεt − uεht |2dt ≤ ch2. (63)
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Proof. Differentiating the terms d(eεh, qh)+ εν (µεh, qh) in (50) and choosing (vh, qh) = τ(t)(eεht , µεh), we can see that
τ(t)|uεt − uεht |2 + 12
d
dt
τ(t)

ν‖eεh‖2 + ε
ν
|µεh|2

+ J(t; uε − uεh, τ (t)(uεt − uεht))
= τ(t)(uεt − uεht , wεht)+

ν‖eεh‖2 + ε
ν
|µεh|2

+ J(t; uε − uεh, wεht). (64)
It is valid that
τ(t)|(uεt − uεht , wεht)| ≤ τ(t)(|uεt | + |uεht |)|wεht |,
τ (t)|J(t; uε − uεh, wεht)| ≤ τ(t)ρe−δt
∫ t
0
eδτ (uε − uεh)dτ
 ‖wεht‖
≤ τ 2(t)‖wεht‖2 + ce−2δt
∫ t
0
eδτ (uε − uεh)dτ
2 ,
τ (t)‖uε − uεh‖2 ≤ τ(t)‖wεh‖2 + τ(t)‖eεh‖2.
Applying above estimates to (64), we obtain
τ(t)|uεt − uεht |2 + ddt

τ(t)

ν‖uε − uεh‖2 + ε
ν
|µεh|2

≤ d
dt
τ(t)‖wεh‖2 + ν‖uε − uεh‖2 + ε
ν
|µεh|2 + τ(t)(|uεt | + |uεht |)|wεht | + τ 2(t)‖wεht‖2
+ ce−2δt
∫ t
0
eδτ (uε − uεh)dτ
2 + |J(t; uε − uεh, τ (t)(uεt − uεht))|. (65)
Integrating (65) with respect to the time from 0 to s, applying Theorem 2.1, Lemmas 2.2, 2.3, 3.2 and 3.4, we complete the
proof. 
Next, we aim at estimating the error bound for the pressure. To do this, we have to derive firstly the following lemma.
Lemma 3.7. Under the assumptions of Theorem 2.1, the following estimate holds for s ∈ [0, T ],
τ 2(s)|uεt(s)− uεht(s)|2 +
∫ s
0
τ 2(t)

ν‖uεt − uεht‖2 + ε
ν
|µεht |2

dt ≤ ch2. (66)
Proof. Differentiating (50) with respect to the time t and setting (vh, qh) = (eεht , µεht), we obtain
1
2
d
dt
|uεt − uεht |2 − (uεtt − uεhtt , wεht)+ ν‖eεht‖2 + ε
ν
|µεht |2
+ ρ((uε − uεh, eεht))− δJ(t; uε − uεh, eεht) = 0. (67)
Because of
|(uεtt − uεhtt , wεht)| ≤ (|uεtt | + |uεhtt |)|wεht |,
|ρ((uε − uεh, eεht))| ≤ ν4‖eεht‖
2 + c‖uε − uεh‖2,
|δJ(t; uε − uεh, eεht)| ≤ ν4‖eεht‖
2 + ce−2δt
∫ t
0
eδτ (uε − uεh)dτ
2 ,
‖uεt − uεht‖2 ≤ ‖eεht‖2 + ‖wεht‖2,
it follows that
d
dt
(τ 2(t)|uεt − uεht |2)+ τ 2(t)

ν‖uεt − uεht‖2 + ε
ν
|µεht |2

≤ cτ(t)|uεt − uεht |2 + cτ 2(t)‖wεht‖ + cτ 2(t)(|uεtt | + |uεhtt |)|wεht |
+ c‖uε − uεh‖2 + ce−2δt
∫ t
0
e−δτ (uε − uεh)dτ
2 , (68)
by a finalmultiplication of τ 2(t). Integrating (68)with respect to the time from 0 to s and applying Theorem 2.1, Lemmas 2.2,
3.2 and 3.5–3.7, we complete the proof. 
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Lemma 3.8. Under the assumptions of Theorem 2.1, the following estimate holds for s ∈ [0, T ]
τ(s)|pε(s)− pεh(s)| ≤ ch. (69)
Proof. From (29), (50) and Lemma 3.1, we have
|pε − pεh|2 ≤ 2(|pε − Qh(uε, pε)|2 + |Qh(uε, pε)− pεh|2)
≤ ch2 + c|uεt − uεht |2 + c‖uε − uεh‖2 + ce−2δt
∫ t
0
eδτ (uε − uεh)dτ
2 . (70)
Applying Lemmas 2.2, 3.4, 3.6 and 3.7 to (70), we complete the proof. 
4. Fully discrete penalty method
We analyze a fully discrete finite element penalty scheme for the linearized viscoelastic fluid motion equations in this
section.
Let 0 < ∆t < 1 denote the time step size and tn = n∆t.Wemake the same analysis as in [3] for the time discretization
of the integral term. For smooth function φ defined on [0, T ], set φn = φ(tn). For tn ∈ [0, T ], we apply the right rectangle
rule to the integral term
Mn(φ) = ∆t
n−
j=1
βn−jφj ≈
∫ tn
0
β(tn − t)φ(t)dt,
where βn−j = β(tn − tj). Thanks to Lemmas 3.5 and 3.6, we getMn A1/2h uεh = ρ∆te−δtn n−
j=1
eδtj
A1/2h uεh(tj) ≤ c∆te−δtn n−
j=1
eδtj ≤ c, (71)
|Mn(Ahuεh)| = ρ∆te−δtn
n−
j=1
eδtj |Ahuεh(tj)| ≤ c. (72)
The backward Euler fully discrete scheme of (34) is as follows: find (un+1εh , p
n+1
εh ) ∈ (Xh,Mh) such that for all 0 ≤ n ≤
N,∀(vh, qh) ∈ (Xh,Mh),
un+1εh − unεh
∆t
, vh

+ aε(un+1εh , vh)+ (Mn+1(Ahuεh), vh) = (f n+1, vh), (73)
u0εh = u0h, (74)
where f n+1 = 1
∆t
 tn+1
tn
f (t)dt.
Lemma 4.1. Under the assumptions of Theorem 2.1, then the solution sequence {unεh} obtained from (73)–(74) satisfies for all
1 ≤ n ≤ N,
|unεh|2 +∆t
n−
m=0
ν|A1/2εh umεh|2 ≤ c, (75)
‖unεh‖2 +∆t
n−
m=0
ν|Aεhumεh|2 ≤ c. (76)
Proof. Taking (vh, qh) = 2∆t(un+1εh , pn+1εh ) in (73) and using the identity
2(u− v, u) = |u|2 − |v|2 + |u− v|2 ∀u, v ∈ Y ,
we derive that
|un+1εh |2 − |unεh|2 + |un+1εh − unεh|2 + 2ν∆t|A1/2εh un+1εh |2 + 2∆t(Mn+1(Ahuεh), un+1εh ) = 2∆t(f n+1, un+1εh ). (77)
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Due to (71) and (12), we get
2|(Mn+1(Ahuεh), un+1εh )| = 2|(Mn+1(A1/2h uεh), A1/2h un+1εh )|
≤ c + 1
2
ν‖un+1εh ‖2 ≤ c +
1
2
ν|A1/2εh un+1εh |2,
2|(f n+1, un+1εh )| ≤ c +
1
2
ν‖un+1εh ‖2 ≤ c +
1
2
ν|A1/2εh un+1εh |2.
Applying above estimates to (77), it follows that
|un+1εh |2 − |unεh|2 + ν∆t|A1/2εh un+1εh |2 ≤ c. (78)
Taking the summation of (78) from 0 tom and noting the fact that |u0εh|2 = |R(u0, pε(0))|2 ≤ c , we get (75).
Setting (vh, qh) = 2∆tAεhun+1εh in (73), we deduce that
|A1/2εh un+1εh |2 − |A1/2εh unεh|2 + |A1/2εh un+1εh − A1/2εh unεh|2 + 2ν∆t|Aεhun+1εh |2
+ 2∆t(Mn+1(Ahuεh), Aεhun+1εh ) = 2∆t(f n+1, Aεhun+1εh ). (79)
Thanks to (72), it holds that
2|(f n+1, Aεhun+1εh )| ≤
1
2
ν|Aεhun+1εh |2 + c,
2|(Mn+1(Ahuεh), Aεhun+1εh )| ≤
1
2
ν|Aεhun+1εh |2 + c.
Combining these estimates with (79) and taking the summation from 0 tom, we complete the proof. 
Now we derive some error estimates for the fully discrete scheme (73)–(74).
Setting enεh = uεh(tn)−unεh, µnεh = pεh(tn)−pnεh, it follows that e0εh = 0. By a exactly similar argument to that used in [15],
we can derive the following lemma.
Lemma 4.2. Under the assumptions of Lemma 4.1, it is valid, for any tn ∈ [0, T ], 1 ≤ n ≤ N, that
τ(tn)|enεh|2 +∆t
n−
m=0
τ(tm)|A1/2εh emεh|2 ≤ c∆t2, (80)
τ 2(tn)‖enεh‖2 +∆t
n−
m=0
τ 2(tm)|Aεhemεh|2 ≤ c∆t2, (81)
τ 2(tn)|µnεh|2 ≤ c∆t. (82)
By combining (8) with Lemmas 3.6, 3.8 and 4.2, we come to the main results of this paper.
Theorem 4.1. Under the assumptions (A1)–(A2), the solution sequence {unεh} obtained from (73)–(74) satisfies, for all tn ∈[0, T ], 1 ≤ n ≤ N, that
τ(tn)‖u(tn)− unεh‖ ≤ c(ε +∆t + h), (83)
τ(tn)|p(tn)− pnεh| ≤ c(ε +∆t1/2 + h), (84)
where c is a generic constant independent of ε, h and∆t, but may depend on the data (Ω, ν, ρ, δ, u0, f , T ).
5. Numerical experiments
In this section, we show some numerical results for the finite element penaltymethod for the linearized viscoelastic fluid
motion equations. We consider the problem which is determined by means of a manufactured solution process to satisfy
the boundary condition (2). The following exact solution for the velocity (u1, u2) and pressure p is considered in the domain
Ω = [0, 1] × [0, 1]:
u(x, t) = (u1(x, t), u2(x, t)),
p(x, t) = 10(2x1 − 1)(2x2 − 1) cos(t),
u1(x, t) = 10x21(x1 − 1)2x2(x2 − 1)(2x2 − 1) cos(t),
u2(x, t) = −10x1(x1 − 1)(2x1 − 1)x22(x2 − 1)2 cos(t),
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Fig. 1. Relative errors with respect to ε = νhm for the velocity and pressure ((a): H1-norm relative error for the velocity; (b): L2-norm relative error for
the pressure).
Table 1
Numerical results for the two-dimensional linearized viscoelastic
fluid motion equations.
1/h ‖u−uh‖‖u‖
|p−ph |
|p| uH1 rate pL2 rate
9 0.904832 0.0104872 – –
18 0.267739 0.0024781 1.756823 2.081323
27 0.13949 0.00110225 1.608078 1.998048
36 0.0921454 0.000623575 1.441262 1.980102
45 0.0685864 0.000401899 1.323245 1.968545
with ν = 0.1, for which f (x, t) is determined by (1). The domain is partitioned into triangles with sizes h = 19 , 118 , 127 , 136
and 145 , respectively. By setting ρ = 6ν,∆t = 0.0004 < 1452 , the relaxation time 1/δ = 10∆t and the iterative number
n = 20. Firstly, we investigate the H1 relative error for the velocity and the L2 relative error for the pressure with respect
to the penalty parameter ε with ε = νhm, m = 2, 3, 4, 7 for P1b − P1 elements, respectively. The simulation results are
provided in Fig. 1. It shows that the penalty parameter ε is uniform with respect to the mesh size h for two errors, which is
well agree with Theorem 4.1. Moreover, these results indicate that the relative errors keep steady with respect to ε when
ε ≤ νh3. Since the condition number of the stiff matrix generated by the system will increase as ε decreases, ε = νh3 is
optimal.
Secondly, setting ε = νh3, we study the convergence rates of the penalty method with respect to h under above
computing conditions. The results are shown in Table 1, which conform the theoretical analysis established in the previous
sections.
Finally, we consider the lid-driven cavity flow in a unit square with no-slip boundary conditions only on upper boundary
with u = (1, 0). We use the same finite element spaces as above. Setting h = 1/25,∆t = 0.5 and 1/δ = 10∆t , we
perform tests for different values of ν, ρ and the final time T . Figs. 2–7 show the velocity flied and the pressure level lines
of the lid-driven cavity flow with different parameter values, respectively. If ρ = 0, Problem (1)–(2) is the well-known
Stokes problem. The figures below show the difference between them. When ν = 0.01, these two models almost have the
same velocity flied and pressure level lines. More smaller ν is, more larger the difference is between these models. When
ν = 0.0001, the Stokes equations already cannot work in this case, but the Stokes–Volterra equations, which contains the
memory term (integral term), still keep good performance.
6. Conclusions
In this paper, we studied a fully discrete finite element penalty method for the two-dimensional linearized viscoelastic
fluid motion problem. Under some realistic assumptions, we deduced the optimal error estimates. Some numerical
examples are provided to illustrate its efficiency. Besides, the difference between the Newton and non-Newton fluid
flows is shown. By using the penalty method, we overcome the coupled problem and can efficiently separate the
computation of the velocity from the pressure, which reduces the computational scale. Applying the Crank–Nicolson or
Crank–Nicolson/Adams–Bashforth schemes to the viscoelastic problem, we can get some high order temporal schemes. We
can also extend the analysis to the nonlinear problem. These will be discussed in our further work.
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(a) T = 2.5. (b) T = 5. (c) T = 10.
Fig. 2. Velocity vector and contours of the pressure at different times with ν = 0.01, ρ = 0: (a) T = 2.5, (b) T = 5 and (c) T = 10.
(a) T = 2.5. (b) T = 5. (c) T = 10.
Fig. 3. Velocity vector and contours of the pressure at different times with ν = 0.01, ρ = 10ν: (a) T = 2.5, (b) T = 5 and (c) T = 10.
(a) T = 2.5. (b) T = 5. (c) T = 10.
Fig. 4. Velocity vector and contours of the pressure at different times with ν = 0.001, ρ = 0: (a) T = 2.5, (b) T = 5 and (c) T = 10.
(a) T = 2.5. (b) T = 5. (c) T = 10.
Fig. 5. Velocity vector and contours of the pressure at different times with ν = 0.001, ρ = 10ν: (a) T = 2.5, (b) T = 5 and (c) T = 10.
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(a) T = 2.5. (b) T = 5. (c) T = 10.
Fig. 6. Velocity vector and contours of the pressure at different times with ν = 0.0001, ρ = 0: (a) T = 2.5, (b) T = 5 and (c) T = 10.
(a) T = 2.5. (b) T = 5. (c) T = 10.
Fig. 7. Velocity vector and contours of the pressure at different times with ν = 0.0001, ρ = 10ν: (a) T = 2.5, (b) T = 5 and (c) T = 10.
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