Abstract: This paper addresses the optimization of handovers in a Wireless LAN/Mobile IPv4/v6 environment by controlling the link layer handover process directly at the mobile node's side. One successful way to improve system performance of mobile clients in Wireless LAN multimedia networks is to use efficient and fast handover mechanisms when users move between different access points. We implemented some quality parameters of the wireless link provided by Network Interface Card (NIC) firmware into a network-management software running on the mobile node. This concept allows a mobile user to automatically decide about when to start a handover and to which access point to connect to. The experience shows that our multimedia-enabled solution provides the necessary guidance to monitor and control the handover process without adding new extensions to the already existing Mobile IP standards.
INTRODUCTION
A WLAN handoff occurs when a mobile station moves beyond the radio range of the currently associated access point (AP), and enters another Basic Service Set (BSS) at the MAC layer. During the handoff process, management frames are exchanged between the station and the AP. Also the APs involved may exchange certain context information (credentials) specific to the station. Consequently, there is latency involved in the handoff process during which the mobile node is unable to send or receive any kind of traffic. Because of the mobilityenabling nature of wireless networks, there is opportunity for many promising multimedia and peer-to-peer applications (such as VoIP, 802.11 phones, mobile video conferencing and chat). Also, many believe that WLANs may become or supplement via hot spots the next generation 4G wireless networks. While the wireless LAN technology spreads more widely, available Mobile IP implementations do not yet handle handover of multimedia-traffic satisfactorily. The design of Mobile IPv4 is restricted by the abilities of IPv4 and leaves a lot of room for improvements. Especially the reduction of the handover latency is a topic widely discussed. Although IPv6 provides better prerequisites (in terms of flexibility and extensibility) for the implementation of a mobility supporting protocol, Mobile IPv6 still has some flaws. So one of the major concerns is, that while the wireless LAN technology and Mobile IP operate at different layers, there is no definition for the inter-layer communication between link and network layer. In practice, this is reflected in the Mobile IP implementations that are just following the behavior of the wireless LAN hardware.
Of course, this leads to delays or unwanted and unpredictable results. But especially for multimedia applications relying on QoS, the well timed transfer of network management information to the new point of attachment is very important. This can only be guaranteed, if control over the link layer handover process is provided to these applications.
PROPOSED HANDOVER-APPROACH
The need to rely on link layer information to allow certain means of synchronization between the handover processes of the link and the network layer is well understood [1] . The most obvious parameters that influence the wireless LAN hardware's behavior are indicators of the signal quality. These quality parameters are usually provided by the driver of the wireless LAN hardware and can be gathered if appropriate access to drivers of the NIC is given. In our case we got really kind support from Intersil 1 to make driver-development [8] possible for all PRISM2 based chipsets. These chips are implemented in a lot of WLAN products available today.
The idea is to monitor continuously the signal quality of all access points in range. In this way a client-based tool makes decisions based on signal-levels received from all access points. If any available AP provides a significant better signal quality or the actual associated base-station has too weak signal-level to serve the client with a specific link quality, it is necessary to initiate a handover-process. The whole handoverprocess is under control of the mobile node that is capable of performing fast handovers. Our implementation requires access to the wireless LAN hardware, as well as a communication interface to the IO-controller part. Intersil's PRISM2-DLL's are compatible with all win32 platforms and the tool was developed with assistance of Visual C++. The big advantage of this implementation is that the wireless card will stay associated with the present AP, while scanning the wireless interface for other APs in range.
Active-Scan Mode
Active Probing is described in the IEEE 802.11 specifications [7] , the active probing method uses probe request frames on each channel where it is able to detect wireless activity (to avoid blocking the discovery process on frequencies that are not in use). When an AP comes within range of the client and receives a probe request frame it will typically respond with a probe response frame containing the network SSID (see Fig. 1 ). This method has the little disadvantage of being unable to discover wireless networks that are configured not to advertise their Extended Service Set Identifier (ESSID) using a cloaked ESSID configuration. 
PRISM2 Driver Development
The deployed PRISM2 DLL's provide easy integration into various application development environments. It is designed to provide the presentation layer described in the OSI Network architecture model. Fig. 2 illustrates the architectual overview of our implementation in an Windows32 Network Driver Interface Specification (NDIS) environment. On the left hand side there is presented the typical implementation of the Windows NDIS layers. The right side illustrates how the ``ptamacctl.dll'' fits into the NDIS architectural concept. This NDIS stack now represents a proprietary protocol layer which dynamically binds to the NDIS adapter driver, it also includes a private API to communicate to the protocol driver in user mode. With this approach an adapter can be completely unbound from the rest of the protocols. So this implementation allows for a more controlled environment including firmware based functionalities. 
CLIENT BASED HANDOVER
The operational design is based on a program which has direct access to the hardware of the pc-card in touch with 802.11b. This allows to run firmware based functions and thus directly supervise the handover process. There are three different mechanisms integrated in our handover-tool. Every t UPDATE seconds (in our implementation this interval is set to 250ms) a signal-level measurement of the actual associated base-station is performed. In case that the level is below a configurable (-90 dBm is default) threshold, a hostscan will be activated automatically. This hostscan initiates an active scan and tells the firmware that the host desires a "non-destructive" sweep for all available access-points. The sequencing sweep is non-destructive in that the firmware will maintain its current association with the BSS while it performs the sweep. When the sweep is completed, the HostScanTable is returned to the host in a HostScanResults information packet. This information is used to detect alternative base-stations with better signaling-levels than the actual one. In case that the wireless card was not able to find any access-point the mobile node will switch to adhoc-mode defined in IEEE 802.11 standards. So clients that do not notice any AP, will build up an adhoc network in peer-to-peer mode and talk to each other in a direct way. To be able to leave the adhoc-mode, every t ADHOC seconds another hostscan is performed, to see if infrastructure mode (AP in range) is possible again. The other possibility is that the PC-card finds immediately alternative APs with at least 15dB better signal-level. If this condition is met, the client will automatically start a handover-process and handoff to the AP with best signal-level. A more detailed description with all possible events, is presented in Fig. 4 . 
IMPLEMENTATION AND EVALUATION
The first evaluation step is to determine and validate the improved handover behavior. In normal case when there is no controlling background monitor installed at the client, the only way to detect lack of radio connectivity are failed frame transmissions. This will happen at the earliest if signal strength is about -100dBm. In contrast to this, i-Motion will promptly recognize that the power level drops below our pre-defined threshold (e.g. -90dBm) and will start searching for alternative base stations in range immediately. Results from such a clientcontrolled handover between two access-points can be seen in Fig. 5 . As presented in [2] the handover process can be split into three phases. The first phase, called detection, is the discovery of the need for the handover. The second phase, search, covers the acquisition of the information needed to perform the handover. Finally, the handover is performed during the third phase, execution. Detection is the longest phase (~800ms), while execution could be neglected. Additionally, detection and search times widely vary among different client card models [3] . Main problem during handover is that stations have to detect the lack of radio connectivity based on unsuccessful frame transmissions. The difficulty is to determine the reason for the failure among collision, radio signal fading or the station being out of range. In our implementation the signal strength is monitored continuously. In case that the power level falls below a predefined threshold, the tool automatically tries to handoff to APs in range that provide much better connectivity. So the long phase of detection can be saved and handover is carried out much faster. Figure 6 shows comparison between handover from Intel Pro/Wireless 2011 to a Netgear WG-602 access point with and without the tool presented in this paper. At the client side a PRISM2-based PC-card was in use and Chariot from NetIQ 2 was taken for realtime networking measurements.
What can be seen is that our WLAN implementation takes advantage of the information provided by the physical layer and can completely skip the detection phase. Such stations start the search phase when the quality of radio signal degrades below the pre-defined threshold. In that case, the search starts before any frame has been lost. This has the favorable effect that overall handover-time can be reduced to about 350ms.
CONCLUSION AND FUTURE WORK
The primary contribution of this work is a detailed evaluation of our handover-application, which shows that it is possible to skip detection phase during link-layer handover in IEEE 802.11 networks. This is done by detecting the decrease of connection quality precociously. However in this state the available signal is strong enough and no packets are lost before initiating the deassociation process. All available wireless base stations are scanned in background all the time and so decisions can be made to associate with other access points in range. As our current release only works on PRISM2 based client cards, we now implement an improved version that will be based on Microsoft's NDIS 5.1 interface. Thus in future all IEEE 802.11a/b/g client cards with NDIS 5.1 compatible command-set can be controlled automatically during handoff. Another feature of the upcoming version will be handover between APs with same SSID by using Basic Service Set Identifier (BSSID) informations instead.
We believe that tools like the one presented in this paper will improve mobility in wireless LAN networks arbitrative. Handover-algorithms that implement prediction of the way the mobile node moves can be deployed to assist new mechanisms in wireless networks. In this way communication is enabled between MAC layer and others above. Examples of such mechanisms are "IEEE 802.1x pre-authentication", "Low Latency Handoffs in Mobile IPv4" [4, 5] and "Fast Handovers for Mobile IPv6" [6] .
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