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ABSTRACT
We apply the Fourier Power Function Shapelets (FPFS) shear estimator to the first year data of
the Hyper Suprime-Cam survey to construct a shape catalog. The FPFS shear estimator has been
demonstrated to have multiplicative bias less than 1% in the absence of blending, regardless of com-
plexities of galaxy shapes, smears of point spread functions (PSFs) and contamination from noise. The
blending bias is calibrated with realistic image simulations, which include the impact of neighboring
objects, using the COSMOS Hubble Space Telescope images. Here we carefully test the influence of
PSF model residual on the FPFS shear estimation and the uncertainties in the shear calibration. In-
ternal null tests are conducted to characterize potential systematics in the FPFS shape catalog and the
results are compared with those measured using a catalog where the shapes were estimated using the
re-Gaussianization algorithms. Furthermore, we compare various weak lensing measurements between
the FPFS shape catalog and the re-Gaussianization shape catalog and conclude that the weak lensing
measurements between these two shape catalogs are consistent with each other within the statistical
uncertainty.
1. INTRODUCTION
Weak lensing provides us with a means of observing
total matter distributions, including invisible dark mat-
ter, by measuring coherent shear distortions on back-
ground galaxy images caused by inhomogeneous den-
sity distributions along the line-of-sight (e.g. Kilbinger
2015; Mandelbaum 2018). Weak lensing has wide appli-
cations in cosmology. For instance, the cross-correlation
between shear measured from background galaxies and
positions of foreground lens galaxies, which is commonly
known as galaxy-galaxy lensing, probes into the con-
nection between galaxies and underlying matter fluctu-
ations (e.g. Mandelbaum et al. 2006; Han et al. 2015).
Combined with galaxy clustering, galaxy-galaxy lens-
ing can be used to constrain cosmology (e.g. More et al.
2015; Prat et al. 2018). The two-point autocorrelation of
xiangchong.li@ipmu.jp
shear, which is referred to as cosmic shear, directly mea-
sures the amplitude and growth of matter fluctuations
and hence can be used to constrain cosmology (e.g. Mor-
rison et al. 2016; Troxel et al. 2018; Hikage et al. 2019;
Hamana et al. 2019). One can also directly reconstruct
projected mass distribution from an observed shear field
(e.g. Oguri et al. 2018; Jeffrey et al. 2018). Such weak
lensing mass maps provide an important means of study-
ing the non-Gaussian features of the matter distribu-
tions (e.g. Shan et al. 2018; Martinet et al. 2018).
Given its importance, weak lensing is one of the pri-
mary science goals of the following three ongoing stage-
III surveys, the Kilo-Degree Survey1 (KiDS, de Jong
et al. 2013), the Dark Energy Survey2 (DES, Dark En-
ergy Survey Collaboration et al. 2016) and the Subaru
1 http://kids.strw.leidenuniv.nl/index.php
2 http://www.darkenergysurvey.org/
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Figure 1. The standard deviation of noise correlation func-
tion for different principal components (PCs). The x-axis is
the rank of PCs and the y-axis is the standard deviation of
the noise correlation functions for the corresponding PC.
Hyper Suprime-Cam survey3 (HSC, Aihara et al. 2018).
HSC is a wide-field prime focus camera with a 1.5 deg
diameter field-of-view mounted on the 8.2-meter Sub-
aru telescope (Furusawa et al. 2018; Kawanomoto et al.
2018; Komiyama et al. 2018; Miyazaki et al. 2018) . HSC
survey has a median i-band seeing of 0.6′′ and an i-band
limiting magnitude of mi ∼ 26 for its Wide layer. Such
good seeing and deep image enable us to use a large
number of galaxies up to z ∼ 2 for the weak lensing
analysis. The Wide layer of the HSC first year data cov-
ers ∼ 170 deg2, if we restrict ourselves to the full depth
and full color regions without considering the bright star
masks (see Mandelbaum et al. 2018a).
In this paper, we apply the FPFS shear estimator,
which was recently developed in Li et al. (2018), to
the i-band images of the HSC first year data. Li et al.
(2018) proposed the FPFS shear estimator for an accu-
rate shear measurement from large ensembles of galaxy
images. The FPFS method conducts the shape measure-
ment on the power function of galaxy image’s Fourier
transform. It projects the Fourier power function of
galaxies on shapelet basis vectors after deconvoling the
Point Spread Function (PSF) in Fourier space. Four
shapelet modes are used to construct ellipticity and the
corresponding shear response. Li et al. (2018) used HSC-
like galaxy image simulations from Mandelbaum et al.
(2018b) to show that, in the absence of blending, the sys-
tematic biases for the FPFS shear estimator are well be-
3 http://hsc.mtk.nao.ac.jp/ssp/
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Figure 2. The upper left panel shows the average of noise
correlation function on one coadd exposure. The rest of the
panels show the first eight PCs of noise correlation functions
on the coadd exposure.
low 1%, regardless of complexities of galaxy morpholo-
gies, smears of PSFs and contaminations from noise.
However, in the existence of blending, the first gener-
ation of HSC deblender (Bosch et al. 2018) is used to
isolate blended sources before shape measurement and
a multiplicative bias of −5.7% on average is found. Such
blending bias is modeled and calibrated with the help of
HSC-like image simulations (Li et al. 2018).
Combining the HSC first year data with HSC-like
image simulations, in this paper, we characterize sev-
eral potential systematics in the FPFS shear estima-
tion, which have not been discussed in Li et al. (2018).
One of them is the shear bias caused by PSF model
residual. PSF model residual refers to the difference be-
tween the images of the true PSFs and the images of the
PSF models reconstructed by the HSC pipeline (Bosch
et al. 2018). Unlike traditional methods such as KSB
(Kaiser et al. 1995) and re-Gaussianization (Hirata &
Seljak 2003) that use moments of PSF images to cor-
rect smears of PSF, the FPFS algorithm deconvolves
the PSF in Fourier space (see Zhang 2008; Bernstein
& Armstrong 2014; Sheldon & Huff 2017, for similar
treatment on PSF correction) and therefore may have
different dependence on the PSF model residual. Even
though Mandelbaum et al. (2018a) have shown that the
residuals of shapes and sizes on the coadd images of the
HSC first year data meet the HSC first year science re-
quirement4 (Mandelbaum et al. 2018a), the influence of
4 For the HSC first year science, the amplitude of the multi-
plicative bias is require to be smaller than 1.7%. The amplitude
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Figure 3. The stacked Fourier power functions of faint
galaxies. The upper panels show the image before subtrac-
tion of Fourier power function of noise. The lower panels
show the image after subtraction of Fourier power function
of noise. The left panels show the stacked Fourier power
function for galaxies with S/N < 5, where S/N is measured
with the CModel algorithm (Bosch et al. 2018) . The right
panels show the stacked Fourier power function for galaxies
with 5 ≤ S/N < 10.
the PSF model residual on the process of PSF decon-
volution in Fourier space has not been directly quanti-
fied. To quantify the systematic error caused by the PSF
residual to the FPFS shear estimator, we use the star
images in HSC survey as input PSFs to convolve with
the simulated galaxy images but use the corresponding
PSF models at the positions of the stars for deconvo-
lution in the procedure of the shape measurement (Lu
et al. 2017). Another potential systematic is the cali-
bration residual which refers to the bias caused by the
difference between the simulated data used to calibrate
the shear estimation and the observed data to which
the calibrated shear estimator is applied to. In order
to quantify the calibration residual, we apply the shear
estimator calibrated by the default image simulation to
simulations with different galaxy properties. We show
of the correlation of additive bias is required to be smaller than
ξγ+(θ)/25, where ξ
γ
+ is the shear-shear correlation.
that none of these bias exceeds the HSC first year science
requirement.
Several internal null tests suggested by Mandelbaum
et al. (2018a) are conducted on the FPFS shape catalog
to demonstrate that the systematics on the FPFS shear
estimator are below the level of the HSC first year sci-
ence requirement (Mandelbaum et al. 2018a). We also
compare the null test results of the FPFS shape cata-
log with those of the re-Gaussianization shape catalog
(Mandelbaum et al. 2018a) to check the consistency be-
tween these two catalogs.
We proceed with two major applications of the FPFS
shape catalog, namely galaxy-galaxy lensing and mass
map reconstruction. Firstly, we measure the galaxy-
galaxy lensing signal for different lens catalogs using
the FPFS shape catalog. To further check the con-
sistency between the FPFS shape catalog and the re-
Gaussianization shape catalog, we compare our mea-
surements with those of re-Gaussianization catalog.
Subsequently, we apply our shape catalog to mass
map reconstruction using the Kaiser & Squires (1993)
method.
This paper is organized as follows. Section 2 describes
the FPFS shape catalog based on the images of the HSC
first year i-band Wide layer. Section 3 conducts several
external systematic tests to quantify the bias caused by
the PSF residual and the calibration residual. Section
4 performs internal null tests and compares the results
with those of the re-Gaussianization shape catalog. Sec-
tion 5 applies FPFS catalog to galaxy-galaxy lensing and
compare the results with those of the re-Gaussianization
shape catalog. Section 6 constructs mass maps with
the FPFS shape catalog. Section 7 gives a conclu-
sion. Throughout the paper, we adopt ΩM = 0.279,
Ωb = 0.046, ΩΛ = 0.721, b = 0.7, ns = 0.97, and
σ8 = 0.82 (Hinshaw et al. 2013).
2. THE FPFS SHAPE CATALOG
2.1. Shear Estimator on Isolated galaxies
First we focus on the shape measurement of isolated
galaxies. The systematic bias caused by blending is
modeled and calibrated with HSC-like image simulations
(Li et al. 2018), which will be discussed in Section 2.2.
2.1.1. Fourier Power Function
In order to reduce the uncertainty caused by pixel
noise, FPFS algorithm defines the boundary of each
galaxy using a circular top-hap aperture around the cen-
troid of the galaxy (Li & Zhang 2016) and sets the pix-
els outside the boundary to zero. The ratio between the
aperture radius and the galaxy’s half-light radius is set
to a constant and denoted as α. The half-light radius of
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Figure 4. The histograms of eight observables including the re-Gaussianization resolution, the CModel S/N, the CModel
magnitude, the re-Gaussianization distortion, two components of FPFS ellitpticity and two components of FPFS response. The
solid lines show the histograms measured from HSC first year data and the dashed lines show the results from sample 4 of the
HSC-like GREAT3 image simulations (Mandelbaum et al. 2018b). The vertical lines show the average value of the corresponding
observables. All of the selection criteria shown in Table 1 are applied to the HSC data. Only the i-band selection criteria in
Table 1 are applied to the simulation since we do not have multi-band simulations.
each galaxy is calculated from the second order adaptive
moment matrix measured by the re-Gaussianization al-
gorithm (Hirata & Seljak 2003) and the centroid is set
to the center of the galaxy footprint. The Fourier power
function of the galaxy is calculated as
f˜o(k) =
∫
fo(xo)e
−ik·xod2xo,
F˜o(k) = |f˜o(k)|2.
(1)
The Fourier power function defined in equation (1) is
contaminated by the Fourier power function of noise.
The Fourier power function of noise depends on the cor-
relation function of noise which is the weighted inverse
Fourier transform of the noise Fourier power function
(Li et al. 2018). Although noise on CCD images (single
exposures) does not correlate across pixels (Zhang et al.
2015), noise on coadd exposures correlates across pix-
els since an ad hoc warping kernel is used to convolve
CCD images before re-pixelazation on a common coor-
dinate in the coadding procedure. Noise correlations on
coadd exposures are mainly determined by shapes of the
warping kernels.
For the HSC first year data, the HSC pipeline uses
a third order Lanczos kernel to warp the CCD images,
projects the warped images onto the common coordi-
nates, and combines the projected images to gener-
ate coadd exposures (Bosch et al. 2018). The shapes
of the projected warping kernels vary across the com-
mon coordinate since the projections of the input CCDs
vary. Noise correlation functions depend on the pro-
jected warping kernels, therefore they can be different
for galaxies at different positions on coadd images.
In this paper we use Principal Component Analysis
(PCA) to capture the variation of noise correlation func-
tions on coadd exposures. For each coadd exposure,
we randomly sample one hundred positions and use the
projected warping kernels at these positions to derive a
group of noise correlation functions. PCA is performed
on such group of noise correlation functions. The stan-
dard deviation of these noise correlations as function of
the rank of the principal components (PCs) is shown in
Figure 1. The average correlation function and the first
nine PCs are chosen as the basis vectors for noise cor-
relation functions and will be used to model the power
functions of noise, following Li et al. (2018, Appendix
B), for galaxies at different positions on the coadd im-
ages. As an example, we show the average noise cor-
5238240242244246248
42.5
43.0
43.5
44.0
HECTOMAP
332334336338340
−0.5
0.0
0.5
1.0
1.5
2.0
VVDS
176177178179180181182
−1.5
−1.0
−0.5
0.0
0.5
1.0
WIDE12H
212214216218220222224
−1.5
−1.0
−0.5
0.0
0.5
1.0
GAMA15H
130132134136138140
−1
0
1
2
3
4
GAMA09H
3032343638
−6
−5
−4
−3
−2
XMM
0
5
10
15
20
25
30
35
40
Figure 5. The number density maps of the FPFS galaxy shape catalog for six fields of the HSC first year data. The FPFS
shape catalog contains more than 1.45× 107 galaxies and the average number density is 28.6 deg−2.
relation function and the first eight PCs for one of the
exposures in Figure 2.
Given that the HSC pipeline replaces neighboring
sources with uncorrelated Gaussian noise before the
shape measurement (Bosch et al. 2018), the Dirac delta
function is also added to the basis vectors of noise cor-
relations with the intent to capture the influence of such
neighboring source replacement to the correlation func-
tion of noise.
Using these basis vectors of noise Fourier power func-
tion, we fit the Fourier power function of each galaxy
at large wave numbers, where the Fourier power func-
tion of the PSF decays to 10−4 of its maximum. Signals
at such scale are mainly dominated by the power func-
tion of noise since the galaxy signal is filtered by the
PSF and reduced to 10−4 of its original value. We de-
note the fitted model of noise Fourier power function for
each galaxy as F˜n(k) and subtract it from the galaxy
Fourier power function
F˜r(k) = F˜o(k)− F˜n(k). (2)
The upper panels of Figure 3 show the stacked Fourier
power functions of faint galaxies before subtracting the
noise Fourier power function. These images are signif-
icantly contaminated by the Fourier power function of
noise, especially at large wave numbers. The lower pan-
els of Figure 3 show the stacked Fourier power func-
tions of faint galaxies after subtracting the noise Fourier
power function. From the lower panels of Figure 3, we
conclude that our algorithm for for subtracting the noise
Fourier power function works well on average at least at
large wave numbers. We cannot directly see the perfor-
mance at small wave numbers since the signals there are
dominated by galaxies.
Since the residual of noise power function mainly in-
fluence shape measurement on faint galaxies, to miti-
gate the potential bias caused by imperfect noise power
subtraction, conservative magnitude and S/N cuts are
applied to our galaxy sample (see Section 2.3). Also,
conservative weighting scheme (see Section 2.1.2) is ap-
plied to our shape catalog. The next generation of HSC
image simulations will includes different noise correla-
tions and we will quantify the performance of our noise
power function subtraction with image simulations.
2.1.2. Shapelets
The PSF Fourier power function, denoted as G˜(k),
is subsequently deconvolved from the observed galaxy’s
Fourier power function to remove the influence of PSF
F˜ (k) =
F˜r(k)
G˜(k)
. (3)
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Figure 6. The density maps of the FPFS response (R) for six fields of the HSC first year data.
Next, the deconvolved galaxy Fourier power func-
tion is projected onto the polar Shapelet basis vectors
(Massey & Refregier 2005) as
Mnm =
∫
χ∗nmF˜ (ρ, φ)ρdρdφ. (4)
The polar Shapelet basis vectors are defined as
χnm(ρ, φ) =
(−1)(n−|m|)/2
σ|m|+1
{
[(n− |m|)/2]!
pi[(n+ |m|)/2]!
} 1
2
× ρ|m|L|m|n−|m|
2
(
r2
σ2
)
e−ρ
2/2σ2e−imφ,
where Lpq are the Laguerre Polynomials, n is the radial
number and m is the spin number, and σ determines
the scale of Shapelet functions. We denote the ratio
between σ and the scale radius of PSF Fourier power
function (rpp) as (Li et al. 2018)
β =
σ
rpp
. (5)
Note that α determines the effective scale in configura-
tion space whereas β determines the effective scale in
Fourier space. Li et al. (2018) proposed to set α = 4,
β = 0.85 and showed that the systematic bias for such
setup is below one percent of the shear signal.
Finally, using these shapelet modes, we define the
dimensionless FPFS ellipticity and the corresponding
shear response as
e1 =
M22c
M00 + C
, e2 =
M22s
M00 + C
, (6)
R1,2 =
√
2
2
M00 −M40
M00 + C
+
√
2e21,2, (7)
Mnmc and Mnms are used to denote the real and imag-
inary part of Mnm when m > 0. The constant C
the weighting parameter which adjusts weight between
galaxies with different luminosity and reduces noise bias
(Li et al. 2018). According to Li et al. (2018), we quan-
tify the spread of M00 with ∆ which is the value of M00
at which its histogram drops below 1/8 of its maximum
on the side of higher M00 and normalize C with ∆ as
ν = C/∆. We conservatively set ν = 4 and the weight
for galaxies with different S/N can be found from the
left panel of Figure 7 in Li et al. (2018).
With the definition of average response R = (R1 +
R2)/2, the final shear estimator is
γ1,2 = −〈e1,2〉〈R〉 . (8)
There exists a minus sign in the final shear estimator
since the ellipticity are defined in Fourier space.
2.2. Calibration for Blending Bias
7Selection Explanation
Cut on i-band properties
ideblend nchild== 0 Do not contain child objects
iclassification extendedness ! = 0 Mask out stars
idetect is primary == True Identify unique detections only
ideblend skipped == False Deblender skip the source object
bad pixel aperture == False No bad pixel within the aperture a
iflux cmodel/iflux cmodel err≥ 10 Galaxy has high enough S/N in i band
imag cmodel−ai < 24.5 Cut on Magnitude
|epsf | < 0.2, Cut on PSF shape
0.39′′ < FWHM < 0.79′′ Cut on PSF size
s > 0.067 Cut on FPFS flux ratio
|R| < 5 Cut on FPFS response
iblendedness abs flux < 10−0.375 spurious detection and heavy blending
Cut on multi-band properties
FDFC == True Select sources within the FDFCb region
Require that at least two of the following four cuts be passed
gflux cmodel/gflux cmodel err≥ 5 Galaxy has high enough S/N in g band
rflux cmodel/gflux cmodel err≥ 5 Galaxy has high enough S/N in r band
zflux cmodel/gflux cmodel err≥ 5 Galaxy has high enough S/N in z band
yflux cmodel/gflux cmodel err≥ 5 Galaxy has high enough S/N in y band
aBad pixels include ‘BAD’, ‘SAT’, ‘INTRP’, ‘CR’, ‘NO DATA’, ‘SUSPECT’, ‘UNMASKEDNAN’, ‘CROSSTALK’, ‘NOT DEBLENDED’,
‘DETECTED NEGATIVE’ pixels.
bFDFC refers the Full Depth Full Color cut defined in Mandelbaum et al. (2018a)
Table 1. Selection criteria of source galaxies.
As observations go deeper, the density of detected
sources increases. Due to the limited resolution of
ground-based telescopes, there are high possibilities that
multiple sources are blended within one detected foot-
print for deep surveys such as HSC (Bosch et al. 2018).
If such blending happens, it is necessary to deblend
the footprint and measure the shear from each isolated
source separately. Since these blended sources can be
located at different redshifts, sources can be distorted
by different shear signals even though they are close to
each other on the transverse two-dimensional sky plane.
The HSC pipeline (Bosch et al. 2018) uses the SDSS
deblender (Lupton et al. 2001) to isolate the sources
within one footprint if multiple number of sources are
detected within the footprint. The HSC pipeline re-
places all of the neighboring sources with uncorrelated
Gaussian noise. Finally, we apply the FPFS shear esti-
mator to the isolated galaxy images.
Li et al. (2018) uses HSC mock galaxy image simu-
lations (Mandelbaum et al. 2018b) to estimate the bias
caused by blending. The image simulation is described
as follows. Image stamps from the COSMOS Hubble
Space Telescope (HST) survey (Koekemoer et al. 2007;
Leauthaud et al. 2007) are selected according to the po-
sitions of galaxies detected from the HSC Wide-depth
coadds overlapping with the COSMOS region (Aihara
et al. 2018). Subsequently, these image stamps are
deconvolved, distorted by known shear γ1,2, convolved
with HSC-like PSFs and contaminated with HSC-like
noise to mimic HSC images. The simulated HSC galax-
ies are separated into 800 subfields. Different subfields
have different HSC-like PSFs, distorted by different
shear, and contaminated with different HSC-like noise
(Mandelbaum et al. 2018b).
The deblender, neighboring source replacer and shear
estimator are successively run on the simulated galaxies
to measure the shear and the measured shear is denoted
as γM1,2. We assume a linear relation between the mea-
sured shears and the input shears based on the fact that
the amplitudes of shear signals are only a few percent
for weak lensing
γM1,2 = (1 +m1,2)γ1,2 + c1,2, (9)
where m1,2 are multiplicative biases for two shear com-
ponents and c1,2 are additive biases for two shear compo-
nents. We use m to denote the mean of multiplicative bi-
ases on two shear components, where m = (m1 +m2)/2.
The values of m and c1,2 depend on galaxy properties,
which is modeled with image simulations.
8Column name Explanation
fpfs e1,2 FPFS ellipticity
fpfs RA Average response
fpfs flux FPFS flux ratio
fpfs m FPFS multiplicative bias
Table 2. Columns for the FPFS shapes.
Note that Mandelbaum et al. (2018b) further model
the additive bias as c1,2 = a1,2e
p
1,2 +c
′
1,2, considering the
correlation between additive bias and PSF ellipticity,
where ep1,2 are two components of the PSF ellipticity,
a1,2 are two components of the fractional additive bias,
c′1,2 are two components of the remaining additive bias.
As demonstrated in Appendix A, the amplitude of a1,2
is below 0.5% for the FPFS shape estimator, which is
below the HSC first year science requirement. Therefore,
we neglect a1,2 in this paper.
Li et al. (2018) reported that, for HSC mock galaxy
image simulations (Mandelbaum et al. 2018b), a mul-
tiplicative bias of −5.8 ± 0.4% on average is found on
the aforementioned pipeline. Such multiplicative bias
is mainly caused by the fact that the SDSS deblender
does not accurately recover the true galaxy shapes from
blended footprints. No additive bias on average beyond
the statistical uncertainty was found due to the blend-
ing effect. The modeling and calibration of blending bias
is conducted as follows. Galaxies are first divided into
different bins according to FPFS flux ratio5 (s)
s =
M00
M00 + C
. (10)
Next, shear is estimated independently for galaxies in
each bin. By fitting the linear relation between the in-
put shear (γ) and the estimated shear (γM ) with equa-
tion (9), the average multiplicative bias is measured for
each FPFS flux ratio bin. Finally, multiplicative bias on
individual galaxy is modeled as a third order polynomial
function of FPFS flux ratio
mˆ = a3s
3 + a2s
2 + a1s
1 + a0, (11)
where ai(i = 0, 1, 2, 3) are determined by fitting FPFS
flux ratio to the average multiplicative bias in each bin
(Li et al. 2018). The calibrated shear estimator is
γ1,2 = − 〈e1,2〉〈(1 + mˆ)R〉 . (12)
5 We termed s FPFS flux in Li et al. (2018) but it is incorrect
since s is dimensionless. Therefore, we rename s as FPFS flux
ratio.
Even though multiplicative bias should also depend on
properties other than FPFS flux, we marginalize its de-
pendence over other properties and only model the mul-
tiplicative bias as a function of FPFS flux ratio. If the
simulation has the same galaxy distribution as the ob-
served galaxy sample over the marginalized properties,
such calibration provides us with an unbiased shear esti-
mation. If the galaxy distribution over the marginalized
properties of the observed galaxy sample are different
from those of the simulation, the average multiplicative
bias for each bin of FPFS flux ratio derived from the
simulation could be biased from that of the observed
galaxy sample so that the calibration is also biased. We
refer to such bias as calibration residual bias.
To mitigate the calibration residual, it is necessary to
ensure the galaxy distribution over marginalized proper-
ties are the same between simulations and observation.
Figure 4 shows the galaxy distribution over eight differ-
ent properties of HSC data and in our HSC-like simu-
lation. We find that the distribution are indeed quite
similar between simulations and observation. Moreover,
Section 3.2 quantifies the amplitude of the calibration
residual caused by the differences between simulations
and observed galaxy ensemble.
2.3. Galaxy Cuts
Table 1 summarizes the source selection criteria for
the FPFS shape catalog. The number density of galaxies
and the density of response after the selection are shown
in Figure 5 and Figure 6, respectively. The FPFS shape
catalog contains more than 1.45 × 107 galaxies and the
average number density is 28.6 deg−2.
In comparison with the selection criteria for the
re-Gaussianization shape catalog (Mandelbaum et al.
2018a, Table 4), we do not select galaxies according
to resolution as done in the re-Gaussianization cata-
log. Therefore, we do not need to include the selection
bias caused by the cut on resolution. However, galax-
ies are selected according to the shape (|epsf |) and size
(FWHM) of the PSFs. Since |epsf | and FWHM do not
correlate with the direction of shear nor have preference
on any direction, the intrinsic orientations of galaxies
selected by these cuts are random. Therefore, such
selections do not induce any selection bias.
Moreover, we mask out the galaxy if the HSC pipeline
(Bosch et al. 2018) detected bad pixels inside the top-
hat aperture. On the other hand, the re-Gaussianization
shape catalog mask out only galaxies with bad pixels
near the centroids of galaxies.
We add the same i-band magnitude cut and S/N cut
as in the re-Gaussianization shape catalog. In addition,
we add a cut on the FPFS flux ratio, where s defined
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Figure 7. The histograms of multiplicative bias and two components of additive bias caused by the PSF model residual for six
fields of the HSC first year data. The grey area shows the HSC first year science requirement.
field 〈m〉(10−2) √〈m2〉(10−2) 〈c1〉(10−4) √〈c21〉(10−4) 〈c2〉(10−4) √〈c22〉(10−4)
XMM 0.56 4.78 0.02 180.65 0.15 187.55
GAMA09H 0.73 3.67 −0.41 171.58 0.84 169.51
GAMA15H 0.51 2.78 −1.66 137.95 0.35 137.90
HECTOMAP 0.76 2.80 −0.72 124.67 0.96 132.93
WIDE12H 0.64 2.61 0.42 123.79 0.27 133.53
VVDS 0.81 2.91 −2.02 136.52 0.95 132.97
Table 3. The averages and Root-Mean-Squares of the multiplicative biases and additive biases for six fields of the first year
data of HSC survey. The averages of multiplicative biases are within the HSC first year science requirement, which is 1.7%.
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Figure 8. The spatial correlations of multiplicative bias and additive bias caused by the PSF residual. The left panel shows
the correlation function of multiplicative bias. The middle panel and the right panel show the two components of correlation
function for additive bias. Colorful dashed lines show the absolute value of correlation functions measured from different field
of the HSC first year survey. Black solid lines show the absolute value of average correlation functions. Grey areas show the
fisrt year HSC science requirement.
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in equation (10). We confirm that the selection bias
caused by these selections is well below the HSC first
year science requirement.
2.4. Shape catalog
The FPFS catalog contains the FPFS shapes as well
as all of the columns shown in Table 3 of Mandelbaum
et al. (2018a). The columns for FPFS shapes are listed
in Table 2. Note that there are two main differences be-
tween the FPFS shapes and re-Gaussianization shapes.
The first difference is that the FPFS shear estimator
does not apply the lensing weight. As a result, it does
not rely on external simulations for the weight bias cal-
ibration. The second difference is that the FPFS shear
estimator does not need to calibrate additive biases, at
least for the accuracy required by the HSC first year
science, since since additive biases are quite small on
average and do not correlate with the shape of PSF (Li
et al. 2018).
Section 5.2 describes the procedure for using the FPFS
shape catalog to measure the average excess surface den-
sities (ESDs) in galaxy-galaxy lensing. Section 6.1 de-
scribes the procedure for using the FPFS shape cata-
log to reconstruct a mass map with the Kaiser-Squires
method (Kaiser & Squires 1993). Although in this paper
we do not provide cosmic shear measurement using the
FPFS shape catalog, the procedure of using the FPFS
shape catalog to measure cosmic shear is described in
Appendix B.
3. EXTERNAL TESTS
3.1. The PSF Residual
The HSC pipeline uses restructured version of PSFEx
(Bertin 2011) to perform a polynomial fit of the PSF as
a function of position on every CCD. The stars used to
feed PSFEx are selected by a k-means clustering algo-
rithm on each CCD (Bosch et al. 2018). PSF models for
galaxies on coadd exposures are constructed using all of
the corresponding PSF models from the input CCDs at
the same sky coordinates (Bosch et al. 2018). We re-
fer to the difference between the true PSF and the PSF
model as PSF residual.
Bosch et al. (2018) and Mandelbaum et al. (2018a)
tested the PSF modeling on single visit level and coadd
level, respectively, by comparing the size and shape be-
tween stars and interpolated PSF model at the positions
of stars. They checked the probability distribution func-
tions (PDFs) and the spatial correlations of size residual
and ellipticity residual for the PSF model and conclude
that these residuals meet the HSC first year science re-
quirement (Mandelbaum et al. 2018a).
It is important to note that FPFS algorithm does not
use moments of PSF models to remove the influence of
PSFs to the shear estimator. Instead, it deconvolves
PSFs in Fourier space, as done in several other recently
developed shear estimators (eg. Zhang 2008; Bernstein
& Armstrong 2014; Sheldon & Huff 2017). In what fol-
lows, we conduct the systematic tests suggested by Lu
et al. (2017) to directly quantify the influence of the PSF
residual on the FPFS shear estimation using star images
in HSC survey and external galaxy image simulations.
The setups of the PSF tests are described as follows.
We first select stars with S/N greater than 500, i-band
magnitude less than 22.5. We also require the stars to
have the measurement of re-Gaussianization moments
and to not contain bad pixels near the centroid. For each
star, a group of noiseless modeled galaxies fitted to the
25.2 magnitude limited COSMOS HST galaxy sample
6 are subsequently simulated and distorted with input
shears using Galsim which is an open-source software for
galaxy image simulation (Rowe et al. 2015). To remove
the shape noise, the galaxies are grouped in orthogo-
nal pairs, whose intrinsic orientations is 90 degree apart
from each other. Then the galaxies are convolved with
each star image. We use the PSF model reconstructed
by the HSC pipeline at the corresponding position of the
star to deconvolve the simulated galaxies and measure
shear with the FPFS shear estimator. Finally, a linear
fitting from the input shear to the measured shear with
equation (9) is performed to determine the multiplica-
tive bias (m1,2) and additive bias (c1,2) for each star
selected by the test. Note that we neglect the differ-
ence between two components of the multiplicative bias
since it is quite small. The average of two components
of multiplicative bias m = (m1 + m2)/2 is used for our
analysis.
One reason to use bright stars with S/N > 500 is to re-
duce the shear measurement bias caused by the noise on
star images. Since the simulated galaxies are noiseless
and isolated, this PSF test focuses on the shear measure-
ment bias caused by the PSF residual. Another reason
to use the bright star is to ensure the pureness of the star
sample. The extendedness algorithm (Bosch et al. 2018)
used to distinguish stars from galaxies performs well on
the bright sources, whereas on the faint end there could
be galaxies mixed into the star sample.
The histograms of multiplicative bias and additive
bias caused by the PSF model residual for six differ-
ent fields in the HSC first year data are shown in Figure
7. The averages and root-mean-squares of the multi-
6 great3.jb.man.ac.uk/leaderboard/data/public/COSMOS 25.
2 training sample.tar.gz
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Figure 9. The probability distributions of the calibration residual. The left panel shows the distributions of residual multi-
plicative biases, wheres the right panel shows those of residual additive biases.
plicative bias and additive bias are laid out in Table 3.
We find that the averages of the multiplicative bias is
below 1.7%, which meet the HSC first year science re-
quirement.
In addition to the PDFs of the biases, we also check
the spatial correlation functions of the biases caused by
the PSF residual. The two components of the mea-
sured shear correlation function (ξˆγ±) are influenced by
the multiplicative bias and additive bias as
ξˆγ± = 〈γˆtγˆt〉 ± 〈γˆ×γˆ×〉 (13)
= (1 + 2 〈m〉+ ξm)ξγ± + ξc±,
where gˆt is the component along or perpendicular to
the separation (tangential component), and gˆ× is the
component at 45 degree (cross component). ξγ± repre-
sent two components of the true shear-shear correlation
function. The correlations of multiplicative bias and ad-
ditive bias (ξm and ξc±) are defined as
ξm = 〈mm〉, (14)
ξc± = 〈ctct〉 ± 〈c×c×〉. (15)
The correlation functions of multiplicative bias and
additive bias for six fields in the HSC first year survey
are shown in Figure 8. Mandelbaum et al. (2018a) re-
quires |ξc±| < ξγ+/25 to ensure the systematic bias is be-
low the statistical uncertainty, where ξγ+ is the expected
shear-shear correlation function. Such requirement is
shown as grey areas in Figure 8. We conclude that the
biases introduced by the PSF model residual are within
the HSC first year science requirement.
3.2. The Calibration Residual
As mentioned in Section 2.2, the differences between
the simulated data and observed data can lead to sys-
tematic bias when applying the calibration derived from
the simulated data to the observed data. Such bias is
referred to as calibration residual. There exist two pos-
sible causes for the differences between the simulated
data and the observed data. One is that the simula-
tion does not fully represents the observed data. Figure
4 compares the number distributions between the sim-
ulation and observation over eight observables, which
demonstrates that the differences between the simula-
tion and observation are very small. The other is that
the galaxy selections in real observation are different
from the galaxy selections in the simulation. As shown
in Table 1, several selections based on multi-band infor-
mation are applied to the shape catalog to ensure the
accuracy of photo-z measurement. However, since we
do not have multi-band image simulations, it is impossi-
ble to exactly match the selections in simulation to the
selections in real observation.
Here we quantify the calibration residual caused by
the differences between the data used for calibration and
the observed data to which the calibration is applied.
The original galaxy simulation, which is used to derive
the calibration factor, is divided into 800 subsamples
with different input PSFs, noise variances, and galaxy
shapes (Li et al. 2018) and the original galaxy simula-
tion has a magnitude limit of 25.2. To simulate galax-
ies with different observational conditions, we bootstrap
these 800 subsamples. Subsequently, the shear estimator
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Figure 10. The tangential (upper panels) and cross (lower panels) shear components measured by the FPFS shape catalog
and the re-Gaussianization shape catalog around random points and bright stars. The red points are results for FPFS whereas
the blue points are results for the re-Gaussianization shape catalog. The left panels show the results on random points. The
number density of random points is 50 deg−2. The right panels show the resuts on bright stars with i-band magnitude ≤ 22.5.
The reduced chi squres (χ2ν) and p-values are shown in each panel. Note that the reduced chi squres (χ
2
ν) and p-values are
calculated without accounting for the correlation between data point at different radius bins.
calibrated with the original simulation is applied to the
bootstrapped data with the additional i-band selections
summarized in Table 1.
Next, the remaining biases, including both the resid-
ual of multiplicative bias and the residual of additive
bias, for every bootstrap realization are estimated. The
distributions of the remaining biases are plotted in Fig-
ure 9. As demonstrated in Figure 9, the centers of the
distributions of the remaining biases are slightly offset
from zero. However, the offsets are below 0.5% for mul-
tiplicative bias and below 1 × 10−4 for additive bias,
which are much smaller than the HSC first year science
requirement. Furthermore, the probability distributions
of the remaining biases shown in Figure 9 also demon-
strate that the remaining biases are within the HSC first
year science requirement.
It is important to note that such remaining biases not
only include the calibration residual caused by the dif-
ferences between the data used for calibration and the
observed data but also they include the contribution of
measurement error caused by the photon noise on the
galaxy images of each subsamples. They also include
the selection bias due to the i-band selections. Since we
have not found any remaining biases exceeding the HSC
first year science requirement, we leave the separation
of calibration residual from the contributions of photon
noise and selection bias to our future work.
4. INTERNAL NULL TESTS
4.1. Mock Catalog
In order to check the significance of any non-zero val-
ues, it is necessary to accurately estimate errorbar of
shear estimation which include both shape noise and
cosmic variance. Error is dominated by shape noise on
small scales due to the limited galaxy number whereas it
is dominated by cosmic variance on large scales. There-
fore, we construct mock catalogs to estimate error by
adopting the real FPFS shape catalog and replacing the
ellipticity of every individual galaxy with mock elliptic-
ity (Oguri et al. 2018) which include cosmic shear signal
from the ray-tracing simulation (Takahashi et al. 2017).
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Figure 11. The average γ1 (dotted line) and γ2 (dashed line) as functions of CModel magnitude (left panel), CModel S/N
(middle panel), and CModel Resolution (right panel). The red lines are for the FPFS shape catalog and blue lines are for the
re-Gaussianization shape catalog.
We keep the sky coordinates of all galaxies in mock
catalogs the same as the real FPFS shape catalog de-
scribed in Section 2.4. The ellipticity of each galaxy is
replaced with the mock values to simulate mock cata-
logs. The procedure of deriving the mock ellpticity is
described as follows.
Firstly, every observed ellipticity is rotated with a ran-
dom angle to eliminate the true shear signal and ran-
domize the shape noise and photon noise. The rotated
ellipticity is denoted as eR1,2. Subsequently, we distort
the rotated ellipticity to generate the mock ellipticity
(eM1,2) by
eM1,2 = e
R
1,2 + γ1,2R, (16)
where γ1,2 is the cosmic shear obtained from all-sky
weak lensing maps presented in Takahashi et al. (2017).
The cosmological model used for the all-sky simula-
tion is from the best fitting result of the Wilkinson
Microwave Anisotropy Probe (WMAP) nine-year data
with ΩM = 0.279, Ωb = 0.046, ΩΛ = 0.721, b = 0.7,
ns = 0.97, and σ8 = 0.82 (Hinshaw et al. 2013). For each
galaxy, we randomly assign its redshift following the
MLZ photo-z probability distribution function (Tanaka
et al. 2018) of the galaxy. The shear values are obtained
from the all-sky weak lensing maps at two adjacent red-
shift slices with linearly interpolation.
From these procedures, we create mock catalogs with
different realizations of shape noise and cosmic shear.
The distribution of the mock FPFS ellipticities are very
similar to those of the real FPFS ellipticities.
4.2. Null Tests
We present a set of null tests (Mandelbaum et al.
2018a) for the FPFS shape catalog and compare the
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Figure 12. Star galaxy correlation. The x-axis is the sep-
artion angle between galaxies and stars. The y-axis is the
PSF systematic parameter defined in equation (17).
results with the re-Gaussianization shape catalog. Note
that all of the null tests adopt calibrations for multi-
plicative and additive biases. The results for the re-
Gaussianization catalog can be found in Mandelbaum
et al. (2018a).
Figure 10 shows the tangential and cross shear com-
ponents as functions of angular separations measured
with the FPFS shape catalog and the re-Gaussianization
shape catalog around random points and bright stars.
The tests around random points extend to scales of 100
14
acrmin with the intent to investigate systematic bias
caused by the incomplete annuli on large-scales. The
errorbars for the random point tests are estimated with
the mock catalogs introduced in Section 4.1 since the
errorbars are dominated by cosmic variance on large
scales. The tests around bright stars focus on small
scales within 2 arcmin to investigate the possible sys-
tematic bias due to sky background mis-estimation near
bright objects. The errorbars for the bright star tests
are estimated using the mock catalogs with different re-
alizations. The corresponding reduced χ2 and p-values
for the fitting to zero signal are also shown in Figure
10. It is necessary to note that when calculating the re-
duced χ2 and p-values, the correlations of error between
different radius bins are not taken into account. We
do not find any significant detection of non-zero shear
signal from these null tests. Moreover, we do not find
significant difference between the results from two shape
catalogs.
Figure 11 shows the average of two shear components
(namely 〈g1,2〉) as functions of three i-band properties
which are CModel S/N , CModel magnitude, and the
re-Gaussianization resolution. The errorbars in Figure
11 are calculated with the mock catalogs introduced in
Section 4.1. It is important to note that the errors in
different property bins are correlated due to the cosmic
variance such that the bin-to-bin correlation coefficients
range from 0.3 to 0.6. In conclusion, we do not find
significant detection of non-zero shear signal from each
galaxy property bins in the null tests. Moreover, we do
not find strong dependence of the average shear values
on galaxy properties.
Figure 12 shows the results of the systematic test on
star-galaxy shape correlations. As suggested by Mandel-
baum et al. (2018a), we define a parameter to quantify
the performance of the PSF correction as
ξsys =
〈γ∗γgal〉
〈γ∗γ∗〉 , (17)
where γ∗ refers to the distortion measured from star
image using the re-Gaussianization second order mo-
ments, and γgal is the distortion measured from galaxy
images. We use the FPFS shape catalog and the re-
Gaussianization shape catalog to measure γgal and de-
termine ξsys as functions of the separation distance for
two shape catalogs, respectively. As demonstrated in
Figure 12, while the overall amplitudes of ξsys measured
from two shape catalogs are comparable, the systematic
error for the FPFS shape catalog is slightly smaller than
that of the re-Gaussianization shape catalog on large
scales (> 0.5 deg).
5. GALAXY-GALAXY LENSING
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Figure 13. The redshift distribution of lens catalogs used
for galaxy-galaxy lensing. For SDSS group catalog and SDSS
ICG catalog, lenses are selected with 0.05 < z < 0.2. For
GAMA ICG catalog and CAMIRA cluster catalog, lenses
are selected with 0.1 < z < 0.5.
5.1. Lens Catalog
Observationally, a few different approaches have been
adopted to identify a sample of galaxies with a high
fraction of central galaxies in dark matter haloes, in-
cluding red sequence cluster finder based on photomet-
ric surveys (e.g. Oguri 2014; Rykoff et al. 2014), the
construction of galaxy group catalogs based on spectro-
scopic data sets (e.g. Yang et al. 2007), and the selection
of isolated galaxies which are isolated central galaxies
(ICG, e.g. Wang & White 2012; Wang et al. 2019). We
perform galaxy-galaxy lensing measurements on differ-
ent lens catalogs, including HSC CAMIRA cluster cat-
alog (Oguri et al. 2018), SDSS galaxy group catalog
(Yang et al. 2007), SDSS ICG catalog (Wang & White
2012), and GAMA (Driver et al. 2011) ICG catalog. For
each lens catalog, the galaxy-galaxy lensing analysis is
conducted with two source galaxy catalogs, namely the
FPFS shape catalog and the re-Gaussianization shape
catalog to check the consistency between the results
from two source catalogs. The selections of these four
lens catalog are summarized below.
The HSC CAMIRA clusters (Oguri et al. 2018) are
constructed with the CAMIRA algorithm (Oguri 2014)
from the Wide layer of the HSC first year data (Aihara
et al. 2018). The CAMIRA algorithm is based on the
Stellar Population Synthesis (SPS) model of Bruzual &
Charlot (2003) to predict colors of red-sequence galax-
ies at a given redshift for an arbitrary set of bandpass
filters. The algorithm applies additional calibration us-
ing spectroscopic galaxies to improve the accuracy of
the SPS model prediction. Using the calibrated SPS
model, CAMIRA algorithm computes the likelihood of
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Figure 14. The left panel shows the ESDs measured by the re-Gaussianization shape catalog (dashed lines) and FPSF shape
catalog (dotted lines) on different lens catalogs summarized in Section 5.1. The right panel shows the ratio between the ESDs
measrued by two shape catalogs.
each galaxy being in the red sequence as a function of
redshift and create a richness map based on the likeli-
hood. The CAMIRA clusters are detected as the peaks
of the richness map, where the center of the cluster is
defined as the center of the Brightest Cluster Galaxy
(BCG).
The SDSS group catalog (Yang et al. 2007) is con-
structed with a modified version of the halo-based group
finder developed by Yang et al. (2005) from the NYU
Value Added Galaxy Catalog (NYU-VAGC; Blanton
et al. 2005), which is based on the spectroscopic main
galaxy sample from the fourth data release of the Sloan
Digital Sky Survey (SDSS/DR7; Abazajian et al. 2009).
This method finds potential group centers and its corre-
sponding group members using Friend-Of-Friend (FOF)
algorithm (Davis et al. 1985) and determines a char-
acteristic luminosity for each tentative group. With an
assumed mass-to-light ratio, a tentative mass is assigned
to each group and used to estimate the size and velocity
dispersion of the underlying halo that hosts the group,
which in turn is used to determine group memberships.
With the updated group memberships, the group cen-
ters are also updated. This procedure is repeated until
no further changes occur in group memberships.
Isolated central galaxies (ICG) are the brightest
galaxy within a radius of 1 Mpc in projected sepa-
ration and within 1000 km/s along the line-of-sight.
The parent sample used to select SDSS ICG is the
NYU Value Added Galaxy Catalog (NYU-VAGC; Blan-
ton et al. 2005), which is based on the spectroscopic
Main galaxy sample from the seventh data release of
the Sloan Digital Sky Survey (SDSS/DR7; Abazajian
et al. 2009). To avoid mistakenly selecting galaxies
which have brighter physical companions, but the com-
panions are missing spectroscopic redshifts due to the
fiber collision, photo-z probability distribution catalog
(Cunha et al. 2009) is used to compensate the selection.
Candidates are further rejected if they have apparent
companions projected within 1 Mpc and the photo-z
probability distribution of the companion is compatible
with the spectroscopic redshift of the candidate (see
Wang & White 2012, for details).
Compared with the SDSS Main galaxy sample, the
Galaxy And Mass Assembly (GAMA) Survey (Driver
et al. 2011) is about two magnitudes deeper. The
same selection criteria is applied to identify isolated cen-
tral galaxies (ICG) from the public GAMA DR3 spec-
troscopy catalog (Baldry et al. 2018). The selection
steps are the same as for the SDSS Main galaxy sample,
except that we do not apply any further selection using
photo-z probability distribution catalogs, as the effect
of fiber collision in GAMA is much less severe.
Additional redshift cuts are applied to these lens cata-
logs. The redshift distributions of these four lens catalog
after redshift cuts are shown in Figure 13.
5.2. Excess Surface Density
From weak lensing measurements, the average excess
surface density (ESDs) of the lens samples described in
Section 5.1 can be estimated.
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The ESD for an isotropic lens system at redshift zl is
defined as
∆Σ(R) = Σ(≤ R)− Σ(R), (18)
where R is the radius to the center of the lens system,
Σ(≤ R) is the mean surface mass density inside a certain
radius R, and Σ(R) is the surface mass density at the
radius R. The surface mass density refers to the line-of-
sight projection of the mass density.
The lens system causes tangential shear to the back-
ground galaxies. The tangential shear at radius R and
redshift zs is
γT (R, zl, zs) = ∆Σ(R)Σ
−1
cr (zl, zs), (19)
where the critical surface density is defined for a lens-
source system as
Σ−1cr (zl, zs) =
 4piGc2 (1 + zl)χlsχlχs (zl ≤ zs)0 (zl > zs) . (20)
χ denotes the comoving distance, G is the gravitational
constant and c is the speed of light. For simplicity, we
denote Σ−1cr (zl, zs) as Σ
−1
cr,ls. We use the PDF of the
photometric redshifts (P (zs)), estimated with MLZ al-
gorithm (Tanaka et al. 2018), to calculate the expecta-
tion of Σ−1cr,ls,〈
Σ−1cr,ls
〉
=
∫ +∞
zl
dzsΣ
−1
cr (zl, zs)P (zs). (21)
Since the uncertainties on the photo-z measurements of
background galaxies do not correlate with the ESDs of
lens systems, the relation between the expectation of
tangential shear and the expectation of ESD is
〈γT (R, zl, zs)〉 = 〈∆Σ(R)〉
〈
Σ−1cr (zl, zs)
〉
. (22)
In the galaxy-galaxy lensing analysis, source galaxies are
further selected according to their redshift (Medezinski
et al. 2018), which we summarized in Table 4.
We do not correct for the effect of photometric red-
shift bias on the lensing measurements (More et al. in
prep) using COSMOS 30-band photo-z data as done in
Miyatake et al. (2019); Murata et al. (2019). Since the
photometric bias is well below one percent for our selec-
tion criteria for lens and source galaxies (Miyatake et al.
2019).
The FPFS shear estimator divides the expectation of
tangential ellipticities by the expectation of responses to
estimate the tangential shear. The tangential ellipticity
is defined as
eT = −e1 cos(2φ)− e2 sin(2φ), (23)
where φ is the angular position of the source galaxy with
respect to the centroid of lens system in polar coordi-
nates. By stacking a large ensemble of lenses in the
lens catalog, the stacked lens system is approximately
isotropic and the expectation of stacked ESDs as func-
tion of radius is
〈∆Σ(R)〉 =
∑
l
∑
s wls
〈
Σ−1cr,ls
〉−1
eT,s∑
l
∑
s(1 +ms)wlsRs
, (24)
where wls is the weight for each lens-source pair. Con-
ventionally, the weight is set to
wls =
〈
Σ−1cr (zl, zs)
〉2
(25)
to optimize the estimation of excess surface density (Shi-
rasaki & Takada 2018). Substituting equation (25) into
equation (24), the estimator of ESDs changes to
〈∆Σ(R)〉 =
∑
l
∑
s
〈
Σ−1cr,ls
〉
eT,s∑
l
∑
s(1 +ms)
〈
Σ−1cr,ls
〉2
Rs
. (26)
Note that equation (26) is unbiased only if
〈
Σ−1cr (zl, zs)
〉
is not correlated with the ellipticities of galaxies.
Here we assume that
〈
Σ−1cr (zl, zs)
〉
does not corre-
late with galaxy shapes without further validation
since
〈
Σ−1cr (zl, zs)
〉
is estimated from the photo-z PDF
using multi-band images and we do not have multi-
band image simulations to validate the assumption.
5.3. Results
We compare the results of ESDs estimations between
the re-Gaussianization shape catalog and the FPFS
shape catalog on the lens catalogs summarized in Sec-
tion 5.1. The ESDs as functions of the distance to the
center of the lenses for two shape catalogs are shown
in the left panel of Figure 14. We focus on the radius
larger than 0.1 Mpc/h, since the measurement is noisy
due to the limited number of background source galaxies
on the smaller scale. The error bars for the ESDs are
estimated with 100 realizations of galaxy shape catalogs
with randomly rotated shapes.
The right panel of Figure 14 shows the ratio between
the measurements from two shape catalogs, where the
ratio is defined as
ratio =
〈∆ΣFP 〉
〈∆ΣRG〉 , (27)
where 〈∆ΣFP 〉 and 〈∆ΣRG〉 are the ESDs measured
with the FPFS shape catalog and the re-Gaussianization
shape catalog, respectively. When calculating the error
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photo-z cut descriptions
mlz std best<3 The uncertainty of the photo-z estimation
mlz conf best>0.13 The confidence of the photo-z estimation
mlz best<2.5 The best estimation of photoz∫ +∞
zl+0.2
P (z) > 0.95 P(z) cut defined in Medezinski et al. (2018)
Table 4. Selection of source galaxies according to photo-z.
bars of the ratio, it is necessary to account for the cor-
relation between the ESDs measured with two shape
catalogs (Miyatake et al. 2019). The correlation is also
estimated from the 100 realizations of galaxy shape cat-
alogs with randomly rotated shapes for each lens cata-
log. We report that no difference beyond the statisti-
cal uncertainty has been found between these two shape
catalogs.
6. MASS MAP
6.1. Kaiser-Squires reconstruction
In addition to measuring the ESDs around lens cata-
logs, we also construct the projected mass distribution
from the observed shear map (Kaiser & Squires 1993).
We smooth the shear field with Gaussian filter as sug-
gested by Oguri et al. (2018). The Gaussian smoothing
filter is defined as
W (θ) =
1
piθ2s
exp
(
−|θ|
2
θ2s
)
, (28)
where the smoothing scale θs is set to 2 arcmin in the
following analysis. The smoothed two components of
shear field are
γ1,2(θ) =
∑
i e1,2(θi)W (|θ − θi|)∑
i(1 + mˆ(θi))R(θi)W (|θ − θi|)
, (29)
where e1,2(θi), mˆ(θi), and R(θi) are two components of
ellipticity, multiplicative bias, and average response for
the galaxy at position θi, respectively. The smoothed
shear fields is pixelized on a regular grid adopting a flat-
sky approximation. The pixel size is 0.5 arcmin.
Subsequently, the shear field is converted to the con-
vergence field via (Kaiser & Squires 1993)
κ(θ) =
1
pi
∫
d2θ′
γt(θ
′|θ)
|θ − θ′|2 , (30)
where γˆt(θ
′|θ) is a tangential shear at position θ′ com-
puted with respect to the reference position θ. The
shear-to-convergence relationship is a convolution in two
dimensional angular plane. Such convolution is com-
puted in Fourier space with the Fast Fourier Transform
(FFT) to reduce the computational time. Shear fields
are padded with zero beyond their boundary to avoid
the periodic boundary condition assumed in FFT. The
complex shear field is denoted as γ(θ) = γ1(θ) + iγ2(θ).
The Fourier transform of complex shear field and com-
plex kappa field is denoted as γ˜(l) and κ˜(l), respectively.
Equation (30) can be expressed in Fourier space as
κ˜(l) = pi−1γ˜(l)D˜∗(l) for l 6= 0, (31)
where D˜(l) is the Fourier transform of the convolution
kernel in equation (30)
D˜(l) = pi
l21 − l22 + 2il1l2
|l|2 . (32)
The mass map in configuration space (κ(θ)) is then re-
constructed by inverse Fourier transforming κ˜(l). Note
that the real part of the reconstructed mass map is
referred to as an E-mode mass map, whereas the imag-
inary part of the reconstructed mass map is referred
to as a B-mode mass map which is used to check for
certain types of residual systematics in weak lensing
measurements.
A ‘sigma map’ of the convergence field is constructed
as follows. We randomly rotate the ellipticity of ev-
ery individual galaxy to randomize the shape catalog
and construct the mass map with the randomized shape
catalog. Such procedure is repeated to create 100 ran-
dom mass maps with different realizations of randomized
shape catalogs. Then a standard deviation is calculated
for each pixel from the 100 random mass maps to con-
struct a ‘sigma map’ which shows the spatial variation
for the statistical noise of the reconstructed mass map.
6.2. Results
Figure 15 shows the S/N maps for each fields of the
HSC first year data. S/N of convergence is defined as
a convergence divided by a ‘sigma’ of statistical noise.
Therefore, the S/N maps are calculated by dividing the
mass maps with the ‘sigma maps’.
Figure 16 shows the probability density function
(PDF) for the pixel values of E-mode and B-mode
convergence S/N maps. The E-mode PDF significantly
deviates from a Gaussian distribution with a high posi-
tive S/N tail. On the other hand, for the B-mode PDF,
we do not find any tail from both the negative and
positive ends. We note that the B-mode PDF is slightly
deviated from a Gaussian distribution, which could be
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Figure 15. The convergence S/N maps for six fileds of the HSC first year data.
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Figure 16. The probability density function (PDF) for the
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caused by the finite survey area and the irregular masks
(see Oguri et al. 2018).
7. CONCLUSION
In this paper we apply the FPFS shear estimator to
the first year data of the HSC survey. The FPFS shear
estimator measures shapelet modes from Fourier power
function of galaxy images after deconvolving PSF in
Fourier space and uses four shapelet modes to construct
ellipticity and shear response.
We perform both tests with external image simula-
tion and null tests to validate the accuracy of the FPFS
shape catalog. The external galaxy image simulation
combined with the star/PSF images of the HSC first
year data is used to demonstrate that the biases caused
by the PSF model residual are within the HSC first year
science requirement. Moreover, we use the HSC-like im-
age simulation to demonstrate that the biases, which
are caused by the difference between the simulated data
used for calibration and the observed data to which the
calibration is applied, are also much smaller than the
HSC first year science requirement. The internal tests
are conducted within the HSC data set. The internal
test results of the FPFS shape catalog is compared with
those of the re-Gaussianization shape catalog. We find
that the results of two catalogs are consistent with each
other and there are no remaining systematic biases be-
yond the HSC first year science requirement.
The FPFS shape catalog is used to measure the excess
surface density of several lens catalogs and the results
are compared with those of the re-Gaussianization shape
catalog. We find that the results from the two catalogs
are consistent with each other within the statistical er-
rors. Also, we apply the FPFS shape catalog to mass
map reconstructions and we find noB-mode signals from
the reconstructed mass maps.
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Even though the assumptions behind these two shear
estimators are different, both of these methods use the
same image simulation to calibrate shear bias so the
systematic uncertainties of these two shape catalogs are
not strictly independent. Nevertheless, we note that the
procedures of modeling and calibration of systematic bi-
ases are also different among these two methods. The re-
Gaussianization shape catalog uses the image simulation
to determine optimal weight and response as function
of S/N and resolution and calibrates noise bias, model
bias, weight bias, selection bias and blending bias using
the simulation. On the other hand, FPFS only uses the
image simulation to calibrate blending bias. Therefore,
we expect that cross comparisons of any scientific results
between these two catalogs on the observed data are still
valuable.
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Figure 17. The correlation between the additive bias and the PSF ellipticity for sample 4 (with blending) of the HSC-like
Great3 simulation (Mandelbaum et al. 2018b). Each point is the result for one subfield in the simulation. The solid lines in the
two panels show the fitting relations between the additive bias and PSF ellipticity. The x-axes are two components of the PSF
ellipticity and the y-axes are two components of the additive bias.
APPENDIX
A. CORRELATION BETWEEN THE ADDITIVE BIAS AND PSF ELLIPTICITY
In Li et al. (2018, Figure 10), we checked the correlation between the additive bias and the PSF ellipticity for isolated
galaxies without considering the PSF model residual. We concluded that the amplitude of fractional additive bias is
below 0.5%. Here we further check the correlation between the additive bias and the ellipticity of PSF taking account
of blending and PSF residual.
Figure 17 shows the correlation between the additive bias and the PSF ellipticity for sample 4 of the HSC-like Great3
simulation (Mandelbaum et al. 2018b). Sample 4 in Mandelbaum et al. (2018b) is realistic galaxy sample containing
both isolated galaxies and blended galaxies. Each scatter point is the result for one subfield in the simulation. The
fractional additive bias is shown in Figure 17, the amplitude of which is below 0.5%.
However, sample 4 of the HSC-like Great3 simulation does not include the PSF model residual. Figure 18 shows the
correlation between the additive bias and the PSF ellipticity for the simulation described in Section 3.1. Each point is
the result for one star in the star sample selected in Section 3.1. The fractional additive bias is also shown in Figure
18, the amplitude of which is below 0.5%.
B. COSMIC SHEAR MEASUREMENT
Here we describe the procedure of using the FPFS shape catalog to measure the shear-shear correlation functions.
As shown in equation (13), two components of the shear-shear correlation function are
ξˆγ±(|θ|) = 〈γˆt(θi)γˆt(θj)〉 ± 〈γˆ×(θi)γˆ×(θj)〉 , (B1)
where gˆt and gˆ× are the tangential component and cross component with the reference to the separation, and the
expectations are taken over pairs of galaxies with angular separation |θ| = |θi−θj | within an interval ∆|θ| around |θ|.
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Figure 18. The correlation between the additive bias and the PSF ellipticity for simulation described in Section 3.1. Each
point is the result for one star in the star sample selected in Section 3.1. The solid lines in the two panels show the fitting
relations between the additive bias and PSF ellipticity. The x-axes are two components of the PSF ellipticity and the y-axes
are two components of the additive bias.
For each source pairs, two compnents of galaxy ellipticity are decomposed into tangential (et) and cross (e×) com-
ponents. Subsequently, we have
〈γˆt(θi)γˆt(θj)〉 =
∑
i,j et(θi)et(θj)∑
i,j [1 +m(θi)]R(θi) [1 +m(θj)]R(θj)
,
〈γˆ×(θi)γˆ×(θj)〉 =
∑
i,j e×(θi)e×(θj)∑
i,j [1 +m(θi)]R(θi) [1 +m(θj)]R(θj)
.
(B2)
