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Abstract
We develop an index theory for symplectic differential systems, i.e., those systems of linear ODEs in Rn ⊕ Rn∗ whose
flow preserve the canonical symplectic form. Symplectic differential systems appear naturally in connection with solutions
of Hamiltonians in symplectic manifolds. In [12] such systems were studied in association to solutions of hyper-regular
Hamiltonians. Here we are interested in the case of degenerate Hamiltonians that arise – via a suitable extension of the Legendre
transform – in association to constrained variational problems such as sub-Riemannian geometry and Vakonomic mechanics.
All the relevant information about the geometric setup of constrained variational problems is encoded in the coefficients of
the corresponding symplectic differential system. Using this formalism, we obtain by symplectic techniques a general version
of the Morse index theorem for constrained variational problems, relating the second variation of the constrained Lagrangian
action functional, the focal instants and the Maslov index of the solution.  2002 Éditions scientifiques et médicales Elsevier
SAS. All rights reserved.
AMS classification: 34B05; 34B24; 37J05; 37J60; 53C17; 70F25
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1. Introduction
The purpose of this work is to develop an index theory for unidimensional variational problems on manifolds whose
solutions satisfy a linear constraint on the derivative; such index theory aims at applications in infinite dimensional Morse
theory. Among the important examples that will be kept under consideration, we mention here the normal geodesics of sub-
Riemannian geometry and the trajectories of Vakonomic Mechanics.
The basic setup that will be considered (Section 3.1) consists of a smooth manifold M , which represents the configuration
space of the system, a smooth (in general non-integrable) distribution ∆ ⊂ TM , representing the constraint, and a smooth,
possibly time-dependent, Lagrangian function L defined on an open subset of R×∆, which encodes the information about the
dynamics of the system. The trajectories of the system are solutions of the variational problem obtained by requiring extremality
of the Lagrangian action functional L(γ )= ∫ ba L(t, γ ′(t))dt in the space of horizontal curves γ : [a, b] →M satisfying suitable
boundary conditions; by horizontal curve we mean a curve γ that is always tangent to the distribution ∆.
An index theory for the solutions of our variational problem is a theory that relates any of the following concepts:
• the second variation of L at a critical point γ and its index (the Morse index of L at γ );
• the conjugate points along γ ;
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• the Maslov index of γ .
When trying to extend the classical results of index theory for solutions of (non-constrained) Lagrangians to our situation, the
main difficulties encountered are caused by the fact that the space of horizontal curves has singularities, unless one poses strong
non-integrability assumptions on ∆. These singularities, that in the context of sub-Riemannian geometry are called abnormal
extremizers, are best described using the symplectic structure of the cotangent bundle of M (Section 3.2), using the notion of
characteristic curves of ∆.
As in the case of geodesics in manifolds endowed with non positive definite metrics (see [3,4,8,12,13]), the right framework
to develop the tools of an index theory is the Hamiltonian formalism. Recently, the authors have introduced the notion of
a generalized Legendre transform for solutions of constrained variational problems (see Section 3.3); when the constrained
Lagrangian satisfies a suitable hyper-regularity assumption (which roughly speaking consists in having invertible Hessian in the
directions of ∆), then its regular solutions correspond to the solutions of a degenerate Hamiltonian function H :R×TM∗ →M
(Theorem 3.13). Given a solution Γ : [a, b] → TM∗ of H that corresponds to a critical point γ : [a, b] →M of L, then the flow
of the symplectic gradient of H along Γ produces a curve of Lagrangians, to which we associate by homological techniques
an integer number, called the Maslov index of the solution Γ . A focal instant along Γ is defined to be an instant t ∈]a, b] for
which there exist non-trivial solution of the linearized Hamilton equations along Γ (and of the linearized initial conditions) that
vanish at t ; the focal instants correspond precisely to the intersections of the curve of Lagrangians corresponding to Γ with
a codimension one subvariety of the Lagrangian Grassmannian, called the Maslov cycle. When the number of focal instants
along Γ is finite, we prove that the Maslov index is equal to such number, where each focal instant is counted with multiplicity
(Corollary 2.24). On the other hand, we prove that if t = b is not focal and if Γ does not contain any portion of an abnormal
solution, then the Maslov index of Γ is equal to the Morse index of γ (Theorem 4.1) obtaining a generalized Morse index
theorem for constrained variational problems.
The main results of the paper are proven in the context of a special class of linear ordinary differential systems in Rn⊕Rn∗,
called the symplectic differential systems, that are defined to be those systems
d
dt
(
v
α
)
=X
(
v
α
)
whose coefficient matrix X takes values in the Lie algebra of infinitesimally symplectic endomorphisms of the space Rn⊕Rn∗
endowed with its canonical symplectic form ω((v,α), (w,β)) = β(v) − α(w). This class of differential systems has a very
rich geometry, which is studied in some detail in Section 2. One possible method of obtaining a symplectic differential system,
although not canonically, from the solution Γ of a Hamiltonian problem in TM∗ is given by considering a suitable symplectic
trivialization of the tangent bundle T TM∗ along Γ (as done, for instance in [12]); the initial condition satisfied by Γ determines
a Lagrangian initial condition for the associated symplectic differential system. The kind of symplectic differential system
obtained from our variational setup have two special properties: they have constant rank (meaning that the upper right n× n
block B(t) of the coefficient matrix X(t) has constant rank) and they are positive semi-definite, i.e., B(t) defines a positive semi-
definite bilinear form on Rn∗. Every symplectic differential system with Lagrangian initial data having constant rank defines in
a natural way a bounded symmetric bilinear form (the index form, see Section 2.3) on a certain Hilbert space consisting of vector
valued functions satisfying a suitable constraint; for symplectic differential systems obtained from solutions of a Hamiltonian,
the index form coincides with the second variation of the constrained Lagrangian action functional of the associated critical
point (Theorem 3.21).
All the geometric properties of Γ (like focal points, Maslov index, abnormality, etc.) and also the geometrical properties
of the manifold M and the distribution ∆ along Γ (like the property of strong bracket generating and the notion of Levi form
for ∆) have their counterpart in the class of symplectic differential systems, so that all the results concerning our geometrical
setup can be easily translated in terms of the corresponding symplectic differential system, and vice versa (see Section 3.5).
One has to observe that different trivializations of T TM∗ along Γ lead to different symplectic differential systems, that
are related by a suitable notion of isomorphism which preserve all the objects of the theory. In this paper the authors have
opted for a different approach to the analytical setup, by introducing a larger class of symplectic systems, called the abstract
symplectic systems (Section 2.6), and whose association to the Hamiltonian solutions in the geometrical setup described above
is immediate and completely canonical. In spite of its abstract formulation, the theory of abstract symplectic systems is quite
natural to work with, and the link between the geometrical problem and the corresponding abstract system is almost immediate
(see Section 3.5).
Every abstract symplectic system is isomorphic to a symplectic differential system, and thanks to an abstract extension
principle (Proposition 2.28), every notion in the category of symplectic differential systems which is invariant by isomorphisms
can be naturally extended to the category of abstract symplectic systems. The theory of abstract symplectic systems is discussed
in Section 2.6; the main properties of this class are presented using a categorical language, which is concise and it allows an
elegant exposition of some issues whose formalization by a more concrete language would be somewhat lengthy and awkward.
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We emphasize that the language of functors and category is merely a matter of taste; however, the theory of categories is not
essential in any part of the paper.
The main technical results of the paper are the following:
• introduction of the formalism of symplectic systems (with Lagrangian initial data), their index form (Section 2.3), their
Maslov index (Section 2.5), and their connection with the geometrical setup;
• the computation of the Maslov index in terms of the focal instants of the symplectic system with initial data
(Corollary 2.24);
• the reduction of a Hamiltonian problem to a symplectic system (Section 3.5, Proposition 3.17) and the identification of the
index form with the second variation of the constrained Lagrangian action functional (Theorem 3.21);
• an index theorem (Theorem 4.1) that that gives an equality between the Maslov index of a positive semi-definite symplectic
system with constant rank and the index of its index form;
• a study of the distribution of the conjugate (or focal) instants (Section 4.3).
When applied in the geometrical context, the index theorem gives an equality between the Maslov index of the solution of a
degenerate Hamiltonian and the Morse index of the corresponding critical point of the constrained Lagrangian action functional.
In the context of sub-Riemannian geodesics, the index theorem proven in this paper gives a generalization of the Morse Index
Theorem proven in [5] for the case of strongly bracket generating distributions.
For the computation of the Maslov index of a positive semi-definite symplectic system, we use an approximation by positive
definite systems, for which the Maslov index is known to be given by the number of focal instants counted with multiplicity. The
conclusion is obtained by a limit process, using a certain Riccati equation (see Eq. (2.33)) satisfied by the curve of Lagrangians
associated to symplectic systems.
The proof of Theorem 4.1 is obtained, in analogy with the positive definite case, by studying the evolution of the restricted
index function i(t). However, for positive semi-definite systems the argument is rather involved due to the degeneracies that
occur at the instants when i(t) changes its values. The proof is split into two steps; it is first considered the case of isolated focal
instants and then the proof is extended to the general case of non-isolated focal instants by a perturbation argument. In the case
of isolated focal instants, the change of the restricted index function is done by considering a suitable non-degenerate extension
of the index form, whose index is related to the index of the index form by an elementary, although tricky, result that uses charts
in the Lagrangian Grassmannian (Corollary 4.6). For the perturbation argument, we consider an approximation of the positive
semi-definite system by a sequence of positive semi-definite systems with real-analytic coefficients, for which the set of focal
instants is finite and the index theorem holds. The conclusion is obtained by an argument of stability for both the Maslov and
the Morse index.
The index theorem is proven under a certain assumption on the symplectic system, called speciality in the paper (see
Definition 2.4); in the geometrical context, this assumption corresponds to the fact that the solution of the degenerate
Hamiltonian does not contain any portion which is abnormal (see Corollary 3.18). In Section 4.2 we show how the index
theorem can be extended to abnormal systems; it is not clear to the authors whether this extension is really geometrically
meaningful, since in the abnormal case the index of the index form can not be interpreted as a Morse index.
Finally, in Section 4.3 we study the distribution of focal instants of a positive semi-definite symplectic system of constant
rank. In semi-Riemannian geometry and in the study of solutions of hyper-regular Hamiltonians (see [12]), the presence of
focal instants can be detected equivalently by the intersections of a curve of Lagrangians with the Maslov cycle or by the
degeneracies of the index form. In the case of solutions of degenerate Hamiltonians, such notions of focal instants are not
equivalent. The notion adopted for the main part of the article is the one consistent with the Lagrangian intersection theory.
In order to study the distribution of focal instants, we will distinguish a special class of focal instants called the strongly focal
instants (Definition 4.15). We prove that the set of strongly focal instants consists of a finite number of isolated points and
intervals (Proposition 4.19). The set of all focal instants is shown to be equal to the union of the set of strongly focal instants
and a closed initial segment of the interval where the solution is defined (Proposition 4.16). We remark that also in semi-
Riemannian geometry the focal instants along a geodesic may accumulate, although the situation is completely different: it is
shown by the authors in [16] that any closed set may occur as the set of focal instants along a semi-Riemannian geodesic.
2. Symplectic differential systems
In this section we define the notion of symplectic differential system and we present the objects which are associated to
this notion. Symplectic differential systems are homogeneous linear systems of ODE whose coefficient matrix is in the Lie
algebra of the symplectic group; they appear in connection with the linearization of the Hamilton equations. We give a general
definition of symplectic differential systems, with more emphasis on the following two classes: the nondegenerate systems and
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the positive semi-definite systems of constant rank. The first class is related to hyper-regular Hamiltonians and it was introduced
in [12]; the second class is related to solutions of degenerate Hamiltonians that arise in connection with constrained variational
problems and it is the main object of investigation in this paper.
There is a natural notion of isomorphism in the class of symplectic differential systems which makes their collection into
a category; such notion was introduced in [12] and is recalled in Section 2.2. In Section 2.3 we introduce the index form of a
symplectic differential system of constant rank, generalizing the index form of [12] which was defined only for nondegenerate
symplectic systems. In Section 2.4 we recall some basic facts about the geometry of the Lagrangian Grassmannian of a
symplectic space and about the notion of Maslov index for a continuous curve in the Lagrangian Grassmannian. This general
considerations are then used in Section 2.5 to introduce a notion of Maslov index for positive semi-definite symplectic
differential systems of constant rank.
Finally, in Section 2.6 we introduce the notion of abstract symplectic system. Abstract symplectic systems form a category
larger than the one of symplectic differential systems. We show that every abstract symplectic system is isomorphic to some
symplectic differential system (although, not in a canonical way). By an abstract categorical principle it will follow that notions
defined for symplectic differential systems which are invariant by isomorphisms can be naturally defined in the larger category
of abstract symplectic systems. The advantage of the notion of abstract symplectic system is that such systems are canonically
associated to solutions of Hamiltonian systems (see Section 3.5).
2.1. Definition and related notions
We start by introducing the basic notation and terminology that will be used throughout the paper. Given real vector spaces V ,
W we denote by Lin(V ,W) the space of linear maps from V to W and by Bil(V ,W) the space of bilinear forms B :V ×W →R;
by Bilsym(V ) we denote the subspace of Bil(V ,V ) consisting of symmetric bilinear forms. For T ∈ Lin(V ,W) we denote by
T ∗ ∈ Lin(W∗,V ∗) the transpose of T , where V ∗, W∗ denote respectively the dual spaces of V and W ; for a subspace S ⊂ V we
denote by So ⊂ V ∗ the annihilator of S, i.e., So = {α ∈ V ∗: α|S = 0}. The index of a symmetric bilinear form B ∈ Bilsym(V ),
denoted by n−(B), is defined as the supremum of the dimensions of the subspaces of V on which B is negative definite:
n−(B)= sup
{
dim(W): B|W is negative definite
} ∈N ∪ {+∞};
the coindex of B is defined by n+(B)= n−(−B) and the signature of B is defined as the difference sgn(B)= n+(B)−n−(B),
provided that one of the numbers n+(B), n−(B) is finite. We also define the degeneracy of a symmetric bilinear form B as the
dimension of its kernel, i.e., dgn(B)= dim(Ker(B)).
We always implicitly identify the spaces Bil(V ,W) and Lin(V ,W∗) by the natural isomorphism B(v,w)= B(v)(w). With
such identification, if V is finite dimensional, then a bilinear form B ∈ Bil(V ,V )∼= Lin(V ,V ∗) is symmetric iffB equals its own
transpose B∗ ∈ Lin(V ∗∗,V ∗) ∼= Lin(V ,V ∗) ∼= Bil(V ,V ); moreover, if B ∈ Bilsym(V ) is nondegenerate (i.e., Ker(B) = {0})
then B−1 ∈ Lin(V ∗,V )∼= Lin(V ∗,V ∗∗)∼= Bil(V ∗,V ∗) is the nondegenerate symmetric bilinear form on V ∗ which equals the
push-forward of B ∈ Bilsym(V ) by the isomorphism B :V → V ∗.
Recall that a symplectic space is a pair (V ,ω) where V is a finite-dimensional real vector space and ω is a symplectic form on
V , i.e., a nondegenerate skew-symmetric bilinear form on V . Symplectic spaces are necessarily even-dimensional; a subspace
L⊂ V is called Lagrangian if ω|L = 0 and dim(L)= 12 dim(V ). The standard symplectic space considered in this paper is the
space Rn ⊕Rn∗ endowed with the canonical symplectic form defined by:
ω
(
(v1, α1), (v2, α2)
)= α2(v1)− α1(v2).
Given a symplectic space (V ,ω), we denote by Sp(V ,ω) the symplectic group of (V ,ω) which is the closed Lie subgroup of
the general linear group GL(V ) consisting of all the isomorphisms of V that preserve ω; the elements of Sp(V ,ω) are called
symplectomorphisms. The Lie algebra of Sp(V ,ω) will be denoted by sp(V ,ω) and it consists of all linear endomorphisms X
of V such that ω(X·, ·) is a symmetric bilinear form in V . If V = Rn ⊕ Rn∗ and ω is the canonical symplectic form we set
Sp(2n,R)= Sp(V ,ω) and sp(2n,R)= sp(V ,ω). The elements X ∈ sp(2n,R) can be written in block matrix form as:
X=
(
A B
C −A∗
)
, (2.1)
with B , C symmetric. We think of A as a linear endomorphism of Rn and B , C as linear maps B :Rn∗ →Rn , C :Rn→Rn∗;
we also think of B as a symmetric bilinear form on Rn∗ and C as a symmetric bilinear form on Rn. We can now give the
following:
Definition 2.1. Let X : [a, b] → sp(2n,R) be a smooth curve and define A, B and C as in (2.1). The symplectic differential
system in Rn with coefficient matrix X is the following linear homogeneous first order system of ODEs:
d
dt
(
v(t)
α(t)
)
=X(t)
(
v(t)
α(t)
)
. (2.2)
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The symplectic differential system (2.2) is called positive semi-definite (respectively nondegenerate) if B(t) is positive semi-
definite (respectively nondegenerate) for all t ∈ [a, b]. We call A, B and C the coefficients of the system (2.2) and B the
fundamental coefficient of (2.2).
We will often identify the system (2.2) with its coefficient matrix X, so that we call X a symplectic differential system, B the
fundamental coefficient of X and so on.
A symplectic differential system X is called of constant rank if the rank of the fundamental coefficient B(t) does not depend
on t ∈ [a, b]; the constant rank k of B(t) will be called the rank of X. If X has constant rank k we define a smooth curve D in
the Grassmannian of k-dimensional subspaces of Rn by setting:
Dt = Im
(
B(t)
)
.
The curve D is called the constraint associated to X. Since B(t) is symmetric, we have that Ker(B(t)) = Dot ⊂ Rn∗ and
therefore B(t) defines a nondegenerate symmetric bilinear form B0(t) on the quotient D∗t ∼= Rn∗/Dot such that the following
diagram commutes:
R
n∗ B(t) Dt ⊂Rn
D∗t
B0(t)
(2.3)
We call B0 the restricted fundamental coefficient of X. Since B0(t) is nondegenerate, we obtain a symmetric bilinear form
B0(t)−1 on Dt which is also nondegenerate. Clearly, the definition of D and B0 is not interesting in the case that X is
nondegenerate; observe that if X is positive semi-definite then B0 is positive definite.
Definition 2.2. Given a Lagrangian subspace  0 ⊂Rn ⊕Rn∗ we consider the following initial condition for the system (2.2):(
v(a),α(a)
) ∈  0; (2.4)
the pair (X, 0) will be called a symplectic differential system with initial data. We call a pair (v,α) a (X, 0)-solution (or a
solution of (X, 0)) if (v,α) satisfies (2.2) and (2.4).
It is easy to see that a Lagrangian  0 ⊂Rn⊕Rn∗ determines uniquely a pair (P,S) where P ⊂Rn is a subspace, S :P → P ∗
is a symmetric bilinear form on P and
 0 =
{
(v,α): v ∈ P, α|P + S(v)= 0 ∈ P ∗
}; (2.5)
in terms of the pair (P,S) the initial condition (2.4) can be rewritten as:
v(a) ∈ P, α(a)|P + S
(
v(a)
)= 0 ∈ P ∗.
Let us now consider a fixed symplectic differential system X. For each t ∈ [a, b], consider the isomorphism Φ(t) of
Rn ⊕ Rn∗ such that Φ(t)(v(a),α(a)) = (v(t), α(t)) for every solution (v,α) of X; we have that Φ satisfies the matrix
differential equation
Φ′(t)=X(t)Φ(t), (2.6)
with initial condition Φ(a) = Id. It follows that Φ is a smooth curve in the symplectic group Sp(2n,R). We call Φ the
fundamental matrix of the system X. For t ∈ [a, b], we set:
 (t)=Φ(t)( 0)=
{(
v(t),α(t)
)
: (v,α) is an (X, 0)-solution
}; (2.7)
obviously  (t) is a Lagrangian subspace of Rn ⊕Rn∗.
Definition 2.3. A focal instant for the symplectic differential system with initial data (X, 0) is an instant t ∈]a, b] such that
there exists a non-zero (X, 0)-solution (v,α) with v(t)= 0; the dimension of the space of all (X, 0)-solutions vanishing at t
is called the multiplicity of the focal instant t and is denoted by mul(t).
Obviously t ∈]a, b] is focal iff  (t) has a non-zero intersection with the Lagrangian L0 = {0} ⊕ Rn∗, in which case
mul(t)= dim( (t)∩L0). This observation will be used later in Section 2.5 when we study the Maslov index of a pair (X, 0).
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If a symplectic differential system X is nondegenerate then, given v : [a, b] →Rn, there exists at most one α : [a, b] →Rn∗
for which (v,α) is a solution of X; namely, one must have:
α = αv = B−1(v′ −Av).
If B is degenerate, then a solution (v,α) of X is not in general determined by v; for instance, if X has constant rank then (0, α)
is a solution of X iff α(t) annihilates Dt for all t and α satisfies the homogeneous linear ODE:
α′(t)=−A(t)∗α(t). (2.8)
This motivates the following:
Definition 2.4. A symplectic differential system of constant rank with initial data (X, 0) is called abnormal if there exists a
non-zero (X, 0)-solution (v,α) with v ≡ 0, i.e., if there exists a non-zero solution α of (2.8) such that α(t) annihilates Dt for
all t ∈ [a, b] and α(a) annihilates P . The pair (X, 0) is called special if (X|[a,t ],  0) is not abnormal for all t ∈]a, b], i.e., if
every non-zero solution (v,α) of (X, 0) is such that v is not zero in any neighborhood of t = a.
Observe that according to the definition above, if (X, 0) is abnormal then every instant t ∈]a, b] is focal. The reader may
at this point believe that the appearance of so many focal instants in the abnormal case is somewhat “artificial”. We will discuss
this matter more closely in Section 4.3 (see Definition 4.15). For now, we will simply keep the notion of focal instant given in
Definition 2.3.
Obviously if X is real-analytic then (X, 0) is special iff (X, 0) is not abnormal; moreover, if P +Da =Rn then (X, 0) is
always special. There is another condition which guarantees that a pair (X, 0) is special:
Definition 2.5. Given a symplectic differential system of constant rank X we define its Levi operator at the instant t ∈ [a, b] to
be the linear map LevX(t) :Rn∗ →Rn/Dt defined by:
LevX(t)= B ′(t)−A(t)B(t) modDt .
The system is called fat at the instant t ∈ [a, b] if its Levi operator is surjective at the instant t ; we say that X is fat if it is fat at
every t ∈ [a, b].
Lemma 2.6. Let X be a symplectic differential system of constant rank and assume that X is fat at some t ∈ [a, b]. If (v,α)
is a solution of X with v(t)= v′(t)= v′′(t)= 0 then (v,α)≡ 0. Hence, for every Lagrangian  0 ⊂ Rn ⊕ Rn∗, (X, 0) is not
abnormal; in particular, if X is fat then (X, 0) is special for every  0.
Proof. Differentiating v′ =Av+Bα and using α′ = Cv −A∗α we obtain that α(t) is in the kernel of B ′(t)−B(t)A(t)∗; this
implies that α(t) annihilates the image of [B ′(t)−B(t)A(t)∗]∗ = B ′(t)−A(t)B(t). The conclusion follows from the fact that
α(t) also annihilates Dt . ✷
2.2. Isomorphisms
We now describe the notion of isomorphism in the class of symplectic differential systems. The basic idea is that an
isomorphism φ :X→ X˜ of symplectic systems should be a “symplectic change of variable” (v,α) φ(v,α) which preserves
the condition v = 0, i.e., φ must be a symplectomorphism of Rn ⊕Rn∗ which preserves the Lagrangian subspace
L0 = {0} ⊕Rn∗ ⊂Rn ⊕Rn∗. (2.9)
Observe that such symplectomorphisms can be written in block matrix form as:
φ =
(
Z 0
Z∗−1W Z∗−1
)
, (2.10)
with Z :Rn→Rn an isomorphism and W ∈ Bilsym(Rn) a symmetric bilinear form on Rn.
Definition 2.7. LetX, X˜ be symplectic differential systems. An isomorphism φ :X→ X˜ is a smooth curve φ : [a, b] → Sp(2n,R)
with φ(t)(L0)= L0 for all t and such that one of the following equivalent conditions are satisfied:
(a) X˜(t)= φ′(t)φ(t)−1 + φ(t)X(t)φ(t)−1 for all t ∈ [a, b];
(b) Φ˜(t)= φ(t)Φ(t)φ(a)−1 for all t , where Φ , Φ˜ denote respectively the fundamental matrices of X and X˜;
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(c) (v,α) is a solution of X iff (v˜, α˜)= φ(v,α) is a solution of X˜.
Given Lagrangians  0,  ˜0 ⊂ Rn ⊕Rn∗, we say that φ : (X, 0)→ (X˜,  ˜0) is an isomorphism if φ :X→ X˜ is an isomorphism
and φ(a)( 0)=  ˜0.
Symplectic differential systems and their isomorphisms form a category in which all morphisms are isomorphisms; a similar
observation holds for symplectic differential systems with initial data.
Obviously isomorphic symplectic differential systems with initial data have the same focal instants with the same
multiplicities; moreover, if X and X˜ have constant rank and (X, 0), (X˜,  ˜0) are isomorphic then (X, 0) is abnormal
(respectively, special) iff (X˜,  ˜0) is abnormal (respectively, special). Writing φ as in (2.10) then condition (a) in Definition 2.7
corresponds to the following relations between the coefficients of X and X˜:
A˜ = ZAZ−1 −ZBWZ−1 +Z′Z−1, (2.11)
B˜ = ZBZ∗, (2.12)
C˜ = Z∗−1(WA+C −WBW +A∗W +W ′)Z−1; (2.13)
moreover, if  0 and  ˜0 correspond respectively to pairs (P,S) and (P˜ , S˜) as in (2.5) then the condition φ(a)( 0)=  ˜0 means
that:
P˜ =Z(a)(P ), S˜ = S(Z(a)−1·,Z(a)−1·)−W(a)(Z(a)−1·,Z(a)−1 · )∣∣
P˜
. (2.14)
It follows from (2.12) that if X and X˜ are isomorphic then X has constant rank iff X˜ does, in which case X and X˜ have
the same rank; moreover, X is positive semi-definite (respectively, nondegenerate) iff X˜ is positive semi-definite (respectively,
nondegenerate). Assume that X (and hence X˜) has constant rank; denote by D, B0, D˜, B˜0 respectively the constraint and the
restricted fundamental coefficient of X and X˜. it follows from (2.12) that Z(t) carries Dt to D˜t and B0(t) to B˜0(t).
Formulas (2.11) and (2.12) imply that the Levi operator is invariant by isomorphisms; more precisely, we have a commutative
diagram:
Rn
∗ LevX(t)
(Z(t)∗)−1 ∼=
R
n/Dt
∼= Z(t)
Rn
∗
LevX˜(t )
Rn/D˜t
where Z(t) is the isomorphism induced by Z(t) on the quotient spaces. It follows that also fatness is invariant by isomorphisms
of symplectic differential systems.
The following result shows that the notion of isomorphism can be used to simplify the study of symplectic differential
systems:
Proposition 2.8. Every symplectic differential system of constant rank k in Rn is isomorphic to a system whose fundamental
coefficient is constant and of the form
η(α,β)=
k∑
i=1
εiαiβi, α,β ∈Rn∗, (2.15)
where εi ∈ {−1,1}, i = 1, . . . , k.
Proof. Let X be a symplectic differential system of constant rank k. Since B(t) has rank k for all t we can find1 a smooth
curve Z : [a, b] →GL(Rn) in the general linear group of Rn such that Z(t)B(t)Z(t)∗ is given by (2.15) for all t ∈ [a, b]. The
conclusion follows by defining an isomorphism φ as in (2.10) with W ≡ 0, keeping in mind formula (2.12). ✷
Obviously if a system X has constant fundamental coefficient of the form (2.15) then Dt =Rk⊕{0} for all t ; if X is positive
semi-definite, i.e., if all εi = 1 then the reduced fundamental coefficient B−10 ∈ Bilsym(D) is just the standard Euclidean inner
product in Rk .
1 This is done, for instance, by considering the fibration Z → ZηZ∗ of the Lie group GL(Rn) over the manifold of symmetric bilinear forms
on Rn∗ having the same index and coindex as η. The problem of finding Z becomes the problem of lifting the smooth curve B with respect to
such fibration.
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2.3. The index form
We will now define a bounded symmetric bilinear form on a Hilbert space which is naturally associated to symplectic
differential systems of constant rank with initial data. In what follows we will denote by H 1([a, b],Rn) the Hilbert space of
Rn valued maps on [a, b] of Sobolev class H 1; more explicitly, H 1([a, b],Rn) is the Hilbert space of absolutely continuous
maps v : [a, b] → Rn having square integrable (almost everywhere defined) derivative. When dealing with Hilbert spaces we
slightly adapt the notation introduced in the beginning of Section 2.1 in the following way: for Hilbert spaces V , W , we denote
by Lin(V ,W) the Banach space of bounded linear operators from V to W , by Bil(V ,W) the Banach space of bounded bilinear
forms on V ×W and by V ∗ the Hilbert space of bounded linear functionals on V .
Definition 2.9. Let (X, 0) be a symplectic differential system of constant rank with initial data. The index form of (X, 0) is
the bounded symmetric bilinear form
I (v,w)=
b∫
a
B0(t)
−1(v′(t)−A(t)v(t),w′(t)−A(t)w(t))+C(t)(v(t),w(t))dt − S(v(a),w(a)),
defined on the Hilbert space
HD =
{
v ∈H: v′(t)−A(t)v(t) ∈Dt , for almost every t ∈ [a, b]
}
, (2.16)
where H is defined by:
H= {v ∈H 1([a, b],Rn): v(a) ∈ P, v(b)= 0}. (2.17)
In the case of nondegenerate symplectic differential systems the index form defined above coincides with the one introduced
in [12]. The naturality of the index form is given by the following:
Proposition 2.10. Let (X, 0), (X˜,  ˜0) be symplectic differential systems of constant rank with initial data; denote by
I ∈ Bilsym(HD) and I˜ ∈ Bilsym(H˜D˜) respectively their index forms and by H, H˜ the Hilbert spaces associated respectively
to (X, 0) and (X˜,  ˜0) as in (2.17). If φ : (X, 0)→ (X˜,  ˜0) is an isomorphism as in (2.10) then the bounded isomorphism
H  v → Zv ∈ H˜ carries HD to H˜D˜ and I to I˜ .
Proof. Using formulas (2.11), (2.12), (2.13) and (2.14) one checks easily that v ∈HD ⇔ Zv ∈ H˜D˜ and that I˜ (Zv,Zw) =
I (v,w) for all v,w ∈HD . ✷
Motivated by (2.16) we introduce the following:
Definition 2.11. Given a symplectic differential system of constant rank X denote by L2(Rn/D) the Hilbert space of all square
integrable sections2 of the vector bundle Rn/D over the interval [a, b] whose fiber at t ∈ [a, b] is the quotient Rn/Dt . The
constraining differential operator associated to X is the continuous linear operator
DiffX :H 1([a, b],Rn)→L2(Rn/D)
defined by DiffX(v)= v′ −AvmodD.
2 Recall that for smooth vector bundles over differentiable manifolds (possibly with boundary) one can talk about the space of square
integrable sections or more in general about Sobolev spaces of sections of any kind; those are defined by choosing additional geometric
structures in the bundle and in the base manifold (measure, metric structure, linear connection). In the case where the base manifold is compact,
the Sobolev spaces of sections as well as their topology do not depend on the choice of the geometric structure. Observe that our case is
particularly simple, since the base manifold is just a closed interval; namely, in this case there exist global trivializations of the vector bundle.
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Obviously the domain HD of the index form is the kernel of the restriction of DiffX to H. The constraining differential
operator is invariant by isomorphisms; more precisely, if φ : X → X˜ is an isomorphism as in (2.10) we have the following
commutative diagram:
H 1([a, b],Rn) DiffX L2(Rn/D)
H 1([a, b],Rn) DiffX˜ L
2(Rn/D˜)
(2.18)
where the unlabeled arrows are induced by Z.
The following lemma gives the relation between a pair (X, 0) and its index form.
Lemma 2.12. The kernel of the index form is given by:
Ker(I )= {v ∈H: (v,α) is an (X, 0)-solution for some α}.
Proof. By Propositions 2.8 and 2.10 we can assume without loss of generality that B is the constant bilinear form given in (2.15)
and that Dt =Rk ⊕ {0}. We consider the extension of I to H given by:
I (v,w)=
b∫
a
η¯(v′ −Av,w′ −Aw)+C(v,w)dt − S(v(a),w(a)), (2.19)
where η¯ ∈ Bilsym(Rn) is given by η¯(v,w)=∑ki=1 εiviwi +∑ni=k+1 viwi .
The domain HD of the index form is the kernel of the restriction to H of the constraining differential operator; such
restriction can be identified with the bounded linear operator F :H→L2([a, b],Rn−k ) defined by:
F(v)= π(v′ −Av), (2.20)
where π :Rn→Rn−k is the projection onto the last n− k coordinates. F has closed image; for, consider the restriction of F to
the subspace of H consisting of those v whose first k coordinates vanish. Using the compact inclusion of H 1 in L2, it is easy to
see that such restriction is a Fredholm operator, hence it has finite codimensional closed image. Since the image of F contains
such finite codimensional closed subspace, it follows that the image of F is closed. Then, we have the following characterization
of vectors in the kernel of I in HD :
v ∈Ker(I |HD ) ⇐⇒ I (v, ·) ∈HoD =Ker(F)o = Im(F∗)⊂H∗, ∀v ∈HD.
It follows that v ∈HD is in the kernel of I |HD if and only if there exists an element λ ∈L2([a, b],Rn−k ) such that:
b∫
a
η¯(v′ −Av,w′ −Aw)+C(v,w)− η¯(λ,w′ −Aw)dt − S(v(a),w(a))= 0, ∀w ∈H, (2.21)
where λ is considered as an Rn-valued map whose first k coordinates are zero. By standard bootstrap arguments, the above
equality implies that the map v′ −Av−λ is absolutely continuous, and using integration by parts in (2.21) we get the following
relations:
η¯(v′ −Av− λ)′ =Cv −A∗η¯(v′ −Av− λ), (2.22)
and
η¯
[
v′(a)−A(a)v(a)− λ(a)]∣∣
P
+ S(v(a))= 0 ∈ P ∗. (2.23)
Now, set α = η¯(v′ − Av − λ) and observe that Bα = v′ − Av because v ∈ HD . The conclusion follows from (2.22)
and (2.23). ✷
Lemma 2.13. If (X, 0) is a positive semi-definite symplectic differential system of constant rank with initial data then for
t ∈]a, b] sufficiently close to a, the index form of (X|[a,t ],  0) is positive definite.
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Proof. By Propositions 2.8 and 2.10, we may assume that D = Rk ⊕ {0} ⊂ Rn and that B0(t)−1 is the standard Euclidean
inner product in Rk for all t . Then, the conclusion is an immediate consequence of the following elementary inequalities that
hold for maps v : [a, t] →Rn vanishing at the instant t :
t∫
a
‖v′‖2  1
(t − a)2
t∫
a
‖v‖2,
t∫
a
‖v′‖2  1
t − a
t∫
a
‖v‖‖v′‖,
t∫
a
‖v′‖2  1
t − a ‖v(a)‖
2. ✷
Corollary 2.14. If (X, 0) is a special positive semi-definite symplectic differential system of constant rank with initial data
then for ε > 0 sufficiently small, there are no focal instants in the interval ]a, a + ε].
Proof. It follows immediately from Lemmas 2.12 and 2.13. ✷
The definition below is a technical tool that will be used in Section 3.6 to compute the second variation of the constrained
Lagrangian action functional.
Definition 2.15. Let X and X̂ be symplectic differential systems in Rn over the same interval [a, b], with X of constant rank
and X̂ nondegenerate. Denote by A,B,C the coefficients of X, by Â, B̂, Ĉ the coefficients of X̂, by D the constraint of X and
by D⊥t the orthogonal complement of Dt in Rn with respect to the nondegenerate symmetric bilinear form B̂(t)−1. We say that
X̂ is an extension of X if the following three conditions hold for all t ∈ [a, b]:
(i) Im(A(t)− Â(t))⊂D⊥t ;
(ii) Im(B(t)− B̂(t))⊂D⊥t ;
(iii) C(t)(v,w)− Ĉ(t)(v,w)= B̂(t)−1(A(t)v− Â(t)v,A(t)w− Â(t)w), for all v,w ∈Rn.
Since B(t) and B̂(t) are symmetric, condition (ii) is equivalent to(D⊥t )o ⊂Ker(B(t)− B̂(t)), (2.24)
for all t ∈ [a, b]. Moreover, this implies that Rn∗ =Dot ⊕ (D⊥t )o and Rn =Dt ⊕D⊥t ; namely:(D⊥t )o ∩Dot ⊂Ker(B(t)− B̂(t))∩Ker(B(t))⊂Ker(B̂(t))= {0}.
Recalling (2.3), Eq. (2.24) also implies that the symmetric bilinear form B̂(t)−1 ∈ Bilsym(Rn) agrees with B0(t)−1 ∈
Bilsym(Dt ) onDt . Denoting by πt :Rn→Dt and π⊥t :Rn →D⊥t the projections with respect to the direct sum Rn =Dt ⊕D⊥t
it follows that:
B̂(t)−1(v,w)= B0(t)−1
(
πt (v),πt (w)
)+ B̂(t)−1(π⊥t (v),π⊥t (w)), (2.25)
for all v,w ∈Rn .
The name extension in Definition 2.15 is motivated by the following:
Proposition 2.16. Let X, X̂ be symplectic differential systems such that X̂ is an extension of X; given a Lagrangian subspace
 0 ⊂ Rn ⊕Rn∗, denote by I and Iˆ respectively the index forms of the pairs (X, 0) and (X̂,  0). Then I is the restriction of Iˆ
to HD .
Proof. It is a simple computation using (2.16) and (2.25). ✷
The notion of extension is invariant by isomorphisms in the following sense:
Lemma 2.17. If X̂ is an extension of X and X˜, (˜X̂) are symplectic differential systems such that there exists a smooth map
φ : [a, b] → Sp(2n,R) which gives an isomorphism φ :X→ X˜ and φ : X̂→ (˜X̂), then (˜X̂) is an extension of X˜.
Proof. It is a straightforward computation using (2.11), (2.12), (2.13) and the remarks after Definition 2.15. ✷
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2.4. The Lagrangian Grassmannian and the Maslov index
We will now recall some general facts about the geometry of the Lagrangian Grassmannian of a symplectic space and about
the notion of Maslov index for curves in the Lagrangian Grassmannian. There are several references for the results stated below.
We follow more closely the material as presented in [8]. The reader may check also [2,17].
Let (V ,ω) be a 2n-dimensional symplectic space. We denote by Λ=Λ(V,ω) the Lagrangian Grassmannian of (V ,ω), i.e.,
Λ is the set of all Lagrangian subspaces of (V ,ω). The set Λ is a 12n(n+ 1)-dimensional compact and connected real-analytic
embedded submanifold of the Grassmannian of all n-dimensional subspaces of V . Given a Lagrangian subspace L0 ⊂ V we
denote by Λk(L0) the subset of Λ consisting of all Lagrangians L such that dim(L ∩L0)= k; the set Λk(L0) is a connected
embedded real-analytic 12 k(k + 1)-codimensional submanifold of Λ. The set Λ0(L0) is open and dense in Λ; its complement
Λ1(L0) =
⋃n
k=1Λk(L0) is not a submanifold of Λ, but it is a compact algebraic subvariety of Λ whose regular part is
Λ1(L0). We call Λ1(L0) the Maslov cycle of Λ corresponding to the Lagrangian L0.
Given a Lagrangian decomposition (L0,L1) of (V ,ω), i.e., L0 and L1 are Lagrangian subspaces of (V ,ω) and V =
L0 ⊕L1, we define a chart
ϕL0,L1 :Λ⊃Λ0(L1)→ Bilsym(L0) (2.26)
by setting ϕL0,L1(L)= ω(T · , ·)|L0 , where T :L0 → L1 is the unique linear map whose graph equals L. Observe that for L in
the domain of ϕL0,L1 we have
Ker
(
ϕL0,L1(L)
)= L∩L0, (2.27)
and in particular L ∈Λk(L0) iff ϕL0,L1(L) has degeneracy k and L ∈Λ1(L0) iff ϕL0,L1(L) is degenerate. The differential
of ϕL0,L1 at L0 gives an isomorphism from TL0Λ to Bilsym(L0) which does not depend on L1; in particular, we can naturally
identify each tangent space TLΛ with the space Bilsym(L) of symmetric bilinear forms on L. In what follows we will make no
distinction between the spaces TLΛ and Bilsym(L).
The differential of the chart ϕL0,L1 at a point L ∈ Λ0(L1) is easily computed to be the push-forward operator
η∗ : Bilsym(L)→ Bilsym(L0), that is
dϕL0,L1(L) · β = β
(
η−1·, η−1 · ), β ∈ Bilsym(L), (2.28)
where η :L→ L0 is the unique isomorphism such that the following diagram commutes:
L
η
L0
V/L1
the unlabeled arrows in the diagram above are restrictions of the quotient map V → V/L1. For L ∈Λk(L0) the tangent space
TLΛ
k(L0) is the subspace of Bilsym(L) consisting of symmetric bilinear forms vanishing on the k-dimensional space L∩L0;
in particular, for L ∈ Λ1(L0) the elements B ∈ Bilsym(L) which are positive definite in L ∩ L0 define a natural transverse
orientation on the hypersurface Λ1(L0).
There is a natural action of the symplectic group Sp(V ,ω) on the Lagrangian Grassmannian; for L0 ∈ Λ we denote by
βL0 : Sp(V ,ω)→Λ the evaluation map:
βL0(Φ)=Φ(L0), Φ ∈ Sp(V ,ω).
For later use we give the formula for the differential of the map βL0 :
dβL0(Φ) · Y = ω
(
YΦ−1· , ·)∣∣
Φ(L0)
, Φ ∈ Sp(V ,ω), Y ∈ TΦSp(V ,ω)= sp(V ,ω) ·Φ. (2.29)
The Lagrangian Grassmannian Λ is a homogeneous (actually symmetric) space; more specifically it is diffeomorphic to the
quotient U(n)/O(n). Using the long exact sequence of the fibration U(n)→U(n)/O(n), one computes easily the fundamental
group π1(Λ), which is infinite cyclic. Given L0 ∈ Λ, the open set Λ0(L0) is diffeomorphic to a vector space and hence
contractible; it follows that the first relative singular homology group H1(Λ,Λ0(L0)) with integer coefficients is also infinite
cyclic. A generator is any C1 curve which intersects Λ1(L0) only once, in such a way that this intersection occurs at Λ1(L0)
and it is positively oriented. We get therefore an isomorphism:
µL0 :H1(Λ,Λ
0(L0))→ Z. (2.30)
414 P. Piccione, D.V. Tausk / J. Math. Pures Appl. 81 (2002) 403–437
Definition 2.18. Given a continuous curve  : [a, b] →Λ with endpoints in Λ0(L0) we define the Maslov index of  with respect
to the Lagrangian L0 to be the integer number µL0( ) corresponding to the homology class of  by the isomorphism (2.30).
The definition above implies easily that the Maslov index is additive by concatenation of curves and invariant by homotopies
of curves with endpoints in Λ0(L0); in particular, the Maslov index is stable by uniformly small perturbations of the curve (i.e.,
small perturbations in the compact-open topology).
Obviously the Maslov index of a curve in Λ0(L0) is zero. More generally, the Maslov index of a curve gives an algebraic
count of the intersections of the curve with the Maslov cycle Λ1(L0). More precisely, we have the following:
Proposition 2.19. Let  : [a, b] →Λ be a continuous curve with endpoints in Λ0(L0). Then
(1) if there exists a Lagrangian L1 ∈Λ complementary to L0 such that the image of  is contained in Λ0(L1), then
µL0( )= n+
(
ϕL0,L1
(
 (b)
))− n+(ϕL0,L1( (a)));
(2) if  is of class C1 and intercepts Λ1(L0) only when t = t0 ∈]a, b[ then
µL0( )= sgn
(
 ′(t0)| (t0)∩L0
)
,
provided that the symmetric bilinear form  ′(t0)| (t0)∩L0 is nondegenerate.
Proof. See [8, Proposition 4.3.1 and Corollary 4.3.3]. ✷
In Proposition 2.19, the statement in part (2) is deduced from part (1) by means of the following elementary lemma which
we state now for later use:
Lemma 2.20. Let t → U(t) ∈ Bilsym(Rn) be a C1 map defined around some t0 ∈ R and assume that the restriction of U ′(t0)
to the kernel of U(t0) is nondegenerate. Then U(t) is nondegenerate for t %= t0 near t0 and
n+
(
U(t0 + ε)
)− n+(U(t0 − ε))= sgn(U ′(t0)|Ker(U(t0))),
for ε > 0 small enough.
Proof. See [8, Lemma 4.2.3]. ✷
2.5. The Maslov index of a positive semi-definite system of constant rank
Recall from Section 2.1 (see (2.7)) that a symplectic differential system with initial data (X, 0) defines a smooth curve
 : [a, b] → Λ in the Lagrangian Grassmannian of the symplectic space Rn ⊕ Rn∗ endowed with the canonical symplectic
form. Moreover, if L0 denotes the Lagrangian
L0 = {0} ⊕Rn∗ ⊂Rn ⊕Rn∗
then the intersections of  with the Maslov cycle Λ1(L0) occur precisely at the (X, 0)-focal instants. We want to define the
Maslov index of a pair (X, 0) as the Maslov index of the curve  . According to Definition 2.18 though, we can only define
the Maslov index for curves with endpoints outside the Maslov cycle.3 By assuming that t = b is not an (X, 0)-focal instant
we guarantee that  (b) is in Λ0(L0). On the other hand, it is not reasonable to assume that  (a) =  0 is in Λ0(L0) (the case
 0 =L0 for instance is of central importance). The idea then is to erase a small initial part of  ; we need thus some assumption
on (X, 0) that implies that there are no focal instants near t = a. In [12] where only nondegenerate symplectic differential
systems are considered, this was achieved by a nondegeneracy assumption on the initial condition (the assumption that B(a)−1
3 In [17] it is introduced a notion of Maslov index for arbitrary curves in the Lagrangian Grassmannian. Such Maslov index is in general a
semi-integer, but it coincides with the Maslov index of Definition 2.18 for curves with endpoints outside the Maslov cycle. We choose not to
use the Maslov index of [17], since it includes a contribution of the intersections of the curve with the Maslov cycle at the endpoints that is not
suitable for our purposes.
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is nondegenerate on the space P ⊂Rn). In this paper, we are interested in positive semi-definite symplectic differential systems
of constant rank. Recalling Corollary 2.14, we give the following:
Definition 2.21. Let (X, 0) be a special positive semi-definite symplectic differential system of constant rank with initial data
such that t = b is not focal. The Maslov index of (X, 0) is defined by:
iMaslov(X, 0)= µL0
(
 |[a+ε,b]
)
,
where ε > 0 is chosen in such a way that there are no focal instants in ]a, a + ε].
The Maslov index of a pair (X, 0) is invariant by isomorphisms:
Proposition 2.22. If (X, 0) and (X˜,  ˜0) are isomorphic special positive semi-definite symplectic differential systems of constant
rank with initial data such that t = b is not focal then iMaslov(X, 0)= iMaslov(X˜,  ˜0).
Proof. The proof is given in [12, Proposition 2.10.2]. We recall it briefly for the reader’s convenience. Denote by  and  ˜
respectively the curves of Lagrangians determined by the pairs (X, 0) and (X˜,  ˜0). If φ : (X, 0)→ (X˜,  ˜0) is an isomorphism
then it is easily seen that:
 ˜(t)= φ(t) (t), t ∈ [a, b]. (2.31)
Since φ is a curve in Sp(2n,R) with φ(t)(L0) = L0 for all t , it follows that, for ε > 0 small enough, the curve  ˜|[a+ε,b] is
homotopic with endpoints in Λ0(L0) to the curve [a + ε, b]  t → φ(a) (t). The conclusion follows from the fact that the
Maslov index is invariant by the action of the symplectic group on the Lagrangian Grassmannian. ✷
Since the Maslov index of  “counts” the intersections of  with the Maslov cycle and such intersections occur precisely at
the focal instants, one should expect that the Maslov index of (X, 0) “counts” its focal instants. We have the following:
Lemma 2.23. Let (X, 0) be a special positive semi-definite symplectic differential system of constant rank with initial data. If
t0 ∈]a, b[ is an isolated focal instant then its contribution to the Maslov index of (X, 0) is equal to the multiplicity of t0; more
precisely:
µL0
(
 |[t0−ε,t0+ε]
)= iMaslov(X|[a,t0+ε],  0)−iMaslov(X|[a,t0−ε],  0)=mul(t0), (2.32)
for ε > 0 small enough.
Proof. By Propositions 2.8 and 2.22 we can assume without loss of generality that the fundamental coefficient B of X is
constant. We claim that we can also assume that  (t0) is transverse to L1 = Rn ⊕ {0}. To see this, let L′1 be a Lagrangian
complementary to both L0 and  (t0) and choose a symplectomorphism φ0 ∈ Sp(2n,R) with φ0(L0)= L0 and φ0(L′1)= L1.
If φ : [a, b] → Sp(2n,R) is the constant map φ ≡ φ0 and (X˜,  ˜0) is the pair such that φ : (X, 0)→ (X˜,  ˜0) is an isomorphism
then the fundamental coefficient of X˜ is constant and the curve of Lagrangians corresponding to X˜ is t →  ˜(t)= φ0( (t)) (see
(2.31)). In particular,  ˜(t0) is transverse to L1; this proves the claim.
Assuming now that  (t0) is transverse to L1 we can define U(t)= ϕL0,L1( (t)) ∈ Bilsym(L0)∼=Bilsym(Rn∗) for t near t0.
By part (1) of Proposition 2.19, the first quantity in (2.32) is equal to the difference n+(U(t0 + ε))− n+(U(t0 − ε)).
Using (2.6), (2.28) and (2.29) one deduces easily that the curve U satisfies the generalized Riccati equation:
U ′(t)= B +A(t)U(t)+U(t)A(t)∗ −U(t)C(t)U(t). (2.33)
We recall that t is a focal instant of multiplicity k iff  (t) is in Λk(L0) and this occurs precisely when the degeneracy of U(t)
is k (see (2.27)); in particular, U(t) is nondegenerate for t %= t0 near t0 and
dgn
(
U(t0)
)=mul(t0). (2.34)
Let (Bm)m1 be a sequence of positive definite bilinear forms Bm ∈ Bilsym(L0) that converges to B; let Um be the solution
of Eq. (2.33) with B replaced by Bm and satisfying the initial condition Um(t0)=U(t0). Observe that for m large enough Um
is well-defined in the entire interval [t0 − ε, t0 + ε] and that Um converges uniformly to U on this interval; hence:
n+
(
Um(t0 + ε)
)− n+(Um(t0 − ε))= n+(U(t0 + ε))− n+(U(t0 − ε)), (2.35)
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for m large enough. Since Bm is positive definite, it follows from the Riccati equation that for every t ∈ [t0 − ε, t0 + ε] the
restriction of U ′m(t) to the kernel of Um(t) is positive definite; from Lemma 2.20 we obtain:
n+
(
Um(t0 + ε)
)− n+(Um(t0 − ε)) dgn(Um(t0))= dgn(U(t0)). (2.36)
On the other hand, the difference n+(U(t0+ ε))−n+(U(t0− ε)) is less than or equal to dgn(U(t0)) and from (2.35) and (2.36)
we obtain:
n+
(
U(t0 + ε)
)− n+(U(t0 − ε))= dgn(U(t0)).
The conclusion now follows from (2.34). ✷
We have the following immediate corollary.
Corollary 2.24. Let (X, 0) be a positive semi-definite symplectic differential system of constant rank with initial data. If t = b
is not focal and if the number of focal instants is finite then the Maslov index of (X, 0) equals the sum of the multiplicities of
its focal instants:
iMaslov(X, 0)=
∑
t∈ ]a,b[
mul(t).
2.6. Abstract symplectic systems
We introduce an extension of the category of symplectic differential systems and we show how the notions defined previously
for symplectic differential systems extend naturally to this new category.
Definition 2.25. An abstract symplectic system over [a, b] is a quadruple V = (V ,ω,Dt , ξ ) consisting of the following objects:
• a finite-dimensional real smooth vector bundle V =⋃t∈[a,b]Vt over the interval [a, b];
• a linear connection Dt on V ;
• a smooth family ω= (ωt )t∈[a,b] of symplectic forms ωt on Vt which is parallel with respect to the given connection;
• a Lagrangian vector subbundle ξ =⋃t∈[a,b] ξt of V .
An abstract symplectic system with initial data (V, ξ0) consists of an abstract symplectic system V and a fixed Lagrangian
subspace ξ0 ⊂ Va . An isomorphism from the abstract symplectic system V = (V ,ω,Dt , ξ ) to the abstract symplectic system
V˜ = (V˜ , ω˜, D˜t , ξ˜ ) is a smooth vector bundle isomorphism φ = (φt :Vt → V˜t )t∈[a,b] which carries Dt to D˜t , ω to ω˜ and ξ to ξ˜ .
If initial data ξ0 and ξ˜0 are given for V and V˜ respectively then we say that φ is a isomorphism between abstract symplectic
systems with initial data if in addition φa carries ξ0 to ξ˜0.
Obviously abstract symplectic systems and their isomorphisms form a category in which all morphisms are isomorphisms;
similar observation holds for abstract symplectic systems with initial data.
Every symplectic differential system X can be thought of as an abstract symplectic system. Namely, we consider the trivial
bundle V = [a, b] × (Rn ⊕Rn∗) and each fiber is endowed with the canonical symplectic form of Rn ⊕Rn∗; the Lagrangian
subbundle is ξ = [a, b] × ({0} ⊕ Rn∗) and the connection Dt is characterized by the property that the fundamental matrix Φt
of X is the parallel transport from Va to Vt ; more explicitly, the covariant derivative is given by:
Dt z(t)= z′(t)−X(t)z(t), t ∈ [a, b],
for every smooth section z : [a, b] →Rn⊕Rn∗ of V . Observe that Dt is not the trivial connection on V = [a, b]× (Rn⊕Rn∗).
The fact that ω is parallel follows from the observation that each Φt is a symplectomorphism; the Lagrangian subbundle ξ is
not in general parallel, i.e., the covariant derivative of a section of ξ is not in general a section of ξ . If (X, 0) is a symplectic
differential system with initial data then  0 also defines initial data for X viewed as an abstract symplectic system. It is easy4
to see that the set of isomorphisms between two symplectic differential systems in the sense of Section 2.2 coincides with the
set of isomorphisms between such systems in the larger category of abstract symplectic systems; in categorical language this
4 Namely, observe that condition (b) in Definition 2.7 means precisely that φ preserves the connections.
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means that symplectic differential systems form a full subcategory5 of the abstract symplectic systems. Similar observations
hold for symplectic differential systems and abstract symplectic systems with initial data.
We now want to show that the notions introduced for symplectic differential systems in the previous subsections extend
naturally to the category of abstract symplectic systems; for this, the key observation is the following:
Lemma 2.26. Every abstract symplectic system is isomorphic to some symplectic differential system; similarly, every abstract
symplectic system with initial data is isomorphic to some symplectic differential system with initial data.
Proof. It follows by observing that, if V is a smooth vector bundle over [a, b] endowed with a symplectic form ω on its fibers
and a Lagrangian subbundle ξ , then there exists a trivialization Vt ∼= Rn ⊕ Rn∗, t ∈ [a, b], which carries ω to the canonical
symplectic form and ξt to {0} ⊕Rn∗ for every t . ✷
Thanks to Lemma 2.26 we can extend in a natural way every notion in the category of symplectic differential systems which
is invariant by isomorphisms to the category of abstract symplectic systems. For example, one can define that an instant t ∈]a, b]
is focal for an abstract symplectic system with initial data if t is focal for some (and hence for every) symplectic differential
system with initial data which is isomorphic to it. Similarly one can define the following notions:
• multiplicity of focal instants of an abstract symplectic system with initial data;
• nondegenerate and positive semi-definite abstract symplectic systems;
• abstract symplectic systems of constant rank (as well as the rank of such systems);
• abnormal and special abstract symplectic systems of constant rank with initial data;
• Maslov index of a special positive semi-definite abstract symplectic system of constant rank with initial data, if the final
instant is not focal;
• fat (at an instant t ) abstract symplectic systems of constant rank.
However, there are notions (like the index form) which are not fixed by isomorphisms of symplectic differential systems but
rather invariant by isomorphisms in the sense that they transform correctly under isomorphisms in a suitable sense. In order
to formalize these ideas and to define an extension procedure in a systematic form we use an abstract categoric formalism
presented below.
Definition 2.27. Given categories E and E0 we say that a functor Forg :E→ E0 is a forgetful functor if given objects A in E ,
B0 in E0 and an isomorphism ϕ0 : Forg(A)→ B0 then there exists a unique pair (B,ϕ) with B an object in E , ϕ :A→ B an
isomorphism in the category E , Forg(B)= B0 and Forg(ϕ)= ϕ0.
Proposition 2.28 (Abstract extension principle). Let C, E , E0 be categories, Forg :E → E0 a forgetful functor and C0 a full
subcategory of C; denote by ι :C0 → C the inclusion functor. Assume that every object in C is isomorphic to some object in C0.
Given functors F :C0 → E and F̂0 :C→ E0 with F̂0 ◦ ι= Forg ◦F then there exists a unique functor F̂ :C→ E which extends
F and such that Forg ◦ F̂ = F̂0.
The following commutative diagram illustrates the situation in the statement of Proposition 2.28:
C F̂0
F̂
E0
C0
ι
F E
Forg
Proof of Proposition 2.28. We start by defining F̂ on the objects of C. Given an object X in C, choose an object X0 in C0 that is
isomorphic to X; let φ :X0 →X denote one such isomorphism. Then F̂0(φ) is an isomorphism from F̂0(X0)= Forg ◦F(X0)
5 Recall that a category C0 is called a full subcategory of C if the class of objects of C0 is contained in the class of objects of C, the morphisms
in C0 between objects of C0 are the same as the morphisms between them in C and the composition law of morphisms is the same in C and
in C0.
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to F̂0(X) in the category E0; since Forg is forgetful, there exists a unique pair (X˜, ϕ) where X˜ is an object in E with
Forg(X˜)= F̂0(X) and ϕ :F(X0)→ X˜ is an isomorphism with Forg(ϕ)= F̂0(φ). Define F̂(X)= X˜.
We now define F̂ on the morphisms of C. Let X, Y be objects in C and let h :X→ Y be a morphism. Choose objects X0, Y0
in C0 and isomorphisms φ :X0 →X, φ′ :Y0 → Y . Consider the pairs (X˜, ϕ), (Y˜ , ϕ′) such that Forg(X˜)= F̂0(X), Forg(Y˜ )=
F̂0(Y ), Forg(ϕ)= F̂0(φ) and Forg(ϕ′)= F̂0(φ′). By definition, we have F̂(X)= X˜ and F̂(Y )= Y˜ . Let h0 :X0 → Y0 be the
unique morphism such that
X
h
Y
X0
φ ∼=
h0
Y0
∼= φ′
commutes. Define F̂(h) to be the unique morphism from X˜ to Y˜ such that
X˜
F̂(h)
Y˜
F(X0)
ϕ ∼=
F (h0) F(Y0)
ϕ′∼=
commutes. One has now to verify that the definition of F̂ does not depend on the choices made, that F̂ is indeed a functor and
that it satisfies the required properties. Such verifications are performed by a standard diagram chasing procedure. ✷
Now the way is paved to show how to extend the main definitions given for symplectic differential system to the class
of abstract symplectic systems. In the next examples we will apply repeatedly the abstract extension principle in different
situations.
Example 2.29. Consider the following categories:
• C is the category of abstract symplectic systems over [a, b];
• C0 is the category of symplectic differential systems over [a, b];
• E0 is the category of smooth vector bundles over [a, b] and smooth vector bundle morphisms;
• E is the category whose objects are smooth vector bundles over [a, b] endowed with a smoothly varying family of
symmetric bilinear forms on their fibers; the morphisms are smooth vector bundle morphisms which preserve the bilinear
forms.
Let Forg :E→ E0 be the functor that forgets about the bilinear forms; it is straightforward to check that Forg is indeed forgetful.
We now define F and F̂0. Given an object of C0, i.e., a symplectic differential system X, we define F(X) to be the trivial
vector bundle [a, b] × ({0} ⊕Rn∗) endowed with the bilinear forms B(t), where B denotes the fundamental coefficient of X.
Formula (2.12) shows that if φ :X→ X˜ is an isomorphism as in (2.10) then the block Z of φ induces an isomorphism from
[a, b] × ({0} ⊕ Rn∗) to itself which carries the fundamental coefficient of X to the fundamental coefficient of X˜; this defines
the functor F . Now let F̂0 be the functor that associates to each abstract symplectic system V = (V ,ω,Dt , ξ ) the vector
bundle ξ and to each isomorphism of abstract symplectic systems its restriction to ξ . We are now under the hypothesis of
the abstract extension principle and therefore we get a unique extension of F to a functor F̂ which assigns to each abstract
symplectic system V = (V ,ω,Dt , ξ ) a smooth family of symmetric bilinear forms in the fibers of ξ . Such family will be called
the fundamental coefficient of the abstract symplectic system V ; we denote it by B(t) ∈ Bilsym(ξt ).
Example 2.30. We now show how the extension principle can be used to define the index form of an abstract symplectic system
of constant rank with initial data. Consider the following categories:
• C is the category of abstract symplectic systems of constant rank with initial data;
• C0 is the category of symplectic differential systems of constant rank with initial data;
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• E0 is the category of real Hilbertable6 spaces and continuous linear maps;
• E is the category whose objects are triples consisting of a real Hilbertable space H, a closed subspace HD and a continuous
symmetric bilinear form I on the closed subspace; morphisms from (H,HD, I ) to (H˜, H˜D, I˜ ) are continuous linear maps
T :H→ H˜ with T (HD)⊂ H˜D and such that the pull-back of I˜ by T is I .
The forgetful functor Forg :E → E0 is the functor which forgets about the closed subspace and the symmetric bilinear form.
We now define F̂0 and F . Given an object of C0, i.e., a symplectic differential system of constant rank with initial data (X, 0)
then F(X, 0) is the triple (H,HD, I ) given in Definition 2.9. By Proposition 2.10 an isomorphism between pairs (X, 0) and
(X˜,  ˜0) induces an isomorphism v → Zv between the triples F(X, 0) and F(X˜,  ˜0). Finally, given an abstract symplectic
system of constant rank with initial data (V, ξ0)= (V ,ω,Dt , ξ, ξ0) we define F̂0(V, ξ0) to be the Hilbertable space of sections
v of the quotient bundle V/ξ of Sobolev class H 1 (see footnote 2) satisfying the boundary conditions v(a) ∈ P and v(b) = 0,
where P ⊂ Va/ξa is the image by the quotient map Va → Va/ξa of ξ0 ⊂ Va . An isomorphism φ of abstract symplectic
systems with initial data induces an isomorphism F̂0(φ) of Hilbertable spaces in the obvious way. By identifying the quotient
(Rn ⊕ Rn∗)/({0} ⊕ Rn∗) with Rn by the isomorphism induced by projection onto the first coordinate then the functors F̂0
and Forg ◦ F agree on C0. The abstract extension principle now gives us the desired extension F̂ of F to C and we obtain a
well-defined notion of index form for abstract symplectic systems of constant rank with initial data.
Example 2.31. The constraint of an abstract symplectic system of constant rank can be defined by the abstract extension
principle to be the only “natural” subbundle D of the quotient V/ξ which generalizes the notion of constraint for a symplectic
differential system; more precisely, take C0 to be the category of symplectic differential systems of constant rank, C to be the
category of abstract symplectic systems of constant rank, E0 to be the category of finite-dimensional real vector bundles over
[a, b] and smooth vector bundle morphisms and finally E to be the category of pairs consisting of a finite-dimensional real vector
bundle over [a, b] and a subbundle. The morphisms of E are smooth vector bundle morphisms which preserve the subbundle.
The forgetful functor Forg :E→ E0 just forgets about the subbundle. For the functors F̂0 and F we set F̂0(V ,ω,Dt , ξ )= V/ξ
and F(X)= (⋃t∈[a,b]{t}×Dt , [a, b]×Rn). The definition of F̂0 on morphisms is obvious and for an isomorphism φ :X→ X˜
as in (2.10) we set F(φ) to be the isomorphism of vector bundles induced by Z. The fact that Forg ◦F agrees with F̂0 on C0
is obtained if one identifies the quotient (Rn ⊕Rn∗)/({0} ⊕Rn∗) with Rn by the isomorphism induced by projection onto the
first coordinate.
Example 2.32. We now generalize the constraining differential operator (recall Definition 2.11) to the category of abstract
symplectic systems of constant rank. Denote by C0 the category of symplectic differential systems of constant rank, by C the
category of abstract symplectic systems of constant rank, by E0 the category of pairs of real Hilbertable spaces and pairs of
continuous linear operators and finally by E the category of triples (H1,H2, T ) where H1, H2 are real Hilbertable spaces
and T :H1 → H2 is a continuous linear operator. The morphisms of E are pairs of continuous linear operators between the
corresponding Hilbertable spaces which preserve the T in the obvious sense; the functor Forg just forgets about T . For every
symplectic differential system of constant rank X we set F(X) to be the constraining differential operator of X together with
its domain and counter-domain; the fact that F can also be defined on morphisms of C0 follows from diagram (2.18). The
definition of F̂0 is as usual the tricky one; for an abstract symplectic system of constant rank V = (V ,ω,Dt , ξ ) we associate
the Hilbertable space of H 1-sections of V/ξ and the Hilbertable space of L2-sections of (V/ξ)/D. The definition of F̂0
on morphisms is the obvious one. One checks easily that F̂0 coincides with Forg ◦ F on C0 and by the abstract extension
principle we have a well defined notion of constraining differential operator for an abstract symplectic system of constant rank
V = (V ,ω,Dt , ξ ) which is a continuous linear operator:
DiffV :H 1(V/ξ)→ L2
(
(V/ξ)/D).
Example 2.33. The Levi operator of an abstract symplectic system V = (V ,ω,Dt , ξ ) of constant rank is a smooth vector bundle
morphism
LevV : ξ → (V/ξ)/D
which “naturally” generalizes the notion of Levi operator for a symplectic differential system. The details concerning the use
of the abstract extension principle in this case will be left to the reader.
6 By a Hilbertable space we mean a topological vector space whose topology is induced by some inner product which makes the space into
a Hilbert space.
420 P. Piccione, D.V. Tausk / J. Math. Pures Appl. 81 (2002) 403–437
Example 2.34. Let C0 be the category of pairs (X, X̂) of symplectic differential systems over the same interval [a, b], with X of
constant rank and X̂ nondegenerate; a morphism in C0 between two pairs is a smooth map φ : [a, b] → Sp(2n,R) which gives
an isomorphism between both the first and the second coordinates of the pairs. Lemma 2.17 says that the notion of extension
is invariant by isomorphisms in the category C0 and therefore we get a well-defined notion of extension for abstract symplectic
systems. More explicitly, let C be the category whose objects are pairs ((V ,ω,Dt , ξ ), (V̂ , ωˆ, D̂dt, ξˆ )) of abstract symplectic
systems where the first has constant rank, the second is nondegenerate, V = V̂ , ω = ωˆ and ξ = ξˆ . A morphism between two
objects of C is a smooth vector bundle morphism which gives an isomorphism between both the first and the second coordinates
of the pairs. The argument used in the proof of Lemma 2.26 actually shows that every object in C is isomorphic to an object in
C0; moreover, C0 is a full subcategory of C. We can therefore define that an abstract symplectic system V̂ = (V ,ω, D̂dt, ξ) is
an extension of V = (V ,ω,Dt , ξ ) if the pair (V, V̂) is an object of C which is isomorphic to an object (X, X̂) in C0 such that X̂
is an extension of X. The use of the abstract extension principle in this case is not necessary.
Remark 2.35. Thanks to Lemma 2.26, in order to prove a theorem about abstract symplectic systems (possibly with initial
data), it suffices to consider the special case of symplectic differential systems, provided that all the notions appearing in the
statement of the theorem are invariant by isomorphisms. For example, an abstract symplectic system is nondegenerate iff its
fundamental coefficient is nondegenerate at every t ∈ [a, b]; for an abstract symplectic system of constant rank with initial data,
the domain of the index form is the set of sections z of V/ξ in the kernel of the constraining differential operator satisfying
the boundary conditions z(a) ∈ P , z(b) = 0. From now on, we shall use without further comments the results about abstract
symplectic systems that were already proven for symplectic differential systems.
Remark 2.36. Some notions defined for symplectic differential systems could be defined directly for abstract symplectic
systems without the use of the abstract extension principle. For instance, an instant t ∈]a, b] is focal for (V ,ω,Dt , ξ, ξ0)
iff there exists a non-zero parallel section z of V with z(a) ∈ ξ0 and z(t) = 0. The fundamental coefficient B of an abstract
symplectic system can be interpreted as a second fundamental form of the subbundle ξ of V with respect to the connection Dt .
However, in many cases these direct definitions are rather involved and the effort is not worthy for the purposes of this paper.
3. The geometrical setup
In this section we study the geometrical framework of a Lagrangian variational problem with a linear constraint in the
derivative. Examples of such problems come from the so called sub-Riemannian geometry and from the Vakonomic mechanics
with non-holonomic constraints. We recall some results from [11] that characterize the critical points of such variational
problems as solutions of a Hamiltonian; this Hamiltonian is obtained by means of a generalized Legendre transform which
will be discussed in Section 3.3. Finally, we’ll show in Sections 3.5 and 3.6 that such solutions produce in a canonical way
an abstract symplectic system whose index form corresponds to the second variation of the constrained Lagrangian action
functional.
3.1. The constrained variational problem
Let us consider the following setup: M is an n-dimensional differentiable manifold, ∆⊂ TM is a rank k distribution and L
is a time-dependent constrained Lagrangian on M , i.e., L :U →R is a smooth function defined on an open subset U ⊂R×∆.
A C1 curve γ : [a, b] →M will be called horizontal if γ ′(t) ∈∆ for all t ∈ [a, b]. Given a smooth submanifold P ⊂M and a
fixed point q ∈M we consider the constrained Lagrangian action functional
L(γ )=
b∫
a
L
(
t, γ ′(t)
)
dt
defined on the set ΩP,q(M,∆;U) of C1 horizontal curves γ : [a, b] →M from P to q such that (t, γ ′(t)) ∈ U for all t . For
further reference, we also introduce the following spaces of curves:
ΩP,q(M) =
{
γ : [a, b] C1−→M : γ (a) ∈ P, γ (b)= q},
ΩP,q(M,∆) =
{
γ ∈ΩP,q(M): γ is horizontal
}
.
It is well known that ΩP,q(M) has the structure of a Banach manifold. Obviously the subset ΩP,q(M,∆;U) of ΩP,q(M,∆)
is open with respect to the topology induced by ΩP,q(M). The subset ΩP,q(M,∆) of ΩP,q(M) is not in general a Banach
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submanifold but there may exist points γ ∈ ΩP,q(∆) that are singular in a sense that will be clarified in Section 3.2. The
singularities of ΩP,q(M,∆) are well know in the context of sub-Riemannian geometry under the name of abnormal extremals.
In an open subset of ΩP,q(M,∆;U) where there are no singular points, the action functional L is smooth; our main goal is to
study its critical points as well as its second variation.
Example 3.1. If ∆ = TM then ΩP,q(M,∆) = ΩP,q(M) contains no singularities and the critical points of L are the well-
known solutions of the Euler–Lagrange equations of L satisfying a suitable boundary condition.
Example 3.2. If g is a smoothly varying positive definite inner product on ∆ then the triple (M,∆,g) is known as a sub-
Riemannian manifold; in this case, the critical points of the constrained Lagrangian action functional corresponding to the
constrained Lagrangian L(v)= 12g(v, v) are known as normal extremals or normal sub-Riemannian geodesics. One may also
consider a Lagrangian of the form L(v) = 12g(v, v) − V (m), v ∈ TmM , where V :M → R is a smooth function; thinking of
M as the configuration space of a mechanical system subject to a non-holonomic constraint represented by ∆ then the term
1
2g(v, v) is interpreted as kinetic energy of the system and V as the potential energy corresponding to a conservative force. The
critical points of L are known as the trajectories of the Vakonomic mechanics (see [6]).
3.2. Characteristic curves and the Hamiltonian formalism
The study of the singularities of the space ΩP,q(M,∆) of horizontal paths connecting a submanifold and a point leads
naturally to the notion of characteristic curve of a distribution; this notion, as well as the intrinsic description of the Hamilton
equations involve the symplectic structure of the cotangent bundle TM∗. In this subsection we recall briefly this standard
notions and we fix the notation for the rest of the section.
Let M be an n-dimensional differentiable manifold and let π :TM∗ →M denote the canonical projection of the cotangent
bundle. We define a 1-form ϑ on the manifold TM∗ by ϑp(λ)= p(dπp(λ)) for all p ∈ TM∗ and λ ∈ TpTM∗; we set ω=−dϑ
and we call ϑ the canonical 1-form of the cotangent bundle TM∗ and ω the canonical symplectic form of TM∗. If q = (qi)ni=1
denotes a local chart in M and (q,p)= (qi ,pi )ni=1 denotes the corresponding local chart in TM∗ we have:
ϑ =
n∑
i=1
pi dqi , ω=
n∑
i=1
dqi ∧ dpi.
For every p ∈ TM∗ we denote by Verp the vertical subspace of TpTM∗ at p which is defined by Verp =Ker(dπp); observe
that Verp is the tangent space to the fiber of TM∗ containing p and therefore it can be canonically identified with such fiber.
Obviously ϑ annihilates the fibers of TM∗ and therefore Verp is a Lagrangian subspace of TpTM∗.
If H is a real valued smooth map in an open subset of TM∗ then the symplectic gradient of H at a point p ∈ TM∗ in the
domain of H is the unique vector λ ∈ TpTM∗ such that ω(λ, ·)= dH(p). By a time-dependent Hamiltonian on M we mean a
smooth real valued map H :V → R defined in an open subset V ⊂ R× TM∗; for every t ∈ R we write Ht =H(t, ·), so that
Ht is a smooth map in the open subset
Vt =
{
p ∈ TM∗: (t,p) ∈ V }
of TM∗. The Hamiltonian vector field (H corresponding to H is the time-dependent vector field on TM∗ such that (H(t,p)
is the symplectic gradient of Ht at p for every (t,p) ∈ V . An integral curve of (H , i.e., a smooth curve t → Γ (t) ∈ TM∗
satisfying:
Γ ′(t)= (H (t,Γ (t)), (3.1)
for all t is called a solution of the Hamiltonian H . Using local coordinates (q,p) in TM∗, the differential equation (3.1)
becomes the classical Hamilton equations:
q′(t)= ∂H
∂p
(
t, q(t),p(t)
)
, p′(t)=−∂H
∂q
(
t, q(t),p(t)
)
. (3.2)
Sometimes, with some abuse of terminology, we will say that a curve γ in M is a solution of H if there exists an integral curve
Γ of (H such that π ◦ Γ = γ ; in this case, we will call Γ a Hamiltonian lift of γ . Observe that in general the Hamiltonian lift
of a solution γ of H may not be unique.
Let us now recall the definition of a characteristic curve of a distribution. Given a distribution ∆ ⊂ TM in M , denote
by ∆o ⊂ TM∗ the annihilator of ∆. The restriction of the canonical symplectic form ω to the submanifold ∆o ⊂ TM∗
may of course be degenerate and we will denote by Char(∆) ⊂ T∆o the characteristic variety of ∆ defined by Char(∆) =
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p∈∆o Char(∆)p , where Char(∆)p ⊂ Tp∆o denotes the kernel of the restriction ω|∆o at p. A useful characterization of this
kernel can be given using the following:
Definition 3.3. If X is a smooth vector field on M then we denote by HX :TM∗ → R the Hamiltonian defined by HX(p) =
p(X(m)), for p ∈ TmM∗, m ∈M .
We have the following equality for every p ∈∆o:(
Tp∆
o
)⊥ = {−−→HX(p): X horizontal field on M}⊂ TpTM∗, (3.3)
where ⊥ denotes the orthogonal complement with respect to the symplectic form ω and “horizontal field” means a vector field
taking values in ∆. In order to prove equality (3.3) observe first that for every horizontal vector field X on M the function HX
vanishes on ∆o and therefore −−→HX(p) is in (Tp∆o)⊥. On the other hand, since dπp(
−−→
HX(p))=X(π(p)), the dimension of the
right-hand side of (3.3) is at least the rank of ∆; the conclusion now follows from a dimension counting argument. Observe that
we have also proven that dπp maps (Tp∆o)⊥ isomorphically onto ∆π(p).
From (3.3) we obtain that the characteristic variety at p ∈∆o is given by:
Char(∆)p =
{−−→
HX(p): X horizontal field on M
}∩ Tp∆o. (3.4)
Definition 3.4. A characteristic curve of ∆ is a C1 curve η : [a, b] →∆o such that η′(t) ∈ Char(∆) for all t ∈ [a, b].
Formula (3.4) for the characteristic variety can be used to describe characteristic curves in local coordinates. More
specifically, given a C1 curve γ : [a, b] → M we will describe the characteristic curves η : [a, b] → ∆o of ∆ that project
onto γ . For a fixed t0 ∈ [a, b] we will work in a local chart in M around γ (t0); to simplify the notation we will therefore assume
temporarily that M is an open subset of Rn. We write t → q(t) ∈Rn for γ and t → (q(t), α(t)) ∈Rn⊕Rn∗ for a lifting η of γ
to TM∗. We also choose a local referential (Xi)ki=1 of ∆ around q(t0) and we write
q′(t)=
k∑
i=1
hi(t)Xi
(
q(t)
)
.
For t near t0 consider the horizontal vector field Xt defined by Xt(q) =
∑k
i=1 hi(t)Xi(q), for q ∈ Rn near q(t0); obviously
Xt (q(t)) = q′(t). If t → η(t) = (q(t), α(t)) is a curve in ∆o then it follows from (3.4) that η′(t) = (q′(t), α′(t)) is in the
characteristic variety of ∆ iff the Hamilton equations (3.2) are satisfied at t with H replaced by HXt and p replaced by α. In
order to write down explicitly the Hamilton equations for HXt we give the following:
Definition 3.5. The second fundamental form of a distribution ∆ in an open subset of Rn at the point q ∈Rn is defined as the
bilinear map Sq :Rn ×∆q →Rn/∆q given by:
Sq(v,w)= dWq(v) mod∆q,
where W is any smooth horizontal vector field around q with W(q)=w. In some situations, when a complementary distribution
∆′ to ∆ is given, we shall think of Sq as a ∆′q -valued bilinear map in the obvious way.
We can finally write down the equations for a characteristic curve of ∆; for simplicity, we choose an arbitrary complementary
distribution ∆′ to ∆ and we think of S as a ∆′-valued bilinear map. A curve t → (q(t), α(t)) ∈∆o is a characteristic of ∆ iff
the following linear homogeneous ODE is satisfied:
α′(t)=−α(t) ◦ Sq(t)
(·, q′(t))=−Sq(t)(·, q′(t))∗α(t), t ∈ [a, b], (3.5)
where Sq(t)(·, q′(t)) is viewed as a linear endomorphism of Rn (taking values in ∆′q(t)).
Let’s now drop the local coordinates and go back to the original setup where M is an arbitrary differentiable manifold.
Using the notion of characteristic curve we can characterize the singularities of the space ΩP,q(M,∆) that were mentioned in
Section 3.1.
Definition 3.6. Given a smooth submanifold P ⊂M and a point q ∈M then a curve γ ∈ΩP,q(M,∆) is called singular if there
exists a non zero characteristic η : [a, b] →∆o of ∆ with π ◦ η= γ and such that η(a) annihilates Tγ (a)P .
Observe that Eq. (3.5) satisfied in local coordinates for the characteristics that project onto γ shows that such characteristics
are either never vanishing or identically zero.
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Definition 3.6 is justified by the following:
Proposition 3.7. If γ ∈ ΩP,q(M,∆) is not singular then ΩP,q(M,∆) is a smooth Banach submanifold of ΩP,q(M) in
a neighborhood of γ .
Proof. See [14, Section 4]. ✷
Proposition 3.7 is obtained by showing that singular curves are the critical points of the endpoint mapping defined in the
Banach manifold of horizontal curves in (M,∆) starting at P . This result is well known in the context of sub-Riemannian
geometry (see for instance [9,10]).
Under a strong non-integrability condition for a distribution ∆ we can guarantee the absence of non-constant non-zero
characteristics of ∆. The non-integrability of ∆ at a point m ∈M is measured by the so-called Levi form of ∆ at m which is an
anti-symmetric bilinear form Lev∆(m) :∆m ×∆m→ TmM/∆m defined by:
Lev∆(m)(v,w)= [V,W ](m) mod∆m, (3.6)
where V and W are any smooth horizontal vector fields around m with V (m) = v, W(m) = w. Obviously if M is an open
subset of Rn the Levi form at m of ∆ is the anti-symmetrization of the restriction of Sm to ∆m ×∆m.
A distribution ∆ is called fat (alternatively called strongly bracket generating) if for every m ∈ M and every non-zero
v ∈∆m the linear map Lev∆(m)(v, ·) is onto TmM/∆m. The following result is well-known:
Proposition 3.8. A distribution ∆ is fat iff the restriction of the canonical symplectic form of TM∗ to ∆o is symplectic outside
the zero section. In particular, if ∆ is fat then all the non-zero characteristic curves of ∆ are constant and the only singular
curves in ΩP,q(M,∆) are the constant ones.
Proof. See for instance [10]. ✷
3.3. The generalized Legendre transform
We recall from [11] a generalized notion of Legendre transform that can be applied to constrained Lagrangians. We start
by defining the Legendre transform of maps on vector spaces; the Legendre transform of a constrained Lagrangian L on
a distribution ∆ will then be defined fiberwise.
Let ξ0 be a real finite-dimensional vector space and let ξ∗0 denote its dual. Given a smooth map Z :U0 ⊂ ξ0 →R defined on
an open subset U0, assume that dZ :U0 → ξ∗0 is a diffeomorphism onto an open subset V0 ⊂ ξ∗0 . Then, the Legendre transform
of Z is the smooth map Z∗ :V0 →R defined by:
Z∗ =EZ ◦ (dZ)−1, (3.7)
where EZ :U0 →R is the map:
EZ(v)= dZ(v)v −Z(v), v ∈ U0.
A simple computation shows that, identifying ξ0 with its bidual ξ∗∗0 , then dZ∗ = (dZ)−1 and Z∗∗ = Z, i.e., the Legendre
transform is involutive.
We now introduce some general terminology for real valued maps on vector bundles.
Definition 3.9. Let ξ be a smooth vector bundle over a differentiable manifold M and let Z :A→R be a smooth map defined
on an open subset A of R× ξ . For every (t,m) ∈R×M we denote by Z(t,m) the map Z(t,m)(v)=Z(t, v) defined in the open
set A(t,m) = {v ∈ ξm: (t, v) ∈A} ⊂ ξm, where ξm denotes the fiber of ξ over m ∈M . For (t, v) ∈A, v ∈ ξm, we set:
FZ(t, v)= dZ(t,m)(v) ∈ ξ∗m, F2Z(t, v)= d2Z(t,m)(v) ∈ Bilsym(ξm),
and we call FZ :A→ ξ∗ the fiber derivative of Z , where ξ∗ denotes the dual bundle of ξ . We say that Z is hyper-regular if the
map
A  (t, v) → (t,FZ(t, v)) ∈R× ξ∗ (3.8)
is a diffeomorphism onto an open subset of R× ξ∗ or, equivalently, Z is hyper-regular if the differential of Z(t,m) maps A(t,m)
diffeomorphically onto an open subset of ξ∗m for every (t,m) ∈R×M . If Z is hyper-regular then its Legendre transform Z∗ is
defined as the fiberwise Legendre transform of Z , i.e., Z∗ is the real valued map defined on the image of (3.8) given by:
Z∗(t, ρ)= (Z(t,m))∗(ρ), ρ ∈ ξ∗m,
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for every (t, ρ) ∈R× ξ∗ in the image of (3.8).
Remark 3.10. If Z :A⊂ ξ →R is hyper-regular then so is its Legendre transform Z∗ . Moreover, identifying ξ with its bidual
bundle ξ∗∗ then Z∗∗ =Z and the fiber derivatives FZ and FZ∗ are mutually inverse diffeomorphisms. It follows that for every
(t, v) ∈ A the symmetric bilinear form F2Z(t, v) is nondegenerate; setting ρ = FZ(t, v), then the symmetric bilinear form
F2Z∗(t, ρ) equals F2Z(t, v)−1 (recall terminology introduced in the beginning of Section 2.1).
Let us now go back to the setup of Section 3.1, i.e., M is a differentiable manifold, L is a time-dependent constrained
Lagrangian on an open subset U ⊂ R×∆, where ∆⊂ TM is a rank k distribution on M . We assume that L is hyper-regular,
so that the map
U  (t, v) → (t,FL(t, v)) ∈R×∆∗
is a diffeomorphism onto an open subset V˜ ⊂ R × ∆∗; the open set V˜ is the domain of the Legendre transform L∗ of L.
The degenerate Hamiltonian associated to the hyper-regular constrained Lagrangian L is the map H :V → R defined by
H(t,p)=L∗(t,p|∆m), p ∈ TmM∗, where V is the open set:
V = {(t,p) ∈R× TM∗: (t,p|∆m) ∈ V˜ , p ∈ TmM∗}⊂R× TM∗.
For (t,p) ∈ V the fiber derivative FH(t,p) is given by:
FH(t,p)α= FL∗(t,p|∆m)(α|∆m), p ∈ TmM∗, α ∈ TmM∗.
Identifying TmM with its bidual, the equation above means that FH(t,p) is horizontal:
FH(t,p) ∈∆, (t,p) ∈ V, (3.9)
and in particular, from (3.2), every solution Γ of H projects onto a horizontal curve γ in M .
Since L is hyper-regular, it follows from Remark 3.10 that the Hessian F2L∗(t, ρ) is a nondegenerate symmetric bilinear
form on ∆∗m for all (t, ρ) ∈ V˜ , ρ ∈∆∗m; moreover:
F
2H(t,p)(α,β)= F2L∗(t,p|∆m)(α|∆m,β|∆m), (3.10)
for all (t,p) ∈ V , p ∈ TmM∗ and all α,β ∈ TmM∗. From (3.10) and from the fact that F2L∗(t,p|∆m) is nondegenerate we get
the following relation between the Hessian of H and the distribution ∆:
Ker
(
F
2H(t,p)
)=∆om, (3.11)
for all (t,p) ∈ V , p ∈ TmM∗.
Definition 3.11. A time-dependent constrained Lagrangian L :U ⊂R×∆→R is called convex if the symmetric bilinear form
F2L(t, v) ∈ Bilsym(∆m) is positive semi-definite for all (t, v) ∈ U , v ∈∆m .
If L is convex and hyper-regular then by Remark 3.10, the symmetric bilinear forms F2L(t, v) and F2L∗(t, ρ) are positive
definite for every (t, v) ∈ U and every (t, ρ) ∈ V˜ ; from (3.10) it follows that F2H(t,p) is positive semi-definite for every
(t,p) ∈ V .
Remark 3.12. If ∆ = TM then the Hamiltonian H defined in this subsection coincides with the classical construction
given in [1] (in the time independent case). If L is the constrained Lagrangian obtained from a sub-Riemannian metric (see
Example 3.2) then H is the standard sub-Riemannian geodesic Hamiltonian whose solutions are the so called normal extremals
(see [7]); in the case where L includes a potential energy term then H coincides with the Hamiltonian defined in [6], whose
solutions are the trajectories of the Vakonomic mechanics. Observe that both in the sub-Riemannian case and in the case of
Vakonomic mechanics the Lagrangians involved are convex.
3.4. The critical points of the constrained Lagrangian action functional
We recall the following result proven in [11]:
Theorem 3.13. Let L :U ⊂ R×∆→ R be a hyper-regular constrained Lagrangian and let H :V ⊂ R× TM∗ → R be the
corresponding degenerate Hamiltonian. Given a submanifold P ⊂M and a point q ∈M , let γ ∈ΩP,q(M,∆) be a curve which
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is not singular; then γ is a critical point of the action functional L in ΩP,q(M,∆) iff γ is a solution of the Hamiltonian H that
admits a Hamiltonian lift Γ such that Γ (a) annihilates Tγ (a)P .
We will now give a sketch of the proof of Theorem 3.13, since some of the ideas appearing on such proof will be used later
to compute the second variation of the action functional L. The main tool in the proof is the technique of Lagrange multipliers;
we will construct an hyper-regular (non-constrained) Lagrangian L̂ that extends L, so that the critical points of L are the
critical points of the action functional L̂ corresponding to L̂, subject to a suitable constraint. The conclusion will be obtained by
applying the classical result on the correspondence between critical points of the action functional of a (non-constrained) hyper-
regular Lagrangian and the solutions of its correspondent Hamiltonian, given by the standard Legendre transform (see [1]).
In order to define the extension L̂ of L we consider the following objects. Let ∆′ be an arbitrary smooth distribution on M
with TM =∆⊕∆′, so that ∆′ has rank n− k; let g be an arbitrary smoothly varying positive definite metric tensor on ∆′, i.e.,
g is a smooth section of the vector bundle (∆′)∗ ⊗ (∆′)∗ such that gm is a positive definite inner product in ∆′m for all m ∈M .
We denote by π∆ :TM→∆ and π∆′ :TM→∆′ the projections. The extension L̂ : Û →R of L is defined by
L̂(t, v)= L(t, π∆(v))+ 12g(π∆′(v),π∆′ (v)),
where
Û = {(t, v) ∈R× TM : (t, π∆(v)) ∈ U}.
We have that L̂ is a hyper-regular Lagrangian and its Legendre transform Ĥ = L̂∗ is easily computed as:
Ĥ (t,p)=H(t,p)+ 1
2
g−1(p|∆′m,p|∆′m), (t,p) ∈ V, p ∈ TmM∗,
where H :V → R is the degenerate Hamiltonian corresponding to L and g−1 is the metric tensor on the dual bundle (∆′)∗
associated to g.
In order to define the constraint for our variational problem, we use a time-dependent referential of the annihilator ∆o
of ∆. Let (θi)n−k
i=1 be a family of smooth time-dependent 1-forms defined in an open subset A⊂R×M , such that (θi(t,m))n−ki=1
is a basis of ∆om for every (t,m) ∈ A. We write all the θi collectively as θ = (θ1, . . . , θn−k); observe that θ(t,m) maps ∆′m
isomorphically onto Rn−k for all (t,m) ∈A. It is not hard to show (see [14, Proposition 2.4]) that the graph of any continuous
curve in M is contained in the domain A of one such time-dependent referential of ∆o. We define a map:
Θ :ΩP,q(M;A)→ C0
([a, b],Rn−k) (3.12)
by Θ(γ )(t)= θ(t,γ (t))(γ ′(t)) for all t ∈ [a, b]; in formula (3.12) we have denoted by ΩP,q(M;A) the open subset of ΩP,q(M)
consisting of curves whose graph is contained in A and by C0([a, b],Rn−k ) the Banach space of continuous Rn−k -valued maps
on [a, b]. Obviously Θ−1(0)=ΩP,q(M;A)∩ΩP,q(M,∆) and it can be proven that Θ is a smooth map and that the critical
points of Θ are precisely the singular curves in ΩP,q(M,∆) whose graph is contained in A. Applying the method of Lagrange
multipliers to the action functional Lˆ corresponding to L̂, subject to the constraint Θ(γ ) = 0 we obtain that a non-singular
curve γ ∈ΩP,q(M,∆) ∩ΩP,q(M;A) is a critical point of L iff there exists λ ∈ C0([a, b],Rn−k )∗ such that γ is a critical
point of the functional
L̂λ(γ )=L(γ )− λ
(
Θ(γ )
)
.
It can be proven that λ is smooth, i.e., it is of the form
C0
([a, b],Rn−k)  f →
b∫
a
λ(t)f (t)dt ∈R,
for a smooth map λ : [a, b] → (Rn−k)∗. Therefore, L̂λ is the action functional corresponding to the Lagrangian L̂λ given by:
L̂λ(t, v)= L̂(t, v)− λ(t)θ(t,m)(v), v ∈ TmM. (3.13)
The Lagrangian L̂λ is hyper-regular and its Legendre transform Ĥλ = L̂∗λ is computed as:
Ĥλ(t,p)=H(t,p)+ 12g
−1((p+ λ(t) ◦ θ(t,m))∣∣∆′m, (p+ λ(t) ◦ θ(t,m))∣∣∆′m), p ∈ TmM∗. (3.14)
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Writing the Hamilton equations of Ĥλ in local coordinates7 one shows that given a smooth curve Γ : [a, b] → TM∗ with
γ = π ◦Γ : [a, b] →M horizontal then Γ is a solution of Ĥλ for some λ iff Γ is a solution of H and λ is given by the formula:
λ(t)=−Γ (t) ◦ (θ(t,γ (t))|∆′
γ (t)
)−1 ∈Rn−k∗. (3.15)
Recall also that if Γ is a solution of H then γ = π ◦Γ is automatically horizontal. Keeping in mind the standard relation between
the critical points of a (non-constrained) hyper-regular Lagrangian action functional and the solutions of the corresponding
Hamiltonian by the Legendre transform, one completes the proof of Theorem 3.13.
We summarize the results presented in this subsection in the following:
Proposition 3.14. Let L :U ⊂R×∆→R be a hyper-regular constrained Lagrangian and denote by H :V ⊂R× TM∗ →R
the corresponding degenerate Hamiltonian. Choose a distribution ∆′ in M with TM =∆⊕∆′ and a positive definite metric
tensor g in the fibers of ∆′. Given a smooth curve Γ : [a, b] → TM∗ set γ = π ◦ Γ and choose a smooth time-dependent
referential θ = (θi )n−k
i=1 of ∆o whose domain contain the graph of γ ; define λ by (3.15), a hyper-regular (non-constrained)
Lagrangian L̂λ as in (3.13) and consider the Legendre transform Ĥλ of L̂λ (see (3.14)). The curve Γ is a solution of H iff it
is a solution of Ĥλ, in which case γ is horizontal. Choose a smooth submanifold P ⊂M with γ (a) ∈ P and set q= γ (b). The
curve γ is a critical point of the action functional L̂λ of L̂λ in ΩP,q(M) iff Γ (a) annihilates Tγ (a)P and Γ is a solution of H
(or of Ĥλ); in this case, if γ is not singular in ΩP,q(M,∆), then γ is a critical point of the constrained action functional L
of L in ΩP,q(M,∆) and the second variation of L at γ equals the restriction to Tγ ΩP,q(M,∆) of the second variation of L̂λ
at γ .
3.5. The abstract symplectic system associated to a Hamiltonian setup
Let M be a differentiable manifold, H :V ⊂ R× TM∗ → R a time-dependent Hamiltonian on M and Γ : [a, b] → TM∗
a solution of H ; write γ = π ◦ Γ : [a, b] → M . We now describe how one can associate an abstract symplectic system
V = (V ,ω,Dt , ξ ) to such setup. Let V be the pull-back Γ ∗(T TM∗), i.e., for every t ∈ [a, b] the fiber Vt is the space TΓ (t)TM∗;
since TM∗ is a symplectic manifold, the fibers of V are endowed with a symplectic form. We define the Lagrangian subbundle ξ
of V to be the pull-back by Γ of the vertical subbundle of T TM∗, i.e., ξt = VerΓ (t) for all t . To obtain an abstract symplectic
system, we have to define a connection Dt on V for which the symplectic form is parallel; unfortunately, this connection is not
just the pull-back of a connection in TM∗, but its definition is based on the flow of the Hamiltonian H , considered below.
For every (t0,p) ∈ V ⊂ R× TM∗, let t → Ft,t0(p) ∈ TM∗ denote the maximal integral curve of the Hamiltonian vector
field (H with Ft0,t0(p)= p; the map
(t, t0,p) → Ft,t0(p)
is defined in an open subset of R × R × TM∗ and it is smooth. It is well known that for every t, t0 ∈ R the map
Ft,t0 is a symplectomorphism, i.e., its differential at every p preserves the canonical symplectic form of TM∗. Obviously
Γ (t)= Ft,a(Γ (a)); the connection Dt in V is defined as the unique linear connection for which the linear map:
dFt,a
(
Γ (a)
)
:Va = TΓ (a)TM∗ → TΓ (t)TM∗ = Vt
is the parallel transport from a to t . The fact that dFt,a(Γ (a)) is a symplectomorphism implies that the symplectic form in V
is parallel. We have thus obtained an abstract symplectic system V .
Given a smooth submanifold P of M with γ (a) ∈ P and Γ (a) ∈ Tγ (a)P o then TΓ (a)T P o is a Lagrangian subspace of
TΓ (a)TM
∗ = Va and setting ξ0 = TΓ (a)T P o we obtain an abstract symplectic system with initial data (V, ξ0).
Example 3.15. Assume that M is an open subset of Rn, so that TM∗ is an open subset of Rn×Rn∗. We write a time-dependent
Hamiltonian H on M as a function of the variables t ∈R, q ∈ Rn and p ∈ Rn∗. In this case the abstract symplectic system V
associated to a solution Γ = (q,p) : [a, b] →Rn ×Rn∗ is actually a symplectic differential system X. The solutions (v,α) of
such system are the sections of [a, b] × (Rn⊕Rn∗) which are parallel with respect to Dt , i.e., invariant by the flow F of H . It
follows that the symplectic differential system X is obtained by linearization of the Hamilton equations (3.2), i.e., X is given
by:
X(t)=


∂2H
∂q∂p
(
t, q(t),p(t)
) ∂2H
∂p2
(
t, q(t),p(t)
)
−∂
2H
∂q2
(
t, q(t),p(t)
) − ∂2H
∂p∂q
(
t, q(t),p(t)
)

 . (3.16)
7 See formula (3.21) below for the expression of Ĥλ in local coordinates.
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Observe that in Example 3.15 above, the fundamental coefficient B(t) of V coincides with the Hessian of H with respect to
the variable p at the point (t, q(t),p(t)). Let us now go back to the general case of a Hamiltonian H :V ⊂R×TM∗ →R; recall
that for (t,p) ∈ V we denote by F2H(t,p) the Hessian at p of the restriction of H to the fiber containing p (see Remark 3.10).
We claim that the fundamental coefficient at the instant t ∈ [a, b] of the abstract symplectic system V associated to a solution Γ
of the Hamiltonian H equals F2H(t,Γ (t)). To see this, one uses the following argument. If [c, d] is a subinterval of [a, b]
then the abstract symplectic system corresponding to the solution Γ |[c,d] is obviously the restriction to [c, d] of the abstract
symplectic system V corresponding to Γ . If [c, d] is small enough then γ ([c, d]) is contained in the domain of a chart of M .
The equality between the fundamental coefficient of the abstract symplectic system at t ∈ [c, d] and F2H(t,Γ (t)) was shown
when the manifold M is an open subset in Rn; by the functoriality of the notions involved, it follows that such equality also
holds when M is diffeomorphic to an open subset of Rn . We conclude that the fundamental coefficient of the restriction of V
to [c, d] equals the Hessian of H in the fibers, along the solution Γ |[c,d]. Since this holds for every [c, d] ⊂ [a, b] sufficiently
small, the result will hold for the entire interval [a, b]. We have proven:
Proposition 3.16. Given a time-dependent Hamiltonian H :V ⊂ R× TM∗ → R and a solution Γ : [a, b] → TM∗ of H with
γ = π ◦ Γ then the fundamental coefficient B(t) of the abstract symplectic system V corresponding to Γ equals the symmetric
bilinear form F2H(t,Γ (t)) if we identify the space ξt =VerΓ (t) with Tγ (t)M∗. In particular, ifH is the degenerate Hamiltonian
arising from a convex hyper-regular constrained Lagrangian L then V is positive semi-definite.
The key point in the proof of Proposition 3.16 that allowed us to reduce the general problem to the case where M is an
open subset of Rn is that fundamental coefficient is a local (or even pointwise) notion; by this we mean that given an abstract
symplectic system V = (V ,ω,Dt , ξ ), its fundamental coefficient is completely determined by the fundamental coefficients
of the restrictions of V to any family of intervals [c, d] ⊂ [a, b] whose interiors cover [a, b]. Moreover, a similar notion of
“locality” holds for the notion of Hessian of H in the fiber, with respect to restrictions of the solution Γ to sub-intervals of
[a, b].8 In what follows we will prove a few relations between the objects (M,H,Γ ) and the objects (V ,ω,Dt , ξ ) in the case
where M is an open subset of Rn and we will conclude their validity for any M , without repeating the localization argument.
We remark though that some notions (like the index form) are not in principle local and therefore theorems involving such
notions (see Section 3.6 below) require a more careful treatment.
Below we state several relations between the Hamiltonian setup and the corresponding abstract symplectic system.
Proposition 3.17. Let L :U ⊂ R×∆→R be a hyper-regular constrained Lagrangian and let H :V ⊂ R× TM∗ →R be the
corresponding degenerate Hamiltonian; fix a solution Γ : [a, b] → TM∗ of H and set γ = π ◦ Γ . Identifying TpTM∗/Verp
with Tπ(p)M by dπp and identifying Verp with Tπ(p)M∗, we have the following facts about the abstract symplectic system
V = (V ,ω,Dt , ξ ) corresponding to Γ :
(1) V has constant rank;
(2) if D denotes the constraint of V then Dt =∆γ(t) for all t ;
(3) a C1 curve η : [a, b] → TM∗ with π ◦ η= γ is a characteristic of ∆ iff η is a parallel section of V taking values in ξ ;
(4) the Levi operator LevV at any t is the map (recall (3.6)):
Tγ (t)M
∗  p → Lev∆
(
γ ′(t),F2H
(
Γ (t)
)
p
) ∈ Tγ (t)M/∆γ (t);
(5) given a local ( possibly time-dependent) referential θ = (θi )n−k
i=1 of ∆o in an open subset A⊂R×M containing the graph
of γ and defining a map
Θ :
{
µ : [a, b] C1→M : graph(µ)⊂A}−→ C0([a, b],Rn−k )
by Θ(µ)(t) = θ(t,µ(t))(µ′(t)) then the differential dΘγ is the composition θ¯ ◦ DiffV where DiffV :H 1(γ ∗TM) →
L2(γ ∗(TM/∆)) is the constraining differential operator and
θ¯ :L2
(
γ ∗(TM/∆)
)→ L2([a, b],Rn−k)
is induced by composition with θ .
8 One could develop an abstract categorical scheme for this procedure, but this is probably not worthwhile for the present purposes of the
paper.
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Proof. By a localization argument we can assume without loss of generality that M is an open subset of Rn; we are then in the
situation of Example 3.15.
Proof of (1) and (2). We start by observing that the identification between the spaces(Rn ⊕ Rn∗)/({0} ⊕ Rn∗) and
Rn considered in Example 2.31 for the definition of the constraint of an abstract symplectic system is the same as the
identification between TpTM∗/Verp and Tπ(p)M considered in the statement of this proposition. We have seen in (3.11)
that the kernel of the symmetric bilinear form (∂2H/∂p2)(t, q(t),p(t)) in Rn∗ is the annihilator of ∆q(t); by Example 3.15,
B(t)= (∂2H/∂p2)(t, q(t),p(t)) which implies that Im(B(t))=Dt =∆q(t) and that X has constant rank.
Proof of (3). Since V is a symplectic differential system X, a parallel section of V taking values in ξ is simply a map
α : [a, b] → Rn∗ such that (0, α) is a solution of X, i.e., α(t) annihilates Dt = ∆q(t) for all t and α satisfies the linear
homogeneous ODE (2.8). In (3.5) we have given a characterization of the characteristics that project onto γ . To complete
the proof, we will show that A(t)− Sq(t)(·, q′(t)) takes values in Dt . Observe indeed that by (3.9) (∂H/∂p)(t, q,p) is always
horizontal and therefore using the Hamilton equations (3.2) and the definition of the second fundamental form:
A(t)= ∂
2H
∂q∂p
(
t, q(t),p(t)
)≡ Sq(t)(·, q′(t)) mod∆q(t). (3.17)
Proof of (4). We compute B ′(t) in terms of the second fundamental form of ∆ as follows. Let v ∈ Rn be fixed; since the
image of B(t) is Dt =∆q(t) we have that B(t)v ∈∆q(t) and by the definition of the second fundamental form, the derivative
of B(t)v in t equals Sq(t)(q′(t),B(t)v) modulo ∆q(t). Hence:
B ′(t)≡ Sq(t)
(
q′(t),B(t)·) mod∆q(t). (3.18)
Recalling Definition 2.5, the conclusion follows from (3.17) and (3.18).
Proof of (5). The differential of Θ is easily computed as:
dΘ(γ )v = ∂θ
∂q
∣∣∣∣
(t,q(t))
(
v(t), q′(t)
)+ θ(t,q(t))(v′(t)). (3.19)
If W is an arbitrary horizontal field, we differentiate the equality θ(t,q)W(q)= 0 to obtain:
∂θ
∂q
∣∣∣∣
(t,q)
(·,W(q))+ θ(t,q)Sq(·,W(q))= 0. (3.20)
Recalling Definition 2.11, the conclusion follows from (3.17), (3.19) and (3.20). ✷
Corollary 3.18. Under the assumptions of Proposition 3.17, given a submanifold P ⊂ M with Γ (a) ∈ T Po and setting
q= γ (b), ξ0 = TΓ (a)T P o ⊂ Va , the following hold:
(1) γ is singular iff (V, ξ0) is abnormal;
(2) if ∆ is fat and γ ′(t) %= 0 for some t ∈ [a, b] then V is fat at t ;
(3) if γ is non singular in ΩP,q(M,∆) then the tangent space TγΩP,q(M,∆) consists of the elements v in the domain HD
of the index form of (V, ξ0) that are of class C1.
Proof. For part (1) we observe that (V, ξ0) is abnormal iff there exists a parallel section z of V taking values in ξ and with
z(a) ∈ ξ0; namely, this observation is obvious for symplectic differential systems and hence it holds also for abstract symplectic
systems (see Remark 2.35). The proof of part (1) now follows directly from part (3) of Proposition 3.17 and from the fact that
the subspace ξ0 ∩ ξa = TΓ (a)T P o ∩VerΓ (a) of VerΓ (a) = ξa is identified with the subspace Tγ (a)P o of Tγ (a)M∗. The proof
of parts (2) and (3) follows respectively from parts (4) and (5) of Proposition 3.17. ✷
3.6. The second variation of the constrained Lagrangian action functional
We have seen in Corollary 3.18 that for a non-singular curve γ in ΩP,q(M,∆) the domain of the index form of the
corresponding abstract symplectic system equals the tangent space TγΩP,q(M,∆) (up to regularity of the vector fields
along γ ). The aim of this subsection is to show that the index form of the abstract symplectic system equals the second variation
of the constrained Lagrangian action functional.
We start by recalling from [12] the equality between the index form and the second variation in the case of non-constrained
variational problems:
Proposition 3.19. Let L :U ⊂ R × TM → R be a hyper-regular (non-constrained ) Lagrangian and let H = L∗ :V ⊂
R × TM∗ → R be the corresponding Hamiltonian by the standard Legendre transform. Let P ⊂M be a submanifold and
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consider a solution Γ : [a, b] → TM∗ of H with Γ (a) ∈ T Po; set γ = π ◦ Γ and q= γ (b). Then the second variation of the
Lagrangian action functional L at the critical point γ ∈ ΩP,q(M) coincides with the index form of the abstract symplectic
system with initial data associated to Γ and P (restricted to the space of C1 vector fields v along γ with v(a) ∈ Tγ (a)P ,
v(b)= 0).
Proof. For the reader’s convenience we sketch briefly a proof. If M is an open subset of Rn then the second variation of L is
easily computed in terms of partial derivatives of L. On the other hand, the abstract symplectic system corresponding to Γ is
in this case just the symplectic differential system given in (3.16); its index form is thus easily described in terms of the partial
derivatives of H . The conclusion is obtained by using the formula that relates L and H = L∗ (recall (3.7)). For the general case,
one uses a localization argument based on the following facts:
• vector fields in TγΩP,q(M) with small support span TγΩP,q(M), hence by bilinearity both the index form and the second
variation are determined by their values on vector fields with small support;
• if v,w ∈ TγΩP,q(M) have support in [c, d] ⊂ [a, b] then the second variation (respectively, the index form) at γ applied
to (v,w) coincide with the second variation (respectively, the index form) at γ |[c,d] applied to (v|[c,d],w|[c,d]);
• if v,w ∈ TγΩP,q(M) have supports in disjoint sub-intervals of [a, b] then both the second variation and the index form
vanish in the pair (v,w). ✷
Let us go back to the setup of Section 3.4 (recall Proposition 3.14). The main result of the present subsection will follow
from the lemma below (recall Definition 2.15).
Lemma 3.20. The nondegenerate abstract symplectic system corresponding to the objects Ĥλ and Γ is an extension of the
abstract symplectic system of constant rank corresponding to the objects H and Γ .
Proof. Since the notions in the statement of the lemma are local, it suffices to consider the case where M is an open subset
of Rn. Let X̂λ denote the symplectic differential system corresponding to the solution Γ = (q,p) of Ĥλ. Using a g-orthonormal
referential (Vi)n−ki=1 of ∆′ around a point q(t) and recalling (3.14) one obtains the following formula for Ĥλ:
Ĥλ(t, q,p)=H(t, q,p)+ 12
n−k∑
i=1
[
p
(
Vi(q)
)+ λ(t) ◦ θ(t,q)(Vi(q))]2. (3.21)
Recalling (3.16) and observing that [p + λ(t) ◦ θ(t,q)]|∆′q vanishes along Γ , the coefficients Âλ, B̂λ, Ĉλ of X̂λ are easily
computed as:
Âλ(t)v =A(t)v+
n−k∑
i=1
(
σi(t)v
)
Vi
(
q(t)
)
,
B̂λ(t)(α,β)= B(t)(α,β)+ g−1
(
α|∆′
q(t)
, β|∆′
q(t)
)
,
Ĉλ(t)(v,w)= C(t)(v,w)−
n−k∑
i=1
(
σi(t)v
)(
σi(t)w
)
,
where σi(t) ∈Rn∗ is defined by:
σi(t)= p(t) ◦ dVi
(
q(t)
)+ λ(t) ◦ ∂θ
∂q
∣∣∣∣
(t,q(t))
(· ,Vi(q(t)))+ λ(t) ◦ θ(t,q(t)) ◦ dVi(q(t)).
Conditions (i), (ii), (iii) in Definition 2.15 are now readily checked using the above formulas, observing that ∆′
q(t)
is the
B̂λ(t)
−1
-orthogonal complement of ∆q(t) =Dt . ✷
We now obtain the main result of the section:
Theorem 3.21. Let L :U ⊂ R×∆→ R be a hyper-regular constrained Lagrangian and let H :V ⊂ R× TM∗ → R be the
corresponding degenerate Hamiltonian. Let P ⊂ M be a submanifold, q ∈M a point and γ ∈ ΩP,q(M,∆) a nonsingular
curve which is a critical point of the constrained Lagrangian action functional L, so that γ = π ◦ Γ for some solution
Γ : [a, b] → TM∗ of H with Γ (a) ∈ T Po . Then the second variation of L at γ equals the restriction to TγΩP,q(M,∆)
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of the index form of the abstract symplectic system with initial data (V, ξ0) corresponding to the objects Γ and P (recall also
part (3) of Corollary 3.18).
Proof. It follows from Propositions 2.16, 3.14, 3.19 and Lemma 3.20. ✷
4. The index theorem
In this section we state and prove the main theorem of the paper:
Theorem 4.1 (Index theorem). Let (V, ξ0)= (V ,ω,Dt , ξ, ξ0) be a special positive semi-definite abstract symplectic system of
constant rank with initial data over the interval [a, b]. If t = b is not focal then the index of the index form I of (V, ξ0) equals
the Maslov index of (V, ξ0):
n−(I )= iMaslov(V, ξ0).
As usual (see Remark 2.35) it suffices to prove the index theorem in the case where (V, ξ0) is a symplectic differential system
with initial data (X, 0); moreover, by Proposition 2.8, we may also assume that the fundamental coefficient B of X is constant
and of the form (2.15) with εi = 1 for all i = 1, . . . , k. This implies that the constraint D of X is equal to Dt =Rk ⊕ {0} for all
t ∈ [a, b].
The idea of the proof of the index theorem is to study the evolution of the index function i(t) which is defined as the index
of the restricted index form to the interval [a, t]. More precisely, given t ∈]a, b] we consider the objects Ht , (HD)t , It defined
for the pair (X|[a,t ],  0) in analogy with the objects H, HD , I respectively introduced in Definition 2.9 for (X, 0). We set:
i(t)= n−(It ).
We will show that i is constant on each interval that does not contain focal instants and we will compute the jump of i at the
isolated focal instants. From Lemma 2.13 we know that i(t)= 0 for t > a sufficiently close to a and this will then conclude the
proof of the index theorem in the case where the number of focal instants is finite. For the general case of a special symplectic
system we will employ a perturbation argument. The full proof of the index theorem is presented in Section 4.1 below.
In Section 4.2 we show how the computation of the index of the index form for abnormal systems can be reduced to the case
of non-abnormal systems. Finally, in Section 4.3 we study the distribution of focal instants of a positive semi-definite abstract
symplectic system of constant rank with initial data.
4.1. The proof of the Index Theorem
We fix a positive semi-definite symplectic differential system of constant rank with initial data (X, 0) and we assume that
the fundamental coefficient B of X is constant and of the form (2.15) with εi = 1 for all i = 1, . . . , k; it follows that the
constraint of X equals Dt =Rk ⊕ {0} for all t ∈ [a, b].
Let t0 ∈]a, b[ be such that there are no focal instants in [t0 − ε, t0 + ε] \ {t0} for ε > 0 small enough. We will show that
i(t0 +ε)− i(t0 −ε) equals the Maslov index of the curve  |[t0−ε,t0+ε] (recall (2.7)); the strategy of the proof will be to consider
an auxiliary extension I#t of the index form It such that n−(I#t ) is constant for t near t0 and such that n−(I#t ) and n−(It ) are
easily related when t is not focal. Given a symmetric bilinear form Θ in Rn that will be specified later, we define the following
extension of It :
I#t (v,w)=
t∫
a
B−10 (v
′ −Av,w′ −Aw)+C(v,w)ds − S(v(a),w(a))+Θ(v(t),w(t)), (4.1)
defined on the Hilbert space(H#D)t = {v ∈H#t : v′ −Av ∈D},
where H#t is the Hilbert space consisting of those v ∈H 1([a, t],Rn) satisfying the initial condition v(a) ∈ P . We denote by L∗
the Lagrangian subspace of Rn ⊕Rn∗ defined by:
L∗ =
{(
v,−Θ(v)): v ∈Rn},
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so that ϕL1,L0(L∗) = Θ , where L0 = {0} ⊕ Rn∗ and L1 = Rn ⊕ {0} (recall (2.26)). The kernel of I#t is computed in the
following:
Lemma 4.2. The kernel of the extended index form is given by:
Ker
(
I#t
)= {v ∈H#t : (v,α) is an (X|[a,t ],  0)-solution with α(t)+Θ(v(t))= 0 for some α}.
Moreover, for v ∈ Ker(I#t ) there exists a unique α such that (v,α) is an (X|[a,t ],  0)-solution with α(t)+Θ(v(t))= 0; the map
Ker
(
I#t
)  v → (v(t),α(t))∈  (t)∩L∗
is an isomorphism.
Proof. The computation of the kernel of I#t is completely analogous to the proof of Lemma 2.12; one has only to observe
the different boundary conditions in the integration by parts. For the uniqueness of α, observe that if (v,α1), (v,α2) are
(X|[a,t ],  0)-solutions with α1(t) + Θ(v(t)) = α2(t) + Θ(v(t)) = 0 then (v(t), α1(t)) = (v(t), α2(t)). The last assertion is
trivial. ✷
Corollary 4.3. If L∗ is transversal to  (t0) then I#t0 is nondegenerate. ✷
Now we chose a Lagrangian subspace L∗ ⊂Rn⊕Rn∗ which is transversal to both L0 and  (t0) (see [8, Corollary 3.2.9]); set
Θ = ϕL1,L0(L∗). By Corollary 4.3, I#t0 is nondegenerate with such choice of Θ . This implies that the index of I#t is independent
of t for t near t0 as we show in the following:
Lemma 4.4. For t ∈ [a, b] sufficiently close to t0, the index of I#t is equal to the index of I#t0 .
Proof. The bilinear form I#t0 is represented by a compact perturbation of a positive isomorphism
9 of (H#D)t0 . It is an easy
application of the spectral theorem for compact self-adjoint operators that the index of a nondegenerate symmetric bilinear form
which is represented by small perturbations in the operator norm. The only technical difficulty here is that the domain of I#t is
variable; to overcome this difficulty, we use affine reparameterization to identify maps v : [a, t] →Rn with maps vˆ : [0,1] →Rn ,
so that each H#t is identified with the (fixed) Hilbert space Ĥ# consisting of those vˆ ∈ H 1([0,1],Rn) with vˆ(0) ∈ P . With
such identification, each I#t can be thought of as a symmetric bilinear form Iˆ#t on a closed subspace (Ĥ#D)t ⊂ Ĥ# (see [12,
Section 2.7] for the details of a similar construction). To complete the proof we have to show that the spaces (Ĥ#D)t ⊂ Ĥ# form
a C1 family of subspaces of Ĥ# in the sense of [12, Definition 2.7.1]. We observe that (H#D)t is the kernel of the bounded
linear operator:
F #t :H#t → L2
([a, t],Rn−k) (4.2)
defined as in (2.20). It is easy to see that F #t is surjective and depends smoothly on t . The conclusion follows from [3,
Lemma 2.9]. ✷
We now compare the index of I#t with the index of It .
Lemma 4.5. If t ∈]a, b] is not focal then we have a I#t -orthogonal direct sum decomposition:(H#D)t = (HD)t ⊕Vt , (4.3)
where Vt is the space of those maps v : [a, t] →Rn such that (v,α) is an (X|[a,t ],  0)-solution for some α : [a, b] →Rn∗. The
map
Vt  v → v(t) ∈Rn (4.4)
is an isomorphism which carries the restriction of I#t to the symmetric bilinear form Θ − ϕL1,L0( (t)).
9 This is an easy consequence of the compact inclusion of H 1 in C0. A proof is supplied in Lemma 4.17 below for the index form It0 ; the
same argument works for the extended index form I#t0 .
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Proof. Since t is not focal, it is easy to see that (4.4) is indeed an isomorphism from which it follows the direct sum
decomposition (4.3). If (v,α) is an (X|[a,t ],  0)-solution and w ∈ H#t it follows easily using integration by parts in (4.1)
that:
I#t (v,w)= α(b)w(b)+Θ
(
v(b),w(b)
)
. (4.5)
From (4.5) it follows that the sum in (4.3) is I#t -orthogonal and that the isomorphism (4.4) carries the restriction of I#t to
Θ − ϕL1,L0( (t)). This concludes the proof. ✷
Corollary 4.6. If t ∈]a, b] is not focal and  (t)∩L∗ = {0} then Θ − ϕL1,L0( (t)) is nondegenerate and
n−
(
I#t
)= n−(It )+ n−(Θ − ϕL1,L0( (t))). (4.6)
Proof. Equality (4.6) is an immediate consequence of Lemma 4.5. For the nondegeneracy of Θ−ϕL1,L0( (t)) observe that I#t
is nondegenerate on Vt by Corollary 4.3 and Lemma 4.5. ✷
Lemma 4.4 and Corollary 4.6 imply that
i(t0 + ε)− i(t0 − ε)= n−
(
Θ − ϕL1,L0
(
 (t0 − ε)
))− n−(Θ − ϕL1,L0( (t0 + ε))). (4.7)
The right-hand side of (4.7) is computed in the following:
Lemma 4.7. Consider an arbitrary symplectic space and denote by Λ its Lagrangian Grassmannian. Let L0,L1 ∈Λ be given,
with L0 ∩ L1 = {0}, and let  : [a, b] → Λ be a continuous curve such that  (t) ∈Λ0(L0) except possibly for t = t0 ∈]a, b[.
Let L∗ ∈Λ be complementary to both  (t0) and L0; then, for ε > 0 sufficiently small, we have:
µL0( )= n−
(
ϕL1,L0
(
 (t0 + ε)
)− ϕL1,L0(L∗))− n−(ϕL1,L0( (t0 − ε))− ϕL1,L0(L∗)). (4.8)
Proof. See [15, Proposition 3.5]. ✷
We have proven the following:
Proposition 4.8. If t0 ∈]a, b[ is such that there are no focal instants in a neighborhood of t0, except possibly for t0 itself, then:
i(t0 + ε)− i(t0 − ε)= µL0
(
 |[t0−ε,t0+ε]
)
,
for ε > 0 sufficiently small.
Corollary 4.9. The index function i is constant on sub-intervals of ]a, b] where there are no focal instants.
We have proven the index theorem in the case where the number of focal instants is finite:
Corollary 4.10. If (X, 0) has only a finite number of focal instants and if t = b is not focal then:
n−(I )= iMaslov(X, 0).
Proof. It follows immediately from Lemma 2.13, Proposition 4.8 and Corollary 4.9. ✷
Proof of the Index Theorem. We start by choosing a sequence (Xr )r1 of real-analytic curves Xr : [a, b] → sp(2n,R)
converging uniformly to X and such that each Xr is a symplectic differential system whose fundamental coefficient equals
the fundamental coefficient of X. By standard results on the continuous dependence of the solution with respect to the data of
an ODE, the fundamental matrix Φr of Xr converges uniformly (and even in the C1 topology) to the fundamental matrix Φ
ofX; it follows that the curve of Lagrangians  r corresponding to (Xr,  0) converges in the compact-open topology to the curve
of Lagrangians  corresponding to X. The fact that t = b is not (X, 0)-focal means that  (b) belongs to the open set Λ0(L0)
in Λ; hence,  r(b) also belongs to Λ0(L0) for r large enough and so t = b is not (Xr,  0) focal. We will see in Proposition 4.14
below that for real-analytic symplectic differential systems, either all instants are focal or only a finite number of instants is
focal; it follows that (Xr,  0) has only a finite number of focal instants and we may thus apply Corollary 4.10 to obtain the
equality:
n−(Ir )= iMaslov(Xr,  0), (4.9)
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for r large enough, where Ir ∈ Bilsym((HD)r ) denotes the index form of the pair (Xr ,  0). The conclusion will be obtained
by taking the limit r →+∞ in (4.9). We first show that n−(Ir ) equals n−(I ) for r large enough. Consider the extended
index form I# defined in (4.1) (with t = b), where the symmetric bilinear form Θ is defined by Θ = ϕL1,L0(L∗) and L∗ is
a Lagrangian transverse to both L0 and  (b); it follows from Corollary 4.3 that I# is nondegenerate. Using the same bilinear
form Θ we define an extension I#r of Ir ; the domain of I#r will be denoted by (H#D)r . As in the proof of Lemma 4.4, since
I# is represented by a compact perturbation of a positive isomorphism of H#D , its index is stable by small perturbations in the
operator norm; again, however, there is some difficulty with the variable domain. In order to deal properly with this situation,
observe that the domain (H#D)r of I#r converges to the domain H#D of I# in the following sense: the space H#D is the kernel
of the surjective bounded linear operator F # defined in (4.2) (for t = b) and the space (H#D)r is the kernel of the operator F #r
defined in a similar way; moreover, F #r converges to F # in the operator norm (see [15, Remark 4.4] for more details on this
argument). This argument shows that n−(I#r ) equals n−(I#) for r large enough; using Corollary 4.6 we conclude that n−(Ir )
equals n−(I ) for r large enough.10 Now we must show that iMaslov(Xr ,  0) equals iMaslov(X, 0) for r large enough. The
strategy is to find ε > 0 for which (Xr,  0) has no focal instants in ]a, a + ε] for r large enough; since  r converges to  in the
compact-open topology, it will follows that  r |[a+ε,b] and  |[a+ε,b] define the same homology class in H1(Λ,Λ0(L0)) for r
large enough and the proof will be completed. In order to determine ε > 0 with the desired properties, we observe first that
the index form of (X|[a,a+ε],  0) is positive definite for ε > 0 sufficiently small, by Lemma 2.13. Arguing as above, we obtain
that the index form of (Xr |[a,a+ε],  0) is also positive definite for r large enough; since (Xr,  0) is special, it follows from
Lemma 2.12 that (Xr ,  0) has no focal instants in ]a, a + ε]. This concludes the proof. ✷
4.2. The case of abnormal systems
A crucial hypothesis for the Index Theorem 4.1 is that the system should be special; as it was observed in Section 2.1, for
real-analytic systems, special is equivalent to non-abnormal. The goal of this subsection is to show how to obtain a non-abnormal
system from a possibly abnormal one, keeping the index form unchanged.
Let (V, ξ0)= (V ,ω,Dt , ξ, ξ0) be an abstract symplectic system of constant rank with initial data. Recall that such system
is abnormal iff there exists a non-zero parallel section z of V taking values in ξ and such that z(a) ∈ ξ0 (see the proof of
Corollary 3.18). This motivates the following:
Definition 4.11. The abnormal bundle of (V, ξ0) is the largest parallel vector subbundle A of V with A⊂ ξ and Aa ⊂ ξ0; more
explicitly:
At =
{
z(t): z parallel section of V with Im(z)⊂ ξ and z(a) ∈ ξ0
}
,
for all t ∈ [a, b].
Since At ⊂ ξt and ξt is Lagrangian we have:
At ⊂ ξt ⊂A⊥t , t ∈ [a, b],
where ⊥ denotes the orthogonal complement with respect to the symplectic form. Similarly, Aa ⊂ ξ0 ⊂A⊥a . The fact that both
A and ω are parallel imply that also A⊥ is a parallel subbundle of V and therefore Dt induces a connection Dt in the quotient
bundle V = A⊥/A. Since A is isotropic, the symplectic form ω induces a symplectic form ω on the quotient V ; moreover,
ξ = ξ/A is a Lagrangian subbundle of V and ξ0 = ξ0/Aa is a Lagrangian subspace of Va . We therefore obtain an abstract
symplectic system with initial data (V, ξ0)= (V ,ω,Dt , ξ, ξ0); we call it the normalized abstract symplectic system with initial
data corresponding to (V, ξ0). In order to obtain the desired extension of the index theorem we prove the following.
Proposition 4.12. Let (V, ξ0) be an abstract symplectic system of constant rank with initial data and denote by A its abnormal
bundle. Then, the normalized abstract symplectic system (V, ξ0) has constant rank and, identifying the quotient V /ξ with the
subbundle A⊥/ξ of V/ξ then the constraints and the index forms of (V, ξ0) and (V, ξ0) are the same.
Proof. It suffices to prove the theorem for any particular symplectic differential system with initial data (X, 0) which is
isomorphic to the given abstract symplectic system. We claim that (X, 0) can be chosen so that its abnormal bundle is the
trivial bundle [a, b] × E where E is the subspace of Rn ⊕ Rn∗ spanned by the first r vectors of the canonical basis of Rn∗;
10 The reason why we use the auxiliary extension I# to prove that n−(I ) equals n−(Ir ) is that the domain of I# is the kernel of the surjective
operator F #, while the domain of I is the kernel of F #|H; the surjectivity of F #|H is harder to establish.
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here r denotes the rank of the abnormal bundle A of the abstract symplectic system. To prove the claim, observe indeed that
one can11 trivialize V by means of a symplectic referential (bi)2ni=1 such that (bi )2ni=n+1 is a referential of ξ and (bi )
n+r
i=n+1 is a
referential of A.
Assume now that (X, 0) is a symplectic differential system of constant rank with initial data whose abnormal bundle A is
[a, b]×E and E is defined as above. Observe thatA⊥ = [a, b]×E⊥ whereE⊥ ⊂Rn⊕Rn∗ is the span of {0}⊕Rn∗ and the last
n− r vectors of the canonical basis of Rn; the quotient bundle A⊥/A can therefore be identified with [a, b]× (Rn−r ⊕Rn−r∗)
in the obvious way, so that the normalization of (X, 0) can be identified with a symplectic differential system (X, 0) in Rn−r .
The fact that A and A⊥ are parallel means that the spaces E and E⊥ are invariant by the fundamental matrix Φ of X; hence,
E and E⊥ are also invariant by X, i.e., the upper-right r × (n− r) block of the coefficient A of X is zero and the fundamental
coefficient B of X has only zeroes outside the lower-right (n− r)× (n− r) block. Observing that the fundamental matrix Φ of
X is induced (by restriction and passage to the quotient) from the fundamental matrix Φ of X one proves easily the following
facts:
• the coefficients A, B and C of X are the lower-right (n− r)× (n− r) blocks of the corresponding coefficients A, B and
C of X;
• if the Lagrangian  0 corresponds to the pair (P,S) (recall (2.5)) and  0 corresponds to the pair (P , S) then P = {0}r ⊕ P
and S is identified with S;
• if Dt ⊂Rn and Dt ⊂Rn−r denote respectively the constraints of X and X then Dt = {0}r ⊕Dt for all t ∈ [a, b].
To conclude the proof, the only non-trivial thing to observe is that the domain HD of the index form of (X, 0) consists only of
vector fields v : [a, b] →Rn whose first r coordinates are zero; to see this, observe that the facts itemized above imply that the
first r coordinates of elements of HD satisfy a homogeneous linear ODE and they vanish at t = b. ✷
The term “normalized system” is motivated by the following:
Lemma 4.13. The normalized system (V, ξ0) is not abnormal.
Proof. If z is a parallel section of V then z is the projection of a parallel section z of V ; indeed, take z to be a parallel section
of V such that z(a) projects onto z(a). If z takes values in ξ and z(a) ∈ ξ0 then z takes values in ξ and z(a) ∈ ξ0; hence z takes
values in A and z= 0. ✷
4.3. On the distribution of focal instants
It is well known that, in Riemannian geometry, the conjugate (or focal) points along a geodesic are isolated. This is a special
situation due to the positive definiteness of the corresponding symplectic differential system; when the system is only positive
semi-definite one can have accumulation of focal instants. We want to study now the geometry of the set of focal instants for
a generic positive semi-definite symplectic differential system of constant rank; throughout the subsection (X, 0) will denote
a positive semi-definite symplectic differential system of constant rank k with initial data. Since isomorphic systems have the
same focal instants, by Proposition 2.8 we will not loose generality in assuming that Dt is the constant subspace Rk ⊕ {0} of
Rn and that the fundamental coefficient B is constant and of the form (2.15) with all εi = 1. Obviously all the results proven in
this subsection will hold in the larger category of positive semi-definite abstract symplectic systems of constant rank with initial
data (see Remark 2.35).
We start by observing that in the real-analytic case accumulation of focal instants cannot occur unless every instant is focal.
Proposition 4.14. If X : [a, b] → sp(2n,R) is real-analytic then either every t ∈]a, b] is focal or there are only a finite number
of focal instants.
Proof. Let ((vi , αi))ni=1 be a basis of the space of all (X, 0)-solutions (v,α). It is easy to see that the focal instants of (X, 0)
are the zeroes on ]a, b] of the real-analytic function t → det(v1(t), . . . , vn(t)). ✷
11 This is a standard construction for symplectic spaces. Choose a referential (bi )n+ri=n+1 of A, extend it first to a referential (bi )2ni=n+1 of ξ
and then to a symplectic referential of V with the help of a complementary Lagrangian subbundle of ξ in V .
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As it was observed in Section 2.1, our definition of focal instant includes some “artificial” focal instants that appear due to
the abnormality of the system. In order to study the distribution of all focal instants it is convenient to distinguish the “real”
focal instants:
Definition 4.15. An instant t ∈]a, b] is said to be a strongly focal instant for (X, 0) if the index form It of (X|[a,t ],  0)
has non-trivial kernel. Equivalently, from Lemma 2.12, t is a strongly focal instant for (X, 0) iff there exists a solution
(v,α) : [a, t] →Rn ⊕Rn∗ of (X|[a,t ],  0) with v(t)= 0 and with v not identically zero on [a, t].
Clearly, if (X, 0) is special (recall Definition 2.4), then all its focal instants are strongly focal. Moreover, we have the
following:
Proposition 4.16. The set of (X, 0)-focal instants is the ( possibly non-disjoint) union of the set of strongly focal instants and
the set
I = {t ∈]a, b]: (X|[a,t ],  0) is abnormal}.
Moreover, the set I is either empty or an interval of the form ]a, t0] for some t0 ∈]a, b].
Proof. Recalling Definition 2.4, the first part of the statement is immediate. To prove the last part of the statement observe that
if (X|[a,t1],  0) is abnormal and t2 ∈]a, t1], then also (X|[a,t2],  0) is abnormal. Set t0 = supI; to conclude the proof, we have
to check that t0 ∈ I . For, let (tr )r1 be a sequence in I converging to t0 and let αr : [a, tr ] →Do be a sequence of solutions of
(2.8) with ‖αr (a)‖ = 1. By passing to a subsequence, we may assume that αr(a) converges and the conclusion is obtained by
taking the solution α of (2.8) with α(a)= limr→+∞ αr(a). ✷
We will now study the distribution of the strongly focal instants of (X, 0). As before, we denote by It the index form of the
pair (X|[a,t ],  0); we endow its domain (HD)t with the following Hilbert space inner product:
〈v,w〉 =
t∫
a
v′(s) ·w′(s)ds,
where · denotes the standard Euclidean product in Rn . We consider the linear endomorphism Tt of (HD)t that represents It
with respect to the inner product 〈· , ·〉, i.e., It = 〈Tt ·, ·〉. Our strategy is to study the evolution of the eigenvalues of Tt when t
varies in ]a, b]; obviously, t is a strongly focal instant iff zero is an eigenvalue of Tt .
Lemma 4.17. The self-adjoint operator Tt is a compact perturbation of the identity of (HD)t .
Proof. Recalling Definition 2.9, for all v,w ∈ (HD)t we have:
It (v,w)= 〈v,w〉 +Lt (v,w),
with
Lt (v,w)=
t∫
a
−v′ ·Aw+Av ·Aw−Av ·w′ +C(v,w)ds − S(v(a),w(a)).
Each term appearing in the above expression of Lt (v,w) is continuous with respect to the C0 topology in at least one of the
two arguments v or w; by the compact inclusion of C0 into H 1, it follows that Lt is represented by a compact endomorphism
of (HD)t . This concludes the proof. ✷
The spectrum of Tt will be studied using a well known minimax characterization of the eigenvalues of self-adjoint compact
operators on Hilbert spaces. Recall that if V is a real finite dimensional vector space endowed with a positive definite inner
product 〈· , ·〉 and T :V → V is a self-adjoint endomorphism of V , then the quantity max‖x‖=1〈T x,x〉 equals the largest
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eigenvalue of T . Using this fact and the spectral theorem for compact self-adjoint operators on real Hilbert spaces it is easy to
prove the following:
Proposition 4.18. Let H be an infinite-dimensional real Hilbert space endowed with the inner product 〈· , ·〉. Let K :H →H
be a compact self-adjoint operator on H and set T = Id+K . For each r  1 define:
λr(T )= inf
V⊂H subspace
dim(V )=r
max
x∈V‖x‖=1
〈T x,x〉. (4.10)
The following statements hold true:
• If T has an infinite number of eigenvalues smaller than one, then (λr(T ))r1 is the nondecreasing sequence of such
eigenvalues repeated according to multiplicity.
• If T has only a finite number of eigenvalues ( possibly none) smaller than one, then (λ1(T ), . . . , λN (T )) is the
nondecreasing sequence of such eigenvalues repeated according to multiplicity and λr(T )≡ 1 for all r >N .
Thus, in our notations, the strongly focal instants of (X, 0) corresponds to the instants t ∈]a, b] for which at least one of
the functions:
λr(t)= λr (Tt )
is zero; moreover, the number of indices r such that λr (t)= 0 is precisely the multiplicity of the focal instant t . We are now
ready to determine the structure of the set of all strongly focal instants of (X, 0):
Proposition 4.19. The set of all strongly focal instants of (X, 0) consists of a finite number of isolated points and intervals;
moreover, there are no strongly focal instants near t = a.
Proof. We have seen that the set of strongly focal instants of (X, 0) coincides with the set of zeroes of all the functions λr ,
r  1; the proof will be concluded once we show the following three facts:
• the function t → λr(t) is nonincreasing for each r ;
• there are only a finite number of indices r such that λr(b) 0;
• for t > a sufficiently close to a, λr(t) > 0 for all r .
The fact that λr is nonincreasing follows easily from the minimax formula (4.10); namely, for t1  t2 we can identify
(HD)t1 with the Hilbert subspace of (HD)t2 consisting of functions vanishing on [t1, t2]. Observe that with such identification
It2 becomes an extension of It1 .
To prove the second statement, observe that the number of indices r for which λr(b)  0 is equal to the number of non-
positive eigenvalues (counted with multiplicity) of the self-adjoint operator Tb ; such number is finite because Tb is a compact
perturbation of the identity.
To prove the last statement, it suffices to observe that, by Lemma 2.13, It is positive definite on (HD)t for t sufficiently
close to a. ✷
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