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ABSTRACT 
This is a study of the density functions and moments of the random 
variables 
z = ax - f3Y , 
and 
T ::: ax - t3Y , if ax > f3Y 
::; 0 otherwise , 
where X,Y are two independent chi-square variables, and a > 0, f3 > 0 are con-
stants. The problem arises out of a study of estimators for variance com-
ponents, where the estimator Z is a linear difference of two mean squares, 
and T is a truncated non-negative estimator. 
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l. Introduction and Summary 
This is a study of the density functions and moments of the random 
variables 
z = ax - t3Y , 
and 
T = ax - t3Y , if ax > t3Y 
:::: 0 
' 
otherwise , 
where X,Y are two independent chi-square variables, and a> o, t3 > 0 are con-
stants. T~e problem arises out of a study of estimators for variance com-
ponents, where the estimator Z is a linear difference of two mean squares, 
and T is a truncated non-negative estimator. 
2. Density Functions and Moments 
For ease of computation we shall consider the case with even degrees of 
freedom. Let X~Y be. independent chi-squares with 2n and 2m degrees of freedom 
respectively. 
The±::' joint density· function is 
x+y 
( ) - 2 n-1 m-1 fXY x,y = k1e x y , x,y > 0 
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Let 
z = ax - ~Y , a,~ > o 
W =X+ Y 
' 
the joint density function for z,w is 
w 
( ) - ~( z)n-1( z)m-1 z gZH z, w = K2e w + ~ w - a , where w > a , 
z 
W > - ~, - 00 < Z < 0 
The marginal density function for Z can be obtained by binomial expansion 
and integration, 
(X) 00 z 
f 2+(z) = J g2H(z,w)dw = K2e- 2a 
z/a 
J 1 1 1 n-1 tm- (t + z(- + -)) dt 
a ~ 
0 
a )m-1 ~ )n-1 1 
= (a+~ <a+~ 2(a+~) 
z n-1 . . 
-- -- J J 
e 2a \' (~) (a+~) 
L. 2a ~ 
j=O 
z 
= J f 2W(z,w)dw = K2e2~ 
-z/~ 0 
m-1 1 z m-1 . . n- -- J J ( a ) (L) 1 2~ \ (2) (a+~) 
= a+~ a+~ 2(a+~) e L 2~ a 
j=O 
• I J. 
z ~ 0 
z < 0 . 
So each fZ+' f 2_ is in the form of a product of exponential of z with a poly-
nomial of z of degree n-1 or m-1 respectively. The method used and the re-
sults obtained are similar to those given by Gurland (1955) for & = ~ = 1 • 
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The characteristic fUnction for Z is 
and the kth moment of Z is then, 
k 
(k) _ ( )k kt \' (k+m-j-ltqn+j-l)t(-ll-j (~)j ~z - 2~ (m-l)~(n-1)~ L k-j)tjL ~ 
j=O 
In particular, the mean and variance of Z are, 
~ = 2(na - mt3) z 
a a 2 
cr2 = 4~2 [m(m+l) - 2mn(-) + n(n+l)(-) ] - 4(na - mt3) 2 z ~ ~ 
For the truncated random variable T, the density function is 
(n-l+j )t jt(n-l)~ , if t = 0 • 
The characteristic function of T is 
(m-l+j)t )n-j (m-l) ~ j ~ ( 1 - 2iau • 
The kth moment of T is 
if t > 0 ' 
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In particular, the mean and variance are 
n-l 
m n-l j ~T = (2a) (~) (L) \ (a+f3) a~ a+f3 L 13 
j=O 
3· Variance Component Estimators 
(m+n-2-j)~(j+l)~ 
(m-l) ~ j ~ {n-l-j) t 
In the usual one way model II analysis of variance problem, let 
yij = ~ + Q;i + E •. l.J ' 
a. -N(O, ~) i = 1, ••• ,g J. 
E •• -N(O, a2), j = l, ••• ,r l.J E 
Let the mean squares be denoted by 
Source M.s. Degree of freedom Expected values 
Among groups B g - l a2 + ra2 
E f3 
vlithin w g(r - 1) a2 
E 
Total T gr - 1 
We wish to consider estimators for a~ in the form 
or the truncated non-negative form 
= 0 ~therwise , 
• 
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where c1 , c2 are functions of g and r, as for example the estimators given 
by Herbach (1959) and Thompson (1962). 
For g and r both odd, g-1 = 2n, g(r-1) = 2m, we can apply the results of 
section 2, with 
C a2 2 € 
f3 = g(r-1) ' 
so the mean and variance of Z are 
~z = (c1 - c2 )a~ + rc1 a~ 
~~ c2 G c2 c2r2 
a2 - 2{ (/ _!__ + 2 ) a2 + ~) a2a2 + _1_._ cr4} 
z - g-1 g(r-1)) E -1 -"· E f3 g-1 f3 • 
For the special case of c1 = c2 
~2 = a~ 
when r ~ oo, a~ cr2 /(g-l), f3 ~ 0 
E: 
f _, e 
Z+ 
z(g-1) 
2cr2 
E: 
l 
=-
r 
z ;;:: 0 
f ~o z<O 
z-
a2 
so z -( g~l )x(g-1 ) as r .... oo 
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For the truncated variable T, as r ..... co 
' 
- t(g-1) 
n 
tn-1 ( g-1 J 1 
2 cr2 . (n-lh 
E 
C cr: ) 2 T ..... -- • g-1 , x(g-1) 
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