"good particles" from overlapped particles, local aggregates, background noise fluctuation, ice contamination and carbon areas. Thus, additional steps by image classification or by manual selection were necessarily practiced to sort out "good particles" after initial automated particle picking. For example, TMaCS 15 uses support vector machine (SVM) to classify the particles initially picked by a template-matching method to remove false positives 15 .
Deep learning 16, 32 is a type of machine learning that focuses on learning multiple levels of feature representations, which help to make sense of data such as images, sound and text. It is a process of layered feature extraction; features in greater detail can be extracted with moving up the hidden layer to a deeper level using the multiple non-linear transformations 32 . The area of deep learning consists of deep belief networks (DBNs) 17, 18 , convolutional neural networks (CNNs) 19 , recurrent neural networks (RNNs) 20 and any other deep networks with more than one hidden layer. CNN is a biologically inspired deep, feedforward neural network, and has demonstrated outstanding performance on speech recognition and image processing, such as handwriting recognition 21 , face detection 22 and cell image classification 23 . Its unique advantage 31, 33 lies in that the special structure of the shared local weights reduces the complexity of the network.
Multidimensional vector images can be directly used as inputs of the network, which avoids the complexity for the feature extraction in the reconstructed data 16, 31 .
The particle recognition problem in cryo-EM is fundamentally a binary image classification problem based on the features of single-particle images. We devised a novel automatic particle recognition approach based on deep CNN learning. The deep CNN can be understood as a self-learning process of local particle image features from lower to higher spatial frequencies. We designed a six-layer CNN in our DeepEM (Details in Fig.   1 ). The first, third, and fifth layers are convolutional, in which the connections are local, but expand throughout the entire input image. This would ensure that the learnt filters produce the strongest response to a spatially local input. The second, fourth and sixth layers are designed to subsample their input data to progressively decrease the spatial size of the representation to reduce the amount of parameters and computation in the network, and hence also to control over-fitting 36 . There are full connections between the sixth and the final classification output layer.
Prior to the application of DeepEM in automated particle recognition, the CNN needs to be trained with a manually assembled dataset including samplings of both particle images (positive training dataset) and non-particle images (negative training dataset) (Examples in Fig. 2a, b) . We use the error back-propagation method 30 to train the network and produce an output of 1 for the true particle images and 0 for the non-particle images.
Data augmentation technique 13, 23 has shown improvement in accuracy for training the CNNs with a large number of parameters. During our CNN training, each training particle image is rotated by 90, 180 and 270 degrees, to augment the data sampling by four times.
When a well-trained CNN is used to recognize particles, each input image boxed from a testing micrograph is also rotated in the same way as the training images. The final expectation value of each input image is taken as the average of its four output values.
F-measure 35 is a measure on the accuracy of a test that combines both precision and recall for binary classification problems. Based on the F-measure, we determine a threshold for particle selection, at which the F-score presents a maximum value. Those particles with the expectation values below the threshold are excluded (see Methods). To further improve the accuracy of the recognition, one can optimize the training dataset by adding some true and false positive images to the original training dataset, then re-train the network (workflow chart in Supplementary Fig. 1a ). After sufficient iterations of training, the CNN becomes 'knowledgeable' in differentiating positive particles from negative ones. Depending on the standard deviation of the particle images, a well-trained CNN can recognize and eliminate automatically the false positives resulting from the background noisy images, contaminants, broken ice and carbon areas in the micrographs, even though they may result in an initially high score from the CNN.
We first tested our DeepEM algorithm on the Keyhole Limpet Hemocyanin (KLH) 26 dataset that was previously used as a standard testing dataset to benchmark various particle selection methods 2, 3, 5, 7, 10, 11, 12, 15 . The precision-recall curve 27 is one of the popular metrics to evaluate the performance of different particle selection algorithms. Higher precision indicates that an algorithm selects a less percent of non-particles. Higher recall means that an algorithm selects a greater percent of the true particle images contained in the micrographs (see Methods). For the KLH dataset, the recall and the precision can both reach ~90% at the same time in the precision-recall curve ( Fig. 2f ) plotted against a manually selected set of particle images from 32 micrographs, which did not include any particle images used in the training dataset. Our approach achieves a higher precision over all of the particle images selected, whereas the recall is still kept at a high value, indicating that fewer false-negative particle images are missed in the micrographs. In a typical KLH micrograph ( Fig. 2c ), all true particle images are automatically recognized by our method with a threshold of 0.84, which is determined by the F-measure 35 ( Fig. 2e) .
We also applied our method to several challenging cryo-EM datasets collected with a direct electron detector. There are three different kinds of datasets, the 19S regulatory complex, 26S proteasome and inflammasome 34 . Figure show that when the spatial density of the particles in a micrograph is very high or very low, DeepEM can still perform quite well in avoiding selection of overlapped particles and non-particles.
Our DeepEM algorithm framework exhibits several advantages. First, with sufficient training, DeepEM can select true particles without picking non-particles, in a single, integrative step of particle recognition. It performs as well as a human worker.
The similar performance was only made possible previously through combining several steps in automated particle picking, classification and manual curation. Second, DeepEM features the traits representative of other artificial intelligent (AI) or machine learning systems. The more it is trained or learned, the better it performs. We found that with iteratively updating or optimizing the training dataset, the performance in particle recognition by DeepEM can be further improved. However, this was not possible for conventional particle-recognition algorithms developed so far, whose performance was intricately bound by their mathematics and control parameters. Finally, we expect that DeepEM marks the inception of applications of modern AI technology in expediting cryo-EM structure determination. Related AI technology may be developed in the near future to address key challenges in this area, such as deep classification of highly heterogeneous cryo-EM datasets.
Methods
Design of mathematical model . Convolutional neural network is a kind of multilayer neural network with incomplete connections. It contains convolutional layers, subsampling layers and fully connected layers in addition to the input and output layers.
The convolutional and subsampling layers produce feature maps through repeated application of the activation function across sub-regions of the image, which represent different features extracted from the previous layer.
The convolutional layer is the core building block in a CNN, in which the feature maps from the previous layer convolute with a learnable kernel; all convolution operation outputs are then transformed by a nonlinear activation function. In the paper we use the sigmoid function as the nonlinear activation function:
The convolution operations in the same convolutional layer would share the same connectivity weights with the previous layer:
where l represents the convolutional layer; W represents the shared weights; M represents different feature maps in the previous layer; j represents one of the output feature maps and B represents the bias in the layer.
Subsampling, which is a form of non-linear down-sampling, is another important concept of CNNs. We computed subsampling average after each convolutional layer using the following expression, which would reduce the spatial size of the representation.
Here i and j represent the position of the output map. M and N represent the subsampling size.
The basic network architecture designed in DeepEM contains three convolutional layers and three subsampling layers. The last layer, output layer, is fully connected with the previous layer, which make predictions of the input image by a weight matrix and the activation function.
Training of the DeepEM model. The initial weights in the DeepEM are given by a random number between 0 and 1 and all the weights are then updated in the process of training. We use the squared-error loss function as the objective function in our model.
For a training dataset with the number of N, it is defined by equation (4), in which t n is the n-th training image's corresponding target, and y n is similarly the value of the output layer in response to the n-th input training image.
During the process of training, the objective function is minimized using error back propagation algorithm 30 which performs a gradient-based update:
Here ε n =|| t n − y n || , ( ) and + 1 represent parameters before and after update in an iteration, respectively; and η is the learning rate. We set the value to 1 in this study.
Since the input particle images size may vary in different datasets. We set different number of the feature maps, size of the convolutional kernel of the convolutional layers and pooling region size for pooling layers. The details of these hyper-parameters used in this study are shown in Supplementary Particle recognition and selection in the DeepEM model. We used two criteria to select particles. First, we define a threshold score. The particle is identified as a candidate if the CNN output score of the particle is above the threshold. Those particles whose CNN scores are below the threshold are rejected. We used the F-measurethe threshold cutoff in our approach, which is defined by equation (8 
where is a coefficient weighting the importance of precision and recall. In our method, we use the F 2 score, which weights recall higher than precision. The F-score reaches its best value at 1 and worst at 0. We define the cutoff threshold at the highest value of the F-score. Second, particle images are further selected based on the standard deviation of the pixel intensities. In brevity, we set a narrow range of the standard deviation corresponding to true particles. Those particles whose pixel standard deviations are out of the range are rejected. This step helps remove those false particle candidates in the carbon areas or contaminants ( Supplementary Fig. 3 ).
DeepEM algorithm workflow.
Learning process 
Recognition Process
Input: Micrographs and trained convolutional neural network Output: Box files of selected particles in the EMAN2 format for each micrograph 1. Extract a square of particle size starting from a corner of the input micrograph; 2. Rotate the particle image three times, each with a 90-degree increment;
3. Use the trained convolutional neural network to process the particle image, including the un-rotated and rotated version and average the resulting output score of the four particle images;
4. Repeat steps 1-3 by shifting the square region 20 pixels until the whole micrograph has been raster-scanned; 5. Select the particle images depending on their scores not only local maximum but above the threshold; 6. Further select particle images based on the standard deviation;
7. Write the coordinates of the selected particle images to the box file.
Performance evaluation. We evaluate the performance of the method based on the precision-recall curve. The precision and recall are defined by equations (6) and (7), respectively, where the precision represents the fraction of true positives (TP) over the total particle images selected (TP+FP) and the recall represents the fraction of true positives, or true particle images selected over all of the true particle images (TP+FN) contained in the micrographs. The precision-recall curve is generated from the algorithm by varying the threshold, which could be a score in the machine learning algorithms or the correlation value in the algorithms based on cross correlation. A candidate particle would be accepted as a particle image when the score reaches the threshold. With increasing the threshold, the precision would increase and the recall would decrease normally. Thus, the threshold is manifested as a balance between the precision and the recall. For a good performance in a particle selection method, both the precision and the recall are expected to achieve a high value at a certain threshold.
DeepEM training on the KLH dataset. The KLH dataset are acquired from the National Resource for Automated Molecular Microscopy (nramm.scripps.edu). KLH is ~8 MDa with dimensions of ~300 x 300 x 400 Å. It consists of 82 micrographs at 2.2 Å/pixel that were acquired on a Philips CM200 microscope at 120 kV. The size of the micrograph is 2048 x 2048. There are mainly two types of projection views of the KLH complex, the side view and the top view. We boxed the particle image size with a dimension of 272 pixels. 800 particle images were manually selected for a positive training dataset; 800 randomly selected non-particle images were used as a negative dataset from the first fifty micrographs (Fig. 2a) . Each image in the training dataset was rotated at 90 degree increments to create four images. We then have 3200 positive particle images and 3200 negative particle images in the training dataset. We also selected some particle images as a testing dataset, which contains some positive data as well as some negative data. The accuracy or error of CNN learning ouput from the test dataset was used as a feedback to tune the hyper-parameters, including the number of the feature maps, the kernel size for the convolutional layers and subsampling size for the subsampling layers in the network. For the training process, the density of each pixel of an input image was input into a neuron in the input layer; and the desired output was set to 1 for the positive particle image and to 0 for the negative data. Then we used the back-propagation algorithm to train the network. During the training process, we tuned the hyper-parameters or updated the training dataset until the accuracy of the CNN learning reaches a satisfying level. The acceptable value is often set as ~95% at the The example of positive and negative particle images selected previous respectively. (c) and (d) Typical micrographs from KLH dataset in which the white square boxes indicate the positive particle images we selected and boxes with a triangle in them indicate that the false-positive particle images picked. (e) The F 2 -score curves through different threshold, the arrows indicate the peak in each curve and we select the cutoff threshold value there. (f) The precision recall curves constructed against previous manually selected list of particle images. 
