Context. It is crucial to develop a method for classifying objects detected in deep surveys at infrared wavelengths. We specifically need a method to separate galaxies from stars using only the infrared information to study the properties of galaxies, e.g., to estimate the angular correlation function, without introducing any additional bias. Aims. We aim to separate stars and galaxies in the data from the AKARI North Ecliptic Pole (NEP) Deep survey collected in nine AKARI / IRC bands from 2 to 24 µm that cover the near-and mid-infrared wavelengths (hereafter NIR and MIR). We plan to estimate the correlation function for NIR and MIR galaxies from a sample selected according to our criteria in future research. Methods. We used support vector machines (SVM) to study the distribution of stars and galaxies in the AKARIs multicolor space. We defined the training samples of these objects by calculating their infrared stellarity parameter (sgc). We created the most efficient classifier and then tested it on the whole sample. We confirmed the developed separation with auxiliary optical data obtained by the Subaru telescope and by creating Euclidean normalized number count plots. Results. We obtain a 90% accuracy in pinpointing galaxies and 98% accuracy for stars in infrared multicolor space with the infrared SVM classifier. The source counts and comparison with the optical data (with a consistency of 65% for selecting stars and 96% for galaxies) confirm that our star/galaxy separation methods are reliable. Conclusions. The infrared classifier derived with the SVM method based on infrared sgc− selected training samples proves to be very efficient and accurate in selecting stars and galaxies in deep surveys at infrared wavelengths carried out without any previous target object selection.
Introduction
The first proof that various types of extragalactic sources evolved with cosmic epochs was delivered in 1950s by surveys of extragalactic radio sources and quasars, which revealed an excess of faint sources when compared with uniform distribution models (e.g. Ryle & Scheuer 1955; McVittie & Schusterman 1966) . Interest in studying the deep Universe became much greater after the discovery of the excess of faint blue galaxies in optical passbands with photographic plates (e.g. Kron 1978; Williams et al. 1996; Ellis 1997 ). This revelation was followed by discoveries of excess numbers of faint sources at early cosmic epochs in all wavelengths: in X-rays by the ROSAT X-ray Observatory (e.g. Hasinger 1992) , Chandra (e.g. Hasinger 2002) , and XMMNewton (e.g. Sasseen et al. 2002) ; in mid-and far-infrared by ISO (e.g. Oliver 1996; Puget et al. 1999; Taniguchi et al. 1999; Takeuchi et al. 2001) , IRAS (e.g. Lonsdale & Hacking 1989; Bertin et al. 1997) , and later by the Spitzer Space Telescope (e.g. Papovich et al. 2004; Dole et al. 2004; Frayer et al. 2006) , and, when observational techniques became available, in the submillimeter range (e.g. Barger et al. 2001; Clements et al. 2010; Oliver et al. 2010; Valiante et al. 2010) . This was the first step toward modern studies of evolutionary processes.
The theoretical motivation for studying cosmic evolution arose from observations of the local Universe, which show a very diverse galaxy distribution, whereas the early Universe was almost uniform (e.g. Peebles 1971 ). Those complex patterns are the result of tiny density fluctuations that interacted and increased gravitationally as the Universe expanded. Galaxy distribution can be studied in various statistical ways. The recent cosmological probes provide more and more proof that the large-scale structure of the Universe was created according to the hierarchical formation scenario. This describes the formation and evolution of galaxies inside halos of dark matter, which interacted gravitationally, resulting in their growth through mergers (White & Rees, 1978) . Today the clustering process of dark matter halos is adequately understood (e.g. Mo & White 1996 , Gao et al. 2005 , but this is not the case for the clustering of galaxies; establishing the link between dark matter halos and the baryonic component is one of the most challenging tasks modern cosmology has to deal with.
The AKARI satellite (previously known as ASTRO-F or IRIS -InfraRed Imaging Surveyor) was designed to carry out infrared observations with a sensitivity and resolution higher than preceding missions. It was launched by JAXA's MV8 vehicle on February 22, 2006 , and, among many others, it performed a deep survey of the North Ecliptic Pole region (hereafter NEP), which we aim to use to explore the mid-infrared properties of galaxies, in particular the evolution of clustering. However, to achieve this goal, we first have to select the proper sample of galaxies from the collected data. For this purpose, we first of all need to separate the extragalactic sources from galactic objects (such as stars, planetary nebulae, etc.) that contaminate our data. This might be performed by means of follow-up observations, which are currently on-going, but they introduce additional bias in detected sources.
AKARI data have to be categorized based on the photometric data because detailed spectroscopic follow-up observations are expensive and much more time-consuming. The most widely used tool in astronomy to distinguish stars and galaxies is the color-color (CC) diagram. In particular, galaxies display 'redder' colors, meaning that they radiate stronger at longer wavelengths, and stars are more 'blue' because they radiate strongly at shorter wavelengths (e.g. Walker et al. 1989; Pollo et al. 2010 ). However, the methods designed up to now cannot be applied directly to NEP data, because they were developed for different wavebands and shallower catalogs. Since different wavelengths often imply observations of different physical processes and/or different redshifts, we considered parameters obtained from several different passbands, which will enable us to distinguish sources in a multidimensional parameter space. In general, classification methods are based on a pattern recognition within the data sets. For every object we have a vector describing its characteristic features. We can use a mapping function, called a classifier, to transfer feature vectors into discriminant ones, which contain the likelihoods of the given object to belong to one of the considered classes. Classification schemes heavily depend on choosing a feature space, which should be selected in a way that different classes occupy different volumes with minimal overlapping. When a survey is designed without a target object class (i.e., the filter sets are not specifically chosen), using unsupervised classifiers (which work without previous class information input) is a good tool to distinguish objects by, for example, using the cluster analysis (e.g. Hakkila et al. 2003) . This process relies on the visible features of the data. The classification is much more obvious when we have some previous knowledge about the objects appearing in the survey. Then we can use this knowledge as an input to a supervised classifier (where we have a feature/properties template of observable objects). We here used the supporting vector machine (SVM) classifiers (Vapnik, 1995) . SVMs are used to map input vectors non-linearly into a high dimensional parameter space and construct an optimal separating hyperplane.
This work is organized as follows. In Sect. 2 we give a brief description of the collected data together with the auxiliary survey performed by Subaru telescope (Iye et al., 2004) , which observed the NEP Deep field in optical wavelengths in filters
Section 3 describes the sample and parameter space selection process. The application of the SVM method and the results are presented in Sect. 4, and its accuracy is tested by comparing our results with the separation made for optical survey of the NEP region performed by the Subaru telescope, and by preparing the flux distribution plots created for objects divided according to the established star/galaxy methods in Sect. 5. A summary and conclusions are given in Sect. 6.
The data
The NEP Deep sky survey covers an area of 0.4 sq. deg around the North Ecliptic Pole (Matsuhara et al., 2006) . The data were obtained by the Infra-red Camera (IRC) (Onaka et al., 2007) through nine near-and mid-infrared (NIR and MIR) filters, centered at 2µm (N2), 3µm (N3), 4µm (N4), 7µm (S 7), 9µm (S 9), 11µm (S 11), 15 µm (L15), 18 µm (L18), and 24 µm (L24) where W indicates that the bandwidths are wider than the others. The long exposure times (from 1047 s for N2 filter to 261.8 s for L24 filter) mad it possible to reach very deep into this region. Table 1 summarizes the survey, where λ ref is the reference wavelength, N sources is the total number of detected sources in a specific bandpass, mag lim is the limiting magnitude of detected objects in a specific filter, and zero point stands for the magnitude zero point used in brightness conversion procedures. The point spread function (PSF) has a beam size in FWHM of 5 arcsec, which makes AKARI's imaging superior to other infrared satellites. The source extraction on FITS images was made with the SExtractor software (Bertin & Arnouts, 1996) . A source was assumed to be detected if it had a minimum of five contiguous pixels above 1.65 times the RMS fluctuations. Instead of allowing the program to estimate the background, weight maps were used. Photometry was carried out using SExtractor's MAGAUTO variable elliptical aperture with these aperture parameters: the Kron factor and the minimum radius were set to 2.5 and 3.5. The magnitude zero points were derived from observations of standard stars (Tanabé et al., 2008) and were used to convert counts to magnitude by the photometry program. The number of sources detected in individual filters differs significantly from each other: far more sources are detected in the near-infrared than in the mid-infrared. The photometry resulted in obtaining a catalog depth of 26.86 mag at 2.4 µm (N2 filter). The results of this procedure were downloaded from the official AKARI Researchers Web Page 1 SExtractor, and the parameters obtained from this run were used in the subsequent analysis, after confirming that the basic results were consistent with the original catalogs.
Subaru/Suprime-cam optical auxiliary survey of the AKARI NEP-Deep field
To prove the validity of our method for classifying sources we confirmed by observations that were not made in the infrared. The best way to prove the efficiency of the presented star-galaxy separation method is to incorporate auxiliary multiwavelength data. The Subaru telescope observed the NEP-Deep region in B, V, R, i ′ , z ′ filters covering ∼ 0.25 deg 2 (Imai et al. 2007 ) in the field of view of the Suprime-cam (S-cam) (Miyazaki et al., 2002) , reaching limiting magnitudes of z AB = 26. We crossmatched the optical data obtained by the Subaru telescope with the infrared catalogs, searching for counterparts within the radius of 5 arcsec, motivated by the PSF of images and known 
Sample and parameter selection
The subsequent multivariate analysis was performed on a merged catalog of objects that were detected in all AKARI IRC passbands, which eliminates any possibility of including dropout objects.
As stated before, for a supervised method of classification we must adopt catalogs of known astronomical objects. Since we aim to develop a method based solely on IR data, we chose to use the stellarity parameter (hereafter sgc), an output classifier for objects based on the neural network output (Gurney, 1997) , which is referred to as the CLASS STAR parameter, as a distinguishing value between the two desired classes. As one of the possible star/galaxy separation methods, sgc was calculated by SExtractor (Bertin & Arnouts, 1996) software for each source. Detectors produce astronomical images with similar linear intensity scales with a good precision over large scales to the point where saturation takes place, therefore correctly sampled images can be roughly described by pixel scale, depth (signal-to-noise ratio at a given magnitude), and seeing. To provide the best possible classifier, input parameters should be independent of those characteristics of exposure. Simple estimators in a two-dimensional space such as magnitude-isophotal area (Reid & Gilmore, 1982) , magnitudepeak intensity (Jones et al., 1991) , or magnitude-surface brightness (Harmon & Mamon, 1993) are the simplest ways of separating stars from galaxies. However, the sgc calculation uses ten parameters: eight isophotal areas (using more isophotal areas then the lowest one enables the classifier to be sensitive to dim objects), peak intensity (if the relative uncertainty of maximum intensity is high enough, the contrast between the two classes is worse), and seeing, which is used as a 'control' parameter. The network takes the isophotal areas in units of squared seeing FHWM, which ensures that there will be no need for the information about the pixel scale. The peak intensity is given in units of extraction threshold to remove the depth information. To obtain an even more reliable classification outcome, which is independent of noise, image distortions, and influence of close objects, the SExtractor creators did not include any elongation measurements in the CLASS STAR computation. Its value varies between 0 and 1: 1 stands for a star-like object, and 0 for galaxy, or rather a non-stellar extended object. However, since the SExtractor is optimized to optical data, it is not obvious that this parameter would work for infrared observations. Fig. 1 represents a histogram for sgc values for different wavelengths. For clarity we show distributions for five filters only, two for NIR-N (solid and dotted lines)), two for MIR-S (dashed and dash-dotted lines) and one for MIR-L (dash-tripledotted line). Evidently, for NIR filters alone, the majority of sources are unambiguously classified as extended objects (with the value 0), but a fraction of strictly star-like objects is also detected (with the sgc value ∼ 1 ) (see Fig. 1 ). However, the remaining S and L-filter-based sgc measurements seem to indicate that very little or no stars are visible in these filters, since we have only one concentration around sgc = 0, i.e., clearly extended objects. The sgc histograms for MIR wavelengths lead us to conclude that the interpretation of this parameter at the longer wavelengths will not be useful for object classification, unlike at NIR. Moreover, all passbands have a local maximum around a value of sgc = 0.5, which means that for the applied algorithm the sources look neither clearly extended nor clearly star-like. Because of this ambiguity we decided to use the supervised approach and train the classifier based on the small but clearly determined samples of stars and galaxies instead of using the sgc itself as a separator. The training samples of starlike and extended sources are constructed in a way that objects with sgc value in between 0 and 0.05 are treated as galaxies, and 0.95 and 1 are treated as stars, which resulted in obtaining training samples that consist of 825 galaxies and 532 stars.
All possible color combinations are equally significant, therefore we kept the dimensionality of the parameter space low by choosing the infrared color indexes as follows: N2 − N3, N3 − N4, N4 − S 7, S 7 − S 11, S 11 − L15, L15 − L18. Table  2 gives the statistical properties of the training samples, where columns list the mean values of parameters with their standard errors for selected samples of stars and galaxies. Clearly, that the mean values of parameters differ for different classes of sources. The most striking feature is the S 7 − S 11 value for galaxies, which is drastically higher than for stars. The color index val-ues for stars are systematically smaller. However, while in the NIR wavelength regime the differences are moderate, the discrepancy between them becomes vast when moving into longer wavelengths. On average, sample galaxies have the lowest flux at 7 µm. For N4 − S 7 index the difference between the two classes is marginal, and for S 7 − S 11 it is most obvious. To train the SVM algorithm means to put in a feature vector for each object of the training example, i.e., quantities that describe the properties of a given class of objects. Therefore we maped the input data from the input space X onto a feature space H using a non-linear function φ : X → H. In the parameter space H the function that will determine the boundary, which can be written as
where k(x, x ′ ) is the kernel function returning an inner product of the mapped vectors, α i is a linear coefficient and b is a perpendicular distance called bias, which translates it into a given direction.
The shortest distance from the boundary to the closest points belonging to the separate classes (support vectors) is called the margin, and the algorithm searches for a hyperplane that maximizes it. The training samples of stars and galaxies were chosen to train the Gaussian radial basis kernel function:
where γ is the adjustable kernel width parameter, which is responsible for the curvature of the decision surface. Since the data are not clearly separable, we added a parameter (C), which controls the trade-off between the misclassification and large margins. For a more detailed description we refer the reader to Hsu et al. (2003) or Cristianini & Shawe-Taylor (2000) . AKARI IRC photometry provides us with nine dimensional datasets. We reduced the number of dimensions by removing measurements in two filters: S 9 and L24, since the amount of the data collected through these passbands is significantly lower than in the rest, rendering the resulting cross-matched catalog statistically insufficient. With seven different flux measurements we built a six dimensional parameter space through using color indexes. We used two training samples containing stars and galaxies chosen according to their sgc value measured in NIR to train SVM and obtain its classifier.
The two kernel parameters γ and C are not known beforehand and it is necessary to find the best values to obtain accurate results. To tune these parameters for the best performance, we performed a grid-search with values from 10 −2 to 10 4 using a ten-fold cross-validation technique. To that end we divided the full training set into ten subsets of equal size and selected nine subsets to train the classification model and test it on the remaining subset and count the TS (true star: when an object classified as a star in the training set is classified as a star by SVM), the TG (true galaxy: when a galaxy from a training sample is classified as a galaxy by SVM), the FG (false galaxy: when a source from a star training sample is classified as a galaxy by SVM), and the FS (false star: when an object from a galaxy training sample is classified as a star by SVM). After concluding all iterations we summed the values and calculated the accuracy (Acc) defined as
true star rate (TSR) defined as
and true galaxy rate (TGR) defined as
The procedure resulted in selecting the pair (γ, C) equal to 1 and 10 3 , which provides a total accuracy of 93%. The final results for TGR and TSR are summarized in Table 3 . 2 represents the accuracy rate (Eq. 3) as a function of magnitude for the N2 filter, calculated in bins of 0.5. The accuracy, though still maintaining high values, decreases with the decrease of brightness beginning from ∼ 15 mag, which may be a projection effect of bright galactic stars (which fade away in longer passbands) blocking and/or blending with the fainter extragalactic objects. We explore the contamination problem below. At the faintest end the accuracy rises again (∼ 20.5 mag) because in this range we have only few objects, which are mostly dim but unambiguously galaxies.
Next, we applied the classifier on the whole test sample (2539 objects). We obtained 1657 objects classified as galaxies and 877 objects classified as stars. As stated before, CC diagrams are the most commonly used tools for object recognition. Therefore we can assume that NIR colors are useful for selecting stars in the survey, because they radiate strongly in narrow passbands of short wavelengths, while galaxies possess much redder colors with a stronger color discrepancy, and appear as a dispersed cloud because of the variety of components comprising the spectra and their distance to the observer. To test this hypothesis and compare it with the resulting SVM classification we projected the constructed 6D multicolor space into a standard two-color space. Figures 3, 4 , and 5 preset the results of the classification for the whole sample, which show the division between two classes. As predicted, stars occupy compact regions of the diagrams since they have narrow emission, while galaxies tend to spread over wider range of values of color indexes. The regions where the contours for stars and galaxies overlap indicate the projection of the class' decision boundary margin. We fitted a linear function to the points on the 2D color space lying on the boundary hyperplane to mark the separation; the coefficients are listed in Table 4 . Based on the number of objects belonging to the two classes that lie within the hyperplane margin, we estimated the contamination of our samples. If an SVM classified galaxy's (or star's) position in the multicolor space has a separation boundary distance smaller than the error bar, it was treated as a possible missclassification. The contamination was estimated to be 13.16% for the galaxy catalog and 9.01% for the star catalog. What is more, the missclassifications usually display a sgc value of ∼ 0.5, which confirms that these objects have to be treated with caution. When viewed on the FITS images, they appear to be either interacting systems and/or blended objects. Because we aim at having a pure galaxy or stellar sample, these sources should be removed. Fig. 3 . Projection of the SVM classification from multicolor space onto the N2 − N3 and S 7 − S 11 parameter space. Solid contours represent the occupancy zone for stars, dashed contours for galaxies. Fig. 4 . Projection of the SVM classification from multicolor space onto the S 7 − S 11 and L15 − L18 parameter space. Solid contours represent the occupancy zone for stars, dashed contours for galaxies. 
Methodology verification

Subaru/Suprime-cam optical auxiliary survey of the AKARI NEP-Deep field
To check the validity of our star-galaxy separation methods, we created an integrated optical-infrared catalog and assigned an optical sgc parameter to all test objects. When we transit from the optical part of the spectrum, the hot, blue stars fade away and cooler red stars come into view. Therefore there is a possibility of a high fraction of misclassified stars from IR and optical observations. Stellar NIR emission is dominated by red giants and low-mass red dwarfs. When we shift into MIR, the cool stars fade away and the dust-enshrouded stars emerge. In this regime we can observe even cooler objects, such as planets or asteroids, but considering the FOV and the depth of the survey, their contribution is not statistically significant. With the same selection criteria as for the input samples, we created new training samples: 105 stars (with 0.95 < sgc < 1), 226 galaxies (with 0 < sgc < 0.5). The mean values of the new training samples are summarized in Table 5 . Table 5 . Mean values of parameters for the multicolor samples based on optical sgc parameter. As expected, the farther we move into long wavelengths, the dimmer the stars become. Galaxy sample on the other hand have two minima at 3 µm and 15 µm. We compared the results with those obtained from the first classifier. If we assume that a correctly classified object possesses the same SVM class in both IR and optical sgc based classifications, then total classification has a 91% accuracy with the TRS and TGR accuracy equal to 65% and 96%, respectively. The result for the galaxy classification is very efficient. The efficiency is still good for stars, but it is lower than for galaxies. The reason is that young and hot stars that are easily detected in optical wavelengths gradually disappear when they are observed in longer wavelengths. Therefore, their infrared counterparts could possibly be different objects, invisible in optical wavelengths due to their close proximity to bright stars. This also explains the high efficiency of selecting stars based just on the IR criteria. Old, cool stars or stars with protoplanetary disks, which are hardly detectable in optical passbands, have their peak radiation in the NIR. Therefore it is safe to conclude that the classifier works very well for the infrared classification.
Number counts
In this section we present the Euclidean normalized number counts for all considered sources and for the resulting counts for separate classes. We compare stellar counts with the Faint Source Model (Arendt et al., 1998) (hereafter FSM) to assess the reliability of our results with the theoretical predictions. Since its primary goal was to measure the cosmic infrared background at NIR and MIR wavelengths, FSM was created as a means to remove the strong contributions of foreground emission, which originates within our Galaxy. At NIR wavelengths the contribution consists mainly of starlight, the majority of which can be resolved into point sources. However, a significant number of stars are blended into the diffuse background. The FSM was constructed specifically to solve this problem. The MIR (and FIR) emission is dominated by thermal emission from dust residing in the interstellar medium and in more compact star-forming regions. In the wavelengths longer than 12 µm, the faint source emission contributes less than 40% of the observed brightness toward the inner Galaxy at low latitudes and drastically decreases (to 1%) for higher galactic latitudes with increasing wavelength. Therefore the FSM for MIR can only follow counts in the inner Galaxy.
The measured flux in analog-to-digital units (ADU) was converted to µJy by multiplying the counts by a corresponding conversion factor calculated for every filter (Lorente et al., 2008) . Here we denote a flux density S ν at wavelength λ µm as S λ , but the units are [Jy] . The extragalactic Euclidean normalized differential source counts display a flat distribution at bright fluxes. If any evolution is present in the observed sample, it will be indicated by a change in the slope of counts at fainter fluxes. If a certain population of galaxies is evolving negatively (i.e., dimming with time), the counts can be lower than the Euclidean slope. On the other hand, if the evolution is positive, the count slope is steeper. At the faintest fluxes the counts will suddenly drop because of the dimming effect of cosmological redshift.
Figures 6, 7, and 8 present the Euclidean normalized differential number counts in N2, S 7, and L18 filters for all test objects with an assigned star or galaxy tag according to the obtained classifier. Squares represent total counts, asterisks present stellar counts, extragalactic counts are indicated by circles.
In the counts for NIR wavelengths (e.g. Fig. 6 ) we can see that the abundance of stars in the data is so high that number counts provide no distinction whatsoever. The raw counts show high consistency with the FSM, which proves that stars indeed dominate at the bright end of the counts. The stellar counts precisely follow the theoretical predictions, and the extragalactic counts display distinctive features: a bump in counts at N2 filter is visible at S ν ∼ 3mJy together with an upturn at the brightest end. In fainter fluxes, S ν < 1mJy, the counts in these band passes slightly increase, signaling positive source evolution. They reach a maximum value at S ν ∼ 0.8mJy, and tail off at the faintest end, possibly because of cosmological dimming and/or catalog incompleteness.
For MIR-S bands (e.g., Fig. 7 ) the raw counts still contain a fraction of stellar sources. After separating stars from galaxies the expected flat distribution in extragalactic counts emerges. For S ν < 0.1mJy the extragalactic counts have a maximum and then start to tail off.
In MIR-L bands (e.g., Fig. 8 ) the shape of total counts has changed, pronouncing evolution at fainter fluxes. The extragalactic counts display the Euclidean distribution to ∼ 1mJy, where they start to increase, reaching a maximum value at ∼ 0.4mJy. Then, at S ν < 0.3mJy, the counts begin to decrease. This is the effect we expect, because it is known that stars are systematically brighter than galaxies, since they are much closer to us, and this remains true also at infrared wavelengths. The stellar counts follow the FSM model to S ν ∼ 3mJy and the shape indicates that there is a fraction of extragalactic objects classified as stars at the faintest end. A closer look at the AKARI NEP surveys source counts was provided by Pearson et al. (2010) . 
Summary
Measurements of the stellarity parameter carried out for nearinfrared observations possess good quality for creating bimodal samples with precisely defined classes, which in this work we associated with stars and galaxies. With this knowledge alone we used these strict separating criteria to create training samples as an input to obtain the classifier, and we tested its accuracy on a test sample of objects detected in the AKARI NEP Deep field in all narrow passbands. We set up a six-dimensional parameter space with infrared color indexes, which have different separating values for two desired object classes. Our training sample classifier performed well on the true classes of sources, with an accurancy of 98% for stars and 90% for galaxies, when considering infrared measurements alone. Moreover, after projecting the results into two-dimensional color spaces, we showed that the two classes overlap. However, the basic division between stars and galaxies emerges, which is consistent with the expected behavior of star/galaxy classes' occupation locus of the CC diagrams. Nevertheless, the clear distinction is visible only in higher dimensions. When assigning an optical value of sgc to all test objects, we created a new classifier and compared the accuracy of new training sets against IR ones. We chose the optical sgc for confirmation because SExtractor was originally designed to deal with optical data. Our results indicate that the optical classifier works for multicolor IR data with less efficiency than the IR classifier. However, we should keep in mind that the S ubaru observations were carried out in a much more narrow FOV then AKARI. Nevertheless, the results of the comparison are still very good: 65% of objects are classified as stars by both optical and infrared classifier, and 96% of IR classified galaxies are pinpointed as galaxies by optical SVM. The discrepancy for stars is probably caused by the fact that when observations move into the infrared wavelength regime, the optically bright stars start to fade away, while the optically faint objects start to emerge, overshadowing the previously bright stars. We also suspect for optically bright stars a chance of misclassification in the MIR catalogs more often than for other sources. As an alternative confirmation of the accuracy of our division we created Euclidean normalized source counts for the two selected classes of objects. At the brightest fluxes stellar counts in all wavelengths agree well with theoretical predictions of the FSM, especially for NIR-N filters, where they follow the applied model to ∼ 2 mJy. For MIR-L the stellar contribution at MIR wavelengths is very low. In addition, the source counts reveal traces of positive evolution in faint fluxes in both NIR and MIR wavelengths. Therefore it is safe to conclude that our infrared-based classifier allows the successful selection of galactic and extragalactic objects for future analyses.
