Predicting treatment response for major depressive disorder can provide a tremendous benefit for our overstretched health care system by reducing number of treatments and time to remission, thereby decreasing morbidity. The present study used neural and performance predictors during a cognitive control task to predict treatment response (% change in Hamilton Depression Rating Scale pre-to post-treatment). Forty-nine individuals diagnosed with major depressive disorder were enrolled with intent to treat in the open-label study; 36 completed treatment, had useable data, and were included in most data analyses. Participants included in the data analysis sample received treatment with escitalopram (n = 22) or duloxetine (n = 14) for 10 weeks. Functional MRI and performance during a Parametric Go/No-go test were used to predict per cent reduction in Hamilton Depression Rating Scale scores after treatment. Haemodynamic response function-based contrasts and task-related independent components analysis (subset of sample: n = 29) were predictors. Independent components analysis component beta weights and haemodynamic response function modelling activation during Commission errors in the rostral and dorsal anterior cingulate, mid-cingulate, dorsomedial prefrontal cortex, and lateral orbital frontal cortex predicted treatment response. In addition, more commission errors on the task predicted better treatment response. Together in a regression model, independent component analysis, haemodynamic response function-modelled, and performance measures predicted treatment response with 90% accuracy (compared to 74% accuracy with clinical features alone), with 84% accuracy in 5-fold, leave-one-out cross-validation. Convergence between performance markers and functional magnetic resonance imaging, including novel independent component analysis techniques, achieved high accuracy in prediction of treatment response for major depressive disorder. The strong link to a task paradigm provided by use of independent component analysis is a potential breakthrough that can inform ways in which prediction models can be integrated for use in clinical and experimental medicine studies. Keywords: duloxetine; escitalopram; functional MRI; independent components analysis; major depressive disorder Abbreviations: ACC = anterior cingulate cortex; HDRS = Hamilton Depression Rating Scale; HRF = haemodynamic response function; ICA = independent component analysis; MDD = major depressive disorder; PFC = prefrontal cortex; PGNG = parametric Go/No-go; SS/SNRI = selective serotonin/serotonin-norepinephrine reuptake inhibitor
Introduction
Numerous treatment studies suggest that at best only 30-40% of individuals with major depressive disorder (MDD) will experience remission with any given treatment (Trivedi et al., 2006; Gaynes et al., 2009; Holtzheimer and Mayberg, 2011) . On average, it takes up to 8-12 weeks to evaluate the effectiveness of a given treatment for a given person (Trivedi et al., 2006) . Furthermore, the additive costs of untreated and ineffectively treated depression are estimated at a half a billion dollars per year (Greenberg et al., 2003) . Therefore, predicting treatment response has the potential to provide a tremendous benefit for our overstretched health care system by reducing the number of treatments used, the time to remission and decreasing many educational, occupational and interpersonal difficulties, including unemployment, worsening of other medical conditions, and suicide (Kessler et al., 2006; Dunlop et al., 2011) .
Convergent reports of neuroimaging markers as prospective, predictive markers in treatment response may help us to understand the mechanisms of treatment response in depression (McGrath et al., 2013; Dunlop et al., 2015; Schmaal et al., 2015) . A recent review suggested that rostral cingulate cortex hyperactivity in response to cognitive and emotional challenges as well as during baseline metabolic measurements, is a positive prospective marker of treatment response (Pizzagalli, 2011) . There are overlapping regions within the rostral cingulate cortex reported for cognitive and affective conditions (Bush et al., 2000) , and more recently within broader default mode network (Buckner et al., 2008) . However, hyperactive amygdala and hypoactive subgenual cingulate responses to threat are inconsistent predictors of treatment response (Davidson et al., 2002; Drevets, 2003; Mayberg, 2003; Fu et al., 2004 Victor et al., 2010) . Notably, amygdala response to threat appears to decrease with treatment (Harmer et al., 2006; Arce et al., 2008; Godlewska et al., 2012; Ruhe et al., 2012) and it is not clear if it is a reliable predictor of treatment response .
Notably, despite a number of studies with significance in prediction, models have not yet emerged that might show promise for use at the individual patient level. The threshold for clinical significance, or patient level prediction, requires a degree of specificity and significance that is well above the typical P 5 0.05, even irrespective of corrections for multiple comparisons: It requires the ability to be correct, in classification, a preponderance of the time, rather than substantially better than chance. For example, prospective clinical prediction in a validation sample could then illustrate how a subject level marker could predict response/non-response with a high degree of accuracy for a given patient (Collins et al., 2015) . Using existing clinical tools, cognitive performance, and neuroimaging independently, this level of prediction accuracy has yet to be attained (Bagby et al., 2002; Nierenberg, 2003; Siegle et al., 2012; Gyurak et al., 2015) . One recent study demonstrated a method for how such a predictive algorithm might be evaluated . In this study with the iSPOT-D sample, 80 individuals with MDD completed treatment and pretreatment functional MRI. Pretreatment hypoactivation to happy and threat faces contributed to prediction accuracy of 75%, and more specifically, hypoactivation to sad subliminal faces was correct at prediction with 81% accuracy, including cross-validation. These levels of prediction accuracy are approaching levels that might be efficient at an individual patient level, meeting the much more stringent criteria for clinical significance and demonstrated internal reliability with cross-validation.
There remain several challenges to finding ways to capitalize upon these initial reports of prospective treatment prediction modelling with functional MRI, neuropsychological, and clinical data. A principal challenge is the technology required to provide functional MRI tools to multiple and diverse health care locations. Test-retest reliability of subtraction-based functional MRI measurements poses another challenge (Bennett and Miller, 2010) . Reliability of subtraction-based measurements is historically poor, as error in each individual measurement can be exponentially increased when a subtraction is used (Stevens, 1996) . Additional challenges are related to building effective modelling strategies given the limited nature of the sample characteristics typical of functional MRI treatment studies, in which subjects tend to be younger, free of comorbidities in medical and related disorders (e.g. substance use disorders, diabetes, obesity), and also free of current treatment (Phillips et al., 2015) . Together, these have resulted in far higher rates of response and remission in treatment studies with neuroimaging probes. Furthermore, even the most promising functional MRI predictors have worked at the group level, not yet at the individual level. Prediction tools that can be exported out of the scanner and used in standard clinical settings are the long-term goal, but for now these tests and questionnaires have significant but markedly reduced predictive capacity (Dunkin et al., 2000; Taylor et al., 2006; Bruder et al., 2007 Bruder et al., , 2014 . First, prediction tools can be enhanced to the level of more accurate prediction, and second they can be reduced and refined so that they can be integrated in standard clinical settings, perhaps with neuropsychological tests and in conjunction with clinical measures. For example, several studies demonstrate that executive functioning measures, including attention, processing speed, and cognitive control components tend to be significant predictors of treatment response, at least at the group level (Dunkin et al., 2000; Kampf-Sherf et al., 2004; Taylor et al., 2006; Bruder et al., 2007 Bruder et al., , 2014 .
The present study was designed to employ several strategies to aid in treatment prediction modelling with MDD participants in an open-label treatment trial. This study is considered a developmental model with validation using resampling, per established guidelines (Collins et al., 2015) . First, we focused on network predictors of treatment response. To do so, we used independent component analysis (ICA) of functional MRI data during a PARAMETRIC Go/No-go (PGNG) test to evaluate patterns of neural activation related to cognitive control (Cole and Schneider, 2007; Ryan et al., 2015) that are directly linked to behavioural performance, to identify temporal and spatially sensitive networks and properties that might be significant treatment markers. We used the PGNG task because executive functioning performance markers are a well-replicated predictor of treatment response (Dunkin et al., 2000; Gorlyn et al., 2008; Langenecker et al., 2009; Gudayol-Ferre et al., 2013; Jenkins et al., 2016) . We also included traditional performance metrics for cognitive control and traditional haemodynamic response function (HRF) modelling of activation for hits to Targets, correct Rejections and Commissions errors to compare how these measures are similar or different from ICA component estimates in prediction of treatment response. Notably, we also integrated these tools to enhance predictive capacity, to evaluate whether they might surpass standards for prediction of treatment response that could be used in clinical trials (e.g. 480% accuracy, cross validation accuracy).
Materials and methods

Participants
Forty-nine participants with diagnosis of MDD were recruited. Details of those lost during the course of treatment and for data integrity purposes are listed below, with 29 individuals included in the final ICA predictive model [37 individuals with initial scans were used in cross validation (Steyerberg and Vergouwe, 2014) ] and 36 in PGNG performance and HRF models (Table 1 and Supplementary Fig. 2 ). Prior to enrolment in the study, MDD participants had been medication-free for at least 90 days from any selective serotonin (SSRIs) or serotonin-norepinephrine reuptake inhibitors (SNRIs) and for at least 30 days from all other medications (including birth control). Individuals who smoked cigarettes, met criteria for alcohol abuse, or reported use of illegal drugs in the past 2 years were excluded. Informed consent was obtained according to the guidelines of the Institutional Review Boards of the University of Michigan and consistent with the Declaration of Helsinki. Participants were compensated for their participation.
Procedures
Clinical assessment was conducted using the structured clinical interview for DSM-IV (First et al., 2002) . Treatment was provided by a board-certified psychiatrist (B.J.M. or J.K.Z.). MDD participants underwent functional MRI and completed several measures including the Hamilton Depression Rating Scale (HDRS; Hamilton, 1960) prior to receiving open-label treatment with escitalopram or duloxetine for 10 weeks.
HDRS measurements took place every 1-2 weeks throughout treatment and on completion of treatment.
Forty individuals with MDD received treatment for at least 1 week; nine participants declined treatment or were lost to follow-up. Thirty-eight MDD participants completed at least 7 weeks of treatment (77%) and were considered to have completed treatment, but two did not complete functional MRI at baseline and therefore are not included in this study (Table 1) . Therefore, of the 36 MDD who completed treatment and had functional MRI (functional MRI completers), a subset of 29 (59% of intent to treat sample and 76% of those completing treatment; Supplementary Fig. 2 ) whose scans were compatible with the ICA software requirements (ICA modelled, described below), were included in the analyses.
Participants treated with escitalopram (n = 22, 2004-07) were given 5 mg during Week 1 and then 10 mg up to Week 4 and could increase to 20 mg thereafter if 550% response was achieved. Participants treated with duloxetine (n = 14, 2009-12) were given placebo for the first week, 30 mg during Weeks 2-3 and then 60 mg during Weeks 4-6. If participants' symptoms had not improved by at least 50%, their duloxetine dose was titrated up to 90 mg during Weeks 7-8 and if symptoms had still not improved by at least 50%, the dose was titrated up to 90-120 mg during Weeks 7-10, as tolerated.
Measures
The PGNG (Langenecker et al., 2005 (Langenecker et al., , 2007 Votruba and Langenecker, 2013) (Supplementary Fig. 1 ) is a 24-min task completed during functional MRI that measures attention (Targets) and set-shifting, processing speed, and correct (Rejections) and incorrect (Commissions) responses to lure trials as measures of inhibitory control. The PGNG task consists of three separate levels, which were completed in a semicounterbalanced order of six runs, accounting for the easiest level to build prepotency [and to counterbalance the moderate and difficult inhibitory control levels (e.g. Levels 123132 or 132123; Supplementary Fig. 1) ]. Level 1 (the 3-Target 'Go' condition; two runs) is designed to build and sustain prepotent responding to the set of target letters ('x', 'y', and 'z'). It does not have a 'no-go' instruction set (which is needed to generate rejections and commissions). In Level 2, (the 2-Target Go/Nogo condition; two runs) participants are required to respond to the target letters ('x' and 'y' only, 'z' is absent in this level) each time they appear, in alternation or non-repeating order. This 'non-repeating rule' stipulates that once the participant responds to the target 'x', the target set is 'y' and the lure set is 'x.' After they respond to a 'y', then the set is shifted-the target set is 'x' and the lure set is 'y'. Level 3 (two runs) is similar to Level 2, but consists of three Targets ('z' is included), switching between two targets and one lure set. Scores were computed for the average correct hits for Go items (Targets) across all three levels of the task, average Rejections of No-go items across the two more difficult levels of the task, and Go Response Time across all three levels of the task. For more information see reliability and normative data (Langenecker et al., 2007; Votruba and Langenecker, 2013) .
Data acquisition
Whole brain imaging was performed with a 3.0 T GE Signa scanner using a standard radio frequency coil and T 2 *-weighted pulse sequence. Blood oxygen level-dependent (BOLD) functional images were collected using a gradientecho axial forward-reverse spiral sequence at University of Michigan between 2003 and 2013 (Glover and Thomason, 2004) . The following parameters were used: repetition time = 2000 ms, echo time = 30 ms, flip angle = 90
, field of view = 22 cm, 64 Â 64 matrix, slice thickness = 4 mm, 29 slices. An axial T 1 -weighted structural image was obtained for each participant using 108-124 axial images between 1-1.5 mm in thickness for spatial normalization. There were six runs of the PGNG, each lasting 4 min 20 s (120 volumes per run), and the entire scan lasted $25-28 min. The PGNG task was run in EPrime on a PC in the scanning room that was rear projected onto prism glass in the magnet for the participant. The task was synced to the scanner-the EPrime start initiated the functional MRI scan. Participants responded to the task using a five-button response 'claw'.
MRI processing
Preprocessing of functional MRI data was conducted using SPM8 (http://www.fil.ion.ucl.ac.uk/spm/) and AFNI (http:// afni.nimh.nih.gov/afni/). Data were despiked using AFNI. All data were then slice-time corrected in SPM8 and realigned in FSL (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/) using MCFLIRT (Jenkinson et al., 2002) . Anatomical and functional images were co-registered and normalized to the T 1 -weighted structural image in Montreal Neurological Institute (MNI) space using SPM8. Isotropic smoothing was completed with a fullwidth at half-maximum filter of 5 mm 3 . First-level, eventrelated models were built in SPM8 covarying pitch (x), roll (y) and yaw (z) translation realignment movement regressors from FSL MCFLIRT.
Statistical procedures
Demographic and HRDS measures were compared between all groups (intent to treat n = 49, completed treatment n = 38, functional MRI completer n = 36, and ICA modelled n = 29) using t-tests or chi-square tests as appropriate in SPSS 20.0 (IBM).
The Group ICA fMRI Toolbox (GIFT), version 2.0a (http:// icatb.sourceforge.net) was used to perform ICA (Calhoun et al., 2001 ) with 29 participants with MDD with at least three runs (of four possible runs) of the moderate and difficult PGNG, with all conditions in all runs (Targets, Commissions, and Rejections). Seven individuals did not have Commission or Rejection events distributed across at least three of the four moderate or difficult runs, and therefore we were not able to use them in the ICA due to the fact that GIFT requires equal runs for all individuals and that all events occur in each run to conduct the ICA ( Supplementary Fig. 2 ). We chose three runs as this enabled us to capture a broader range of performance capabilities [range of 4-35 Commissions, mean = 16.4, standard deviation (SD) = 8.2 and correct Rejections ranging from 14-44, mean = 29.8, SD = 9.1], a larger sample, while still maintaining sufficient power to detect event-specific neural activation in the ICA modelling and obtaining an even distribution of Commissions and Rejections across runs. For individuals who had all events in all four of the moderate and difficult runs, we chose to discard the run either (i) with very few (e.g. less than five or so Commissions or Rejections); or (ii) if all runs had a sufficient number of all events, than we discarded a run in a counter-balanced manner in order to ensure that across participants, the runs that were included in the ICA were drawn equally from all four possible runs.
ICA data analyses followed established procedures for functional MRI data (Calhoun et al., 2001) . Using a modified minimum description length algorithm, 25 components were identified that optimally split the functional MRI datasets into a final set of spatially independent components, based on methods used and described in prior studies Sixteen participants were included in Langenecker et al., 2007 (32) ; no significant group differences.
b
Modelled for HRF and performance analyses. (Calhoun et al., 2001; Kim et al., 2009) . In GIFT a regression was performed on the ICA component time courses with the general linear model (GLM) design matrix taken from SPM8, which represents a combination of the experimental onsets and the corresponding canonical HRF. This regression produced beta weights for each experimental regressor [Targets, Commissions (as a measure of emotion or corrective response to error) and Rejections (as an index of regulatory capacity/skill)] associated with a particular participant and component. These beta weights represent the degree to which the component is related to specific aspects of the experiment (e.g. Targets, Commissions, and Rejections), therefore a high, positive beta weight represents a large task-related modulation of a component for a specific regressor (Kim et al., 2009) . We then selected the components most closely and positively linked to each of the three key performance markers (Supplementary Table 1 ). More than five reached statistical significance (P-value 5 0.05) in positive links with some performance markers (Commissions = 8/25, Rejections = 5/25, Targets = 6/25), but only seven Commission-related components, four Rejection-related components, and five Targetrelated components remained significant after False Discovery Rate (FDR) correction (Supplementary Table 1) . We used SPSS to conduct multiple regression analyses with beta weights from each event (Targets, Commissions, Rejections) as separate independent variables, and medication, age, and gender as covariates, and treatment response (% HDRS change pre-to post-treatment) as the dependent variable in each model.
We created 'within component' masks from the two components that were significantly related to treatment response (Components 24 and 25) and used these masks (inclusive) in HRF-based second level models to evaluate for specific withincomponent regions that were most predictive of treatment response at the voxel-by-voxel level in order to compare HRF and ICA models in the same spatial regions. Results were deemed significant at P 5 0.01, k = 23 using AlphaSim correction for multiple comparisons. Functional MRI event-related HRF activation after Rejections and Commissions were then used to predict treatment response (HDRS score change pre-to post-treatment) with the random effects simple regression procedure in SPM8. Logistic regression in SPSS was used to predict remission/not using standard criteria of post-treatment HDRS 5 8 (dependent variable) with Components 24 and 25 Commission-related beta weights, HRF-modelled clusters within Components 24 and 25 masks, and no-go accuracy (per cent correct Rejections/inhibition; PCI) on the PGNG task as independent variables and initial HDRS score, education level, and pretreatment prediction accuracy as covariates.
Emerging strategies for demonstrating spatial extent reliability of results include leaving one observation out as sequential series of repetitions of the same analysis, then correcting for the number of cross validations performed (e.g. leave-one-out cross-validation). An analogous strategy is to perform repetitions of the same statistical procedure after removing subsets of individuals (Efron, 1986) , here bins, in five or 10 crossvalidations. When samples are very small, single participant removal may be the only choice. With more robust sample sizes, there is no need to repeat the cross-validation procedure, instead, subsets of participants can be removed, such that any given subset of 10% (in 10-fold) or 20% (in 5-fold) of individuals removed should render a highly similar result if the results are in fact internally reliable and not driven by a handful of outliers. Leave-one-out cross-validation was conducted with GIFT to determine the stability of the ICA components, including 37 individuals (selected as noted above for n = 29), plus eight individuals with MDD who had functional MRI data that met all the same conditions (and had non-significant differences in number of Commission errors and correct Rejections, P-values 4 0.10), but who did not complete treatment (from the n = 49 intent to treat sample; Table 1 and Supplementary Fig. 2 ).
Results
Primary analyses
Components related to cognitive control task performance First, we evaluated whether components related to the PGNG task were predictive of treatment response (seven Commission-related components, four Rejection-related components, and five Target-related components) from a one-sample t-test calculated in GIFT remained significant after FDR correction (Supplementary Table 1 ). A total of 25 positive components were related to any of these task conditions. This is data reduction of 360 repetition times, 29 participants, three conditions, and 880 000 voxels to 25 components (reduction of 1.10 Â 10 9 ). We evaluated if they were in non-grey matter regions or if they appeared to be related to movement. One component selected based on T-scores (Component 1 for Targets) met these criteria and was pulled out due to the fact that there was complete inclusion of the ventricular system, as well as some ringing around the superior aspect of the cortex ( Supplementary  Fig. 3 ). It was included as a null hypothesis component, in line with a double dissociation. All of these components and the primary nodes within them are listed in Table 2 and depicted in Supplementary Figs 3-5.
Targets
Component 8 included the supplementary motor area (SMA), premotor and primary motor cortices, and dorsolateral prefrontal cortex (DLPFC) with left lateralization; Component 16 included the anterior cingulate cortex (ACC), and bilateral DLPFC and inferior parietal lobule (IPL); Component 17 included the ACC, orbitofrontal cortex, insula, amygdala, and precuneus; and Component 22 included the ventrolateral prefrontal cortex, caudate nucleus, temporal pole, hypothalamus, areas of the thalamus, and the amygdala (Supplementary Fig. 3 ). Component 1 was used as a null hypothesis predictor component and is described above. Two additional components (22 and 13, reported in Supplementary Table 1) were also positively related to task and are displayed in Supplementary Fig. 3 and prediction results are described in the Supplementary material.
Commissions
Component 11 included the DLPFC, dorsal pre-motor cortex, dorsomedial PFC, insula, inferior frontal junction, and IPL with right prominence; while Component 15 was similar to Component 11, but had left prominence ( Supplementary Fig.  4 ). Component 17 is described above and Component 24 included the dorsal ACC and mid-cingulate. Component 25 included the rostral dorsal ACC, medial prefrontal cortex (PFC) extending into rostral-lateral PFC, and frontal pole.
Rejections
These are Components 11, 16, 17, and 25, which are all described above and in Supplementary Fig. 5 .
Evaluation of treatment prediction of independent components beta weights
ICA beta weights reflective of the individual participant corresponding to a specific condition within the PGNG imaging task and component within the ICA (inclusive) Null hypothesis predictor component. Models were not corrected for multiple comparisons, but FDR corrected P-values were computed for Commission events: P-value = 0.02). Italicized P-values are significant or trending toward significance at P=0.05.
were extracted and entered into SPSS for multiple regression models for the 29 individuals who were included in the primary ICA. These models included the beta weight components, medication type, age, sex, and the interaction between component beta weights and medication group as predictors. Two event-related component beta weights were significant predictors of treatment response during commission errors, Components 24 and 25, and survived FDR correction (Table 2 and Fig. 1 ). Of note, although there were no main effects of sex in these models, we performed exploratory analyses examining sex differences in how Components 24 and 25 are related to treatment response, which are reported in the Supplementary material. Five-fold leave-one-out cross-validation was computed with the ICA GIFT-modelled Components 24 and 25. Eight non-treatment completers with MDD were added to the ICA sample of 29 for component cross-validation (Supplementary Fig. 2 ). Seven to eight individuals were randomly removed in each cross-validation, without replacement, in a binned fashion such that each responder, non-responder, and non-completer had an equal probability of being removed from a given cross-fold. Here we ran 5-fold cross-validation to demonstrate that there is reliable spatial extent of Components 24 and 25, both predictive of treatment response. We also report convergence of beta weight statistics across all 5-folds in relation to the initial ICA results for internal reliability. Figure 2A shows excellent spatial reliability of Component 24 across folds; Fig. 2B shows similar results for the 5-fold leave-one-out cross-validation for Component 25. Table 3 illustrates the high reliability internally of ICA beta weights estimation in relation to the task (here Commission errors). These reliabilities were uniformly high (r-values 4 0.60, P-values 5 0.05), demonstrating internal reliability of the ICA Components 24 and 25.
Evaluation of relationships among Component 24 and 25 beta weights and clinical symptoms
We further investigated Components 24 and 25 to determine their association with pretreatment clinical symptoms. During Commissions, more coherence in the temporal pattern of activation in Component 25 was significantly associated with more symptoms of depression at pretreatment r(27) = 0.40, P = 0.03, but was not related to number of episodes, age, or age of first depressive episode. The temporal pattern of activation in Component 24 was not related to any of these clinical variables during commissions. 
Evaluation of differential treatment response by medication type
In these exploratory analyses, we evaluated whether different component-based beta weights or component masked HRF-based activation were singular or differential predictors of treatment response based upon SSRI or SNRI use. First we examined whether any of the 13 event-related component beta-weights differentially predicted treatment response based on the medication given to participants. We calculated the difference between duloxetine and escitalopram correlation coefficients for each component that significantly predicted treatment response, had a significant medication effect, or trended toward significance on either of those measures (Supplementary Table 2 ). Although temporal activation in Components 24 and 25 during Commissions predicted the magnitude of the treatment response with escitalopram or duloxetine (Table 2) , the difference between these effects was not significant (Supplementary Table 2 , Fishers exact t-test). On the other hand, temporal activation in Component 25 during Rejections seemed to differentially predict treatment in ICA estimated beta weights in relation to commission errors in the initial sample of 29 individuals completing treatment and five cross folds (37 À 7 or 8 randomly selected individuals, without replacement, for cross-validation). The 37 participants include those who did not complete treatment but had sufficient events for three runs to accommodate the ICA modelling in GIFT. (B) Areas of highest convergence in ICA estimated beta weights in relation to commission errors in the initial sample of 29 individuals completing treatment and five cross folds (37 À 7 or 8 randomly selected individuals, without replacement, for cross-validation). The 37 participants include those who did not complete treatment but had sufficient events for three runs to accommodate the ICA modelling in GIFT.
response ( Table 2 ), such that a stronger coherence to the temporal activation of Component 25 during Rejections predicted poorer treatment response with escitalopram, but it did not predict treatment response with duloxetine ( Fig. 3B) , and the difference between these effects trended toward significance (Supplementary Table 2 ).
Given that there was a difference that trended toward significance between how temporal activation in Component 25 predicted treatment response for duloxetine and we created second level models using SPM in the full sample to examine the HRF-based interaction of treatment response and medication type (interaction effect P = 0.07; Fischers exact t-test of correlations P 5 0.001). Figure 3A shows the interaction of HRF-based activation during Rejections in Component 25 and medication in the sample included in the ICA (n = 29). Figure 3B shows regions where the areas of HRF-based activation during Rejections in Component 25 that significantly predicted better response with duloxetine in the full sample (n = 36).
Evaluation of treatment prediction of haemodynamic response function-based beta weights using significant component masks At a secondary, comparative level, we also directly evaluated within-component HRF-based models. We created second level models using SPM to examine treatment prediction in the full sample (n = 36) using binary, inclusive masks of the two components that predicted treatment response (Components 24 and 25), respectively. Note that these second level contrasts were post hoc, HRF-based GLMs and do not include the temporal ICA beta weights derived from GIFT. The additional six individuals included for HRF analyses tended to have slightly fewer Commission errors (mean = 1.1, SD = 11.2, P = 0.10) and had more correct Rejections (mean = 41, SD = 18.5, P = 0.01), and were included to best represent the sample for generalizability purposes. We also used this method to examine HRF-based treatment prediction of Component 11 during Commissions, as we hypothesized the areas captured in this component are related to cognitive control (bilateral DLPFC and IPL; Garavan et al., 1999) and would be relevant to treatment response (insula; McGrath et al., 2013; see Fig. 1 for overlap components) . Results indicated that more HRF-based activation during Commission errors in the right ventrolateral PFC of Component 11 (peak coordinate: x = 42, y = 38, z = À12); in the dorsal ACC of Component 24 (peak coordinate: x = À14, y = À24, z = 32); and in four clusters of Component 25 (peak coordinates: x = À6, y = 12, z = 20; x = À14, y = 46, z = 12; x = 8, y = 14, z = 16; x = 22, y = 18, z = 8), including the rostral dorsal ACC and left medial PFC, all predicted poorer treatment response (Fig. 4) .
Evaluation of treatment prediction of performance measures
Behavioural variables: (i) response time to go items; (ii) goaccuracy (per cent correct hits for Targets); and (iii) no-go accuracy (PCI) were used to predict treatment response (HDRS change) in individuals that completed treatment. Supplementary Table 3 and Fig. 5A show that overall, poorer PCI predicted better treatment response, while per cent correct hits for Targets and response time did not predict treatment response. Relationships between ICA components and performance measures can be found in the Supplementary material.
Omnibus model, linear and logistic regression, predictive cross-validation
Of particular interest was whether ICA-based components, HRF-based models, and performance markers each contributed unique or additive variance in treatment responsewhether there were convergent or complimentary effects evident. To achieve this objective, Component 24 and 25 Commission-related ICA beta weights, HRF-modelled clusters within Components 24 and 25 masks, and PCI were entered into an omnibus prediction model of treatment response with the 29 ICA-modelled individuals (Table 1 and Supplementary Fig. 2 ). The final model [F(28) = 9.60, P 5 0.0001, adjusted R 2 = 0.65] included PCI (B = À0.32, P = 0.01, Fig. 5A ), Component 25 ICA beta (B = À0.42, P = 0.001; Fig. 5B ), an HRF-modelled cluster from Component 24 (B = À0.44, P = 0.01, coordinates À14, À24, 32; Fig. 5C ), education (B = 0.31, P = 0.03), and two HRF-modelled clusters from Component 25 (coordinates À6, 12, 20 and 22, 18, 8, P-values 4 0.20) .
Using logistic regression, we also examined accuracy in prediction of remission (post-treatment HDRS 5 8). With the addition of performance, ICA, and HRF-based predictors, and after accounting for initial HDRS score and education level, pretreatment prediction accuracy improved by 16% from 74% to 90%. Sensitivity (77.3-90.0%) and specificity (71.4-88.9%) also increased markedly with inclusion of functional MRI and performance markers. A second leave-one-out cross-validation was conducted using the Random Forest Classifier of weka (www.cs.waikato.ac.nz/ml/weka/) for classification analysis to evaluate the stability of the omnibus model predicting treatment response. The cross-validation was set to leave-one-out crossvalidation, the number of trees was set to 10, and the predictors were the significant ICA and HRF-based activation included in the logistic regression model above (see Supplementary material for more details). Random Forest classification demonstrated that accuracy remained high using leave-one-out cross-validation in the treatment prediction model, with 84% accuracy, and high sensitivity (84.2%) and specificity (80.0%).
Discussion
In this study, we were able to demonstrate for the first time that ICA has several promising features that enable us to specifically define and probe networks of interest that are linked to behavioural performance markers and a clinically meaningful outcome, treatment response in MDD. ICA adds a dimension, time, which has been compressed in most functional MRI research to date. Notably, functional MRI analyses (HRF-based modelling) work to compress time by modelling contrast of interest minus contrast of non-interest, yielding a temporally linked contrast score that does not comprise the temporal signature itself or convergence of temporal signatures across multiple regions (into components). We were also able to evaluate ICA in relation to more traditional performance and HRF-modelled predictors, which together predicted treatment response with 90% accuracy. Notably, component-level beta weights for commissions were significant negative predictors for two commissionrelated networks at the global level.
Component 24 appeared to be the interference resolution network, including the dorsal ACC and mid-cingulate (Peterson et al., 1999; Langenecker et al., 2004; Mitterschiffthaler et al., 2008) . Component 25 included the rostral dorsal ACC, medial PFC, and frontal pole. Component 25 completely contained the rostral ACC, hypothesized to be an important region involved in attention, cognitive control, and treatment response (Pizzagalli, 2011) . The task on which ICA is based, the PGNG, is the first behaviour-based predictor that is integrated within this developmental functional MRI predictive model with HRF modelled contrasts, and with ICA modelled beta weights, requiring independent validation (Collins et al., 2015) . In addition, the temporal coherence modelled in Component 24 was specifically related to actual performance skill for PCI, a subdomain of cognitive control. This relationship lends confidence to the ICA technique and relevance to an important clinical feature of MDD, above and beyond prediction of treatment response. Furthermore, coherence to the temporal pattern of activation in Component 25 was significantly associated with more symptoms of depression at baseline, another important clinical feature of MDD. This suggests that areas involved in attention and cognitive control (Component 25) may play an important role in depression severity (Mitterschiffthaler et al., 2008; Berman et al., 2011; Dillon et al., 2015) as well as treatment response and executive function (Component 24; Pizzagalli, 2011) . The new additive and convergent prediction in this experiment, including high accuracy with crossvalidation in prediction and ICA spatial extent and beta weights, presents a potential breakthrough in how treatment prediction modelling might be employed in future studies. The convergence approach can be marshalled for work in diseases other than MDD.
Independent component analysis as a prediction metric in treatment research
A benefit of ICA approaches like the one used here is that the networks are defined in relation to real behaviours that can be measured outside of the functional MRI environment, including in clinical settings. This synchronization allows for stronger parallels that could be drawn between behavioural performance predictors using executive functioning measures (in large multisite trials) to those with neuroimaging prediction measures (in select targeted subgroups). It is a strategy that can be used in other disorders where improvement in prediction is needed. Such strategies can then enable tiered treatment prediction models, so that if prediction is clear using behavioural performance, decision-making can be faster and more efficient. In this context, with the PGNG test, poorer inhibitory control also predicted better treatment response. There are some studies suggesting that specific aspects of executive functioning are negative treatment predictors, in light of the more common finding that those with stronger premorbid skills in this area might be more likely to respond to standard treatments. This conundrum of results is perhaps clarified in that slower processing speed and poorer decision-making are adverse predictors, while more impulsive responding is a positive predictor (Taylor et al., 2006; Bruder et al., 2014) .
Independent component analysis as an additive metric to traditional haemodynamic response function modelling
The present results also suggest similarities and differences between ICA markers of treatment response and HRF-dependent regions within these models. Independent components can overlap, suggesting that different subpopulations of neurons within different networks may contribute in unique ways to functioning/outcomes, measured by independent temporal signatures. Of course, it is also possible that traditional HRF modelling overly compresses these signals, limiting the specificity of the measurements. Emerging evidence indicates that there are multiple neural circuits involved in different cognitive, emotional, regulatory, and monitoring processes, and this may be particularly true of the rostral anterior cingulate (Yeo et al., 2011) . Each of these circuits may have unique or many unique time courses and task-related modulation even within the same voxels or networks and this may not be detected by GLMbased analysis, in which HRF is averaged across voxels (Beldzik et al., 2013; Xu et al., 2013a, b) . Indeed, Xu et al. (2013b) found that several overlapping functional networks had unique task-related modulations of time courses, some of which increased, while others decreased even in the same voxels or regions using ICA. In contrast, GLM-based cancellation analysis with the same data only generated 12-26% of the same brain regions as observed in ICA, supporting the notion that ICA is distinct from and may be more sensitive the HRF-based GLM (Xu et al., 2013b) . Furthermore, we demonstrate here for the first time that treatment predictive ICA components have moderate to strong internal reliability, using a 5-fold leave-oneout cross-validation procedure.
Indeed, highlighting the relatively weaker HRF-based activation models, we found smaller subareas of activation that were predictive of treatment response, within these components. Furthermore, even though the beta weights for ICA and the canonical values for HRF are modelled differently, they were in the same direction of prediction. Specifically, more activation during commission errors in the dorsal ACC of Component 24 and in the rostral dorsal ACC and left medial PFC of Component 25 predicted poorer treatment response. In addition, we found that more activation during Commission errors in the right ventrolateral PFC of Component 11 predicted poorer treatment response. This is in contrast to a recent study showing more dorsolateral right PFC engagement was a positive predictor of treatment response in an cognitive control task, although that model did not separate out Rejections and Commission errors (Gyurak et al., 2015) . The dACC results also contrast to prior reports that increased resting activation within the cingulate might be predictive of better prospective treatment response (Pizzagalli, 2011) ; however, that review was largely comprised of resting state or emotion challenge paradigms.
Depressed individuals who make more errors of commissions and are not able to recruit brain areas important for cognitive control during errors of Commissions, including the anterior cingulate cortex (error monitoring), the left ventromedial PFC (decision-making and emotional regulation) and the right ventrolateral PFC (motor inhibition), appear to benefit more from treatment with SSRI/SNRIs.
It is possible that medication effects upon serotonin and norepinephrine systems are in areas of the brain important for cognitive control and error monitoring, potentially influencing executive functioning performance and leading to better treatment response (Fales et al., 2009 ). This may be especially true among individuals who have differential, less efficient processing (Kampf-Sherf et al., 2004; Iverson et al., 2011) . It is also possible that there are structural and plasticity constraints on how much change can be elicited in treatment, and that different subpopulations/networks are related to symptom severity and symptom improvement (Butters et al., 2000; Langenecker et al., 2009 ).
Exploratory differential prediction by selective serotonin/serotonin-norepinephrine reuptake inhibitors
In exploratory analyses, there was a pattern of negative/null predictive components with escitalopram and positive or null predictors with duloxetine for one Rejection component. Given the limitations of the sample selection, which included open label treatment and sequential cohorts of treatment with escitalopram and then duloxetine, these results are intriguing but should not be overinterpreted. One possibility is that the modulation of these brain regions implicated in cognitive control by SSRIs and SNRIs differentially benefits individuals in a treatment predictive manner, something that could be followed up in a blinded, randomized study. Two recent papers exploring the iSPOT-D sample with an emotional ) and a cognitive control task (Gyurak et al., 2015) suggest that differential prediction of medication by task may be possible, at least in theory and with larger sample sizes. External validation modelling and greater distinction in mechanisms of action between different agents might strengthen approaches of this type, as there is substantial overlap in monoamine pathways challenged by SSRIs and SNRIs, and in their treatment efficacy (Papakostas et al., 2007) . We also found some evidence of potential sex differences in how Components 24 and 25 were negatively (but not significantly) related to treatment effects in males, but not females (Supplementary material).
Integrative predictive models and steps for validation
There are broader implications of the present work that extend beyond predictive modelling in MDD alone. First, the relative independence of the HRF, ICA, and performance predictors emphasizes how multivariate prediction models, if validated beyond this initial developmental stage, can contribute additive, unique variance in prediction (Steyerberg and Vergouwe, 2014; Collins et al., 2015) . This highlights both multivariate prediction and incremental improvement in accuracy. It also highlights the importance of translation potential. Most functional MRI tasks are specifically designed to obtain high levels of accuracy, which is comparable between groups, with the purpose being to define network/region differences that are performance independent. In contrast, our work highlights ways in which this may limit the information that might be gathered. If a performance marker obtained during functional MRI has predictive validity, the valuable information about performance can then be transferred and captured in clinical settings and may be available at a large-scale level (Liebel et al., 2015; Kassel, 2016; Rao et al., 2016; Zilles et al., 2016) . Here, if poor performance on a measure such as per cent correct inhibition is predictive of treatment response, and also related to extent and amount of engagement of disease-relevant brain regions/components, then such a task might be used to preselect individuals for future treatment studies embedded within and including functional MRI measures, consistent with the experimental medicine framework (Henson et al., 2000; Strange et al., 2002; Insel, 2012) . This method can be used in other diseases in which performance differences related to neural networks is expected and related to clinical outcomes.
Limitations
There are some limitations of the study that are important to review. Even though there were relatively equal numbers of males and females in each medication sample, we were underpowered to evaluate sex differences. Furthermore, there was substantial variability in participant age, which ranged from 18 to 57 years. Age was entered into regression models to diminish the influence in the predictive models, but it could still be relevant for how the components were initially derived. The sample used for ICA was relatively modest (n = 29 for the primary analysis, 37 for cross validation), although relatively large for a functional MRI treatment prediction study ( Supplementary Fig. 6 illustrates the sample size of the present study relative to prior studies). ICA reliability was demonstrated using 5-fold leave-one-out cross-validation, but will still need to be replicated in an independent sample. Participants were excluded from enrolment if they were taking any other medications, limiting the generalizability of the findings. Moreover, although many of our models did correct for multiple comparisons, we note that our paper was intended to be an illustration of complimentary methods that might improve clinical prediction.
Summary
In conclusion, this is the first study to our knowledge to use both ICA and HRF-based activation prediction models, as well as performance measures, to predict eventual treatment response for SSRI/SNRIs with high accuracy. Significant predictors were found in rostral dorsal ACC, mid-cingulate, dorsomedial PFC, and lateral orbital frontal cortex, specifically in beta weights for neural activation related to Commissions, and also for performance-based Commission errors. The developmental predictive model (Collins et al., 2015) , if replicated with a second sample, offers potential for translation into clinical applications. In sum, our results suggest that depressed individuals who make more errors of commissions and are not able to recruit brain areas important for cognitive control and/or interference resolution during errors of commissions, including the anterior cingulate cortex (error monitoring), the left ventromedial PFC (decision-making and emotional regulation) and the right ventrolateral PFC (motor inhibition), benefit more from treatment with SSRI/SNRIs, appearing more prominently within the escitalopram sample, if not significantly so. of Mental Health (NIMH) (R01MH050030, PI: JKZ; P01MH042251, PI: JKZ; and K23MH074459, PI: SAL). Its contents are solely the responsibility of the authors and do not necessarily represent the official views of NIMH or the National Institutes of Health.
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