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A BILINEAR T(B) THEOREM FOR SINGULAR INTEGRAL OPERATORS
JAROD HART
ABSTRACT. In this work, we present a bilinear Tb theorem for singular integral operators
of Caldero´n-Zygmund type. We prove some new accretive type Littlewood-Paley results
and construct a bilinear paraproduct for a para-accretive function setting. As an application
of our bilinear Tb theorem, we prove product Lebesgue space bounds for bilinear Riesz
transforms defined on Lipschitz curves.
1. INTRODUCTION
In the development of Caldero´n-Zygmund singular integral operator theory, measur-
ing cancellation of operators via testing conditions has become a central theme through
T1 and Tb theorems. In the 1980’s, David-Journe´ [12] proved the original T1 theo-
rem, which gave a characterization of L2 boundedness for Caldero´n-Zygmund operators.
Driven by the Cauchy integral operator, in the late 1980’s David-Journe´-Semmes [13] and
McIntosh-Meyer [32] proved Tb theorems, which are also characterizations of L2 bounds
for Caldero´n-Zygmund operators based on perturbed testing conditions; see also [8]. We
state the version from [13] to compare to the bilinear version we present in this work.
Tb Theorem. Let b0,b1 be para-accretive functions. Assume that T is a singular integral
operator of Caldero´n-Zygmund type associated to b0,b1. Then T can be extended to a
bounded operator on L2 if and only if Mb0TMb1 satisfies the weak boundedness property
and Mb0T (b1),Mb1T ∗(b0) ∈ BMO.
It should be noted here that we use slightly different notation than was used in [13]. We
require here that Mb0T (b1),Mb1 T ∗(b0) ∈ BMO, whereas in [13] this condition was written
T (b1),T ∗(b0) ∈ BMO. These two conditions are equivalent, only using different notation.
Later we discuss why we use a different notation; see Remark 2.6.
From the late 1980’s to the early 2000’s, multilinear Caldero´n-Zygmund theory was
developed and multilinear T1 theorems and boundedness results were obtained by Christ-
Journe´ [9] and Grafakos-Torres [19]. Many analogs of the linear theory have been found
in the multilinear setting, but to date there has been no multilinear Tb theorem. In this
work we prove a bilinear Tb theorem (which can be naturally extended also to a higher
degree of multilinearity). The proof presented in this work does not rely on the linear Tb
theorem of David-Journe´-Semmes [13], McIntosh-Meyer [32], or Christ [8]. Furthermore
a new proof of the linear Tb theorem can be easily extracted from the work in this paper.
We state our main result.
Theorem 1.1. Let b0,b1,b2 be para-accretive functions. Assume that T is a bilinear sin-
gular integral operator of Caldero´n-Zygmund type associated to b0,b1,b2. Then T can be
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extended to a bounded operator from Lp1 ×Lp2 into Lp for all 1 < p1, p2 < ∞ satisfying
1
p1
+ 1p2 =
1
P1 if and only if Mb0T (Mb1 · ,Mb2 ·) satisfies the weak boundedness property
and Mb0T (b1,b2),Mb1T ∗1(b0,b2),Mb2T ∗2(b1,b0) ∈ BMO.
The meaning of Mb0 T (b1,b2) ∈ BMO is not a priori clear here, but we define this
notations in Section 2. We also define other terminology use through out the work, such as
para-accretive, singular integral operators of Caldero´n-Zygmund type, weak boundedness
property, etc.
Caldero´n [5] proved some convergence results for a reproducing formula of the form∫
∞
0
φt ∗φt ∗ f dtt = f ,
for appropriate functions φt , which came to be known as Caldero´n’s reproducing formula.
The convergence of Caldero´n’s reproducing formula holds in many function space topolo-
gies; see for example Caldero´n [5, 6], Janson-Taibleson [26], Frazier-Jawerth-Weiss [16],
and the references therein. This formula has since been generalized and reformulated in
many ways. For some general formulations of this Caldero´n reproducing formula, see the
work of Coifman [10], Nahmod [33, 34], and Han [21]. We will use some of the results
from [21] in this article. We consider discrete versions of Caldero´n’s formula where we
replace convolution with φt with certain non-convolution integral operators indexed by a
discrete parameter k ∈ Z instead of the continuous parameter t > 0. We prove a criterion
for extending the convergence of perturbed discrete Caldero´n reproducing formulas from
Lp spaces to the Hardy space H1. More precisely, we will prove:
Theorem 1.2. Let b∈ L∞ be para-accretive functions and θk be a collection of Littlewood-
Paley square function kernels such that Θkb = Θ∗kb = 0 for all k ∈ Z. Also assume that
∑
k∈Z
MbΘkMb f = b f
for any f ∈ Cδ0 such that b f has mean zero, where the convergence holds in Lp for some
1 < p < ∞. If φ ∈Cδ0 for some 0 < δ ≤ 1 such that bφ has mean zero, then bφ ∈H1 and
∑
k∈Z
MbΘkMbφ = bφ,
where the convergence holds in H1.
Here Cδ0 =Cδ0(Rn) denotes the collection of compactly supported, δ-Ho¨lder continuous
functions from Rn into C. Also we take the typical definition of the Hardy space H1
with norm || f ||H1 = || f ||L1 +∑nℓ=1 ||Rℓ f ||L1 , where Rℓ is the ℓth Reisz transform in Rn for
ℓ = 1, ...,n, Rℓ f = cn p.v. yℓ|y|n+1 ∗ f and cn is a dimensional constant. Theorem 1.2 tells us
that anytime we have convergence of Caldero´n’s reproducing formula in Lp for some p,
then it also converges in H1, for appropriate operators and functions.
The need of Theorem 1.2 to prove Theorem 1.1 comes about in a paraproduct construc-
tion used to decompose our bilinear singular integral operator T (as in Theorem 1.1). To
prove Theorem 1.1, we follow the ideas in [12, 13, 24] to write T = S+L0+L1+L2, where
Mb0S(b1,b2) = Mb1S∗1(b0,b2) = Mb2S∗2(b1,b0) = 0 and L0,L1,L2 are bilinear paraprod-
ucts. We construct these paraproducts in Section 6 so that they satisfy Mb0L0(b1,b2) =
Mb0T (b1,b2) and Mb1L∗10 (b0,b2) = Mb2 L∗20 (b1,b0) = 0 in BMO; likewise for L1 and L2.
The paraproduct L0 is defined in terms of a generalized Caldero´n type reproducing formula,
like the ones described in Theorem 1.2. The H1 convergence given by Theorem 1.2 implies
BMO convergence of the formula by duality when paired with appropriate elements of H1,
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and eventually this convergence yields Mb0L0(b1,b2) = Mb0T (b1,b2) for this paraproduct
construction. See Section 6 for more details on the construction of these paraproducts and
the decomposition T = S+L0 +L1 +L2.
This article is organized the following way: In Section 2, we set notation and give a
few pertinent definitions. In Section 3, we prove a few almost orthogonality estimates for
bilinear Littlewood-Paley square function kernels and operators. In Section 4, we prove
a number of convergence results in various spaces, including the Hardy space H1 con-
vergence stated in Theorem 1.2. In Section 5, we prove an estimate closely related to
bilinear Littlewood-Paley square function theory, which will serve as an estimate for trun-
cated Caldero´n-Zygmund operators. In Section 6, we complete the proof of Theorem 1.1
by proving a reduced Tb theorem and constructing a bilinear paraproduct for the para-
accretive perturbed setting. In Section 7, we apply our bilinear Tb theorem 1.1 to bilinear
Riesz transforms defined by principle value operators along Lipschitz curves.
Acknowledgments: We would like to thank Rodolfo Torres and Estela Gavosto for
their help in preparing his dissertation [25], which contains some of the results presented
here. We also thank Atanas Stefanov for informing him of a better result for the H1 estimate
in Lemma 4.7 than what we originally obtained, and providing a proof for it. Finally, we
thank the referees and ´Arpa´d Be´nyi for helpful suggestions that improved this article.
2. DEFINITIONS AND PRELIMINARIES
We first define para-accretive functions as one of several equivalent definitions provided
by David-Journe´-Semmes [13].
Definition 2.1. A function b ∈ L∞ is para-accretive if b−1 ∈ L∞ and there is a c0 > 0 such
that for every cube Q, there exists a sub-cube R ⊂ Q such that
1
|Q|
∣∣∣∣∫R b(x)dx
∣∣∣∣≥ c0.
Many results involving para-accretive functions were proved by David-Journe´-Semmes
[13], McIntosh-Meyer [32], and by Han in [21]. We will use a number of the results from
those works.
2.1. Bilinear Singular Integrals Associated to Para-Accretive Functions. Next we in-
troduce the Ho¨lder continuous spaces and para-accretive perturbed Ho¨lder spaces. These
are the functions spaces that we use to form our initial weak continuity assumption for T
in Theorem 1.1, similar to the linear Tb theorem in [13].
Definition 2.2. Define for 0 < δ≤ 1 and f : Rn →C
|| f ||δ = sup
x6=y
| f (x)− f (y)|
|x− y|δ ,
and the space Cδ =Cδ(Rn) to be the collection of all functions f :Rn →C such that || f ||δ <
∞. Also define Cδ0 = Cδ0(Rn) to be the subspace of all compactly supported functions in
Cδ. It follows that || · ||δ is a norm on Cδ0 . Despite conventional notation, we will take C1
and C10 to be the spaces of Lipschitz continuous functions to keep our notation consistent.
Let b be a para-accretive function and define bCδ0 to be the collection of functions b f such
that f ∈Cδ0 with norm ||b f ||b,δ = || f ||δ. Also let (bCδ0)′ be the collection of all sequentially
continuous linear functionals on bCδ0 , i.e. a linear functional W : bCδ0 → C is in (bCδ0)′ if
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and only if
lim
k→∞
|| fk − f ||δ = 0 where fk, f ∈Cδ0 =⇒ limk→∞ 〈W,b fk〉= 〈W,b f 〉 ,
where these are both limits of complex numbers. Given a topological space X , we say that
an operator T : X → (bCδ0)′ is continuous if
lim
k→∞
xk = x in X =⇒ lim
k→∞
〈T (xk),b f 〉= 〈T (x),b f 〉 for all f ∈Cδ0 .
Given a bilinear operator T : b1Cδ0 × b2Cδ0 → (b0Cδ0)′ for some δ > 0, define the trans-
poses of T for f1, f2,3∈Cδ0〈
T 1∗(b0 f0,b2 f2),b1 f1
〉
=
〈
T ∗2(b1 f1,b0 f0),b1 f1
〉
= 〈T (b1 f1,b2 f2),b0 f0〉 .
Then the transposes of T are bilinear operators acting on the following spaces: T 1∗ : b0Cδ0×
b2Cδ0 → (b1Cδ0)′ and T 2∗ : b1Cδ0 × b0Cδ0 → (b2Cδ0)′. One could more generally define the
transpose T 1∗ on (b1Cδ0)′′×b1C∞0 , but this is not necessary for this work. So we restrict the
first spot of T 1∗ to b1Cδ0 instead of (b1Cδ0)′′. Likewise for T 2∗.
Definition 2.3. A function K :R3n\{(x,x,x) : x∈Rn}→C is a standard bilinear Caldero´n-
Zygmund kernel if
|K(x,y1,y2)|. 1
(|x− y1|+ |x− y2|)2n when |x− y1|+ |x− y2| 6= 0
|K(x,y1,y2)−K(x′,y1,y2)|. |x− x
′|
(|x− y1|+ |x− y2|)2n+γ ,
when |x− x′|< max(|x− y1|, |x− y2|)/2
|K(x,y1,y2)−K(x,y′1,y2)|.
|y1− y′1|
(|x− y1|+ |x− y2|)2n+γ ,
when |y1− y′1|< max(|x− y1|, |x− y2|)/2
|K(x,y1,y2)−K(x,y1,y′2)|.
|y2− y′2|
(|x− y1|+ |x− y2|)2n+γ ,
when |y2− y′2|< max(|x− y1|, |x− y2|)/2.
Let b0,b1,b2 ∈ L∞(Rn) be para-accretive functions. We say a bilinear operator T : b1Cδ0 ×
b2Cδ0 → (b0Cδ0)′ is a bilinear singular integral operator of Caldero´n-Zygmund type asso-
ciated to b0,b1,b2, or for short a bilinear C-Z operator associated to b0,b1,b2, if T is
continuous from b1Cδ0 × b2Cδ0 into (b0Cδ0)′ for some δ > 0 and there exists a standard
Caldero´n-Zygmund kernel K such that for all f1, f2, f3 ∈Cδ0 with disjoint support〈
T (Mb1 f1,Mb2 f2),Mb0 f0
〉
=
∫
R3n
K(x,y1,y2)
2
∏
i=0
fi(yi)bi(yi)dyi.
Note that this continuity assumption for T from b1Cδ0 × b2Cδ0 into (b0Cδ0)′ is equivalent
to the following: For any f0, f1, f2,g,gk ∈Cδ0 such that gk → g in Cδ0 , we have
lim
k→∞
〈
T (Mb1gk,Mb2 f2),Mb0 f0
〉
=
〈
T (Mb1g,Mb2 f2),Mb0 f0
〉
,
lim
k→∞
〈
T (Mb1 f1,Mb2gk),Mb0 f0
〉
=
〈
T (Mb1 f1,Mb2 g),Mb0 f0
〉
,
lim
k→∞
〈
T (Mb1 f1,Mb2 f2),Mb0gk
〉
=
〈
T (Mb1 f1,Mb2 f2),Mb0 g
〉
.
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It follows that the continuity assumptions for a bilinear singular integral operator T asso-
ciated to para-accretive functions b0,b1,b2 is symmetric under transposes. That is, T is a
bilinear C-Z operator associated to b0,b1,b2 if and only if T 1∗ is a bilinear C-Z operator
associated to b1,b0,b2 if and only if T 2∗ is a bilinear C-Z operator associated to b2,b1,b0.
Definition 2.4. A function φ ∈ C∞0 is a normalized bump of order m ∈ N if supp(φ) ⊂
B(0,1) and
sup
|α|≤m
||∂αφ||L∞ ≤ 1.
Let b0,b1,b2 ∈ L∞ be para-accretive functions, and T be an bilinear C-Z operator associ-
ated to b0,b1,b2. We say that Mb0T (Mb1 · ,Mb2 ·) satisfies the weak boundedness property
(written Mb0T (Mb1 · ,Mb2 ·) ∈W BP) if there exists an m ∈ N such that for all normalized
bumps φ0,φ1,φ2 ∈C∞0 of order m, x ∈Rn, and R > 0
∣∣∣〈T (Mb1φx,R1 ,Mb2 φx,R2 ),Mb0 φx,R0 〉∣∣∣. Rn
where φx,R(u) = φ( u−xR ).
It follows by the symmetry of this definition that Mb0T (Mb1 · ,Mb2 ·) ∈W BP if and only
if Mb1T 1∗(Mb0 · ,Mb2 ·) ∈WBP if and only if Mb2T 2∗(Mb1 · ,Mb0 ·) ∈W BP. Next we de-
fine T on (b1Cδ ∩L∞)× (b2Cδ ∩L∞), so that we can make sense of the testing condition
Mb0T (b1,b2) ∈ BMO as well as the transpose conditions. The definition we give is essen-
tially the same as the one given by Torres [43] in the linear setting and by Grafakos-Torres
[19] in the multilinear setting. Here we use the definition from [19] with the necessary
modifications for the accretive functions b0,b1,b2. A benefit of this definition versus the
ones (see e.g. [12] or [13]) is that we define T (b1,b2) paired with any element of b0Cδ0 , notjust the ones with mean zero. Although one must still take care to note that the definition
of T agrees with the given definition of T when paired with elements of b0Cδ0 with mean
zero. This is all made precise in the next definition and the remarks that follow it.
Definition 2.5. Let b0,b1,b2 be para-accretive function, T be a bilinear singular integral
operator associated to b0,b1,b2, and f1, f2 ∈Cδ∩L∞. Also fix functions ηiR ∈C∞0 for R> 0,
i = 1,2 such that ηiR ≡ 1 on B(0,R) and supp(ηiR)⊂ B(0,2R). Then we define
〈T (b1 f1,b2 f2),b0 f0〉= lim
R→∞
〈
T (η1Rb1 f1,η2Rb2 f2),b0 f0
〉
−
∫
R3
K(0,y1,y2)b0(x) f0(x)
2
∏
i=1
fi(yi)(ηiR(yi)−ηiR0(yi))bi(yi)dxdy1 dy2,(2.1)
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where f0 ∈Cδ0 and R0 > 0 is minimal such that supp( f0)⊂ B(0,R0/2). When R > 2R0, we
have〈
T (η1Rb1 f1,η2Rb2 f2),b0 f0
〉
=
〈
T (η1R0b1 f1,η2R0b2 f2),b0 f0
〉
+
〈
T (η1R0b1 f1,(η2R−η2R0)b2 f2),b0 f0
〉
+
〈
T ((η1R−η1R0)b1 f1,η2R0b2 f2),b0 f0
〉
+
〈
T ((η1R−η1R0)b1 f1,(η2R−η2R0)b2 f2),b0 f0
〉
=
〈
T (η1R0b1 f1,η2R0b2 f2),b0 f0
〉
+
∫
R3n
K(y0,y1,y2)η1R0(y1)(η
2
R(y2)−η2R0(y2))
2
∏
i=0
bi(yi) fi(yi)dy0 dy1 dy2
+
∫
R3n
K(y0,y1,y2)(η1R(y1)−η1R0(y1))η2R0(y2)
2
∏
i=0
bi(yi) fi(yi)dy0 dy1 dy2
+
〈
T ((η1R−η1R0)b1 f1,(η2R−η2R0)b2 f2),b0 f0
〉
= I+ II+ III+ IV.
The first term I is well defined since ηiR0bi fi ∈ biCδ0 for a fixed R0 (depending on f0). We
check that the first integral term II is absolutely convergent: The integrand of II is bounded
by ||b0||L∞ ∏2i=1 ||bi||L∞ || fi||L∞ times
|K(y0,y1,y2)η1R0(y1)(η2R(y2)−η2R0(y2)) f0(y0)|.
|η1R0(y1)(η2R(y2)−η2R0(y2)) f0(y0)|
(|y0− y1|+ |y0− y2|)2n
≤ |η
1
R0(y1)(η
2
R(y2)−η2R0(y2)) f0(y0)|
(|y0− y1|+ |y0− y2|/2+(R0−R0/2)/2)2n
.
|η1R0(y1) f0(y0)|
(R0 + |y0− y2|)2n .
This is an L1(R3n) function that is independent of R (as long as R > 4R0),
∫
R3n
|η1R0(y1) f0(y0)|
(R0 + |y0− y2|)2n dy0 dy1 dy2 .
∫
R2n
|η1R0(y1) f0(y0)|
Rn0
dy0 dy1 . || f0||L∞ Rn0.
Since ηR → 1 pointwise, by dominated convergence the following limit exists:
lim
R→∞
∫
R3n
K(y0,y1,y2)η1R0(y1)(η
2
R(y2)−η2R0(y2))
2
∏
i=0
bi(yi) fi(yi)dy0 dy1 dy2
=
∫
R3n
K(y0,y1,y2)η1R0(y1)(1−η2R0(y2))
2
∏
i=0
bi(yi) fi(yi)dy0 dy1 dy2.
So limR→∞ II exists. A symmetric argument holds for limR→∞ III. Finally, we consider IV
minus the integral term from (2.1)
IV −
∫
R3
K(0,y1,y2)b0(y0) f0(y0)
2
∏
i=1
fi(yi)ηiR(yi)bi(yi)dy0 dy1 dy2
=
∫
R3n
(K(y0,y1,y2)−K(0,y1,y2))b0(y0) f0(y0)
×
2
∏
i=1
(ηiR(yi)−ηiR0(yi)) fi(yi)bi(yi)dy0 dy1 dy2.
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Again we bound the integrand by ||b0||L∞ ∏2i=1 ||bi||L∞ || fi||L∞ times
|K(y0,y1,y2)−K(0,y1,y2)| | f0(y0)|(η1R(y1)−η1R0(y1).
|y0|γ|η1R(y1)−η1R0(y1)|
(|y0− y1|+ |y0− y2|)2n+γ | f0(y0)|
.
|y0|γ|η1R(y1)−η1R0(y1)|
(|y0− y1|/2+R0/4+ |y0− y2|)2n+γ | f0(y0)|
.
Rγ0| f0(y0)|
(R0 + |y0− y1|+ |y0− y2|)2n+γ ,
which is an L1(R3n) function:
∫
R3n
Rγ0| f0(y0)|
(R0 + |y0− y1|+ |y0− y2|)2n+γ dy0 dy1 dy2 .
∫
R2n
Rγ0| f0(y0)|
(R0 + |y0− y1|)n+γ dy0 dy1
.
∫
Rn
| f0(y0)|dy0 . || f0||L∞ Rn0.
Then it follows again by dominated convergence that
lim
R→∞
〈
T ((η1R−η1R0)b1 f1,(η2R−η2R0)b2 f2),b0 f0
〉
−
∫
R3
K(0,y1,y2)b0(y0) f0(y0)
2
∏
i=1
fi(yi)(ηiR(yi)−ηiR0(yi))bi(yi)dy0 dy1 dy2
=
∫
R3n
(K(x,y1,y2)−K(0,y1,y2))b0(x) f0(x)
2
∏
i=1
(1−ηiR0(yi)) fi(yi)bi(yi)dy1 dy2 dx,
which is an absolutely convergent integral. Therefore T (b1 f1,b2 f2) is well defined as an
element of (b0Cδ0)′ for f1, f2 ∈Cδ ∩L∞. Furthermore if f0, f1, f2 ∈Cδ0 and b0 f0 has mean
zero, then this definition of T is consistent with the a priori definition of T since
lim
R→∞
∫
R3
K(0,y1,y2)b0(y0) f0(y0)
2
∏
i=1
fi(yi)(ηiR(yi)−ηiR0(yi))bi(yi)dy0 dy1 dy2
=
(∫
R3
K(0,y1,y2)
2
∏
i=1
bi(yi) fi(yi)(1−ηiR0(yi))dy1 dy2
)(∫
Rn
b0(y0) f0(y0)dy0
)
= 0,
since both of these integrals are absolutely convergent. Also, when b0 f0 has mean zero in
this way, the definition of 〈T (b1,b2),b0 f0〉 is independent of the choice of η1R and η2R. We
will also use the notation Mb0T (b1,b2) ∈ BMO or Mb0T (b1,b2) = β for β ∈ BMO to mean
that for all f0 ∈Cδ0 such that b0 f0 has mean zero, the following holds:
〈T (b1,b2),b0 f0〉= 〈β,b0 f0〉 .
Here the left hand side makes sense since T (b1,b2) is defined in (b0Cδ0)′. The right hand
side also makes sense since b0 f0 ∈H1 for f0 ∈Cδ0 where b0 f0 has mean zero. The condition
Mb0T (b1,b2)∈BMO defined here is weaker than (possibly equivalent to) T (b1,b2)∈BMO
when we can make sense of T (b1,b2) as a locally integrable function. This is because our
definition of Mb0T (b1,b2) ∈ BMO only requires this equality to hold when paired with
a subset of the predual space of BMO, namely we require this to hold for {b0 f : f ∈
Cδ0 and b0 f has mean zero}(H1. It is possible that this is equivalent through some sort of
density argument, but that is not of consequence here. So we do not pursue it any further,
and use the definition of Mb0T (b1,b2) ∈ BMO that we have provided. Furthermore, if T is
bounded from Lp1 ×Lp2 into Lp for some 1≤ p1, p2, p < ∞, then T can be defined on L∞×
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L∞ and is bounded from L∞ ×L∞ into BMO. This is result is due to Peetre [35], Spanne
[38], and Stein [39] in the linear setting and Grafakos-Torres [19] in the bilinear setting.
Hence, if T is bounded, then Mb0T (b1,b2),Mb1 T ∗1(b0,b2),Mb2 T ∗2(b1,b0) ∈ BMO.
To end this section, we make a short remark about notation.
Remark 2.6. In [13], they require T b1 ∈BMO, by which they mean that there is a β∈BMO
so that 〈T b1, f 〉 = 〈β, f 〉 for all f ∈ b0Cδ0 where f has integral zero. This is equivalent to
saying 〈T b1,b0 f 〉 = 〈β,b0 f 〉 for all f ∈ Cδ0 where b0 f has integral zero (note that the
function f plays different “roles” in these two expressions). There is a small abuse in
notation of [13]. They say that T b1 ∈ BMO, with no mention of the para-accretive function
b0, but their definition does depend on b0.
In the notation used here, we say (by definition) that Mb0T b1 ∈ BMO if there is a β ∈
BMO so that 〈T b1,b0 f 〉 = 〈β,b0 f 〉 for all f ∈ Cδ0 where b0 f has integral zero. This is
equivalent to the notion of T b1 ∈ BMO as defined in [13]. We also abuse notation here in
the sense that if Mb0T b1 ∈ BMO as we defined it, then the appropriate identification of an
element in BMO would be T b1 = β, not Mb0T b1 = β as the notation suggests. We have
two reasons for using this notation.
The first is that we felt it necessary to mention the function b0 in the requirement T b1 ∈
BMO since, as a matter of definition, it does depend on b0.
The second reason is a bit more involved. Note that we do not assert the following: If
Mb0Tb1 ∈BMO, then Tb1 ∈BMO. We don’t make this conclusion because 1) we only deal
with pairings of the form 〈T b1,b0 f 〉 for f ∈Cδ0 where b0 f has mean zero, and 2) we have
not shown that the collection {b0 f : f ∈Cδ0 and b0 f has mean zero} is dense in H1. If this
collection is in fact dense in H1, then we conclude that Mb0T b1 ∈ BMO (as we’ve defined
it) implies Tb1 ∈ BMO. It may be the case that this this collection is dense in H1, but it
is not of consequence to us in this work. This discussion applies to the bilinear conditions
Mb0T (b1,b2) ∈ BMO as well with the appropriate modifications.
2.2. Function, Operator, and General Notations. Define for N > 0, k ∈ Z, and x ∈ Rn
ΦNk (x) =
2kn
(1+ 2k|x|)N .
For f :Rn →C, we use the notation fk(x) = 2kn f (2kx). We will say indices 0< p, p1, p2 <
∞ satisfy a Ho¨lder relationship if
1
p
=
1
p1
+
1
p2
.(2.2)
Definition 2.7. Let θk be a function from R2n into C for each k ∈ Z. We call {θk}k∈Z
a collection of Littlewood-Paley square function kernels of type LPK(A,N,γ) for A > 0,
N > n, and 0 < γ ≤ 1 if for all x,y,y′ ∈Rn and k ∈ Z
|θk(x,y)| ≤ AΦN+γk (x− y)(2.3)
|θk(x,y)−θk(x,y′)| ≤ A(2k|y− y′|)γ
(
ΦN+γk (x− y)+ΦN+γk (x− y′)
)
.(2.4)
We say that {θk}k∈Z is a collection of smooth Littlewood-Paley square function kernels of
type SLPK(A,N,γ) for A > 0, N > n, and 0 < γ ≤ 1 if it satisfies (2.3), (2.4), and for all
x,x′,y ∈Rn and k ∈ Z
|θk(x,y)−θk(x′,y)| ≤ A(2k|x− x′|)γ
2
∏
i=1
(
ΦN+γk (x
′− y)−ΦN+γk (x′− y)
)
.(2.5)
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If {θk} is a collection of Littlewood-Paley square function kernels of type LPK(A,N,γ)
(respectively SLPK(A,N,γ)) for some A > 0, N > n, and 0 < γ≤ 1, then write {θk} ∈ LPK
(respectively {θk} ∈ SLPK). We also define for k ∈ Z, x ∈ Rn, and f ∈ L1 +L∞
Θk f (x) =
∫
Rn
θk(x,y) f (y)dy.
Definition 2.8. Let θk be a functions from R3n into C for each k ∈ Z. We call {θk}k∈Z a
collection of bilinear Littlewood-Paley square function kernels of type BLPK(A,N,γ) for
A > 0, N > n, and 0 < γ ≤ 1 if for all x,y1,y2,y′1,y′2 ∈ Rn and k ∈ Z
|θk(x,y1,ym)| ≤ AΦN+γk (x− y1)ΦN+γk (x− y2)(2.6)
|θk(x,y1,y2)−θk(x,y′1,y2)| ≤ A(2k|y1− y′1|)γΦN+γk (x− y2)
×
(
ΦN+γk (x− y1)+ΦN+γk (x− y′1)
)
(2.7)
|θk(x,y1,y2)−θk(x,y1,y′2)| ≤ A(2k|y2− y′2|)γΦN+γk (x− y1)
×
(
ΦN+γk (x− y2)+ΦN+γk (x− y′2)
)
.(2.8)
We say that {θk}k∈Z is a collection of smooth Littlewood-Paley square function kernels of
type SBLPK(A,N,γ) for A > 0, N > n, and 0 < γ ≤ 1 if it satisfies (2.3)-(2.5) and for all
x,x′,y1,y2 ∈ Rn and k ∈ Z
|θk(x,y1,y2)−θk(x′,y1,y2)| ≤ A(2k|x− x′|)γ
2
∏
i=1
(
ΦN+γk (x− yi)−ΦN+γk (x′− yi)
)
.(2.9)
If {θk} is a collection of bilinear Littlewood-Paley square function kernels of type
BLPK(A,N,γ) (respectively of type SBLPK(A,N,γ)) for some A> 0, N > n, and 0< γ≤ 1,
then we write {θk}∈BLPK (respectively {θk}∈ SBLPK). We also define for k∈Z, x∈Rn,
and f1, f2 ∈ L1 +L∞
Θk( f1, f2)(x) =
∫
R2n
θk(x,y1,y2) f1(y1) f2(y2)dy1 dy2.
Remark 2.9. Let θk be a function from R3n to C for each k ∈ Z. There exists A1 > 0,
N1 > n, and 0 < γ ≤ 1 such that {θk} is a collection of Littlewood-Paley square function
kernels of type SBLPK(A1,N1,γ) if and only if there exist A2 > 0, N2 > n, and 0 < γ ≤ 1
such that for all x,y1,y2,y′1,y2 ∈Rn and k ∈ Z
|θk(x,y1,y2)| ≤ A2ΦN2k (x− y1)ΦN2k (x− y2)(2.10)
|θk(x,y1,y2)−θk(x,y′1,y2)| ≤ A222nk(2k|y1− y′1|)γ(2.11)
|θk(x,y1,y2)−θk(x,y1,y′2)| ≤ A222nk(2k|y2− y′2|)γ(2.12)
|θk(x,y1,y2)−θk(x′,y1,y2)| ≤ A222nk(2k|x− x′|)γ.(2.13)
A similar equivalence holds for smooth square function kernels of type BLPK(A,N,γ),
LPK(A,N,γ), and SLPK(A,N,γ) with the appropriate modifications.
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Proof. Assume that {θk} ∈ SBLPK(A1,N1,γ), and define A2 = 2A1, N2 =N1+γ, and γ= γ.
It follows easily that (2.10) holds. Also
|θk(x,y1,y2)−θk(x,y′1,y2)| ≤ A1(2k|y1− y′1|)γΦN1+γk (x− y2)
×
(
ΦN1+γk (x− y1)+ΦN1+γk (x− y′1)
)
≤ 2A122nk(2k|y1− y′1|)γ.
A similar argument holds for regularity in the y2 and x spots. Then θk satisfies (2.10)-
(2.13).
Conversely we assume that (2.10)-(2.13) hold. Define η = N2−n2(N2+γ) , A1 = A2, N1 =
N2(1−η)−ηγ, and γ = ηγ. Estimate (2.6) easily follows since N1+γ < N2. Estimate (2.7)
also follows since
|θk(x,y1,y2)−θk(x,y′1,y2)| ≤ A2(2k|y1− y′1|)ηγΦN2(1−η)k (x− y2)
×
(
ΦN2(1−η)k (x− y1)+Φ
N2(1−η)
k (x− y′1)
)
≤ A1(2k|y1− y′1|)γΦN1+γk (x− y2)
×
(
ΦN1+γk (x− y1)+ΦN1+γk (x− y′1)
)
.
Note that this selection satisfies
N1 = N2−η(N2 + γ) = N2 + n2 > n.
Then (2.7) holds for this choice of A1, N1, and γ as well. Estimates (2.8) and (2.9) follow
with a similar argument, and hence {θk} is a collection of Littlewood-Paley square function
kernel of type BLPK(A1,N1,γ). The proofs of the other equivalences are contained in the
proof of this one. 
Remark 2.10. If {λik} ∈ LPK (respectively {λik} ∈ SLPK)for i = 1,2, then {θk} ∈ BLPK
(respectively {θk} ∈ SBLPK) where θk is defined, θk(x,y1,y2) = λ1k(x,y1)λ2k(x,y2).
3. ALMOST ORTHOGONALITY ESTIMATES
In this section, we prove some almost orthogonality estimates for kernel functions and
for operators. These type of estimates have been well-developed over the years. The linear
version of these results were implicit in many classical works by Besov [2, 3], Taibleson
[40, 41, 42], Peetre [35, 36, 37], Triebel [44, 45], and Lizorkin [29], and they appear
explicitly in the work of Frazier-Jawerth [15]. The bilinear versions appear in the work of
Grafakos-Torres [20].
3.1. Kernel Almost Orthogonality. We first mention a well known almost orthogonality
estimate for non-negative functions: If M,N > n, then for all j,k ∈ Z
∫
Rn
ΦMj (x− u)ΦNk (u− y)du.ΦMj (x− y)+ΦNk (x− y).
Then next result is also a result for integrals with non-negative integrands, but this one
involves regularity estimates on the functions.
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Proposition 3.1. If {θk}k∈Z ∈ BLPK, then for all j,k ∈ Z, x,y1,y2 ∈ Rn∫
Rn
|θ j(x,y1,y2)−θ j(x,u,y2)|ΦN+γk (u− y1)du
. 2γ( j−k)
(
ΦNj (x− y1)+ΦNk (x− y1)
)
ΦNj (x− y2),∫
Rn
|θ j(x,y1,y2)−θ j(x,y1,u)|ΦN+γk (u− y2)du
. 2γ( j−k)ΦNj (x− y1)
(
ΦNj (x− y2)+ΦNk (x− y2)
)
,
and ∫
R2n
|θ j(x,y1,y2)−θ j(x,u1,u2)|ΦN+γk (u1− y1)ΦN+γk (u2− y2)du1 du2
. 2γ( j−k)
2
∏
i=1
(
ΦNj (x− yi)+ΦNk (x− yi)
)
.
Proof. Since {θk}k∈Z is of type BLPK(A,N,γ), it follows that∫
Rn
|θ j(x,y1,y2)−θ j(x,u,y2)|ΦN+γk (u− y1)du
.ΦNj (x− y2)
∫
Rn
(2 j|u− y1|)γ
(
ΦN+γj (x− y1)+ΦN+γj (x− u)
)
ΦN+γk (u− y1)du
≤ 2γ( j−k)ΦNj (x− y2)
∫
Rn
(
ΦN+γj (x− y1)+ΦN+γj (x− u)
)
ΦNk (u− y1)du
. 2γ( j−k)
(
ΦNj (x− y1)+ΦNk (x− y1)
)
ΦNj (x− y2).
By symmetry the second estimate holds as well. For the third estimate, we make a similar
argument,
∫
R2n
|θ j(x,y1,y2)−θ j(x,u1,u2)|ΦN+γk (u1− y1)ΦN+γk (u2− y2)du1 du2
≤
∫
R2n
|θ j(x,y1,y2)−θ j(x,y1,u2)|ΦN+γk (u1− y1)ΦN+γk (u2− y2)du1 du2
+
∫
R2n
|θ j(x,y1,u2)−θ j(x,u1,u2)|ΦN+γk (u1− y1)ΦN+γk (u2− y2)du1 du2
. 2γ( j−k)
∫
R2n
ΦNj (x− y1)
(
ΦNj (x− y2)+ΦNj (x− u2)
)
ΦN+γk (u1− y1)ΦNk (u2− y2)du1 du2
+ 2γ( j−k)
∫
R2n
(
ΦNj (x− y1)+ΦNj (x− u1)
)
ΦNj (x− u2)ΦNk (u1− y1)ΦN+γk (u2− y2)du1 du2
. 2γ( j−k)
(
ΦNj (x− y1)+ΦNk (x− y1)
)(
ΦNj (x− y2)+ΦNk (x− y2)
)
.
This completes the proof of the proposition. 
3.2. Operator Almost Orthogonality Estimates. It is well-known that if N > n and
f ∈ L1 +L∞, then Φk ∗ | f |(x) . M f (x) for all k ∈ Z, where M is the Hardy-Littlewood
maximal function
M f (x) = sup
x∋B
1
|B|
∫
B
| f (y)|dy,
and here the supremum is taken over all balls B containing x. Next we use the kernel
function almost orthogonality estimates to prove pointwise estimates for some operators.
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Proposition 3.2. If {λk},{θk} ∈ LPK and there exists a para-accretive function b such
that Λk(b) = Θk(b) = 0 for all k ∈ Z, then for all f ∈ L1 +L∞ and j,k ∈ Z
|Θ jMbΛ∗k f (x)| . 2−γ| j−k|M f (x).(3.1)
If {λk} ∈ LPK, {θk} ∈ SBLPK and there exists a para-accretive functions b such that
Λk(b) = 0 and
∫
Rn
θk(x,y1,y2)b(x)dx = 0
for all k ∈ Z and y1,y2 ∈Rn, then for all f1, f2 ∈ L1 +L∞ and j,k ∈ Z
|ΛkMbΘ j( f1, f2)(x)|. 2−γ| j−k|M (M f1 ·M f2)(x)(3.2)
Finally, if {λ1k},{λ2k} ∈ LPK, {θk} ∈ BLPK and there exist para-accretive functions b1,b2
and i ∈ {1,2} such that Λ1k(b1) ·Λ2k(b2) = Θk(b1,b2) = 0 for all k ∈ Z, then for all f1, f2 ∈
L1 +L∞ and j,k ∈ Z
|Θ j(Mb1Λ1∗k f1,Mb2 Λ2∗k f2)(x)| . 2−γ| j−k|M f1(x)M f2(x).(3.3)
Here we use capital Λk to be the operator defined by integration against the kernel lower
case λk, just like Θk and θk.
Proof. We first prove (3.1). Using that Λ∗k(b) = 0 and Proposition 3.1
|Θ jMbΛ∗k f (x)| ≤
∫
Rn
∣∣∣∣∫
Rn
(θ j(x,u)−θ j(x,y))b(u)λk(y,u)du
∣∣∣∣ | f (y)|dy
.
∫
R2n
|θ j(x,u)−θ j(x,y)|ΦN+γk (y− u)| f (y)|dudy
. 2γ( j−k)
(
ΦNj ∗ | f |(x)+ΦNk ∗ | f |(x)
)
. 2γ( j−k)M f (x).
With a symmetric argument, the same estimate holds replacing 2γ( j−k) with 2γ(k− j). There-
fore (3.1) holds. Now we prove (3.2). We first use that Λk(b) = 0 to estimate
|ΛkMbΘ j( f1, f2)(x)|
≤
∫
R2n
∣∣∣∣∫
Rn
λk(x,u)b(u)(θ j(u,y1,y2)−θ j(x,y1,y2))du
∣∣∣∣ | f1(y1) f2(y2)|dy1 dy2
.
∫
R3n
ΦN+γk (x− u)(2 j|x− u|)γ(ΦN+γj (u− y1)ΦN+γj (u− y2)+ΦN+γj (x− y1)ΦN+γj (x− y2))
×| f1(y1) f2(y2)|dudy1 dy2
. 2γ( j−k)
∫
R3n
ΦNk (x− u)(ΦN+γj (u− y1)ΦN+γj (u− y2)+ΦN+γj (x− y1)ΦN+γj (x− y2))
×| f1(y1) f2(y2)|dudy1 dy2
= 2γ( j−k)
∫
Rn
ΦNk (x− u)
2
∏
i=1
(
ΦNj ∗ | fi|(u)+ΦNj ∗ | fi|(x)
)
du
. 2γ( j−k)M (M f1 ·M f2)(x).
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We also have
|ΛkMbΘ j( f1, f2)(x)|
≤
∫
R2n
∣∣∣∣∫
Rn
(λk(x,u)−λk(x,y1))b(u)θ j(u,y1,y2)du
∣∣∣∣ | f1(y1) f2(y2)|dy1 dy2
. 2(k− j)γ
∫
R3n
(
ΦNk (x− u)+ΦNk (x− y1)
) 2∏
i=1
ΦNj (u− yi)| fi(yi)|dyi du
≤ 2(k− j)γ
∫
Rn
ΦNk (x− u)
2
∏
i=1
ΦNj ∗ | fi|(u)du
+ 2(k− j)γ
∫
|x−y1|≥|x−u|/2
ΦNk (x− y1)
2
∏
i=1
ΦNj (u− yi)| fi(yi)|dyi du
+ 2(k− j)γ
∫
|x−y1|<|x−u|/2
ΦNk (x− y1)
2
∏
i=1
ΦNj (u− yi)| fi(yi)|dyi du
= 2(k− j)γ(I + II+ III).
Note that 2(k− j)γI . M (M f1 ·M f2)(x), which is on the right hand side of (3.2). In II,
replace ΦNk (x− y1) with ΦNk ((x−u)/2) and it follows that II . I. So II is bounded appro-
priately as well. The final term, III is bounded by
∫
|x−y1|<|x−u|/2
ΦNk (x− y1)
2 jn| f1(y1)|
(1+ 2 j(|x− u|− |x− y1|))N Φ
N
j ∗ | f2|(u)dy1 du
.
∫
|x−y1|<|x−u|/2
ΦNk (x− y1)ΦNj (x− u)| f1(y1)|ΦNj ∗ | f2|(u)dy1 du
.
(∫
Rn
ΦNk (x− y1)| f1(y1)|dy1
)(∫
Rn
ΦNj (x− u)ΦNj ∗ | f2|(u)du
)
.ΦNk ∗ | f1|(x)ΦNj ∗ | f2|(x)
≤ M (M f1 ·M f2)(x).
This verifies that (3.2) holds. For estimate (3.3) when j≤ k, we use that Λ1k(b1) ·Λ2k(b2) = 0
and Proposition 3.1
|Θ j(Mb1Λ1∗k f1,Mb2Λ2∗k f2)(x)|
≤
∫
R4n
|θ j(x,u1,u2)−θ j(x,y1,y2)|
2
∏
i=1
|bi(u)λik(yi,ui) fi(yi)|dyi dui
. 2γ( j−k)
∫
R4n
2
∏
i=1
(
ΦNj (x− ui)+ΦNj (x− yi)
)
ΦNk (ui− yi)| fi(yi)|dui dyi
. 2γ( j−k)
2
∏
i=1
∫
Rn
(
ΦNj (x− yi)+ΦNk (x− yi)
) | fi(yi)|dyi
. 2γ( j−k)M f1(x)M f2(x).
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Finally using that Θ j(b1,b2) = 0, it follows that
|Θ j(Mb1Λ1∗k f1,Mb2Λ2∗k f2)(x)|
≤
∫
R4n
|θ j(x,u1,u2)|
∣∣∣∣∣ 2∏i=1 λik(yi,ui)−
m
∏
i=1
λik(yi,x)
∣∣∣∣∣ 2∏i=1 |bi(u) fi(yi)|dyi dui
.
∫
R2n
(∫
R2n
∣∣∣∣∣ 2∏i=1 λik(yi,ui)−
2
∏
i=1
λik(yi,x)
∣∣∣∣∣ 2∏i=1 ΦN+γj (ui− yi)dui
)
m
∏
i=1
| fi(yi)|dyi
. 2γ(k− j)
(
ΦNj ∗ | f1|(x)+ΦNk ∗ | f1|(x)
)(
ΦNj ∗ | f2|(x)+ΦNk ∗ | f2|(x)
)
. 2γ(k− j)M f1(x)M f2(x).
Note that we use Remark 2.10 to see that λ1k(x,y1)λ2k(x,y2) form a collection of kernels of
type BLPK. Then (3.3) holds as well. 
4. CONVERGENCE RESULTS
In this section, we prove convergence results for various function spaces. Most of these
results are well known, see e.g. the work of Davide-Journe´-Semmes [13] or Han [21], but
for convenience we include them here. We also introduce a criterion for extending the
convergence of some reproducing formulas in Lp for to convergence in H1.
4.1. Approximation to Identities.
Proposition 4.1. Suppose pk :R2n →C for k ∈Z satisfy |pk(x,y)|.ΦNk (x−y) and N > n,
and define Pk
Pk f (x) =
∫
Rn
pk(x,y) f (y)dy
for f ∈ L1 +L∞. If ∫
Rn
pk(x,y)dy = 1
for all k ∈ Z and x ∈Rn, then Pk f → f in Lp as k → ∞ for all f ∈ Lp when 1≤ p < ∞ and
Pk f → 0 in Lp as k →−∞ for all f ∈ Lp∩Lq for 1 ≤ q < p < ∞.
Proof. For f ∈ Lp with 1 ≤ p < ∞
||Pk f − f ||Lp =
(∫
Rn
∣∣∣∣∫
Rn
pk(x,y) f (y)dy−
∫
Rn
pk(x,y) f (x)dy
∣∣∣∣p dx)
1
p
=
(∫
Rn
∣∣∣∣∫
Rn
pk(x,x− 2−ky)( f (x− 2−ky)− f (x))2−kndy
∣∣∣∣p dx)
1
p
.
∫
Rn
(∫
Rn
ΦN0 (y)| f (x− 2−ky)− f (x)|pdx
) 1
p
dy
.
∫
Rn
ΦN0 (y)|| f (·− 2−ky)− f ||Lpdy.
Note that ΦN0 (y)|| f (·− 2−ky)− f ||Lp ≤ 2|| f ||Lp ΦN0 (y) which is an L1(Rn) function inde-
pendent of k. So by Lebesgue dominated convergence and the continuity of translation in
|| · ||Lp ,
lim
k→∞
||Pk f − f ||Lp ≤
∫
Rn
ΦN0 (y) limk→∞ || f (·− 2
−ky)− f ||Lpdy = 0.
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Next we compute
|Pk f (x)| . ||ΦNk ||Lq′ || f ||Lq = 2kn/q||ΦN0 ||Lq′ || f ||Lq .
So Pk f → 0 almost everywhere as k →−∞. We also have
|Pk f (x)|.ΦNk ∗ | f |(x).M f (x),
and since f ∈ Lp(Rn), it follows that M f ∈ Lp(Rn) as well when 1 < p < ∞. So by
dominated convergence
lim
k→−∞
||Pk f ||pLp =
∫
Rn
lim
k→∞
|Pk f (x)|pdx = 0.
This proves the proposition. 
Corollary 4.2. Let b be a para-accretive function. Suppose sk :R2n → C for k ∈ Z satisfy
|sk(x,y)|.ΦNk (x− y) for some N > n, and define Sk
Sk f (x) =
∫
Rn
sk(x,y) f (y)dy
for f ∈ L1 +L∞. If ∫
Rn
sk(x,y)b(y)dy = 1
for all k∈Z and x∈Rn, then SkMb f → f and MbSk f → f in Lp as k→∞ for all f ∈Lp(Rn)
when 1 ≤ p < ∞. Also SkMb f → 0 and MbSk f → 0 in Lp as k →−∞ for all f ∈ Lp∩Lq
for 1 ≤ q < p < ∞.
Proof. Define Pk f = SkMb f with kernel pk. It is obvious that |pk(x,y)| . ΦNk (x− y), and
Pk(1) = Sk(b) = 1. So by Proposition 4.1, since f ∈ Lp it follows that SkMb f = Pk f → f
in Lp when f ∈ Lp and 1 ≤ p < ∞. Also when f ∈ Lp∩Lq fo 1 ≤ q < p < ∞, it follows
that SkMb f = Pk f → 0 as k →−∞. Also MbSk f = MbPk(b−1 f ), so the same convergence
properties hold for MbSk. 
These approximation to identities perturbed by para-accretive functions are important
to this work. They have been studied in depth by David-Journe´-Semmes [13] and Han
[21], among others.
Definition 4.3. Let b ∈ L∞ be a para-accretive function. A collection of operators {Sk}k∈Z
defined by
Sk f (x) =
∫
Rn
sk(x,y) f (y)dy
for kernel functions sk :R2n →C is an approximation to identity with respect to b if {sk} ∈
SLPK, and
|sk(x,y)− sk(x′,y)− sk(x,y′)+ sk(x′,y′)| ≤ A2kn(2k|x− x′|)γ(2k|y− y′|)γ
×
(
ΦN+γk (x− y)+ΦN+γk (x′− y)+ΦN+γk (x− y′)+ΦN+γk (x′− y′)
)
∫
Rn
sk(x,y)b(y)dy =
∫
Rn
sk(x,y)b(x)dx = 1.
We say that an approximation to identity with respect to b has compactly supported kernel
if sk(x,y) = 0 whenever |x− y|> 2−k.
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Remark 4.4. Given a para-accretive function b, we define a particular approximation to the
identity with respect to b. Let ϕ ∈ C∞0 be radial with integral 1 and supp(ϕ) ⊂ B(0,1/8).
Define Sbk = PkM(Pkb)−1Pk. It follows that S
b
k is an approximation to identity with respect to
b. Furthermore, Sbk is self-transpose and has compactly supported kernel. It is not trivial to
see that M(Pkb)−1 is well a defined operator, but it was proved in [13] that whenever b is a
para-accretive function there exists ε > 0 such that |Pkb| ≥ ε > 0 uniformly in k. With this
fact, the proof of this remark easily follows.
Proposition 4.5. Let b be a para-accretive function, {Sk} be the approximation to identity
with respect to b that has compactly supported kernel, and δ0 > 0. Then MbSNMb f → b f
and MbS−NMb f → 0 in bCδ0 as N → ∞ for all f ∈Cδ00 and 0 < δ < min(δ0,γ), where γ is
the smoothness parameter for {sk} ∈ SLPK. In particular these convergence results hold
for the operators defined in Remark 4.4.
Proof. Let f ∈Cδ00 and 0 < δ < δ0. Without loss of generality assume that γ = δ, where γ
is the smoothness parameter of sk. We must check that ||SNMb f − f ||δ → 0 as N → ∞. So
we start by estimating
|(SNMb f (x)− f (x))− (SNMb f (y)− f (y))|
=
∣∣∣∣∫
Rn
(sN(x,u)( f (u)− f (x))b(u)du−
∫
Rn
(sN(y,u)( f (u)− f (y))b(u)du
∣∣∣∣
≤ ||b||L∞
∫
Rn
|FxN(u)−FyN(u)|du
where FxN(u) = sN(x,u)( f (u)− f (x)). Consider u ∈ B(y,2−N), and it follows that
|FxN(u)−FyN(u)|= |sN(x,u)( f (u)− f (x))− sN(y,u)( f (u)− f (y))|
≤ |sN(x,u)| | f (y)− f (x)|+ |sN(x,u)− sN(y,u)| |( f (u)− f (y))|
. || f ||δ0 2nN |x− y|δ0 + || f ||δ0 2nN(2N |x− y|)δ0 |y− u|δ0(4.1)
. || f ||δ0 2nN |x− y|δ0
With a similar argument, it follows that for u∈ B(x,2−N), |FxN(u)−FyN(u)|. || f ||δ0 2nN |x−
y|δ0 . Now we may also estimate |FxN(u)| in the following way for u ∈ B(x,2−N),
|FxN(u)|. 2nN | f (u)− f (x)| ≤ || f ||δ0 2nN |u− x|δ0 ≤ || f ||δ0 2nN2−δ0N .(4.2)
Using the support properties of sk, we have that supp(FxN −FyN) ⊂ B(x,2−N)∪B(y,2−N).
Then it follows from (4.1), (4.2), and δδ0 ∈ (0,1) that
|FxN(u)−FyN(u)|.
(
|| f ||δ0 2nN |x− y|δ0
) δ
δ0
(
|| f ||δ0 2nN2−δ0N
)1− δδ0
. || f ||δ0 2nN |x− y|δ2−(δ0−δ)N .
Therefore SNMb f → f in || · ||δ since
|(SNMb f (x)− f (x))− (SNMb f (y)− f (y))|
|x− y|δ ≤
1
|x− y|δ
∫
Rn
|FxN(u)−FyN(u)|du
. || f ||δ0 2−(δ0−δ)N
∫
B(x,2−N)∪B(y,2−N)
2nNdu
. || f ||δ0 2−(δ0−δ)N .
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This proves that SNMb f → f in Cδ0 as N → ∞. Now we consider S−NMb f as N → ∞. We
also have
|S−NMb f (x)− S−NMb f (y)|
|x− y|δ ≤
1
|x− y|δ
∫
Rn
|s−N(x,u)− s−N(y,u)| |b(u) f (u)|du
.
|| f ||L∞
|x− y|δ
(∫
|x−u|<2N
+
∫
|y−u|<2N
)
2−nN(2−N |x− y|)δdu
. || f ||L∞ 2−δN .
Note that || f ||L∞ < ∞ since f is continuous and compactly supported. Therefore SNMb f →
f and S−NMb f → 0 as N → ∞ in the topology of Cδ0 . 
4.2. Reproducing Formulas. We state a Caldero´n type reproducing formula for the para-
accretive setting, which was constructed by Han in [21].
Theorem 4.6. Let b ∈ L∞ be a para-accretive function and Sbk for k ∈ Z be approximation
to the identity operators with respect to b. Define Dbk = Sbk+1 − Sbk . There exist operators
D˜bk such that
∑
k∈Z
D˜bkMbD
b
kMb f = b f(4.3)
in Lp for all 1 < p < ∞ and f ∈ Cδ0 such that b f has mean zero. Furthermore, D˜bk(b) =
D˜b∗k (b) = 0 and D˜bk is defined by
D˜bk f (x) =
∫
Rn
d˜bk (x,y) f (y)dy
where {d˜b∗k } ∈ LPK, where d˜b∗k (x,y) = d˜bk (y,x) are the kernels associated with D˜b∗k
We will use this formula extensively, and in fact, we need this formula in H1 as well to
construct the accretive type para-product in Section 6. We will prove that this reproducing
formula holds in H1 in Theorem 1.2 and its Corollary 4.8. First we prove a lemma.
Lemma 4.7. If f : Rn →C has mean zero and
| f (x)| .ΦNj (x)+ΦNk (x)
for some N > n and j,k ∈ Z, then f ∈ H1 and || f ||H1 . 1+ | j− k|, where the suppressed
constant is independent of j and k.
This is an extension of a result of Uchiyama [46], which is Lemma 4.7 when j = k.
Initially in [25], we obtained a quadratic bound, | j−k|2, for Lemma 4.7 using an argument
involving atomic decompositions in H1. Such a result suffices for our purposes, but thanks
to suggestions from Atanas Stefanov we are able to obtain the linear bound stated here. We
present Stefanov’s proof, which appears more natural.
Proof. The conclusion of Lemma 4.7 is well known for j = k, see e.g. the work of
Uchiyama [46] or Wilson [47]. So without loss of generality we take j 6= k, and fur-
thermore we suppose that j < k. It is easy to see that
|| f ||L1 . ||ΦNj ||L1 + ||ΦNk ||L1 . 1,
so we may reduce the problem to proving that ||Rℓ f ||L1 . k− j for ℓ= 1, ...,n. The strategy
here is to split the norm ||Rℓ f ||L1 into two sets, where |x| ≤ 2− j and where |x|> 2− j. We
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will control the first by k− j and the second by 1. Define p = 1+ 1k− j > 1, and use that
||Rℓ||Lp→Lp . p′ to estimate
||χ|x|≤2− j Rℓ f ||L1 ≤ ||χ|x|≤2− j ||Lp′ ||Rℓ f ||Lp
. 2−n j/p
′
p′|| f ||LP1
. (k− j)2−n j/p′
(
2n j/p′ + 2nk/p′
)
. k− j.(4.4)
Note that here we use that p′ = k− j + 1 and hence 2n(k− j)/p′ ≤ 2n. Now it remains to
control
||χ|x|>2− j Rℓ f ||L1 ≤
∞
∑
m=− j
||χ2m<|x|≤2m+1Rℓ f ||L1
≤
∞
∑
m=− j
||χ2m<|x|≤2m+1Rℓ( f χ|y|≤2m−1)||L1
+
∞
∑
m=− j
||χ2m<|x|≤2m+1Rℓ( f χ|y|>2m−1)||L1 = I+ II.(4.5)
In order to estimate I from (4.5), we bound the terms of the sum by first breaking them into
two pieces using the mean zero hypothesis on f :
||χ2m<|x|≤2m+1Rℓ( f χ|y|≤2m−1)||L1 =
∫
2m<|x|≤2m+1
∣∣∣∣Rℓ( f χ|y|≤2m−1)(x)−∫
R
xℓ
|x|n+1 f (y)dy
∣∣∣∣dx
≤
∫
|x|>2m
∫
|y|≤2m−1
∣∣∣∣ xℓ− yℓ|x− y|n+1 − xℓ|x|n+1
∣∣∣∣ | f (y)|dydx
+
∫
2m<|x|≤2m+1
∫
|y|>2m−1
| f (y)|
|x|n dydx = Ia + Ib.(4.6)
Let δ = min(1,(N− n)/2) and N′ = N− δ > n. Then the first term of (4.6) is bounded by
Ia ≤
∫
|x|>2m
∫
|y|≤2m−1
|y|
|x|n+1 | f (y)|dydx ≤
∫
|x|>2m
∫
|y|≤2m−1
|y|δ
|x|n+δ | f (y)|dydx
. 2−mδ
∫
R
|y|δ (ΦNj (y)+ΦNk (y))dy
≤ 2−mδ
∫
R
(
2− jδΦN
′
j (y)+ 2−kδΦN
′
k (y)
)
dy
. 2−( j+m)δ.
Note that we absorb the 2−kδ term into the 2− jδ term since k > j. The second term of (4.6)
is bounded by
Ib ≤
∫
2m<|x|≤2m+1
∫
|y|>2m−1
1
|x|n | f (y)|dydx ≤ 2
−mn
∫
2m<|x|≤2m+1
∫
|y|>2m−1
| f (y)|dydx
≤
∫
|y|>2m−1
(
2− j(N−n)
|y|N +
2−k(N−n)
|y|N
)
dy
. 2−( j+m)(N−n)+ 2−(k+m)(N−n)
. 2−( j+m)(N−n).
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Again we use that 2−k(N−n) ≤ 2− j(N−n) since k > j and N > n. Now in order to estimate II
from (4.5), we bound the terms of the sum using an L2 bound for Rℓ
||χ2m<|x|≤2m+1Rℓ( f χ|y|>2m−1)||L1 ≤ ||χ2m<|x|≤2m+1 ||L2 ||Rℓ( f χ|y|>2m−1)||L2
. 2mn/2
(∫
|y|>2m−1
(
ΦNj (y)+ΦNk (y)
)2 dy) 12
≤ 2mn/2
(∫
|y|>2m−1
[
22 j(n−N)
|y|2N +
22k(n−N)
|y|2N
]
dy
) 1
2
. 2mn/2
(
2− j(N−n)+ 2−k(N−n)
)(∫
|y|>2m−1
1
|y|2N dy
) 1
2
. 2−( j+m)(N−n).
Using these estimates, it follows that (4.5) is bounded in the following way:
I + II .
∞
∑
m=− j
2−( j+m)δ +
∞
∑
m=− j
2−( j+m)(N−n) . 1.
Therefore using (4.4) and (4.5), it follows that ||Rℓ f ||L1 . k− j for ℓ = 1, ...,n and hence
|| f ||H1 . k− j. 
Now we prove Theorem 1.2.
Proof. Define for k ∈ Z, fk(x) = MbΘkMbφ. It easily follows that∫
Rn
fk(x)dx =
∫
Rn
Mbφ(x)Θ∗kb(x)dx = 0.
Let R be large enough so that supp(φ)⊂ B(0,R). We estimate
| fk(x)| ≤ ||b||L∞
∣∣∣∣∫
Rn
(θk(x,y)−θk(x,0))b(y)φ(y)dy
∣∣∣∣
.
∫
Rn
(2k|y|)γ (ΦNk (x− y)+ΦNk (x)) |φ(y)|dy
. 2γkRγ
(
ΦNk ∗ΦN0 (x)+ΦNk (x)
)
. 2γk
(
ΦN0 (x)+Φ
N
k (x)
)
.
We also estimate
| fk(x)| ≤ ||b||L∞
∣∣∣∣∫
Rn
θk(x,y)b(y)(φ(y)−φ(x))dy
∣∣∣∣
.
∫
Rn
ΦN+γk (x− y)|x− y|γ(ΦN0 (y)+ΦN0 (x))dy
. 2−γk
∫
Rn
ΦNk (x− y)(ΦN0 (y)+ΦN0 (x))dy
. 2−γk
(
ΦN0 (x)+ΦNk (x)
)
.
So we have proved that | f (x)| . 2−γ|k|(ΦN0 (x)+ΦNk (x)). It follows from Lemma 4.7 ap-
plied with j = 0 that
|| fk||H1 . (1+ |k|)2−|k|γ.
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Therefore ∣∣∣∣∣
∣∣∣∣∣ ∑|k|<M fk
∣∣∣∣∣
∣∣∣∣∣
H1
≤ ∑
|k|<M
|| fk||H1 . ∑
k∈Z
(1+ |k|)2−|k|γ < ∞.
Hence ∑|k|<M fk is a Cauchy sequence in H1, and there exists φ˜ ∈ H1 such that
φ˜ = ∑
k∈Z
fk = ∑
k∈Z
MbΘkMbφ.
But since the reproducing formula holds for bφ in Lp for some 1 < p < ∞, it follows that
φ˜ = bφ and the reproducing formula holds for bφ in H1, which completes the proof. 
Corollary 4.8. Let b ∈ L∞ be a para-accretive function, Sbk , Dbk , and D˜bk be approximation
to identity and reproducing formula operator with respect to b as in Theorem 4.6. Then for
all δ > 0 and φ ∈Cδ0 such that bφ has mean zero,
∑
k∈Z
MbD˜kMbDkMbφ = ∑
k∈Z
MbDkMbφ = bφ
in H1.
Proof. By Theorem 4.6, it follows that the kernels of D˜kMbDk and Dk are Littlewood-Paley
square function kernels of type LPK, that
D˜kMbDk(b) = (D˜kMbDk)∗(b) = Dk(b) = D∗k(b) = 0,
and finally that
∑
k∈Z
MbD˜kMbDkMbφ = ∑
k∈Z
MbDkMb f = bφ
in Lp for all 1 < p < ∞ when φ ∈ Cδ0 when bφ has mean zero. Therefore it follows from
Theorem 1.2 that the formula holds in H1 as well. 
5. A SQUARE FUNCTION-LIKE ESTIMATE
In this section, we work with Littlewood-Paley type square function kernel adapted to
para-accretive functions, but we do not actually prove any square function bounds. In-
stead we prove an estimate for a sort of “dual pairing” that will be useful to approximate
Lebesgue space norms for the singular integral operators in the next section.
Theorem 5.1. If {θk} ∈ SLPK and there exist para-accretive functions b0,b1,b2 such that∫
Rn
θk(x,y1,y2)b0(x)dx =
∫
R2n
θk(x,y1,y2)b1(y1)b2(y2)dy1 dy2 = 0
for all x,y1,y2 ∈ Rn and k ∈ Z, then for all 1 < p, p1, p2 < ∞ satisfying (2.2), fi ∈ Lpi for
i = 0,1,2 where p0 = p′
∑
k∈Z
∣∣∣∣∫
Rn
Θk( f1, f2)(x) f0(x)dx
∣∣∣∣ . 2∏
i=0
|| fi||Lpi
Proof. Since bi,b−1i ∈ L∞, it is sufficient to prove this estimate for bi fi in place of fi for
i = 0,1,2. Fix 1 < p, p1, p2 < ∞ satisfying (2.2), fi ∈Cδ0 for i = 0,1,2 and some δ where
bi fi has mean zero for i = 0,1,2. Define
Π1j( f1, f2)(x) = Mb1Db1k Mb1 f1(x)Mb2Sb2k+1Mb2 f2(x)
Π2j( f1, f2)(x) = Mb1Sb1k Mb1 f1(x)Mb2 Db2k Mb2 f2(x),
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where Sbik and D
bi
k are defined as in Theorem 4.6. Then it follows that
Θk(b1 f1,b2 f2)
= lim
N→∞
Θk(Mb1 S
b1
N Mb1 f1,Mb2 Sb2N Mb2 f2)−Θk(Mb1Sb1−NMb1 f1,Mb2Sb2−NMb2 f2)
= lim
N→∞
N−1
∑
j=−N
Θk(Mb1S
b1
k+1Mb1 f1,Mb2Sb2k+1Mb2 f2)−Θk(Mb1Sb1k Mb1 f1,Mb2Sb2k Mb2 f2)
= lim
N→∞
N−1
∑
j=−N
ΘkΠ1j( f1, f2)+ΘkΠ2j( f1, f2)
where the convergence holds in Lp. Then we approximate the above dual pairing in the
following way∣∣∣∣∣∑k∈Z
∫
Rn
Θk(b1 f1,b2 f2)(x)b0(x) f0(x)dx
∣∣∣∣∣≤ ∑j,k∈Z
∣∣∣∣∫
Rn
ΘkΠ1j( f1, f2)(x)b0(x) f0(x)dx
∣∣∣∣
+ ∑
j,k∈Z
∣∣∣∣∫
Rn
ΘkΠ2j( f1, f2)(x)b0(x) f0(x)dx
∣∣∣∣ .
These two terms are symmetric, so we only bound the first one. The bound for the other
term follows with a similar argument. By the convergence in Theorem 4.6, we have that
∑
j,k∈Z
∣∣∣∣∫
Rn
ΘkΠ1j( f1, f2)(x)b0(x) f0(x)dx
∣∣∣∣
≤ ∑
j,k,ℓ∈Z
∣∣∣∣∫
Rn
ΘkΠ1j(D˜
b1
ℓ Mb1D
b1
ℓ Mb1 f1, f2)(x)b0(x) f0(x)dx
∣∣∣∣
≤ ∑
j,k,ℓ,m∈Z
∣∣∣∣∫
Rn
D˜b0m Mb0D
b0
m Mb0ΘkΠ
1
j(D˜
b1
ℓ Mb1D
b1
ℓ Mb1 f1, f2)(x)b0(x) f0(x)dx
∣∣∣∣
≤ ∑
j,k,ℓ,m∈Z
∫
Rn
|Db0m Mb0 ΘkΠ1j(D˜b1ℓ Mb1Db1ℓ Mb1 f1, f2)(x)Mb0 D˜b0 ∗m Mb0 f0(x)|dx.
By Proposition 3.2 we also have the following three estimates
|Db0m Mb0ΘkΠij(D˜b1ℓ Mb1Db1ℓ Mb1 f1, f2)(x)|. 2−γ|m−k|M
(
Π1j(D˜
b1
ℓ Mb1D
b1
ℓ Mb1 f1, f2)
)
(x)
. 2−γ|m−k|M 2
(
M (Db1ℓ Mb1 f1) ·M f2
)
(x).
|Db0m Mb0ΘkΠ1j(D˜b1ℓ Mb1Db1ℓ Mb1 f1, f2)(x)|.M (ΘkΠ1j(D˜b1ℓ Mb1Db1ℓ Mb1 f1, f2))(x)
. 2−γ|k− j|M 2(M (Db1ℓ Mb1 f1) ·M f2))(x)
|Db0m Mb0ΘkΠij(D˜b1ℓ Mb1Db1ℓ Mb1 f1, f2)(x)|.M 2(Π1j(D˜b1ℓ Mb1Db1ℓ Mb1 f1, f2))(x)
. 2−γ| j−ℓ|M 2(M (Db1ℓ Mb1 f1) ·M f2)(x)
Taking the geometric mean of these three estimates, we have the following pointwise bound
|Db0m Mb0 ΘkΠij(Mb1 D˜b1ℓ Mb1 Db1ℓ f1, f2)(x)|
. 2−γ
( |m−k|
3 +
|k− j|
3 +
| j−ℓ|
3
)
M
2
(
M (Db1ℓ Mb1 f1) ·M f2
)
(x).
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Therefore
∑
j,k,ℓ,m∈Z
∫
Rn
|Db0m Mb0 ΘkΠ1j(D˜b1ℓ Mb1Db1ℓ Mb1 f1, f2)(x)D˜b0 ∗m Mb0 f0(x)|dx
.
∫
Rn
∑
j,k,ℓ,m∈Z
2−γ
( |m−k|
3 +
|k− j|
3 +
| j−ℓ|
3
)
M 2
(
M (Db1ℓ Mb1 f1) ·M f2
)
(x)|D˜b0 ∗m Mb0 f0(x)|dx
≤
∣∣∣∣∣∣
∣∣∣∣∣∣
(
∑
j,k,ℓ,m∈Z
2−γ
( |m−k|
3 +
|k− j|
3 +
| j−ℓ|
3
)
M 2
(
M (Db1ℓ Mb1 f1) ·M f2
)2) 12 ∣∣∣∣∣∣
∣∣∣∣∣∣
Lp
×
∣∣∣∣∣∣
∣∣∣∣∣∣
(
∑
j,k,ℓ,m∈Z
2−γ
( |m−k|
3 +
|k− j|
3 +
| j−ℓ|
3
)
|D˜b0 ∗m Mb0 f0|2
) 1
2
∣∣∣∣∣∣
∣∣∣∣∣∣
Lp′
.
∣∣∣∣∣∣
∣∣∣∣∣∣
(
∑
ℓ∈Z
M
2
(
M (Db1ℓ Mb1 f1) ·M f2
)2) 12 ∣∣∣∣∣∣
∣∣∣∣∣∣
Lp
∣∣∣∣∣∣
∣∣∣∣∣∣
(
∑
m∈Z
|D˜b0 ∗m Mb0 f0|2
) 1
2
∣∣∣∣∣∣
∣∣∣∣∣∣
Lp′
.
∣∣∣∣∣∣
∣∣∣∣∣∣
(
∑
ℓ∈Z
(M (Db1ℓ Mb1 f1)M f2)2
) 1
2
∣∣∣∣∣∣
∣∣∣∣∣∣
Lp
|| f0||Lp′
≤
∣∣∣∣∣∣
∣∣∣∣∣∣
(
∑
ℓ∈Z
(
M (Db1ℓ Mb1 f1)
)2) 12 ∣∣∣∣∣∣
∣∣∣∣∣∣
Lp1
||M f2||Lp2 || f0||Lp′ .
2
∏
i=0
|| fi||Lpi .
In the last three lines, we apply the Fefferman-Stein vector valued maximal inequality
[14], Ho¨lder’s inequality, and the square function bounds for Db1ℓ and D˜
b0 ∗
m proved by
David-Journe´d-Semmes in [13]. By symmetry and density, this completes the proof. 
6. SINGULAR INTEGRAL OPERATORS
In this section, we prove a reduced Tb theorem, construct a para-accretive paraproduct,
and prove a full Tb theorem all in the bilinear setting. First, we prove a few technical
lemmas that relate the work in the preceding sections to singular integral operators.
6.1. Two Technical Lemmas.
Lemma 6.1. Let b0,b1,b2 ∈ L∞ be para-accretive functions, and assume that T is a bilin-
ear C-Z operator associated to b0,b1,b2 such that Mb0T (Mb1 · ,Mb2 ·) ∈WBP for normal-
ized bumps of order m. Then for all normalized bumps φ0,φ1,φ2, R > 0 of order m, and
y0,y1,y2 ∈Rn such that |y0− yi| ≤ tR∣∣∣〈T (Mb1φy1,R1 ,Mb2 φy2,R2 ),Mb0 φy0,R0 〉∣∣∣. (1+ t)n+3mRn.
Proof. Let y0,y1,y2 ∈Rn, R > 0, and define D = 1+ 2t. Then it follows that∣∣∣〈T (Mb1 φy1,R1 ,Mb2φy2,R2 ),Mb0 φy0,R0 〉∣∣∣= ∣∣∣〈T (Mb1 φ˜y0,DR1 ,Mb2 φ˜y0,DR2 ),Mb0 φ˜y0,DR0 〉∣∣∣ .
where φ˜0(u) = φ0(Du) and φ˜i(u) = φi
(
Du+ y0−y1R
)
for i = 1,2. If |u| > 1, then clearly
D|u|> 1, and ∣∣∣∣Du+ y0− y1R
∣∣∣∣≥ D|u|− |y0− y1|R ≥ (1+ 2t)|u|− t ≥ 1.
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So we have that supp(φ˜i) ⊂ B(0,1). It follows that D−mφ˜i ∈C∞0 are normalized bumps of
order m, and it follows that∣∣∣〈T (Mb1 φ˜y0,DR1 ,Mb2 φ˜y0,DR2 ),Mb0 φ˜y0,DR0 〉∣∣∣. D3m(DR)n . (1+ t)n+3mRn.
This completes the proof. 
Lemma 6.2. Let b0,b1,b2 ∈ L∞ be para-accretive functions. Suppose T is an bilinear C-
Z operator associated to b0,b1,b2 with standard kernel K, and that Mb0T (Mb1 · ,Mb2 ·) ∈
WBP. Also let Sbik be approximations to the identity with respect to bi and D
b0
k = S
b0
k+1−Sb0k
with compactly supported kernels sbik and d
bi
k for k ∈ Z. Then
θk(x,y1,y2) =
〈
T
(
b1sb1k (·,y1),b2sb2k (·,y2)
)
,b0db0k (x, ·)
〉
is a collection of Littlewood-Paley square function kernels of type SBLPK. Furthermore θk
satisfies ∫
Rn
θk(x,y1,y2)b0(x)dx = 0
for all y1,y2 ∈ Rn.
Proof. Fix x,y1,y2 ∈ Rn and k ∈ Z. We split estimate (2.6) into two cases: |x− y1|+ |x−
y2| ≤ 23−k and |x− y1|+ |x− y2|> 23−k. Note that
φ1(u) = sb1k (u+ 2ky1,2ky1)
is a normalized bump up to a constant multiple and sb1k (u,y1) = 2−knφy1,2
−k
1 (u). Likewise
s
b2
k (u,y2) = 2
−knφy2,2−k2 (u) and db0k (x,u) = 2−knφx,2
−k
0 (u) where φ0 and φ2 are normalize
bumps up to a constant multiple. Then
|θk(x,y1,y2)|=
∣∣∣〈T (b1sb1k (·,y1),b2sb2k (·,y2)) ,b0db0k (x, ·)〉∣∣∣
= 23kn
∣∣∣〈T (b1φy1,2−k1 ,b2φy2,2−k2 ) ,b0φx,2−k0 〉∣∣∣. 22kn
Now if we assume that |x− y1|+ |x− y2|> 23−k, then it follows that |x− yi0 |> 22−k for at
least one i0 ∈ {1,2} and hence
supp(db0k (x, ·))∩ supp(sbik (·,y1))∩ supp(sbik (·,y2))⊂ B(x,2−k)∩B(yi0 ,2−k) = /0.
Therefore, we can estimate θk the kernel representation of T in the following way
|θk(x,y1,y2)|
=
∣∣∣∣∣
∫
R3n
(K(u0,u1,u2)−K(x,u1,u2))b(u0)db0k (x,u0)
2
∏
i=1
bi(ui)sbik (ui,yi)du0 du1 du2
∣∣∣∣∣
.
∫
|x−u0|<2−k
∫
|y1−u1|<2−k
∫
|y2−u2|<2−k
|u0− x|γ 23nkdu0 du1 du2
(|x− u1|+ |x− u2|)2n+γ
.
∫
|x−u0|<2−k
∫
|y1−u1|<2−k
∫
|y2−u2|<2−k
2−γk 23nkdu0 du1 du2
(2−k + |x− y1|+ |x− y2|)2n+γ
.
2−γk
(2−k + |x− y1|+ |x− y2|)2n+γ
.Φn+γ/2k (x− y1)Φ
n+γ/2
k (x− y2).
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For (2.7), note that by the continuity from b1Cδ0×b2Cδ0 into (b0Cδ0)′ and that Sbk =PkM(Pkb)−1Pk
has a C∞0 kernel, we have for α ∈ Nn0 with |α|= 1
|∂αx θk(x,y,z)| =
∣∣∣〈T (b1sb1k (·,y1),b2sb2k (·,y2)) ,b0∂αx (dk(x, ·))〉∣∣∣. 2k22kn.
Estimate (2.7) easily follows in light of Remark 2.9. By symmetry, it follows that {θk} is
a collection of smooth bilinear Littlewood-Paley square function kernels. Now we verify
that θk has integral 0 in the x spot: By the continuity of T from b1Cδ0 × b2Cδ0 into (b0Cδ0)′∫
Rn
θk(x,y1,y2)b0(x)dx = limR→∞
〈
T (b1sb1k (·,y1),b2sb2k (·,y2)),b0
∫
|x|<R
db0k (x, ·)b0(x)dx
〉
= lim
R→∞
〈
T (b1sb1k (·,y1),b2sb2k (·,y2)),λR
〉
where we take this to be the definition of λR. Now if we take R > 2 · 2−k, then for |u| <
R− 2−k it follows that
supp(db0k (·,u))⊂ B(u,2−k)⊂ B(0, |u|+ 2−k)⊂ B(0,R),
and hence for |u|< R− 2−k we have that
λR(u) = b0(u)
∫
|x|<R
db0k (x,u)b0(x)dx = b0(u)D
b0 ∗
k b0(u) = 0.
Also when |u| > R + 2−k, it follows that supp(db0k (·,u))∩ B(0,R) = /0, and hence that
λR(u) = 0. So we have λR(x) = 0 for |x| < R− 2−k and for |x| > R + 2−k. Finally
||λR||L∞ ≤ supu ||db0k (·,u)||L1 . 1. Since supp(db0k (x, ·)) ⊂ B(0,R+ 2−k)\B(0,R− 2−k),
it follows that for R > 4(2−k + |y1|), we may use the integral representation∣∣∣〈T (b1sb1k (·,y1),b2sb2k (·,y2)),λR〉∣∣∣
≤
∫
R3n
|K(u,v1,v2)b1(v1)sb1k (v1,y1)b2(v2)sb2k (v2,y2)λR(u)|dudv1 dv2
.
∫
|v2−y2|<2−k
∫
|v1−y1|<2−k
∫
supp(λR)
22kn
(|u− v1|+ |u− v2|)2n dudv1 dv2
≤
∫
|v2−y2|<2−k
∫
|v1−y1|<2−k
∫
supp(λR)
22kn
(|u|− |v1− y1|− |y1|)2n dudv1 dv2
≤
∫
|v2−y2|<2−k
∫
|v1−y1|<2−k
∫
supp(λR)
22kn
(R− 2−k−|v1− y1|− |y1|)2n dudv1 dv2
≤
∫
|v2−y2|<2−k
∫
|v1−y1|<2−k
∫
supp(λR)
22kn
R2n
dudv1 dv2
. |supp(λR)|R−2n
. 2−kR−(n+1).
This tends to zero as R → ∞. Hence θk(x,y1,y2) has integral zero in the x variable. 
6.2. Reduced Bilinear T(b) Theorem. It has become a standard argument in T1 and Tb
theorems to first prove a reduced version, see e.g. [12], [13], and [24]. The general idea
of the argument is to first assume a stronger T b = 0 cancellation condition, and then prove
that an operator satisfying the weaker T b ∈ BMO cancellation condition is a perturbation
of an operator satisfying the stronger cancellation condition. More precisely this is done
A BILINEAR T(B) THEOREM FOR SINGULAR INTEGRAL OPERATORS 25
through a paraproduct operator, which we will construct later in this section. First we state
and prove our reduced Tb theorem.
Theorem 6.3. Let T be an bilinear C-Z operator associated to para-accretive functions
b0,b1,b2. If Mb0T (Mb1 · ,Mb2 ·) ∈WBP and
Mb0T (b1,b2) = Mb1T
∗1(b0,b2) = Mb2T
∗2(b1,b0) = 0,
then T can be extended to a bounded linear operator from Lp1 ×Lp2 into Lp for all 1 <
p1, p2 < ∞ satisfying (2.2).
Note that in the hypothesis of Theorem 6.3, we take Mb0T (b1,b2) = 0 in the sense of
Definition 2.5: For appropriate η1R, η2R and all φ ∈Cδ0 such that b0φ has mean zero
lim
R→∞
〈
T (η1Rb1,η2Rb2),b0φ
〉
= 0.
The meaning of Mb1T ∗1(b0,b2) = Mb2T ∗2(b1,b0) = 0 are expressed in a similar way.
Proof. Let T be as in the hypothesis, 1 < p, p1, p2 < ∞ satisfy (2.2), and f0, f1, f2 ∈ C10
such that bi fi have mean zero. Then by Proposition 4.5 and the continuity of T from
b1Cδ0 × b2Cδ0 into (b0Cδ0)′, it follows that
| 〈T (b1 f1,b2 f2),b0 f0〉 |= lim
N→∞
∣∣∣〈T (Mb1 Sb1N Mb1 f1,Mb2Sb2N Mb2 f2),Mb0 Sb0N Mb0 f0〉
−
〈
T (Mb1S
b1
−NMb1 f1,Mb2Sb2−NMb2 f2),Mb0Sb0−NMb0 f0
〉∣∣∣
= lim
N→∞
∣∣∣∣∣ N−1∑k=−N
〈
T (Mb1S
b1
k+1Mb1 f1,Mb2Sb2k+1Mb2 f2),Mb0 Sb0k+1Mb0 f0
〉
−
〈
T (Mb1S
b1
k Mb1 f1,Mb2Sb2k Mb2 f2),Mb0Sb0k Mb0 f0
〉∣∣∣∣∣
≤ ∑
k∈Z
∣∣∣∣∫
Rn
Θ0k(b1 f1,b2 f2)b0(x) f0(x)dx
∣∣∣∣
+
∣∣∣∣∫
Rn
Θ1k(b0 f0,b2 f2)b1(x) f1(x)dx
∣∣∣∣
+
∣∣∣∣∫
Rn
Θ2k(b1 f1,b0 f0)b2(x) f2(x)dx
∣∣∣∣ .
where
Θ0k( f1, f2) = Db0k Mb0T (Mb1Sb1k+1 f1,Mb2 Sb2k+1 f2),
Θ1k( f1, f2) = Db1k Mb1T ∗1(Mb0Sb0k f1,Mb2Sb2k f2),
Θ2k( f1, f2) = Db2k Mb2T ∗2(Mb1Sb1k+1 f1,Mb0Sb0k f2).
We focus on Θ0k = Θk to simplify notation; the other terms are handled in the same way.
Since Mb0T (Mb1 ·,Mb2 ·) ∈WBP and T has a standard kernel, it follows from Lemma 6.2
that {θk} ∈ SBLPK and θk(x,y1,y2)b0(x) has mean zero in the x variable for all y1,y2 ∈Rn.
Now we show that Θk(b1,b2) = 0, which follows from the assumption that Mb0T (b1,b2) =
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0:
Θk(b1,b2)(x) =
∫
R2n
〈
Mb0T
(
Mb1s
b1
k (·,y1)b1(y1),Mb2sb2k (·,y2)b2(y2)
)
,db0k (x, ·)
〉
dy
= lim
R→∞
〈
T
(
b1η1R,b2η2R
)
,b0db0k (x, ·)
〉
= 0,
where
ηiR(u) =
∫
|y|<R
s
bi
k (u,y)bi(y)dy.
We’ve used that Mb0T (b1,b2) = 0, and that ηiR ∈C∞, ηiR ≡ 1 on B(0,R), and supp(ηiR) ⊂
B(0,2R) for R sufficiently large. Then by Theorem 5.1, it follows that
∑
k∈Z
∣∣〈Θ0k(Mb1 f1,Mb2 f2),Mb0 f0〉∣∣. || f0||Lp′ || f1||Lp1 || f2||Lp2 .
A similar argument holds for Θik with i = 1,2 again taking advantage of the facts
1
p′ +
1
p2
=
1
p′1
and 1p1 +
1
p′ =
1
p′2
. Therefore T can be extended to a bounded operator from Lp1 ×Lp2
into Lp for all 1 < p, p1, p2 < ∞ satisfying (2.2). 
6.3. A Para-Product Construction. In the original proof of the T1 theorem, David-
Journe´ [12] used the Bony paraproduct [4] to pass from their reduced T1 theorem to the full
T1 theorem. Following the same idea, David-Jounrne´-Semmes [13] proved the Tb theorem
by constructing a para-accretive version of the Bony paraproduct. In [24], we constructed
a bilinear Bony-type paraproduct, which allowed us to transition from a reduce bilinear T1
theorem to a full T1 theorem. Here we construct a bilinear paraproduct in a para-accretive
function setting. First we prove a quick lemma, which essentially appears in a work by
Benyi-Maldonado-Nahmod-Torres [1] and is a bilinear version of an observation made by
Coifman-Meyer [11].
Lemma 6.4. Suppose {θk}∈ SBLPK with decay parameter N > 2n, and define K :R3n\{(x,x,x) :
x ∈ Rn}→C
K(x,y1,y2) = ∑
k∈Z
θk(x,y1,y2).
Then K is a bilinear standard Caldero´n-Zygmund kernel.
Proof. To prove the size estimate, we take d = |x− y1|+ |x− y2| 6= 0 and compute
|K(x,y1,y2)|. ∑
k∈Z
22kn
(1+ 2k|x− y1|)N+γ(1+ 2k|x− y2|)N+γ
. ∑
2k≤d−1
22kn + ∑
2k>d−1
22kn
(2kd)N+γ . d
−2n.
For the regularity in x, we take x,x′,y1,y2 ∈Rn with |x−x′|< max(|x−y1|, |x−y2|)/2 and
define d′ = |x′− y1|+ |x′− y2|. Then
|K(x,y1,y2)−K(x′,y1,y2)|. ∑
k∈Z
(2k|x− x′|)γ22kn
(1+ 2k|x− y1|)N+γ(1+ 2k|x− y2|)N+γ
+ ∑
k∈Z
(2k|x− x′|)γ22kn
(1+ 2k|x′− y1|)N+γ(1+ 2k|x′− y2|)N+γ
= I+ II.
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We first bound I by |x− x′|γ times
∑
2k≤d−1
2k(2n+γ)+ ∑
2k>d−1
2k(2n+γ)
(2kd)N+γ . d
−(2n+γ)+ d−(N+γ) ∑
2k>d−1
2k(2n−N) . d−(2n+γ).
By symmetry, it follows that II . |x− x′|γd′−(2n+γ), but since |x− x′| < max(|x− y1|, |x−
y2|)/2, without loss of generality say |x− y1| ≥ |x− y2| it follows that
II .
|x− x′|γ
(|x′− y1|+ |x′− y2|)2n+γ ≤
|x− x′|γ
(|x− y1|− |x− x′|)2n+γ .
|x− x′|γ
|x− y1|2n+γ .
|x− x′|γ
d2n+γ
With a similar computation for y1,y2, it follows that K is a standard kernel. 
Theorem 6.5. Given para-accretive functions b0,b1,b2 ∈ L∞ and β ∈ BMO, there exists
a bilinear Caldero´n-Zygmund operator L that is bounded from Lp1 ×Lp2 into Lp for all
1 < p1, p2 < ∞ satisfying (2.2) with p = 2 such that Mb0L(b1,b2) = β, Mb1L∗1(b0,b2) =
Mb2L
∗2(b1,b0) = 0.
Proof. Let b0,b1,b2 be para-accretive functions, and Sbik , Dbik , and D˜bik be the approximation
to identity and reproducing formula operators with respect to bi for i = 0,1,2 that have
compactly supported kernels as defined in Remark 4.4 and Theorem 4.6. Define
L( f1, f2) = ∑
k∈Z
Lk( f1, f2) = ∑
k∈Z
Db0k Mb0
(
(D˜b0 ∗k Mb0β)(Sb1k f1)(Sb2k f2)
)
ℓ(x,y) = ∑
k∈Z
ℓk(x,y) = ∑
k∈Z
∫
Rn
db0k (x,u)b0(u)D˜
b0 ∗
k Mb0β(u)sb1k (u,y1)sb2k (u,y2)du.
It follows that L is bounded from Lp1 ×Lp2 into L2 for all 1 < p1, p2 < ∞ satisfying 12 =
1
p1
+ 1p2 :∣∣∣∣∫
Rn
L( f1, f2)(x) f0(x)dx
∣∣∣∣≤ ∑
k∈Z
∣∣∣∣∫
Rn
D˜b0 ∗k Mb0β(x)Sb1k f1(x)Sb2k f2(x)Db0k f0(x)b0(x)dx
∣∣∣∣
.
∣∣∣∣∣∣
∣∣∣∣∣∣
(
∑
k∈Z
|M
D˜b0 ∗k Mb0 β
Sb1k f1Sb2k f2|2
) 1
2
∣∣∣∣∣∣
∣∣∣∣∣∣
L2
∣∣∣∣∣∣
∣∣∣∣∣∣
(
∑
k∈Z
|Db0k f0|2
) 1
2
∣∣∣∣∣∣
∣∣∣∣∣∣
L2
.
(∫
Rn
∑
k∈Z
[
ΦNk ∗ | f1|(x)ΦNk ∗ | f2|(x)
]2 |D˜b0 ∗k Mb0β(x)|2dx
) 1
2
|| f0||L2
.
(∫
Rn
∑
k∈Z
[
ΦNk ∗ | f1|(x)
]p1 |D˜b0 ∗k Mb0 β(x)|2dx
) 1
p1
×
(∫
Rn
∑
k∈Z
[
ΦNk ∗ | f2|(x)
]p2 |D˜b0 ∗k Mb0β(x)|2dx
) 1
p2
|| f0||L2
. || f0||L2 || f1||Lp1 || f2||Lp2 .
Note that in the last line we apply the discrete version of a well-known result relating
Carleson measure and square functions due to Carleson [7] and Jones [27] for the Carleson
measure
dµ(x, t) = ∑
k∈Z
|D˜b0 ∗k b0β(x)|2δt=2−k .
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For details of the discrete version of this result, see for example the book by Grafakos [17],
Theorems 7.3.7 and 7.3.8(c). This proves that L is bounded from Lp1 ×Lp2 into L2 for all
1 < p1, p2 < ∞ satisfying (2.2) with p = 2. It is easy to check that {ℓk} ∈ SBLPK with size
index N > 2n: since db0k and s
bi
k are compactly supported kernels, for i = 1,2 it follows that
|ℓk(x,y1,y2)| ≤ ||b0D˜b0 ∗k Mb0β||L∞
∫
Rn
|db0k (x− u)sb1k (u− y1)sb2k (u− y2)|du
. 2kn
∫
Rn
Φ4(n+1)k (x− u)Φ
4(n+1)
k (u− yi)du
. 2knΦ4(n+1)k (x− yi).
Hence the size condition (2.6) with size index N = 2n+ 1 and γ = 1 follows
|ℓk(x,y1,y2)|.
2
∏
i=1
(
2knΦ4(n+1)k (x− yi)
) 1
2
= Φ2n+2k (x− y1)Φ2n+2k (x− y2).
The regularity estimates (2.7)-(2.9) follow easily from the regularity of db0k , sb1k , and sb2k .
Then by Lemma 6.4, L has a standard Caldero´n-Zygmund kernel ℓ. It follows from a result
of Grafakos-Torres [19] that L is bounded from Lp1 × Lp2 into Lp where 1 < p1, p2 < ∞
satisfy (2.2). Next we compute Mb0L(b1,b2): Let δ> 0, φ∈Cδ0 such that supp(φ)⊂B(0,N)
and b0φ has mean zero. Let ηR(x) = η(x/R) where η ∈C∞0 satisfies η ≡ 1 on B(0,1), and
supp(η)⊂ B(0,2). Then
〈L(b1,b2),b0φ〉
= lim
R→∞ ∑
2−k<R/4
∫
Rn
D˜b0
∗
k Mb0β(x)Sb1k Mb1ηR(x)Sb2k Mb2ηR(x)Mb0 Db0k (b0φ)(x)dx
+ lim
R→∞ ∑
2−k≥R/4
∫
Rn
D˜b0
∗
k Mb0β(x)Sb1k Mb1ηR(x)Sb2k Mb2ηR(x)Mb0Db0k (b0φ)(x)dx,
where we may write this only if the two limits on the right hand side of the equation
exist. As we are taking R → ∞ and N is a fixed quantity determined by φ, without loss of
generality assume that R > 2N. Note that for 2−k ≤ R/4 and |x|< N + 2−k,
supp(sbik (x, ·)) ⊂ B(x,2−k)⊂ B(0,N + 21−k)⊂ B(0,R).
Since ηR ≡ 1 on B(0,R), it follows that Sbik MbiηR(x) = 1 for all |x|< N +2−k when 2−k ≤
R/4. Therefore
lim
R→∞ ∑
2−k<R/4
∫
Rn
D˜b0
∗
k Mb0β(x)Mb0Db0k (b0φ)(x)dx =
∫
Rn
∑
k∈Z
Mb0D˜
b0
k Mb0DkMb0φ(x)β(x)dx
= 〈β,b0φ〉 .
Here we use the convergence of the accretive type reproducing formula in H1 from Corol-
lary 4.8. For any k ∈ Z, we have the estimates
||Sbik MbiηR||L1 . ||ηR||L1 . Rn,(6.1)
||Sbik MbiηR||L∞ . ||ηR||L∞ = 1,(6.2)
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and for any x ∈Rn
|Db0k Mb0φ(x)| ≤
∫
Rn
|db0k (x,y)− db0k (x,0)| |b0(y)φ(y)|dy
.
∫
Rn
(2k|y|)γ|φ(y)|dy. Nγ||φ||L12k(n+γ).
Here we know that {db0k } ∈ LPK, so without loss of generality we take the corresponding
smoothness parameter γ≤ δ. Later we will use that γ≤ δ implies φ ∈Cδ0 ⊂Cγ0, so we have
that |φ(x)−φ(y)|. |x− y|γ. Therefore
∑
2−k>R/4
∫
Rn
|D˜b0 ∗k Mb0β(x)Sb1k Mb1ηR(x)Sb2k Mb2 ηR(x)Mb0 Db0k (b0φ)(x)|dx
≤ ∑
2−k>R/4
||D˜b0 ∗k Mb0β||L∞ ||Sb1k Mb1ηR||L1 ||Sb2k Mb2ηR||L∞ ||Mb0Db0k (b0φ)||L∞
. Rn ∑
2−k>R/4
2k(n+γ) . R−γ.(6.3)
Hence the second limit above exists and tends to 0 as R → ∞. Then 〈L(b1,b2),b0φ〉 =
〈β,b0φ〉 for all φ ∈Cδ0 such that b0φ has mean zero and hence Mb0L(b1,b0) = β as defined
in Section 2. Again for any φ ∈Cδ0 such that b1φ has mean zero and supp(φ)⊂ B(0,N), we
have∣∣〈L1∗(b0,b2),b1φ〉∣∣
= lim
R→∞
∣∣∣∣∣∑k∈Z
∫
Rn
D˜b0 ∗k Mb0β(x)Sb1k Mb1φ(x)Sb2k Mb2ηR(x)Db0k Mb0ηR(x)b0(x)dx
∣∣∣∣∣
. lim
R→∞ ∑k∈Z ||D˜
b0 ∗
k Mb0β||L∞ ||Sb1k Mb1φ||L1 ||Sb2k Mb2ηR||L∞ ||Db0k Mb0ηR||L∞
. lim
R→∞ ∑k∈Z ||S
b1
k Mb1φ||L1 ||Db0k Mb0ηR||L∞ .
We will now show that ||Sb1k Mb1 φ||L1 ||Db0k Mb0ηR||L∞ bounded by a in integrable function
in k (i.e. summable) independent of R, so that we can bring the limit in R inside the sum.
To do this we start by estimating
|Sb1k Mb1φ(x)| ≤
∫
Rn
|sb1k (x,y)− sb1k (x,0)| |φ(y)b1(y)|dy
≤ Nγ||φ||L1 ||b1||L∞ 2γk
(
ΦN0 (x)+Φ
N
k (x)
)
and so ||Sb1k Mb1φ||L1 . 2γk. We also have that ||Sb1k Mb1φ||L1 . ||φ||L1 . 1, so
||Sb1k Mb1φ||L1 .min(1,2γk). Also
|Db0k Mb0ηR(x)| ≤
∫
Rn
|db0k (x,y)| |ηR(y)−ηR(x)| |b0(y)|dy
. 2−γkR−γ
∫
Rn
ΦN+γk (x− y)(2k|x− y|)γdy. 2−γkR−γ.
It follows that ||Db0k Mb0 ηR||L∞ . ||ηR||L∞ . 1, and hence ||Db0k Mb0ηR||L∞ . min(1,2−γk).
So when R > 1, we have
||Db0k Mb0ηR||L∞ ||Sb1k Mb1φ||L1 .min(2−γkR−γ,2γk)≤ 2−γ|k|,
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and hence by dominated convergence∣∣〈L1∗(b0,b2),b1φ〉∣∣. ∑
k∈Z
lim
R→∞
||Sb1k Mb1φ||L1 ||Db0k Mb0ηR||L∞ . ∑
k∈Z
lim
R→∞
2−kγR−γ = 0
Then Mb1L∗1(b0,b2) = 0 and a similar argument shows that Mb2L∗2(b1,b0) = 0, which
concludes the proof. 
Now to complete the proof of Theorem 1.1 is a standard argument using the reduced Tb
Theorem 6.3 and paraproducts constructioned in Theorem 6.5.
Proof. Assume that Mb0T (Mb1 ·,Mb2 ·) satisfies the weak boundedness property and
Mb0T (b1,b2),Mb1 T
∗1(b0,b2),Mb2 T
∗2(b1,b0) ∈ BMO.
By Theorem 6.5, there exist bounded bilinear Caldero´n-Zygmund operators Li such that
Mb0L0(b1,b2) = Mb0T (b1,b2), Mb1L
∗1
0 (b0,b2) = Mb2L
∗2
0 (b1,b0) = 0,
Mb1L
∗1
1 (b0,b2) = Mb1T
∗1(b0,b2), Mb0L1(b1,b2) = Mb2L
∗2
1 (b1,b0) = 0,
Mb2L
∗2
2 (b1,b0) = Mb2T
∗2(b1,b0), Mb1L
∗1
2 (b0,b2) = Mb0L2(b1,b2) = 0.
Now define the operator
S = T −
2
∑
i=0
Li,
which is continuous from b1Cδ0 × b2Cδ0 into (b0Cδ0)′. Also Mb0S(Mb1 ·,Mb2 ·) satisfies the
weak boundedness property since Mb0T (Mb1 ·,Mb2 ·) and Mb0Li(Mb1 ·,Mb2 ·) for i = 0,1,2
do. Finally we have
Mb0S(b1,b2) = Mb0T (b1,b2)−
2
∑
i=0
Mb0Li(b1,b2) = 0
Mb1S
∗1(b0,b2) = Mb1 T
∗1(b0,b2)−
2
∑
i=0
Mb1L
∗1
i (b0,b2) = 0
Mb2S
∗2(b1,b0) = Mb2 T
∗2(b1,b0)−
2
∑
i=0
Mb2L
∗2
i (b1,b0) = 0
Then by Theorem 6.3, S can be extended to a bounded linear operator from Lp1 ×Lp2 into
Lp for all 1 < p, p1, p2 < ∞ satisfying (2.2). Therefore T is bounded on the same indices,
and by results from [19], T is also bounded without restriction on p. The converse is also
a well-known result from [19]. 
7. APPLICATION TO A BILINEAR REISZ TRANSFORMS DEFINED ON LIPSCHITZ
CURVES
In this section, we apply the bilinear Tb theorem proved above to a bilinear version of
the Reisz transforms along Lipschitz curves in the complex plane. We prove bounds of the
form
||T ( f1, f2)||Lp(Γ0) . || f1||Lp1 (Γ)|| f2||Lp2 (Γ)
for parameterized Lipschitz curves Γ and p, p1, p2 satisfying Ho¨lder.
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We fix some notation for this section. Let L be a Lipschitz function with small Lipschitz
constant λ < 1, and define the parameterization γ(x) = x+ iL(x) of the curve Γ = {γ(x) :
x ∈ R}. Define Lp(Γ) to be the collection of all measurable functions f : Γ→ C such that
|| f ||Lp(Γ) =
(∫
Γ
| f (z)|p|dz|
) 1
p
=
(∫
R
| f (γ(x))|p|γ′(x)|dx
) 1
p
< ∞.
The applications in this section are in part motivated by the proof of Lp bounds for
the Cauchy integral using the Tb theorem of David-Journe´-Semmes [13]. We define the
Cauchy integral operator for appropriate g : Γ→ C and z ∈ Γ
CΓg(z) = lim
ε→0+
∫
Γ
g(ξ)dξ
(ξ+ iε)− z ,
and parameterized Cauchy integral operator for f : R→ C and x ∈R
C˜Γ f (z) = lim
ε→0+
∫
R
f (y)dy
(γ(y)+ iε)− γ(x) .
The bounds of CΓ on Lp(Γ) can be reduced to the bounds of C˜Γ on Lp(R). We formally
check the Tb conditions for C˜Γ with b0 = b1 = γ′ needed to apply the Tb theorem of David-
Journe´-Semmes: We check (1) C˜Γ(γ′) ∈ BMO
C˜Γγ′(x) = lim
ε→0+
∫
R
γ′(y)dy
(γ(y)+ iε)− γ(x) = limε→0+
∫
Γ
dξ
(ξ+ iε)− γ(x) = 2pii
and (2) C˜ ∗Γ(γ′) ∈ BMO, for appropriate φ ∈C∞0
C˜ ∗Γγ′(x) = lim
ε→0+
∫
R
γ′(y)dy
(γ(x)+ iε)− γ(y) = limε→0+−
∫
Γ
dξ
(ξ− iε)− γ(x) = 0.
The crucial role that Cauchy’s formula plays in this argument is to be able to evaluate the
limit from the definition of C˜Γ for nice enough input functions γ′(x) f (x). In our application,
we use a similar argument except the role of Cauchy’s integral formula is replaced with an
integration by parts identity to verify the WBP and Tb conditions.
To further motivate looking at bilinear Reisz transforms along Lipschitz curve, we look
at the “flat” bilinear Riesz tranforms, which we generate from a potential function perspec-
tive. Consider the potential function
F(x,y1,y2) =
1
((x− y1)2 +(x− y2)2)1/2
,
and the kernels that it generates:
K0(x,y1,y2) = ∂xF(x,y1,y2) =
2x− y1− y2
((x− y1)2 +(x− y2)2)3/2
,
K1(x,y1,y2) = ∂y1 F(x,y1,y2) =
x− y1
((x− y1)2 +(x− y2)2)3/2
,
K2(x,y1,y2) = ∂y2 F(x,y1,y2) =
x− y2
((x− y1)2 +(x− y2)2)3/2
.
We define the bilinear Reisz transforms as principle value integrals for f1, f2 ∈C∞0 ,
R j( f1, f2)(x) = p.v.
∫
R2
K j(x,y1,y2) f1(y1) f2(y2)dy1 dy2.
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Here is it only interesting to study two of these three operators since R0 = R1 +R2. The
bilinear T1 theorem of Christ-Journe´ [9] or Grafakos-Torres [19] can be applied to the
bilinear Riesz transforms R1: We formally check (1) R1(1,1) ∈ BMO
R1(1,1)(x) =−
∫
R2
F(x,y1,y2)∂y1(1)dy1 dy2 = 0,
(2) R∗11 (1,1) ∈ BMO
R∗11 (1,1)(y1) =
∫
R2
∂y1 F(x,y1,y2)dxdy2
=
∫
R2
(∂xF(x,y1,y2)− ∂y2F(x,y1,y2))dxdy2
=−
∫
R2
F(x,y1,y2)(∂x(1)− ∂y2(1))dxdy2 = 0,
and (3) R∗21 (1,1) ∈ BMO
R∗21 (1,1)(y2) =−
∫
R2
F(x,y1,y2)∂y1(1)dxdy1 = 0.
Here we observe that the conditions R1(1,1),R∗21 (1,1) = 0 are identical arguments and rely
on the cancellation of the kernel K1. The R∗11 (1,1) condition relies on more than just the
cancellation K1; it also exploits the symmetry of the kernel via the identity ∂y1 F(x,y1,y2) =
∂xF(x,y1,y2)− ∂y2F(x,y1,y2). This is the general argument that we will use to prove Lp
bounds for bilinear Riesz transforms defined along Lipschitz curves, which we define now.
For z,ξ1,ξ2 ∈ Γ, define the potential function
FΓ(z,ξ1,ξ2) = 1
((z− ξ1)2 +(z− ξ2)2)1/2 ,
and the Riesz kernels generated by F:
KΓ,0(z,ξ1,ξ2) = ∂zFΓ(ξ,ξ1,ξ2) = 2z− ξ1− ξ2
((z− ξ1)2 +(z− ξ2)2)3/2 ,
KΓ,1(z,ξ1,ξ2) = ∂ξ1 FΓ(z,ξ1,ξ2) =
z− ξ1
((z− ξ1)2 +(z− ξ2)2)3/2 ,
KΓ,2(z,ξ1,ξ2) = ∂ξ2 FΓ(z,ξ1,ξ2) =
z− ξ2
((z− ξ1)2 +(z− ξ2)2)3/2 .
In the remainder of this section, we will keep the notation z = γ(x), ξ1 = γ(y1), ξ2 = γ(y2),
y0 = x, and ξ0 = z. Here we define √ · on C with the negative real axis for a branch cut,
i.e. for ω = r eiθ ∈ C with r > 0 and θ ∈ (−pi,pi], we define √ω =√r eiθ/2. We make this
definition to be precise, but it will not cause any issues with computations since we will
only evaluate
√
ω for ω ∈ C with positive real part.
For appropriate g1,g2 : Γ→ C and z ∈ Γ, we define
CΓ, j(g1,g2)(z) = p.v.
∫
Γ2
KΓ, j(z,ξ1,ξ2)g1(ξ1)g2(ξ2)dξ1 dξ2
= lim
ε→0+
∫
|Re(z−ξ1)|,|Re(z−ξ2)|>ε
KΓ, j(z,ξ1,ξ2)g1(ξ1)g2(ξ2)dξ1 dξ2.(7.1)
Initially we take this definition for g j = f j ◦ γ−1 for f j ∈C∞0 (R), j = 1,2, but even for such
g j it is not yet apparent that this limit exists. We will establish that this limit exists, and
furthermore that CΓ, j can be continuously extended to a bilinear operator from Lp1(Γ)×
Lp2(Γ) into Lp(Γ). To prove these things, we will pass through “parameterized” versions
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of F , K j, and CΓ, j for j = 0,1,2 in the same way that David-Journe´-Semmes did to apply
their Tb theorem to the Cauchy integral operator in [13]: For x,y1,y2 ∈ R, define
F˜Γ(x,y1,y2) = FΓ(γ(x),γ(y1),γ(y2)), K˜Γ, j(x,y1,y2) = KΓ(γ(x),γ(y1),γ(y2)),
and for f1, f2 ∈C∞0 (R), define for x ∈ R
Mγ′C˜Γ, j(γ′ f1,γ′ f2)(x) = p.v.
∫
R2
K˜ j(x,y1,y2) f1(y1) f2(y2)γ′(x)γ′(y1)γ′(y2)dy1 dy2
= lim
ε→0+
∫
|x−y1|,|x−y2|>ε
K˜ j(x,y1,y2) f1(y1) f2(y2)γ′(x)γ′(y1)γ′(y2)dy1 dy2.(7.2)
for j = 0,1,2. We begin by proving that C˜Γ, j for j = 0,1,2 is well defined, and find an
absolutely convergent integral representation for it that depends on derivatives of the input
functions f1, f2 ∈ C∞0 (R).
Proposition 7.1. Let L be a Lipschitz function with Lipschitz constant λ < 1 such that for
almost every x ∈R the limits
lim
ε→0+
γ′(x+ ε) = γ′(x+) and lim
ε→0+
γ′(x− ε) = γ′(x−)
exist. Then Mγ′C˜Γ, j(γ′ f1,γ′ f2) is an almost everywhere well defined function for f1, f2 ∈
C∞0 (R) and j = 0,1,2. More precisely, for f1, f2 ∈C∞0 (R) the limit in (7.2) converges for
almost every x ∈R and
Mγ′C˜Γ,1(γ′ f1,γ′ f2)(x) =−
∫
R2
F˜Γ(x,y1,y2) f ′1(y1) f2(y2)γ′(x)γ′(y2)dy1 dy2,
Mγ′C˜Γ,2(γ′ f1,γ′ f2)(x) =−
∫
R2
F˜Γ(x,y1,y2) f1(y1) f ′2(y2)γ′(x)γ′(y1)dy1 dy2.
Furthermore C˜Γ, j is continuous from γ′C10(R)×γ′C10(R) into (γ′C10(R))′, and for f0, f1, f2 ∈
C∞0 (R),〈
C˜Γ,0(γ′ f1,γ′ f2),γ′ f0
〉
=−
∫
R3
F˜Γ(x,y1,y2) f ′0(x) f1(y1) f2(y2)γ′(y1)γ′(y2)dxdy1 dy2〈
C˜Γ,1(γ′ f1,γ′ f2),γ′ f0
〉
=−
∫
R3
F˜Γ(x,y1,y2) f0(x) f ′1(y1) f2(y2)γ′(x)γ′(y2)dxdy1 dy2〈
C˜Γ,2(γ′ f1,γ′ f2),γ′ f0
〉
=−
∫
R3
F˜Γ(x,y1,y2) f0(x) f1(y1) f ′2(y2)γ′(x)γ′(y1)dxdy1 dy2.
Proof. Fix f1, f2 ∈C∞0 , and we start by showing that Mb0C˜Γ,1(γ′ f1,γ′ f2) can be realized as
a bounded function. Define for ε > 0 and x ∈ R
Cε(x) =
∫
|x−y1|,|x−y2|>ε
K˜Γ,1(x,y1,y2) f1(y1) f2(y2)γ′(x)γ′(y1)γ′(y2)dy1 dy2.
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Note that ∂y1 F˜Γ(x,y1,y2) = K˜Γ,1(x,y1,y2)γ′(y1), and we integrate by parts to rewrite Cε
Cε(x) =
∫
|x−y1|,|x−y2|>ε
∂y1 F˜Γ(x,y1,y2) f1(y1) f2(y2)γ′(x)γ′(y2)dy1 dy2
=−
∫
|x−y1|,|x−y2|>ε
F˜Γ(x,y1,y2) f ′1(y1) f2(y2)γ′(x)γ′(y2)dy1 dy2
+
∫
|x−y2|>ε
F˜Γ(x,x− ε,y2) f1(x− ε) f2(y2)γ′(x)γ′(y2)dy2
−
∫
|x−y2|>ε
F˜Γ(x,x+ ε,y2) f1(x+ ε) f2(y2)γ′(x)γ′(y2)dy2
=−
∫
|x−y1|,|x−y2|>ε
F˜Γ(x,y1,y2) f ′1(y1) f2(y2)γ′(x)γ′(y2)dy1 dy2
+
∫
|x−y2|>ε
(
F˜Γ(x,x− ε,y2)− F˜Γ(x,x+ ε,y2)
)
f1(x− ε) f2(y2)γ′(x)γ′(y2)dy2
+
∫
|x−y2|>ε
F˜Γ(x,x+ ε,y2)( f1(x− ε)− f1(x+ ε)) f2(y2)γ′(x)γ′(y2)dy2
= Iε(x)+ IIε(x)+ IIIε(x).
We use that f1 ∈C∞0 (R) to conclude that the when integrating by parts, the boundary terms
at y1 = ±∞ vanish, leaving the y1 = x± ε above. We now verify that the limits of Iε(x),
IIε(x), and IIIε(x) each exist as ε → 0.
Iε converges: To compute this limit, we verify that the integrand of Iε is an integrable
function. Note that ||L′||L∞ = λ < 1 implies
|F˜Γ(x,y1,y2)| ≤ 1|Re((x− y1)2− (L(x)−L(y1))2 +(x− y2)2− (L(x)−L(y2))2) |1/2
.
1
(1−λ)1/2
1
|x− y1|+ |x− y2| .
Now let R0 > 0 be large enough so that supp( f j)⊂ B(0,R0) for j = 1,2, and it follows that
∫
R2
|F˜Γ(x,y1,y2) f ′1(y1) f2(y2)γ′(x)γ′(y2)|dy1 dy2
≤ ||γ
′||2L∞
(1−λ)1/2
∫
|y1|,|y2|≤R0
|| f ′1||L∞ || f2||L∞
|x− y1|+ |x− y2|dy1 dy2 .
R0
(1−λ)1/2 || f
′
1||L∞ || f2||L∞ .
Therefore Iε converges to an absolutely convergent integral as ε → 0.
IIε → 0: First we make a change of variables in IIε to rewrite
IIε =
∫
|y2|>1
hε(x,y2) f1(x− ε) f2(x− εy2)γ′(x− εy2)dy2,(7.3)
where hε(x,y2) = εγ′(x)
(
F˜Γ(x,x− ε,x− εy2)− F˜Γ(x,x+ ε,x− εy2)
)
.
We wish to apply dominated convergence to IIε as it is written in (7.3). First we show that
the integrand converges to zero almost everywhere (in particular for every y2 6= 0 and x
such that γ′(x) exists): For y2 > 0 it follows that f2(x− εy2)γ′(x− εy2)→ f2(x)γ′(x−) as
ε → 0+. When y2 < 0, it follows that f2(x− εy2)γ′(x− εy2)→ f2(x)γ′(x+) as ε → 0+. So
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either way, the limit exists for y2 6= 0 and almost every x. Now we show that hε(x,y2)→ 0
for almost every x,y2 ∈R. For any x ∈R such that γ′(x) exists and y2 6= 0, we compute
lim
ε→0
εγ′(x)F˜Γ(x,x− ε,x− εy2) = lim
ε→0
γ′(x)(
(γ(x)−γ(x−ε))2
ε2
+ y22
(γ(x)−γ(x−εy2))2
(εy2)2
)1/2
=
γ′(x)(
γ′(x)2 + y22γ′(x)2
)1/2 = (1+ y22)−1/2 .
It follows that εγ′(x)F˜Γ(x,x+ ε,x− εy2)→
(
1+ y22
)−1/2
as well. Therefore hε(x,y2)→ 0
as ε→ 0 for all x,y2 ∈R such that γ′(x) exists and y2 6= 0. Now in order to apply dominated
convergence to (7.3), we need only to show that hε(x,y2) is integrable in y2 independent of
ε. Define gt = γ(x)− γ(x− t), which satisfies for all s, t ∈ R
|gt |= |γ(x)− γ(x− t)| ≤ ||γ′||L∞ |t| ≤ 2|t|
Re(g2s + g
2
t ) = Re
[
(γ(x)− γ(x− s))2
]
+Re
[
(γ(x)− γ(x− t))2
]
≥ (1−λ)(s2 + t2).
Also it is easy to verify that if ω = reiθ,ζ = ρeiφ ∈ C both have positive real part, i.e.
θ,φ ∈ (−pi/2,pi/2), then
∣∣∣√ω+√ζ∣∣∣≥√r cos(θ/2)+√ρcos(φ/2)
≥
√
r cos(θ)+
√
ρcos(φ) =
√
Re(ω)+
√
Re(ζ).
Here we use that
√
cos(θ) ≤ cos(θ/2) for θ ∈ (−pi/2,pi/2). Using these properties, we
bound hε
|hε(x,y2)|= ε
∣∣∣∣∣ 1(g2ε + g2εy2)1/2 −
1(
g2−ε + g2εy2
)1/2
∣∣∣∣∣
= ε
∣∣g2−ε− g2ε∣∣∣∣g2−ε + g2εy2∣∣1/2 ∣∣g2ε + g2εy2∣∣1/2
1∣∣∣(g2ε + g2εy2)1/2 + (g2−ε + g2εy2)1/2∣∣∣
≤ ε |g−ε|
2 + |gε|2
Re
(
g2−ε + g2εy2
)1/2 Re(g2ε + g2εy2)1/2
1[
Re
(
g2ε + g2εy2
)]1/2
+Re
[(
g2−ε+ g2εy2
)]1/2
≤ ε
(1−λ)
2(2ε)2
ε2 +(εy2)2
1
2(1−λ)1/2 (ε2 +(εy2)2)1/2
.
1
(1−λ)3/2
1
(1+ |y2|)3 .
Therefore |hε(x,y2)| . (1+ |y2|)−3, and we can apply dominated convergence to (7.3).
Hence IIε → 0 as ε → 0.
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IIIε → 0: For this term, we use the regularity and compact support of f1 to directly bound
|IIIε|.
∫
ε<|x−y2|<|x|+R0+ε
|F˜Γ(x,x+ ε,y2)| | f1(x− ε)− f1(x+ ε)| f2(y2)|dy2
≤ 1
(1−λ)1/2
∫
ε<|x−y2|<|x|+R0+ε
1
|x− y2| (2ε|| f
′
1||L∞)|| f2||L∞ dy2
.
|| f ′1||L∞ || f2||L∞
(1−λ)1/2 ε| log(|x|+R0 + ε)− log(ε)|.
Recall we chose R0 > 0 such that supp( f j) ⊂ B(0,R0) for j = 1,2. Hence IIIε → 0 as
ε→ 0, and so
lim
ε→0
Cε(x) =C(x) =−
∫
R2
F˜Γ(x,y1,y2) f ′1(y1) f2(y2)γ′(x)γ′(y2)dy1 dy2,
which is an absolutely convergent integral. This verifies the absolutely convergent integral
representation for C˜Γ,1 in Proposition 7.1. It also follows from our estimate of Iε that Cε(x)
is bounded uniformly in x; hence for f0 ∈C∞0 (R) and ε > 0
|Cε(x) f0(x)γ′(x)|. (1−λ)−1/2|| f ′1||L∞ || f2||L∞ R0| f0(x)|,
and by dominated convergence
−
∫
R3
F˜Γ(x,y1,y2) f0(x) f ′1(y1) f2(y2)γ′(x)γ′(y2)dxdy1 dy2 = lim
ε→0
∫
R
Cε(x)γ′(x) f0(x)dx
=
∫
R
C(x) f0(x)γ′(x)dx =
〈
C˜Γ,1(γ′ f1,γ′ f2),γ′ f0
〉
.
Furthermore since the bounds of Iε, IIε, and IIIε are in terms of || f j||L∞ , || f ′j||L∞ , and R0 for
j = 0,1,2 it follows that C˜Γ,1 is continuous from γ′C10(R)× γ′C10(R) into (γ′C10(R))′. By
symmetry, the properties of C˜Γ,2 follow as well. Also〈
C˜Γ,0(γ′ f1,γ′ f2),γ′ f0
〉
=
∫
R
lim
ε→0
∫
|x−y1|,|x−y2|>ε
K˜Γ,0(x,y1,y2) f0(x) f1(y1) f2(y2)γ′(x)γ′(y1)γ′(y2)dy1 dy2 dx
=
∫
R
lim
ε→0
∫
|x−y1|,|x−y2|>ε
∂xF˜Γ(x,y1,y2) f0(x) f1(y1) f2(y2)γ′(y1)γ′(y2)dy1 dy2 dx
=
∫
R
lim
ε→0
∫
|x−y1|,|x−y2|>ε
∂y1 F˜Γ(x,y1,y2) f0(x) f1(y1) f2(y2)γ′(y1)γ′(y2)dy1 dy2 dx
+
∫
R
lim
ε→0
∫
|x−y1|,|x−y2|>ε
∂y2 F˜Γ(x,y1,y2) f0(x) f1(y1) f2(y2)γ′(y1)γ′(y2)dy1 dy2 dx
=
〈
C˜Γ,1(γ′ f1,γ′ f2),γ′ f0
〉
+
〈
C˜Γ,2(γ′ f1,γ′ f2),γ′ f0
〉
By the absolutely integrable representations of C˜Γ,1 and C˜Γ,2, it follows that〈
C˜Γ,0(γ′ f1,γ′ f2),γ′ f0
〉
=
〈
C˜Γ,1(γ′ f1,γ′ f2),γ′ f0
〉
+
〈
C˜Γ,2(γ′ f1,γ′ f2),γ′ f0
〉
=−
∫
R3
F˜Γ(x,y1,y2) f0(x) f ′1(y1) f2(y2)γ′(x)γ′(y2)dxdy1 dy2
−
∫
R3
F˜Γ(x,y1,y2) f0(x) f1(y1) f ′2(y2)γ′(x)γ′(y1)dxdy1 dy2
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= lim
ε→0
∫
|x−y1|,|x−y2|>ε
∂y1 F˜Γ(x,y1,y2) f0(x) f1(y1) f2(y2)γ′(x)γ′(y2)dxdy1 dy2
+
∫
|x−y1|,|x−y2|>ε
∂y2 F˜Γ(x,y1,y2) f0(x) f1(y1) f2(y2)γ′(x)γ′(y1)dxdy1 dy2
+
∫
|x−y2|>ε
F˜Γ(x,x+ ε,y2) f0(x) f1(x+ ε) f2(y2)γ′(x)γ′(y2)dxdy2
−
∫
|x−y2|>ε
F˜Γ(x,x− ε,y2) f0(x) f1(x− ε) f2(y2)γ′(x)γ′(y2)dxdy2
+
∫
|x−y1|>ε
F˜Γ(x,y1,x+ ε) f0(x) f1(y1) f2(x+ ε)γ′(x)γ′(y1)dxdy1
−
∫
|x−y1|>ε
F˜Γ(x,y1,x− ε) f0(x) f1(y1) f2(x− ε)γ′(x)γ′(y1)dxdy1
= lim
ε→0
∫
|x−y1|,|x−y2|>ε
∂xF˜Γ(x,y1,y2) f0(x) f1(y1) f2(y2)γ′(y1)γ′(y2)dxdy1 dy2.
The boundary terms of the integration by parts here (the last 4 terms) tend to zero as ε→ 0
in the same way as they did for IIε and IIIε above. Now we will integrate by parts one
more time in x here to obtain an integral representation for CΓ,0:
lim
ε→0
∫
|x−y1|,|x−y2|>ε
∂xF˜Γ(x,y1,y2) f0(x) f1(y1) f2(y2)γ′(y1)γ′(y2)dxdy1 dy2
= lim
ε→0
−
∫
|x−y1|,|x−y2|>ε
F˜Γ(x,y1,y2) f ′0(x) f1(y1) f2(y2)γ′(y1)γ′(y2)dxdy1 dy2
+
∫
|y1−y2−ε|>ε
F˜Γ(y1− ε,y1,y2) f0(y1− ε) f1(y1) f2(y2)γ′(y1)γ′(y2)dy1 dy2
−
∫
|y1−y2+ε|>ε
F˜Γ(y1 + ε,y1,y2) f0(y1 + ε) f1(y1) f2(y2)γ′(y1)γ′(y2)dy1 dy2
+
∫
|y1−y2+ε|>ε
F˜Γ(y2− ε,y1,y2) f0(y2− ε) f1(y1) f2(y2)γ′(y1)γ′(y2)dy1 dy2
−
∫
|y1−y2−ε|>ε
F˜Γ(y2 + ε,y1,y2) f0(y2 + ε) f1(y1) f2(y2)γ′(y1)γ′(y2)dy1 dy2
= lim
ε→0
−
∫
|x−y1|,|x−y2|>ε
F˜Γ(x,y1,y2) f ′0(x) f1(y1) f2(y2)γ′(y1)γ′(y2)dxdy1 dy2
+
∫
|y1−y2|>ε
F˜Γ(y1,y1 + ε,y2) f0(y1) f1(y1 + ε) f2(y2)γ′(y1)γ′(y2)dy1 dy2
−
∫
|y1−y2|>ε
F˜Γ(y1,y1− ε,y2) f0(y1) f1(y1− ε) f2(y2)γ′(y1)γ′(y2)dy1 dy2
+
∫
|y1−y2|>ε
F˜Γ(y2,y1,y2 + ε) f0(y2) f1(y1) f2(y2 + ε)γ′(y1)γ′(y2)dy1 dy2
−
∫
|y1−y2|>ε
F˜Γ(y2,y1,y2− ε) f0(y2) f1(y1) f2(y2− ε)γ′(y1)γ′(y2)dy1 dy2
=−
∫
R3
F˜Γ(x,y1,y2) f ′0(x) f1(y1) f2(y2)γ′(y1)γ′(y2)dxdy1 dy2.
Once again we use the same argument for the IIε and IIIε terms to verify that these bound-
ary terms (the last 4 terms) tend to zero as ε → 0. Then the pairing identity for C˜Γ,0 holds
as well. This completes the proof of Proposition 7.1. 
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In the next proposition we extend C˜Γ and CΓ to product Lebesgue spaces.
Proposition 7.2. Let L be a Lipschitz function with Lipschitz constant λ < 1 such that for
almost every x ∈R the limits
lim
ε→0+
γ′(x+ ε) = γ′(x+) and lim
ε→0+
γ′(x− ε) = γ′(x−)
exist. If L id differentiable off of some compact set and there exists c0 ∈ R such that
lim
|x|→∞
L′(x) = c0,
then C˜Γ, j is bounded Lp1(R)×Lp2(R) into Lp(R) for all 1 < p1, p2 < ∞ satisfying (2.2)
for each j = 0,1,2. Furthermore, CΓ, j is bounded Lp1(Γ)× Lp2(Γ) into Lp(Γ) for all
1 < p1, p2 < ∞ satisfying (2.2) for each j = 0,1,2.
Proof. We will apply Theorem 1.1 to C˜γ,1 with b0 = b1 = b2 = γ′. Note that γ′ is para-
accretive since Re(γ′) = 1 and γ′ ∈ L∞. It is not hard to see that K˜Γ,1 is the kernel function
associated to C˜Γ,1. It also follows from ||L′||L∞ = λ < 1 that K˜Γ,1 is a standard bilinear
kernel:
|K˜Γ,1(x,y1,y2)| ≤ 1
(1−λ)3/2
|γ(x)− γ(y1)|
|(x− y1)2 +(x− y2)2|3/2
≤ 1
(1−λ)3/2
||γ′||L∞
(x− y1)2 +(x− y2)2 ,
and
∂y2K˜Γ,1(x,y1,y2)≤
3
(1−λ)5/2
|γ(x)− γ(y1)| |γ(x)− γ(y2)| |γ′(y2)|
((x− y1)2 +(x− y2)2)5/2
≤ 3
(1−λ)5/2
||γ′||3L∞
((x− y1)2 +(x− y2)2)3/2
.
A simliar estimate holds for ∂xK˜Γ,1(x,y1,y2) and ∂y1K˜Γ,1(x,y1,y2), which implies that
K˜Γ,1(x,y1,y2) is a standard bilinear kernel. Now it remains to verify that C˜Γ,1 satisfies the
WBP and the BMO testing conditions for b0 = b1 = b2 = γ′. Let φ0,φ1,φ2 be normalized
bumps of order 1, u ∈ R, and R > 0. By Proposition 7.1, we have∣∣∣〈C˜Γ,1(γ′φu,R1 ,γ′φu,R2 ),γ′φu,R0 〉∣∣∣
≤
∫
R3
|F˜Γ(x,y1,y2)φu,R0 (x)(φu,R1 )′(y1)φu,R2 (y2)γ′(x)γ′(y2)|dxdy1 dy2
.
1
R(1−λ)1/2
∫
[R,R]3
dxdy1 dy2
|x− y1|+ |x− y2| .
R
(1−λ)1/2
So C˜Γ,1 satisfies the WBP. Now we check the three BMO conditions of Theorem 1.1:
Mγ′C˜Γ,1(γ′,γ′) = 0 ∈ BMO : Let φ ∈ C∞0 (R) such that γ′φ has mean zero and η ∈ C∞0 (R)
such that 0 ≤ η ≤ 1, η = 1 on [−1,1], supp(η) ⊂ [−2,2], and ηR(x) = η(x/R). Again we
use Proposition 7.1 and make a change of variables,〈
C˜Γ,1(γ′ηR,γ′ηR),γ′φ
〉
=−
∫
R3
F˜Γ(x,y1,y2)(ηR)′(y1)γ′(y2)ηR(y2)γ′(x)φ(x)dy1 dy2 dx
=−
∫
R3
RF˜Γ(x,Ry1,Ry2)φ(x)η′(y1)η(y2)γ′(x)γ′(Ry2)dxdy1dy2.(7.4)
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Then for y1,y2 6= 0, we can compute the pointwise limit
lim
R→∞
RF˜Γ(x,Ry1,Ry2)γ′(Ry2) = lim
R→∞
Rγ′(Ry2)
((γ(x)− γ(Ry1))2 +(γ(x)− γ(Ry2))2)1/2
= lim
R→∞
γ′(Ry2)(
y21
(γ(x)−γ(Ry1))2
(Ry1)2
+ y22
(γ(x)−γ(Ry2))2
(Ry2)2
)1/2
=
1+ ic0(
y21(1+ ic0)2 + y22(1+ ic0)2
)1/2 = 1(y21 + y22)1/2 .
Here we use that L is differentiable off of a compact set, that L′(x) → c0 as |x| → ∞,
and L’Hospital’s rule to conclude that L(x)/x → c0 as |x| → ∞. Now let R > 0 be large
enough so that supp(φ) ⊂ B(0,R/4), and using that supp(η′) ⊂ [−2,2]\[−1,1], we have
the estimate
|RF˜Γ(x,Ry1,Ry2)γ′(x)γ′(Ry2)φ(x)η′(y1)η(y2)|. 1
(1−λ)1/2
R|φ(x)η′(y1)|
|x−Ry1|+ |x−Ry2|
≤ 1
(1−λ)1/2
R|φ(x)η′(y1)|
R|y1|/2+R/2− 2|x|+R|y2| .
1
(1−λ)1/2
1
|y1|+ |y2| .
Then by dominated convergence
lim
R→∞
〈
C˜Γ,1(γ′ηR,γ′ηR),γ′φ
〉
=
∫
R
(
−
∫
R2
η′(y1)η(y2)(
y21 + y
2
2
)1/2 dy1dy2
)
φ(x)γ′(x)dx = 0.
Here we also use that γ′φ has mean zero. Therefore Mγ′C˜Γ,1(γ′,γ′) = 0 ∈ BMO in the sense
of Definition 2.5.
Mγ′C˜∗1Γ (γ′,γ′) = 0 ∈ BMO : Note that for every x,y1,y2 ∈R such that |x−y1|+ |x−y2| 6= 0
we can write
K˜Γ,1(x,y1,y2)γ′(x)γ′(y1)γ′(y2) = ∂y1 F˜Γ,1(x,y1,y2)γ′(x)γ′(y2)
= ∂xF˜Γ,1(x,y1,y2)γ′(y1)γ′(y2)− ∂y2F˜Γ,1(x,y1,y2)γ′(x)γ′(y1)
= (K˜Γ,0(x,y1,y2)− K˜Γ,2(x,y1,y2))γ′(x)γ′(y1)γ′(y2).
Then it follows that Mγ′C˜Γ,1(Mγ′ ·,Mγ′ ·) = Mγ′C˜Γ,0(Mγ′ ·,Mγ′ ·)−Mγ′C˜Γ,2(Mγ′ ·,Mγ′ ·), and
so by Proposition 7.1〈
C˜∗1Γ,1(γ′ηR,γ′ηR),γ′φ
〉
=
〈
C˜Γ,1(γ′φ,γ′ηR),γ′ηR
〉
=
〈
C˜Γ,0(γ′φ,γ′ηR),γ′ηR
〉
−
〈
C˜Γ,2(γ′φ,γ′ηR),γ′ηR
〉
=−
∫
R3
F˜Γ(x,y1,y2)γ′(y1)φ(y1)γ′(y2)ηR(y2)(ηR)′(x)dy1 dy2 dx
+
∫
R3
F˜Γ(x,y1,y2)γ′(y1)φ(y1)(ηR)′(y2)γ′(x)ηR(x)dy1 dy2 dx.
These two expressions tend to zero by the same argument that (7.4) tends to zero as R→∞
in the proof of the Mγ′C˜Γ,1(γ′,γ′) = 0 condition. Therefore Mγ′C˜∗1Γ (γ′,γ′) = 0 ∈ BMO as
well.
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Mγ′C˜∗2Γ (γ′,γ′) = 0 ∈ BMO : By Proposition 7.1, we can compute〈
C˜∗2Γ,1(γ′ηR,γ′ηR),γ′φ
〉
=−
∫
R3
F˜Γ(x,y1,y2)(ηR)′(y1)γ′(x)ηR(x)γ′(y2)φ(y2)dy1 dy2 dx.
Again, this expression is essentially the same as the one in (7.4), and hence tends to zero
as R → ∞ by the argument. Therefore Mγ′C˜∗2Γ (γ′,γ′) = 0 ∈ BMO.
Then by Theorem 1.1, C˜Γ,1 can be extended to a bounded operator from Lp1 ×Lp2 into
Lp for appropriate p, p1, p2. Now it is easy to prove that CΓ,1 can also be extended to a
bounded operator: Let 1 < p1, p2 < ∞ and 1/2 < p < ∞ satisfy (2.2). For g1 ∈ Lp1(Γ) and
g2 ∈ Lp2(Γ), and it follows that
||CΓ,1(g1,g2)||Lp(Γ) =
(∫
R
|CΓ,1(g1,g2)(γ(x))|p|γ′(x)|dx
)1/p
≤ ||γ′||1/pL∞ ||C˜Γ,1||p,p1,p2 ||g1 ◦ γ−1||Lp1 (R)||g2 ◦ γ−1||Lp2 (R)
= ||γ′||1/pL∞ ||γ′−1||1/pL∞ ||C˜Γ,1||p,p1,p2 ||g1||Lp1 (Γ)||g2||Lp2 (Γ).
The bounds for C˜Γ,0, C˜Γ,2, CΓ,0, and CΓ,2 follow in the same way. 
REFERENCES
1. ´A. Be´nyi, D. Maldonado, A. Nahmod, and R. H. Torres, Bilinear paraproducts revisited, Math. Nachr. 283,
9, (2010), 1257-1276.
2. O. V. Besov, On a family of function spaces. Embedding theorems and applications Dokl. Aka. Nauk SSSR,
126, (1959), 1163-1165.
3. O. V. Besov, On a family of function spaces in connection with embeddings and extensions Trudy Mat. Inst.
Steklov, 60, (1961), 42-81.
4. J. M. Bony, Calcul symbolique et propagation des singularite´s pour les e´quations aux de´rive´es partielles non
line´aires, Ann. Sci. ´Ecole Norm. Sup., 14, 2, (1981), 109-246.
5. A. P. Caldero´n, Intermediate spaces and interpolation, the complex method, Studia Math., 24, (1964), 113-
190.
6. A. P. Caldero´n, An atomic decomposition of distributions in parabolic H p, Adv. in Math., 25, (1977), 216-
225.
7. L. Carleson, An Interpolation Problem for Bounded Analytic Functions, American Journal of Mathematics,
80, (1958), 921-930.
8. M. Christ, A T(b) theorem with remarks on analytic capacity and the Cauchy integral, Colloq. Math.
60/61,(1990), no. 2, 601-628.
9. M. Christ, J. L. Journe´, Polynomial growth estimates for multilinear singular integral operators, Acta Math.,
159, 1-2, (1987), 51-80.
10. R. Coifman, Adapted multi resolution analysis, computation, signal processing and operator theory, Pro-
ceedings of the International Congress of Mathematicians, Vol. I, II, (Kyoto, 1990), 879-887, Math. Soc.
Japan, Tokyo, 1991.
11. R. Coifman and Y. Meyer, Au dela` des ope´rateurs pseudodiffe´rentiels, Aste´risque, 57, Socie´te´ Mathe´matique
de France, (1978).
12. G. David and J.-L. Journe´, A boundedness criterion for generalized Caldero´n-Zygmund operators, Ann. of
Math. (2), 120, 2, (1984), 371-397.
13. G. David, J.-L. Journe´, and S. Semmes, Ope´rateurs de Caldero´n-Zygmund, fonctions para-accre´tives et
Interpolation, Rev. Mat. Iberoamericana, 1, 4, (1985), 1-56.
14. C. Fefferman, E. Stein, Some maximal inequalities, Amer. J. Math., 93, (1971), 107-115.
15. M. Frazier and B. Jawerth, A discrete transform and decompositions of distribution spaces, J. Funct. Anal.,
93, 1, (1990), 34-170.
16. M. Frazier, B. Jawerth, G. Weiss, Littlewood-Paley theory and the study of function spaces. CBMS Regional
Conference Series in Mathematics, 79, AMS, Providence, (1991).
17. L. Grafakos, Classical and Modern Fourier Analysis, Pearson/Prentice Hall, 2004.
18. L. Grafakos, L. Liu, D. Maldonado, D. Yang Multilinear anlaysis on metric spaces, (preprint).
A BILINEAR T(B) THEOREM FOR SINGULAR INTEGRAL OPERATORS 41
19. L. Grafakos and R. H. Torres, Multilinear Caldero´n-Zygmund theory, Adv. Math., 165, 1, (2002), 124-164.
20. L. Grafakos and R. H. Torres, Diescrete decompositions for bilinear operators and almost diagonal condi-
tions, Trans. Amer. Math. Soc., 354, 3, (2002).
21. Y. S. Han, Caldero´n-type Reproducing Formula and the Tb Theorem, Rev. Mat. Iberoamericana, 10, 1,
(1994), 51-91.
22. J. Hart, Bilinear square functions and vector-valued Caldero´n-Zygmund operators, J. Fourier Anal. Appl.,
18, 6, (2012), 1291-1313.
23. J. Hart, Erratum: Bilinear square functions and vector-valued Caldero´n-Zygmund operators, to appear J.
Fourier Anal. Appl., (2013).
24. J. Hart, A new proof of the bilinear T(1) theorem, to appear Proc. of the Amer. Math. Soc., (2012).
25. J. Hart, Bilinear Littlewood-Paley Square Functions and Singular Integrals, Doctoral Dissertation, University
of Kansas, (2013).
26. S. Janson, M. Taibleson, Caldero´n s representation theorems, Rend. Sem. Mat. Univ. Politec. Torino, 39, 2,
(1981), 27-35.
27. P. Jones, Square functions, Cauchy integrals, analytic capacity, and harmonic measure, Harmonic Analysis
and Partial Differential Equations, Lecture Notes in Math., 1384, Springer-Verlag (1989).
28. C. Kenig, E. Stein, Multilinear estimates and fractional integration, Math. Res. Lett., 6, 1, (1999), 1-15.
29. P. Lizorkin, Properties of functions of the spaces λrpΘ, Trudy Mat. Inst. Steklov., 131, 247, (1974), 158-181.
30. D. Maldonado, Multilinear Singular Integrals and Quadratic Estimates, Doctoral Dissertation, University of
Kansas, (2005).
31. D. Maldonado, V. Naibo, On the boundedness of bilinear operators on products of Besov and Lebesgue
spaces, J. Math. Anal. Appl., 352, 2, (2009), 591-603.
32. A. McIntosh, Y. Meyer, Alge`bres d’ope´rateurs de´finis par des inte´grales singulie`res, C. R. Acad. Sci. Paris
Se´r. I Math., 301, 8, (1985), 395-397.
33. A. Nahmod, Geometry of operators and spectral analysis on spaces of homogeneous type, C. R. Acad. Sci.
Paris Se´r I Math, 313, (1991), no. 11, 721-725.
34. A. Nahmod, Generalized uncertainty principles on spaces of homogeneous type, F. Funct. Anal. 119, (1994),
no. 1, 171-209.
35. J. Peetre, On convolution operators leaving Lp,λ invariant, Ann. Mat. Pura Appl. (4), 72, (1966), 295-304.
36. J. Peetre, Sur les espaces de Besov, C.R. Acad. Sci. Paris Se´r. A-B, 264, (1967), A281-A283.
37. J. Peetre, On spaces of Triebel-Lizorkin type, Ark. Math., 13, (1975), 123-130.
38. S. Spanne, Sur l’interpolation entre les espaces L p,Φk , Ann. Scuola Norm. Sup. Pisa (3), 20, (1966), 625-648.
39. E. Stein, Singular integrals, harmonic functions, and differentiability properties of functions of several vari-
able, Proc. Sympos. Pure Math., Chicago, IL, (1967), 316-335.
40. M. Taibleson, On the theory of Lipschitz spaces of distributions on Euclidean n-spaces I. Principal properties.
J. Math. Mech., 13, (1964), 407-480.
41. M. Taibleson, On the theory of Lipschitz spaces of distributions on Euclidean n-spaces II. Translation invari-
ant operators, duality, and interpolation, J. Math. Mech., 14, (1965), 821-840.
42. M. Taibleson, On the theory of Lipschitz spaces of distributions on Euclidean n-spaces III. Smoothness and
integrability of Fourier transforms, smoothness of convolution kernels.. J. Math. Mech., 15, (1966), 973-981.
43. R. H. Torres, Boundedness results for operators with singular kernels on distribution spaces, Mem. Amer.
Math. Soc., 90, 442 (1991).
44. H. Triebel, Spaces of distributions of Besov type on Euclidean n-space. duality, interpolation, Ark. Math.,
11, (1973), 13-64.
45. H. Triebel, Theory of function spaces, Monographs in Mathematics, 78, Birkha¨user-Verlag-Basel-Boston-
Stutthart, (1983).
46. A. Uchiyama, A constructive proof of the Fefferman-Stein decomposition of BMO(Rn), Acta Math., 148,
(1982), 215-241.
47. M. Wilson, Convergence and stability of the Caldero´n reproducing formula in H1 and BMO, J. Fourier Anal.
Appl., 17, 5, (2011), 801-820.
DEPARTMENT OF MATHEMATICS, UNIVERSITY OF KANSAS, LAWRENCE, KANSAS 66044
Current address: Department of Mathematics, Wayne State University, 656 W. Kirby, Detroit, Michigan
48202
E-mail address: jarod.hart@wayne.edu
