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Strong Rate of Convergence for the Euler-Maruyama
Approximation of Stochastic Differential Equations with
Irregular Coefficients∗
Hoang-Long Ngo†, Dai Taguchi‡
Abstract
We consider the Euler-Maruyama approximation for multi-dimensional stochastic differ-
ential equations with irregular coefficients. We provide the rate of strong convergence where
the possibly discontinuous drift coefficient satisfies a one-sided Lipschitz condition and the
diffusion coefficient is Ho¨lder continuous and uniformly elliptic.
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1 Introduction
Let us consider the d-dimensional stochastic differential equation (SDE)
Xt = x0 +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs, x0 ∈ Rd, t ∈ [0, T ], (1)
where W := (Wt)0≤t≤T is a standard d-dimensional Brownian motion on a probability space
(Ω,F ,P) with a filtration (Ft)0≤t≤T satisfying the usual conditions. The drift coefficient b is
a Borel-measurable function from [0, T ] × Rd into Rd and the diffusion coefficient σ is a Borel-
measurable function from [0, T ] × Rd into Rd × Rd. In this article, we consider that elements of
R
d are column vectors. The diffusion process X := (Xt)0≤t≤T is used to model many random
dynamical phenomena in many fields of application.
Since the solution of (1) is rarely analytically tractable, one often approximates X by using
the Euler-Maruyama scheme given by
X
(n)
t = x0 +
∫ t
0
b
(
ηn(s), X
(n)
ηn(s)
)
ds+
∫ t
0
σ
(
ηn(s), X
(n)
ηn(s)
)
dWs, t ∈ [0, T ], (2)
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where ηn(s) = kT/n =: t
(n)
k if s ∈ [kT/n, (k + 1)T/n). It is well-known that if the coefficients b and
σ are Lipschitz continuous in space and 1/2-Ho¨lder continuous in time then the Euler-Maruyama
scheme is known to have a strong rate of convergence order 1/2, i.e. for any p > 0, there exists
Cp > 0 such that
E
[
sup
0≤t≤T
|Xt −X(n)t |p
]
≤ Cpn−p/2.
The strong rate in the case of non-Lipschitz coefficients have been studied recently by using
the approximation method of Yamada and Watanabe ([22], Theorem 1) in Gyo¨ngy and Ra´sonyi [8].
They have proven that for a one-dimensional SDE, if the diffusion coefficient is (α + 1/2)-Ho¨lder
continuous in space and the drift is the sum of a Lipschitz and a monotone decreasing γ-Ho¨lder
continuous function then
E
[
sup
0≤t≤T
|Xt − X˜(n)t |
]
≤
{
C(log n)−1/2 if α = 0
C(n−2α
2
+ n−αγ) if α ∈ (0, 1/2], (3)
where X˜ is the Euler’s “polygonal” approximation of X given by
X˜
(n)
t = x0 +
∫ t
0
b
(
s, X˜
(n)
ηn(s)
)
ds+
∫ t
0
σ
(
s, X˜
(n)
ηn(s)
)
dWs, t ∈ [0, T ]. (4)
Yan [23] has obtained a similar result to (3) for the Euler-Maruyama scheme for the one-dimensional
SDE with drift which is Lipschitz continuous in space and Ho¨lder continuous in time by using
Tanaka’s formula and some estimates for the local time. When the drift b is not supposed to be
continuous, Halidias et al. (Theorem 3.1 in [9]) have shown the convergence of Euler-Maruyama
approximation in L2-norm (see also Theorem 2.8 in [7]). Regarding the rates of convergence,
Gyo¨ngy has shown that if b satisfies the one-sided Lipschitz condition (see Definition 2.3) and
σ is locally Lipschitz then the rate of almost convergence for the Euler-Maruyama’s polygonal
approximation is of order 1/4 (see [6] Theorem 2.6). Moreover, Bastani et al. have recently
proven strong Lp-rate 1/4 for p ≥ 2 for split-step backward Euler approximations of SDEs with
discontinuous drift and Lipschitz continuous diffusion coefficients (see Theorem 5.2 in [1]).
Besides the strong approximation problem, the weak approximation for non-Lipschitz coeffi-
cients SDE has also received a lot of attention. The weak rate of the Euler-Maruyama approxi-
mation when both drift and diffusion coefficients as well as payoff functions are Ho¨lder continuous
has been studied in [13, 19, 8]. Kohatsu-Higa et al. studied weak approximation errors for SDE
with discontinuous drift by using a perturbation method in [14]. The case of locally Lipschitz
coefficients has been studied extensive too, see [10] and the references therein. It should be noted
that the strong rate of approximation is very useful to implement an effective Multi-level Monte
Carlo simulation scheme for approximating expectation of some functionals of X (see [5]).
The goal of this article is to show that the strong rates obtained in [8] and [23] still hold even
when b is discontinuous. More precisely, we will investigate the strong rate of the Euler-Maruyama
approximation under the assumption that the diffusion coefficient σ is (α+1/2)-Ho¨lder continuous
and the drift b is the one-sided Lipschitz and belongs to the class A of functions which is, roughly
speaking, of bounded variation with respect to a Gaussian measure on Rd. In particular, our result
implies that the Euler-Maruyama approximation has the optimal strong rate 1/2 in the case of
Lipschitz continuous diffusion coefficient and discontinuous drift. Hence our result partly improves
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the ones in [6, 8, 23]. In this article, Lemma 3.5 is the key estimation. If the drift coefficient b is
a Lipschitz continuous function, it is easy to prove this lemma. To obtain the same estimate with
discontinuous drift, we use the result of Lemaire and Menozzi which is the Gaussian bound for the
density of the Euler-Maruyama approximation (see [18], Theorem 2.1).
Finally we note that SDEs with discontinuous drift appear in many applications such as
optimal control and interacting infinite particle systems, see e.g. [2, 3, 16].
Our paper is divided as follows: Section 2 introduces some notations and assumptions for our
framework together with the main results. All proofs are deferred to Section 3.
2 Main results
2.1 Notations and Assumption
We first introduce the class of functions for the drift coefficient.
Definition 2.1. Let A be a class of all bounded measurable functions ζ : [0, T ]×Rd → R such that
there exists a sequence of functions (ζN (t, ·))N∈N ⊂ C1(Rd;R) satisfying the following conditions:
A(i) For any L > 0, sup
t∈[0,T ]
∫
|x|≤L
|ζN (t, x)− ζ(t, x)|dx → 0 as N →∞.
A(ii) There exists a positive constant K such that for any x ∈ Rd,
sup
t∈[0,T ]
sup
N∈N
|ζN (t, x)| ≤ K.
A(iii) There exists a positive constant K such that for any a ∈ Rd and u > 0,
sup
t∈[0,T ]
sup
N∈N
d∑
i=1
∫
Rd
|∂iζN (t, x + a)| e
− |x|2
u
u(d−1)/2
dx ≤ K(1 +√u),
where ∂i is partial derivative in space.
We call (ζN )N∈N an A-approximation sequence of ζ. This class of function A is similar to the
one introduced in [15]. The following proposition shows that this class is quite large. Its proof is
deferred to Section 3.7.
Proposition 2.2. (i) If ξ, ζ ∈ A and α, β ∈ R, then ξζ ∈ A and αξ + βζ ∈ A.
(ii) If g : [0, T ]× Rd → R is a bounded measurable function and g(t, ·) : Rd → R is monotone in
each variable separately then g ∈ A.
(iii) If g is bounded and Lipschitz continuous in space, then g ∈ A.
Using Proposition 2.2 one can easily verify that the class A contains function ζ(x) = |x−a|∧1
or ζ(x) = Ia<x<b for some a, b ∈ Rd.
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Definition 2.3. A function f : [0, T ]× Rd → Rd is called one-sided Lipschitz function in space if
there exists a positive constant K such that for any (t, x, y) ∈ [0, T ]× R2d,
〈x− y, f(t, x)− f(t, y)〉Rd ≤ K|x− y|2. (5)
Let L be the class of all one-sided Lipschitz functions.
Remark 2.4. By the definition of the class L, if f, g ∈ L and α ≥ 0, then f +g, αf ∈ L. The one-
sided Lipschitz property is closely related to the monotonicity condition introduced in [6] and the
class L obviously contains all functions which are the sum of a Lipschitz function and a monotone
decreasing γ-Ho¨lder continuous function considered in [8].
Many properties and applications of SDEs with the one-sided Lipschitz drift can be found
in [20]. We need the following assumptions on the coefficients b = (b(1), · · · , b(d))∗ and σ =
(σi,j)1≤i,j≤d. Here ∗ means transpose for the matrix.
Assumption 2.5. We assume that the coefficients b and σ are measurable functions and satisfy
the following conditions:
(i) b ∈ L and b(i) ∈ A for any i = 1, . . . , d.
(ii) a = σσ∗ is uniformly elliptic, i.e., there exists λ0 ≥ 1 such that for any (t, x, ξ) ∈ [0, T ]×R2d,
λ−10 |ξ|2 ≤ 〈a(t, x)ξ, ξ〉Rd ≤ λ0|ξ|2.
(iii) σ is a (1/2 + α)-Ho¨lder continuous with α ∈ [0, 1/2] in space, i.e., there exists K > 0 such
that
sup
(t,x,y)∈[0,T ]×R2d,x 6=y
|σ(t, x)− σ(t, y)|
|x− y|1/2+α ≤ K.
Remark 2.6. Many functions satisfy Assumption 2.5 (i). For example, monotone decreasing
function or Lipschitz continuous function. In particular, for x ∈ R, the function 1(−∞,0](x) −
1(0,+∞)(x) satisfies Assumption (2.5) (i). This function is the optimal drift coefficient for some
stochastic control problem (see [2] or [12] page 437). From Remark 2.2 and 2.4, we know that
if f and g satisfy Assumption 2.5 (i) and α, β ≥ 0, then αf + βg also satisfies this condition.
Assumption 2.5 (ii) implies that the diffusion coefficient σ is bounded i.e., for any (t, x) ∈ [0, T ]×Rd,
|σ(t, x)| = {∑i,j σ2i,j(t, x)}1/2 ≤ √dλ0.
Assumption 2.7. The coefficients b and σ are β-Ho¨lder continuous with β ≥ 1/2 in time i.e.,
there exist K > 0 such that for all t, s ∈ [0, T ] and x ∈ Rd,
|b(t, x)− b(s, x)|+ |σ(t, x) − σ(s, x)| ≤ K|t− s|β .
Remark 2.8. Veretennikov [21] has shown the following result. Assume that b and σ are bounded
measurable functions such that σσ∗ is uniformly elliptic. If σ is 1/2-Ho¨lder continuous in x ∈ R
when d = 1 and it is Lipschitz in x ∈ Rd when d ≥ 2, then there exists a unique strong solution to
the stochastic differential equation (1) (see also [4, 7, 16, 17, 24] for other criteria for the existence
and uniqueness of solution of SDE with non-Lipschitz coefficients).
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2.2 Main Results
Through the whole of this article, we will use the positive constants C and c which do not depend
on n. Unless explicitly stated otherwise, the constant C depends only on K,T, λ0, x0, β and d, the
constant c depends only on K,λ0, η and d. Moreover the constants C and c may change from line
to line.
We obtain the following results on the rates of the Euler-Maruyama approximation in both
L1-norm and L1-sup norm.
Theorem 2.9. Let Assumptions 2.5 and 2.7 hold. Then there exists a constant C such that, for
d = 1,
sup
τ∈T
E[|Xτ −X(n)τ |] ≤
{
C(logn)−1 if α = 0,
Cn−α if α ∈ (0, 1/2], (6)
and for d ≥ 2,
sup
τ∈T
E[|Xτ −X(n)τ |] ≤ Cn−1/2 if α = 1/2.
where T is the set of all stopping times τ ≤ T .
Theorem 2.10. Under Assumptions 2.5 and 2.7 we have for d = 1,
E
[
sup
0≤t≤T
|Xt −X(n)t |
]
≤
{
C(log n)−1/2 if α = 0,
Cn−2α
2
if α ∈ (0, 1/2], (7)
and for d ≥ 2,
E
[
sup
0≤t≤T
|Xt −X(n)t |
]
≤ Cn−1/2 if α = 1/2.
The following theorem provides the bound of the error in Lp-norm which is useful to design a
Multi-level Monte Carlo approximation scheme.
Theorem 2.11. Let Assumptions 2.5 and 2.7 hold. Then for any p ≥ 2, there exists a constant
C = C(K,T, λ0, x0, d, β, p) such that for d = 1,
E
[
sup
0≤t≤T
∣∣∣Xt −X(n)t ∣∣∣p] ≤ { C (logn)−1 if α = 0,Cn−α if α ∈ (0, 1/2], (8)
and for d ≥ 2,
E
[
sup
0≤t≤T
∣∣∣Xt −X(n)t ∣∣∣p] ≤ Cn−1/2 if α = 1/2.
Remark 2.12. In Theorem 2.11, for α ∈ [0, 1/2), the result is the same as in Gyo¨ngy and Ra´sonyi
[8]. But for α = 1/2, every moment bigger than 2 of the error is of the same order. The reason is
that we deal with the discontinuous drift coefficients and the estimate of discontinuous part is of
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order 1/2 for any q ≥ 1 (see Lemma 3.5). The proof of Theorem 2.11 does not use the result of
Theorem 2.10 and only use the result of Theorem 2.9. On the other hand, for α ∈ (0, 1/2), using
Theorem 2.11 and Jensen’s inequality, we can obtain that the rate of convergence order is α/2 in
L1-sup norm. For α ∈ [1/4, 1/2), this result is better than Theorem 2.10 and for α ∈ (0, 1/4], this
result is worse than Theorem 2.10.
In many applications such as the regime switching problem, Assumption 2.7 fails to be satisfied.
However we are still able to obtain the same strong rates of convergence as above if we consider
the polygonal Euler-Maruyama scheme (4) instead of the original Euler-Maruyama scheme (2).
Corollary 2.13. Assume d = 1 and Assumption 2.5. Then all the estimates (6), (7) and (8) still
hold when we replace X
(n)
t with X˜
(n)
t .
Corollary 2.14. Let Assumption 2.5 and 2.7 be satisfied. Then the conclusion of Theorem 2.9,
2.10 and 2.11 still hold if we replace X
(n)
t with X
(n)
t defined by
X
(n)
t = x0 +
∫ t
0
b
(
s,X
(n)
ηn(s)
)
ds+
∫ t
0
σ
(
ηn(s), X
(n)
ηn(s)
)
dWs, t ∈ [0, T ].
3 Proof of the Main Theorems
3.1 Gaussian bound for the density of the Euler-Maruyama scheme
Under Assumption 2.5 (ii) and (iii), it follows from ([18], Theorem 2.1) that the transition density
p(n)(s, t, x, x′) of X(n)t between times s and t exists and there exist constants C ≥ 1 and c > 0 such
that for any x, x′ ∈ Rd and 0 ≤ j < j′ ≤ n,
C−1pc−1
(
t
(n)
j′ − t(n)j , x, x′
)
≤ p(n)
(
t
(n)
j , t
(n)
j′ , x, x
′
)
≤ Cpc
(
t
(n)
j′ − t(n)j , x, x′
)
, (9)
where pc(t− s, x, x′) :=
(
c
2pi(t− s)
)d/2
exp
(
−c |x
′ − x|2
2(t− s)
)
. Note that the constant C depends on
K,λ0, η, d, T and the constant c depends on K,λ0, η, d but not on T .
The following lemma plays a crucial role in our argument.
Lemma 3.1. Assume that Assumption 2.5 (ii) and (iii) hold. Then there exist C ≥ 1 and c > 0
such that for any x, x′ ∈ Rd, 0 ≤ j < j′ ≤ n and t ∈ (t(n)j′−1, t(n)j′ ], we have
p(n)
(
t
(n)
j , t, x, x
′
)
≤ Cpc
(
t− t(n)j , x, x′
)
.
Proof. Note that for any u ∈ Rd,
p(n)
(
t
(n)
j′−1, t, u, x
′
)
=
(
1
2pi
)d/2
1√
(t− t(n)j′−1)d det a(t(n)j′−1, u)
6
× exp
[
−〈a
−1(t(n)j′−1, u)(x
′ − u− (t− t(n)j′−1)b(t(n)j′−1, u)), (x′ − u− (t− t(n)j′−1)b(t(n)j′−1, u))〉Rd
2(t− t(n)j′−1)
]
.
Since a−1 is uniformly elliptic, using the inequality |x − y|2 ≥ 12 |x|2 − |y|2 for any x, y ∈ Rd, we
obtain
− 〈a
−1(t(n)j′−1, u)(x
′ − u− (t− t(n)j′−1)b(t(n)j′−1, u)), (x′ − u− (t− t(n)j′−1)b(t(n)j′−1, u))〉Rd
2(t− t(n)j′−1)
≤ −λ
−1
0 |x′ − u− (t− t(n)j′−1)b(t(n)j′−1, u)|2
2(t− t(n)j′−1)
≤ − (2λ0)
−1|x′ − u|2
2(t− t(n)j′−1)
+
λ−10 (t− t(n)j′−1)2|b(t(n)j′−1, u)|2
2(t− t(n)j′−1)
≤ −c |x
′ − u|2
2(t− t(n)j′−1)
+ C.
Hence we have
p(n)
(
t
(n)
j′−1, t, u, x
′
)
≤ C
exp
[
−c |x′−u|2
2(t−t(n)
j′−1
)
]
(
2pi(t− t(n)j′−1)
)d/2 .
This estimate together with the Chapman-Kolmogorov equation and (9) yield
p(n)
(
t
(n)
j , t, x, x
′
)
=
∫
Rd
p(n)
(
t
(n)
j , t
(n)
j′−1, x, u
)
p(n)
(
t
(n)
j′−1, t, u, x
′
)
du
≤ C
∫
Rd
exp
[
−c |u−x|2
2(t
(n)
j′−1
−t(n)
j
)
]
(
2pi(t
(n)
j′−1 − t(n)j )
)d/2 exp
[
−c |x′−u|2
2(t−t(n)
j′−1
)
]
(
2pi(t− t(n)j′−1)
)d/2du = Cpc (t− t(n)j , x, x′) .
We therefore obtain the desired estimate.
Corollary 3.2. Let p
(n)
t be a density for X
(n)
t . From Lemma 3.1 with j = 0, there exist C ≥ 1
and c > 0 such that for any t ∈ (0, T ] and x ∈ Rd we have
p
(n)
t (x) = p
(n)(0, t, x0, x) ≤ Cpc(t, x0, x). (10)
3.2 Some auxiliary estimates
In this section, we give a key estimation (Lemma 3.5) to prove the main theorems.
Lemma 3.3. Let ζ : [0, T ] × Rd → R be a bounded measurable function and (ζN )N∈N be a
sequence of functions satisfying A(i) for ζ. Let (Yt)0≤t≤T be a d-dimensional stochastic process
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with Y0 = y0 ∈ Rd. Suppose that Yt satisfies the Gaussian bound condition on [κ, T ] for some
κ ∈ (0, T ], i.e., there exist positive constants C and c such that
pt(y) ≤ C e
−c|y−y0|
2
t
td/2
, t ∈ [κ, T ], (11)
where pt is the density function of Yt. Then∫ T
κ
E [|ζN (t, Yt)− ζ(t, Yt)|] dt→ 0, N →∞. (12)
and if T/n ≥ κ ∫ T
T
n
E
[∣∣ζN (t, Yηn(t))− ζ(t, Yηn(t))∣∣] dt→ 0, N →∞. (13)
Proof. For given ε > 0, there exists M ≡M(ε, y0, c) > 0 such that for any |y| ≥M ,
e−
c|y−y0 |
2
2t ≤ e− c|y−y0 |
2
2T < ε. (14)
From A(i), there exists N ′ ≡ N ′(ε) such that for any N ≥ N ′,∫
|y|<M
|ζN (t, y)− ζ(t, y)|dy < ε.
Therefore for any N ≥ N ′, using the Gaussian bound condition (11), the uniform boundedness of
ζN and ζ, and (14), we get∫ T
κ
|E[ζN (t, Yt)− ζ(t, Yt)]|dt ≤
∫ T
κ
dt
∫
Rd
dy|ζN (t, y)− ζ(t, y)|pt(y)
≤ C
∫ T
κ
dt
(∫
|y|<M
dy +
∫
|y|≥M
dy
)
|ζN (t, y)− ζ(t, y)|e
−c|y−y0|
2
t
td/2
≤ C
∫ T
κ
1
td/2
dt
∫
|y|<M
dy|ζN (t, y)− ζ(t, y)|+ C
∫ T
κ
dt
∫
|y|≥M
dy
e
−c|y−y0|
2
t
td/2
≤ CT 1
κd/2
ε+ CTε
∫
Rd
e
−c|y−y0|
2
2t
td/2
dy ≤ CT,κε,
where the constant CT,κ depending only on T and κ. Hence by letting ε to 0, we conclude the
proof of (12). In the same way, we can show (13).
Corollary 3.4. Let Assumption 2.5 hold and (b
(i)
N ) be an A-approximation sequence of b(i) for
each i = 1, . . . , d. Then for any i = 1, · · · , d and n ∈ N, we have
lim
N→∞
∫ T
T
n
E[|b(i)N (s,X(n)s )− b(i)N (s,X(n)ηn(s))|]ds =
∫ T
T
n
E[|b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))|]ds < +∞.
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Proof. It follows from Lemma 3.1 that the densities of X
(n)
s and X
(n)
ηn(s)
satisfy the Gaussian
bound condition for s ≥ Tn . Hence using Lemma 3.3 with κ = T/n and the simple inequality,
||a− b| − |a′ − b′|| ≤ |a− a′|+ |b− b′|, we have∣∣∣∣∣
∫ T
T
n
E[|b(i)N (s,X(n)s )− b(i)N (s,X(n)ηn(s))|]ds−
∫ T
T
n
E[|b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))|]ds
∣∣∣∣∣
≤
∫ T
T
n
E
[∣∣∣|b(i)N (s,X(n)s )− b(i)N (s,X(n)ηn(s))| − |b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))|∣∣∣] ds
≤
∫ T
T
n
E
[
|b(i)N (s,X(n)s )− b(i)(s,X(n)s )|
]
ds+
∫ T
T
n
E
[
|b(i)N (s,X(n)ηn(s)))− b
(i)(s,X
(n)
ηn(s))
|
]
ds
→ 0, as N →∞,
which implies the desired result.
The above corollary is useful to prove the following key estimate.
Lemma 3.5. Let b(i) ∈ A for i = 1, · · · d. Under Assumption 2.5 (ii) and (iii), for any q ≥ 1, there
exists C ≡ C(K,T, λ0, x0, d, q) such that
d∑
i=1
∫ T
0
E[|b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))|
q]ds ≤ C√
n
. (15)
Remark 3.6. The bound (15) is tight. Indeed, let us consider the case d = 1, x0 = 0, σ = 1 and
b(x) = 1(−∞,0](x)− 1(0,+∞)(x). We will show that for any q > 0, it holds∫ T
0
E[|b(X(n)s )− b(X(n)ηn(s))|
q]ds ≥ C√
n
(16)
for some constant C > 0. Indeed, for any s ≥ T/n, since X(n)ηn(s) and Ws−Wηn(s) are independent,
E[|b(X(n)s )− b(X(n)ηn(s))|
q] = 2q−1E[|b(X(n)s )− b(X(n)ηn(s))|]
= 2qP
(
(X
(n)
ηn(s)
+ (s− ηn(x))b(X(n)ηn(s)) +Ws −Wηn(s))X
(n)
ηn(s)
< 0
)
= 2q
∫
R
dx
∫
R
1(x2 + (s− ηn(s))b(x)x + yx < 0)p(n)ηn(s)(x)
e−
y2
2(s−ηn(s))√
2pi(s− ηn(s))
dy
≥
∫ ∞
0
dx
∫
R
1(x− (s− ηn(s)) + y < 0)p(n)ηn(s)(x)
e−
y2
2(s−ηn(s))√
2pi(s− ηn(s))
dy.
Let Φ(u) :=
∫ u
−∞
e−
v2
2√
2pi
dv. Then by the change of variable z = y/
√
s− ηn(s) , we have
E[|b(X(n)s )− b(X(n)ηn(s))|q] ≥
∫ ∞
0
p
(n)
ηn(s)
(x)Φ
(
−x− (s− ηn(s))√
s− ηn(s)
)
dx.
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Recall that x0 = 0. It follows from the lower bound of (9) that
E[|b(X(n)s )− b(X(n)ηn(s))|
q] ≥ 1
C
∫ ∞
0
e−
x2
2cηn(s)√
2picηn(s)
Φ
(
−x− (s− ηn(s))√
s− ηn(s)
)
dx
≥ 1
C
∫ √s−ηn(s)
0
e−
x2
2cηn(s)√
2picηn(s)
Φ
(
−x− (s− ηn(s))√
s− ηn(s)
)
dx
≥ 1
C
∫ √s−ηn(s)
0
e−
s−ηn(s)
2cηn(s)√
2picηn(s)
Φ
(
−
√
s− ηn(s)− (s− ηn(s))√
s− ηn(s)
)
dx
=
√
s− ηn(s)
C
e−
s−ηn(s)
2cηn(s)√
2picηn(s)
Φ
(
−
(
1−
√
s− ηn(s)
))
.
Moreover, using the Komatsu’s inequality (see [11] page 17 Problem 1),
Φ(−|x|) ≥ 2e
−x22√
2pi(|x|+√x2 + 4) ,
we get for any n ≥ T ,
E[|b(X(n)s )− b(X(n)ηn(s))|q] ≥
CT,c
piC
√
c
√
s− ηn(s)√
ηn(s)
, for any s ≥ T
n
,
where the constant CT,c is a constant depending only on T and c. Therefore, we have∫ T
0
E[|b(X(n)s )− b(X(n)ηn(s))|
q]ds ≥ C
∫ T
T/n
√
s− ηn(s)√
ηn(s)
ds ≥ C√
n
,
for n ≥ max{T, 2}. This concludes (16).
Proof of Lemma 3.5. Since b is bounded, it is sufficient to prove (15) for q = 1. Let (b
(i)
N ) be an
A-approximation sequence of b(i) for each i = 1, . . . , d. From Corollary 3.4, we have∫ T
0
E[|b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))|]ds
=
∫ T
n
0
E[|b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))|]ds+
∫ T
T
n
E[|b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))|]ds
≤ C
n
+ lim
N→∞
∫ T
T
n
E[|b(i)N (s,X(n)s )− b(i)N (s,X(n)ηn(s))|]ds. (17)
So we estimate the second part of (17). Since Ws −Wηn(s) and X(n)ηn(s) are independent, we have
for i = 1, · · · d,
E
[∣∣∣b(i)N (s,X(n)s )− b(i)N (s,X(n)ηn(s))∣∣∣]
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= E
[∣∣∣b(i)N (s,X(n)ηn(s) + (s− ηn(s))b(ηn(s), X(n)ηn(s)) + σ(ηn(s), X(n)ηn(s))(Ws −Wηn(s)))
− b(i)N (s,X(n)ηn(s))
∣∣∣]
=
∫
Rd
dx
∫
Rd
dy
∣∣∣b(i)N (s, x+ (s− ηn(s))b(ηn(s), x) + σ(ηn(s), x)y) − b(i)N (s, x)∣∣∣
× p(n)ηn(s)(x)
(
1
2pi(s− ηn(s))
)d/2
exp
[
− |y|
2
2(s− ηn(s))
]
. (18)
From the Gaussian bound condition for p
(n)
ηn(s)
, there exists positive constant C ≥ 1 and c > 0 such
that the last term of (18) is less than
C
∫
Rd
dx
∫
Rd
dy
∣∣∣b(i)N (s, x+ (s− ηn(s))b(ηn(s), x) + σ(ηn(s), x)y)− b(i)N (s, x)∣∣∣
×
(
1
ηn(s)
)d/2
exp
[
−c |x− x0|
2
2ηn(s)
](
1
s− ηn(s)
)d/2
exp
[
− |y|
2
2(s− ηn(s))
]
. (19)
Applying the change of variables z = (s− ηn(s))b(ηn(s), x) + σ(ηn(s), x)y, (19) is bounded by
C
∫
Rd
dx
∫
Rd
dz
∣∣∣b(i)N (s, x+ z)− b(i)N (s, x)∣∣∣
| det(σ(ηn(s), x))|
(
1
ηn(s)
)d/2
exp
[
−c |x− x0|
2
2ηn(s)
]
×
(
1
s− ηn(s)
)d/2
exp
[
−|σ
−1(ηn(s), x)(z − (s− ηn(s))b(ηn(s), x))|2
2(s− ηn(s))
]
. (20)
Since a−1 is uniformly elliptic,
|σ−1(ηn(s), x)(z − (s− ηn(s))b(ηn(s), x))|2
= 〈a−1(ηn(s), x)(z − (s− ηn(s))b(ηn(s), x)), z − (s− ηn(s))b(ηn(s), x)〉Rd
≥ λ−10 |z − (s− ηn(s))b(ηn(s), x)|2.
By the inequality |x− y|2 ≥ 12 |x|2 − |y|2 for any x, y ∈ Rd, we have
− |σ
−1(ηn(s), x)(z − (s− ηn(s))b(ηn(s), x))|2
2(s− ηn(s))
≤ − λ
−1
0 |z|2
4(s− ηn(s)) +
λ−10 (s− ηn(s))2|b(ηn(s), x)|2
2(s− ηn(s)) ≤ −c
|z|2
2(s− ηn(s)) + C.
Using this estimate and Fubini theorem, (20) is less than
C
∫
Rd
dz
∫
Rd
dx
∣∣∣b(i)N (s, x+ z)− b(i)N (s, x)∣∣∣ exp
[
−c |x−x0|22ηn(s)
]
(ηn(s))
d/2
exp
[
−c |z|22(s−ηn(s))
]
(s− ηn(s))d/2
. (21)
Since b
(i)
N (s, x+ z)− b(i)N (s, x) =
∫ 1
0 〈z,∇b
(i)
N (s, x+ θz)〉Rddθ, (21) is less than
C
∫
Rd
dz
∫
Rd
dx
∫ 1
0
dθ
∣∣∣〈z,∇b(i)N (s, x+ θz)〉Rd ∣∣∣ exp
[
−c |x−x0|22ηn(s)
]
(ηn(s))
d/2
exp
[
−c |z|22(s−ηn(s))
]
(s− ηn(s))d/2
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≤ C
∫
Rd
dz
∫
Rd
dx
∫ 1
0
dθ|z||∇b(i)N (s, x+ θz)|
exp
[
−c |x−x0|22ηn(s)
]
(ηn(s))
d/2
exp
[
−c |z|22(s−ηn(s))
]
(s− ηn(s))d/2
≤ C
d∑
j=1
∫
Rd
dz
∫
Rd
dy
∫ 1
0
dθ|z||∂jb(i)N (s, y + x0 + θz)|
exp
[
−c |y|22ηn(s)
]
(ηn(s))
d/2
exp
[
−c |z|22(s−ηn(s))
]
(s− ηn(s))d/2 , (22)
where we use the change of variable y = x−x0 in the last equation. It follows from Fubini theorem
and condition A(iii) that (22) is bounded by
C√
ηn(s)
∫
Rd
dz
∫ 1
0
dθ|z| 1
(s− ηn(s))d/2 exp
[
−c |z|
2
2(s− ηn(s))
]
=
C√
ηn(s)
∫
Rd
|z|
(s− ηn(s))d/2 exp
[
− c
2
|z|2
2(s− ηn(s))
]
exp
[
− c
2
|z|2
2(s− ηn(s))
]
dz. (23)
Since |z| exp
[
− c2 |z|
2
2(s−ηn(s))
]
≤
√
2
ec
√
s− ηn(s) for any z ∈ Rd, (23) is less than
C
√
s− ηn(s)
ηn(s)
≤ C√
nηn(s)
.
Therefore we have∫ T
0
E[|b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))|]ds ≤
C
n
+
C√
n
∫ T
T
n
1√
ηn(s)
ds ≤ C
n
+
C√
n
∫ T
0
1√
s
ds ≤ C√
n
,
which concludes the proof of Lemma 3.5.
3.3 Proof of Theorem 2.9
Before proving Theorem 2.9, we introduce some notations. Define
Y
(n)
t = (Y
(n,1)
t , · · · , Y (n,d)t )∗ :=Xt −X(n)t , U (n)t := X(n)t −X(n)ηn(t). (24)
Then by the definition of Xt and X
(n)
t we have
Y
(n)
t =
∫ t
0
{
b(s,Xs)− b(ηn(s), X(n)ηn(s))
}
ds+
∫ t
0
{
σ(s,Xs)− σ(ηn(s), X(n)ηn(s))
}
dWs,
〈Y (n,i), Y (n,j)〉t
=
d∑
k=1
∫ t
0
{
σi,k(s,Xs)− σi,k(ηn(s), X(n)ηn(s))
}{
σj,k(s,Xs)− σj,k(ηn(s), X(n)ηn(s))
}
ds.
The following estimation is standard (see Remark 1.2 in [8]). For the convenience of the reader we
will give a proof below.
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Lemma 3.7. Under Assumption 2.5 (ii) and (iii), for any q > 0, there exist C ≡ C(K,T, λ0, d, q)
such that
sup
t∈[0,T ]
E[|U (n)t |q] ≤
C
nq/2
.
Proof. From the definition of U
(n)
t and using the inequality (
∑m
i=1 ai)
q ≤ m(q−1)∨0∑mi=1 aqi for any
m ∈ N, ai ≥ 0 and q > 0, we have
|U (n)t |q =
(
d∑
i=1
∣∣∣X(n,i)t −X(n,i)ηn(t)∣∣∣2
)q/2
=
 d∑
i=1
∣∣∣∣∣∣(t− ηn(t))b(i)(ηn(t), X(n)ηn(t)) +
d∑
j=1
σi,j(ηn(t), X
(n)
ηn(t)
)(W jt −W jηn(t))
∣∣∣∣∣∣
2

q/2
≤ C
|t− ηn(t)|qKq + d∑
j=1
λ
q/2
0 |W jt −W jηn(t)|q
 ,
so we have
E[|U (n)t |q] ≤ C
|t− ηn(t)|q + d∑
j=1
E[|W jt −W jηn(t)|
q]

≤ C
|t− ηn(t)|q + d∑
j=1
|t− ηn(t)|q/2
 ≤ C
nq/2
.
This concludes Lemma 3.7.
Proof of Theorem 2.9. Inspired by the paper [8], we will use the approximation technique of Ya-
mada and Watanabe (see [22], Theorem 1). For each δ ∈ (1,∞) and ε ∈ (0, 1), we can define a
continuous function ψδ,ε : R→ R+ with supp ψδ,ε ⊂ [ε/δ, ε] such that∫ ε
ε/δ
ψδ,ε(z)dz = 1; 0 ≤ ψδ,ε(z) ≤ 2
z log δ
, z > 0.
We define a function φδ,ε ∈ C2(R;R) by
φδ,ε(x) :=
∫ |x|
0
∫ y
0
ψδ,ε(z)dzdy.
It is easy to verify that φδ,ε has the following useful properties:
φ′δ,ε(x) =
x
|x|φ
′
δ,ε(|x|), for any x ∈ R \ {0}. (25)
0 ≤ |φ′δ,ε(x)| ≤ 1, for any x ∈ R. (26)
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Moreover we define function Φδ,ε : R
d → R by
Φδ,ε(x) := φδ,ε(|x|).
Then we also have the following useful properties:
|x| ≤ ε+Φδ,ε(x), for any x ∈ Rd. (27)
φ′δ,ε(|x|)
|x| ≤
δ
ε
, for any x ∈ Rd \ {0}. (28)
φ′′δ,ε(±|x|) = ψδ,ε(|x|) ≤
2
|x| log δ1[ε/δ,ε](|x|), for any x ∈ R
d \ {0}. (29)
Note that partial differentiations of Φδ,ε give the following: for any x ∈ Rd \ {0},
∂iΦδ,ε(x) = φ
′
δ,ε(|x|)
xi
|x| , (30)
∂2i Φδ,ε(x) = φ
′′
δ,ε(|x|)
x2i
|x|2 + φ
′
δ,ε(|x|)
( |x|2 − x2i
|x|3
)
,
∂i∂jΦδ,ε(x) = φ
′′
δ,ε(|x|)
xixj
|x|2 − φ
′
δ,ε(|x|)
(
xixj
|x|3
)
.
Notice also that all derivatives of φδ,ε and Φδ,ε at origin equal to 0. In particular, note that for
any x ∈ Rd and i = 1, · · · , d, using (26) and (30),
|∂iΦδ,ε(x)| ≤ 1.
Then Itoˆ’s formula, (25) and (27) imply that
|Y (n)t | ≤ ε+Φδ,ε(Y (n)t )
= ε+
∫ t
0
Iδ,ε,ns ds+M
δ,ε,n
t +
1
2
d∑
i,j=1
∫ t
0
∂i∂jΦδ,ε(Y
(n)
s )d〈Y (n,i), Y (n,j)〉s, (31)
where
Iδ,ε,ns :=
d∑
i=1
∂iΦδ,ε(Y
(n)
s )
{
b(i)(s,Xs)− b(i)(ηn(s), X(n)ηn(s))
}
and
M δ,ε,nt :=
d∑
k=1
d∑
i=1
∫ t
0
∂iΦδ,ε(Y
(n)
s )
{
σi,k(s,Xs)− σi,k(ηn(s), X(n)ηn(s))
}
dW ks . (32)
Since ∂iΦδ,ε and σ are bounded,M
δ,ε,n
t is a martingale. Therefore the expectation ofM
δ,ε,n
t equals
to 0, so we only estimate the second and fourth part of (31). First we consider the second part.
From Assumption 2.7, (25), (26) and partial differentiations of Φδ,ε, we have∫ t
0
Iδ,ε,ns ds =
d∑
i=1
∫ t
0
φ′δε(|Y (n)s |)
Y
(n,i)
s
|Y (n)s |
{(
b(i)(s,Xs)− b(i)(s,X(n)ηn(s))
)
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+
(
b(i)(s,X
(n)
ηn(s)
)− b(i)(ηn(s), X(n)ηn(s))
)}
ds
≤
d∑
i=1
∫ t
0
φ′δε(|Y (n)s |)
Y
(n,i)
s
|Y (n)s |
(
b(i)(s,Xs)− b(i)(s,X(n)ηn(s))
)
ds+
C
nβ
=
∫ t
0
d∑
i=1
φ′δε(|Y (n)s |)
Y
(n,i)
s
|Y (n)s |
(
b(i)(s,Xs)− b(i)(s,X(n)s )
)
ds
+
∫ t
0
d∑
i=1
φ′δε(|Y (n)s |)
Y
(n,i)
s
|Y (n)s |
(
b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))
)
ds+
C
nβ
≤
∫ t
0
〈Xs −X(n)s , b(s,Xs)− b(s,X(n)s )〉Rd
φ′δε(|Y (n)s |)
|Y (n)s |
ds
+
d∑
i=1
∫ t
0
∣∣∣b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))∣∣∣ ds+ Cnβ
By using the one-sided Lipschitz condition (5), we have∫ t
0
Iδ,ε,ns ds ≤ K
∫ t
0
|Y (n)s |ds+
d∑
i=1
∫ T
0
∣∣∣b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))∣∣∣ ds+ Cnβ . (33)
Next we estimate the fourth part of (31). Using partial differentiations of Φδ,ε, the fourth part of
(31) can be expressed by
1
2
d∑
i,j=1
∫ t
0
∂i∂jΦδ,ε(Y
(n)
s )d〈Y (n,i), Y (n,j)〉s = A1,δ,ε,nt +A2,δ,ε,nt ,
where
A1,δ,ε,nt :=
1
2
d∑
i,j=1
∫ t
0
φ′′δ,ε(|Y (n)s |)
Y
(n,i)
s Y
(n,j)
s
|Y (n)s |2
d〈Y (n,i), Y (n,j)〉s
and
A2,δ,ε,nt :=
1
2
d∑
i=1
∫ t
0
φ′δ,ε(|Y (n)s |)
(
|Y (n)s |2 − |Y (n,i)s |2
|Y (n)s |3
)
d〈Y (n,i), Y (n,i)〉s
+
∑
1≤i<j≤d
∫ t
0
{
−φ′δ,ε(|Y (n)s |)
Y
(n,i)
s Y
(n,j)
s
|Y (n)s |3
}
d〈Y (n,i), Y (n,j)〉s.
Here we remark that A2,δ,ε,nt = 0 for d = 1. So we should estimate A
1,δ,ε,n
t and A
2,δ,ε,n
t . By the
definition of quadratic variation of Y
(n)
t ,
A1,δ,ε,nt ≤
1
2
d∑
k=1
d∑
i,j=1
∫ t
0
φ′′δ,ε(|Y (n)s |)
|Y (n,i)s ||Y (n,j)s |
|Y (n)s |2
∣∣∣σi,k(s,Xs)− σi,k(ηn(s), X(n)ηn(s))∣∣∣
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×
∣∣∣σj,k(s,Xs)− σj,k(ηn(s), X(n)ηn(s))∣∣∣ ds,
and
A2,δ,ε,nt ≤
1
2
d∑
k,i=1
∫ t
0
φ′δ,ε(|Y (n)s |)
(
|Y (n)s |2 − |Y (n,i)s |2
|Y (n)s |3
)∣∣∣σi,k(s,Xs)− σi,k(ηn(s), X(n)ηn(s))∣∣∣2 ds
+
d∑
k=1
∑
1≤i<j≤d
∫ t
0
φ′δ,ε(|Y (n)s |)
|Y (n,i)s ||Y (n,j)s |
|Y (n)s |3
∣∣∣σi,k(s,Xs)− σi,k(ηn(s), X(n)ηn(s))∣∣∣
×
∣∣∣σj,k(s,Xs)− σj,k(ηn(s), X(n)ηn(s))∣∣∣ ds.
Since σ is (1/2 + α)-Ho¨lder continuous in space and β-Ho¨lder continuous in time, we have
A1,δ,ε,nt ≤ C
d∑
i,j=1
∫ t
0
φ′′δ,ε(|Y (n)s |)
|Y (n,i)s ||Y (n,j)s |
|Y (n)s |2
{∣∣∣Xs −X(n)ηn(s)∣∣∣1+2α + 1n2β
}
ds
≤ C
∫ t
0
φ′′δ,ε(|Y (n)s |)
{∣∣∣Xs −X(n)ηn(s)∣∣∣1+2α + 1n2β
}
ds
≤ C
∫ t
0
φ′′δ,ε(|Y (n)s |)
{∣∣∣Y (n)s ∣∣∣1+2α + ∣∣∣U (n)s ∣∣∣1+2α + 1n2β
}
ds.
Similarly, we obtain
A2,δ,ε,nt ≤ C
∫ t
0
φ′δ,ε(|Y (n)s |)
|Y (n)s |
{∣∣∣Y (n)s ∣∣∣1+2α + ∣∣∣U (n)s ∣∣∣1+2α + 1n2β
}
ds.
It follows from (26), (28) and (29) that
A1,δ,ε,nt ≤ C
∫ t
0
1[ε/δ,ε](|Y (n)s |)
|Y (n)s | log δ
{∣∣∣Y (n)s ∣∣∣1+2α + ∣∣∣U (n)s ∣∣∣1+2α + 1n2β
}
ds
≤ Cε
2α
log δ
+
Cδ
ε log δ
∫ T
0
|U (n)s |1+2αds+
Cδ
ε(log δ)n2β
(34)
and
A2,δ,ε,nt ≤ C
∫ t
0
∣∣∣Y (n)s ∣∣∣2α ds+ Cδε
∫ T
0
∣∣∣U (n)s ∣∣∣1+2α ds+ Cδεn2β .
Let τ be a stopping time with τ ≤ T . Define Z(n)t := |Y (n)t∧τ | and for any α ∈ [0, 1/2],
R(α, δ, ε, n) := ε+
Cε2α
log δ
+
Cδ
ε log δ
∫ T
0
∣∣∣U (n)s ∣∣∣1+2α ds+ Cδε(log δ)n2β
and
S(α, δ, ε, n) :=
Cδ
ε
∫ T
0
∣∣∣U (n)s ∣∣∣1+2α ds+ Cδεn2β .
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Then we consider the following two cases.
Case 1 (d ≥ 2 and α = 1/2): In this case, gathering the above estimates, we have
Z
(n)
t ≤ C
∫ t
0
Z(n)s ds+
d∑
i=1
∫ T
0
∣∣∣b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))∣∣∣ ds
+
C
nβ
+M δ,ε,nt∧τ +R(1/2, δ, ε, n) + S(1/2, δ, ε, n). (35)
We choose δ = 2 and ε = n−1/2. Then for any α ∈ (0, 1/2], we obtain
R(α, 2, n−1/2, n) ≤ C√
n
+ C
√
n
∫ T
0
|U (n)s |1+2αds+
C
n2β−1/2
and
S(α, 2, n−1/2, n) ≤ C√n
∫ T
0
|U (n)s |1+2αds+
C
n2β−1/2
.
Notice that 2β − 1/2 ≥ 1/2. It follows from Lemma 3.7 with q = 1+ 2α that for any α ∈ (0, 1/2],
E[R(α, 2, n−1/2, n)], E[S(α, 2, n−1/2, n)] ≤ C
nα
. (36)
Recall α = 1/2. By using the above estimate and Lemma 3.5, we obtain
E[Z
(n)
t ] ≤ C
∫ t
0
E[Z(n)s ]ds+
C√
n
.
By Gronwall’s inequality, we have
E[Z
(n)
t ] ≤
C√
n
.
Therefore from dominated convergence theorem, we complete the statement taking t→ T .
Case 2 (d = 1): As remarked before that A2,δ,ε,nt = 0. From (33) and (34), we have
Z
(n)
t ≤ C
∫ t
0
Z(n)s ds+
∫ T
0
∣∣∣b(s,X(n)s )− b(s,X(n)ηn(s))∣∣∣ ds+ Cnβ +M δ,ε,nt∧τ +R(α, δ, ε, n). (37)
For α ∈ (0, 1/2], we can prove the statement in (6) in the same way as Case 1 by taking δ = 2 and
ε = n−1/2. For α = 0, we choose δ = n1/3 and ε = (logn)−1. Then we have
R(0, n1/3, (logn)−1, n) ≤ C
logn
+ Cn1/3
∫ T
0
|U (n)s |ds+
C
n2β−1/3
and so we get
E[R(0, n1/3, (logn)−1, n)] ≤ C
logn
. (38)
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From Lemma 3.5, 3.7 and (38), we have
E[Z
(n)
t ] ≤ C
∫ t
0
E[Z(n)s ]ds+
C
logn
.
Hence by Gronwall’s inequality we see that
E[Z
(n)
t ] ≤
C
logn
.
Therefore from dominated convergence theorem, we obtain (6) for α = 0 as taking t→ T .
3.4 Proof of Theorem 2.10
Recalling (24), we define V
(n)
t := sup0≤s≤t |Y (n)s |. To estimate the expectation of V (n)t , we use
(35) and therefore we need to calculate the expectation of sup0≤s≤t |M δ,ε,ns |. We use the notation
C˜ for a positive constant instead of C. This constant C˜ can depend on K,T, α and β while the
constant C can be depend on K,T, λ0, x0, β and d. For any d ∈ N, by using (32) and Burkholder-
Davis-Gundy’s inequality we have
E
[
sup
0≤s≤t
∣∣M δ,ε,ns ∣∣] ≤ C˜E[〈M δ,ε,n〉1/2t ]
= C˜E

 d∑
k=1
∫ t
0
∣∣∣∣∣
d∑
i=1
∂iΦδ,ε(Y
(n)
s )
{
σi,k(s,Xs)− σi,k(ηn(s), X(n)ηn(s))
}∣∣∣∣∣
2
ds
1/2
 .
Since ∂iΦδ,ε, (i = 1, · · · , d) are bounded and σ is 1/2+α-Ho¨lder continuous in space and β-Ho¨lder
continuous in time, we have
E
[
sup
0≤s≤t
∣∣M δ,ε,ns ∣∣]
≤ C˜E
[( d∑
i,k=1
∫ t
0
{ ∣∣∣σi,k(s,Xs)− σi,k(s,X(n)s )∣∣∣2 + ∣∣∣σi,k(s,X(n)s )− σi,k(s,X(n)ηn(s))∣∣∣2
+
∣∣∣σi,k(s,X(n)ηn(s))− σi,k(ηn(s), X(n)ηn(s))∣∣∣2 }ds)1/2
]
= C˜E
[(∫ t
0
{ ∣∣∣σ(s,Xs)− σ(s,X(n)s )∣∣∣2 + ∣∣∣σ(s,X(n)s )− σ(s,X(n)ηn(s))∣∣∣2
+
∣∣∣σ(s,X(n)ηn(s))− σ(ηn(s), X(n)ηn(s))∣∣∣2 }ds)1/2
]
≤ C˜E
[(∫ t
0
{
|Xs −X(n)s |1+2α + |X(n)s −X(n)ηn(s)|1+2α + |s− ηn(s)|
2β
}
ds
)1/2]
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≤ C˜
{
E[A
(n)
t +B
(n)
t ] +
1
nβ
}
, (39)
where by the definition of Y (n) and U (n) given in (24),
A
(n)
t :=
(∫ t
0
|Y (n)s |1+2αds
)1/2
, B
(n)
t :=
(∫ t
0
|U (n)s |1+2αds
)1/2
.
From Lemma 3.7 with q = 1 + 2α and using Jensen’s inequality, we have
E[B
(n)
t ] ≤
(∫ T
0
E
[
|U (n)s |1+2α
]
ds
)1/2
≤ C
n1/4+α/2
. (40)
Next we estimate A
(n)
t and V
(n)
t = sup0≤s≤t |Y (n)s | by the following two cases.
Case 1 (d ≥ 2 and α = 1/2): Since |Y (n)s | ≤ V (n)t for all s ≤ t, we have
E[A
(n)
t ] = E
[(∫ t
0
|Y (n)s |1+2αds
)1/2]
≤ E
[
(V
(n)
t )
1/2
(∫ t
0
|Y (n)s |2αds
)1/2]
.
Using Young’s inequality xy ≤ x2
2C˜
+ C˜y
2
2 , for any x, y ≥ 0 and Theorem 2.9, as α = 1/2, we get
E[A
(n)
t ] ≤
1
2C˜
E[V
(n)
t ] +
C˜
2
∫ T
0
E[|Y (n)s |]ds ≤
1
2C˜
E[V
(n)
t ] +
C√
n
. (41)
Therefore as β ≥ 1/2, we have using (39), (40) and (41),
E
[
sup
0≤s≤t
∣∣M δ,ε,ns ∣∣] ≤ 12E[V (n)t ] + C
{
1√
n
+
1
nβ
}
≤ 1
2
E[V
(n)
t ] +
C√
n
.
Taking supremum in (35) with τ = T , we obtain
V
(n)
t ≤ C
∫ t
0
V (n)s ds+
d∑
i=1
∫ T
0
∣∣∣b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))∣∣∣ ds
+
C
nβ
+ sup
0≤s≤t
|M δ,ε,ns |+R(1/2, δ, ε, n) + S(1/2, δ, ε, n). (42)
From (36), (41) and (42), we have
E[V
(n)
t ] ≤ C
∫ t
0
E[V (n)s ]ds+
C√
n
From Gronwall’s inequality we have
E[V
(n)
t ] ≤
C√
n
.
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Case 2 (d = 1): For α ∈ (0, 1/2], by using the same method as in Case 1, we have that (41)
becomes
E[A
(n)
t ] ≤
1
2C˜
E[V
(n)
t ] +
C˜
2
∫ T
0
(
E[|Y (n)s |]
)2α
ds ≤ 1
2C˜
E[V
(n)
t ] +
C
n2α2
. (43)
Therefore from (39), using (40) and (43) we obtain
E
[
sup
0≤s≤t
∣∣M δ,ε,ns ∣∣] ≤ 12E[V (n)t ] + C
{
1
n2α2
+
1
n1/4+α/2
+
1
nβ
}
≤ 1
2
E[V
(n)
t ] +
C
n2α2
(44)
Taking supremum in (37) with τ = T , we have
V
(n)
t ≤ C
∫ t
0
V (n)s ds+
∫ T
0
|b(s,X(n)s )− b(s,X(n)ηn(s))|ds+
C
nβ
+ sup
0≤s≤t
|M δ,ε,ns |+R(α, δ, ε, n). (45)
Therefore by using (36), (44) and applying Gronwall’s inequality we have
E[V
(n)
t ] ≤
C
n2α2
.
For α = 0, it follows from Theorem 2.9 that we have
E[A
(n)
t ] ≤
(∫ T
0
E
[
|Y (n)s |
]
ds
)1/2
≤ C√
logn
.
Therefore from (45) and applying Gronwall’s inequality we have
E[V
(n)
t ] ≤
C√
log n
.
Hence we finish the proof of Theorem 2.10.
3.5 Proof of Theorem 2.11
To prove Theorem 2.11, we introduce the following Gronwall type inequality.
Lemma 3.8 ([8] Lemma 3.2.). Let (Zt)t≥0 be a nonnegative continuous stochastic process and set
Vt := sups≤t Zs. Assume that for some r > 0, q ≥ 1, ρ ∈ [1, q] and some constants C0 and ξ ≥ 0,
E[V rt ] ≤ C0E
[(∫ t
0
Vsds
)r]
+ C0E
[(∫ t
0
Zρsds
)r/q]
+ ξ <∞
for all t ≥ 0. Then for each T ≥ 0 the following statements hold.
(i) If ρ = q then there exists a constant C1 depending on C0, T, q and r such that
E[V rT ] ≤ C1ξ.
(ii) If r ≥ q or q + 1− ρ < r < q hold, then there exists constant C2 depending on C0, T, ρ, q and
r, such that
E[V rT ] ≤ C2ξ + C2
∫ T
0
E[Zs]ds.
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Proof of Theorem 2.11. Let p ≥ 2. First we estimate the expectation of sup0≤s≤t |M δ,ε,ns |p. By
using (32) and Burkholder-Davis-Gundy’s inequality, for any δ ∈ (1,∞) and ε ∈ (0, 1), we have
E
[
sup
0≤s≤t
|M δ,ε,ns |p
]
≤ CE[〈M δ,ε,n〉p/2t ]
≤ CE
[(∫ t
0
|Y (n)s |1+2α + |U (n)s |1+2α + |s− ηn(s)|2β ds
)p/2]
≤ CE
[(∫ t
0
|Y (n)s |1+2αds
)p/2]
+
C
np/4+pα/2
+
C
npβ
(46)
≤ CE
[(∫ t
0
|Y (n)s |1+2αds
)p/2]
+
C
npα
. (47)
Now we estimate the expectation of (V
(n)
t )
p.
Case 1 (d ≥ 2 and α = 1/2): We choose δ = 2 and ε = n−1/2. From (42), by using the
inequality (
∑m
i=1 ai)
q ≤ m(q−1)∨0∑mi=1 aqi for any m ∈ N, ai ≥ 0 and q > 0, we have
(V
(n)
t )
p ≤ C
{(∫ t
0
V (n)s ds
)p
+
d∑
i=1
∫ T
0
|b(i)(s,X(n)s )− b(i)(s,X(n)ηn(s))|
pds
+
1
npβ
+ sup
0≤s≤t
|M δ,ε,ns |p +Rp(1/2, δ, ε, n) + Sp(1/2, δ, ε, n)
}
. (48)
In the same way as in (36), for any α ∈ (0, 1/2] we have
E[Rp(α, 2, n−1/2, n)], E[Sp(α, 2, n−1/2, n)] ≤ Cn−pα. (49)
Using Lemma 3.5 with q = p, (47), (48) and (49) we have
E[(V
(n)
t )
p] ≤ CE
[(∫ t
0
V (n)s ds
)p]
+ CE
[(∫ t
0
|Y (n)s |2ds
)p/2]
+
C√
n
.
From Lemma 3.8 (i) with r = p, ρ = q = 2 and ξ = Cn−1/2, we obtain
E[(V
(n)
t )
p] ≤ C√
n
.
Case 2 (d = 1): From (45), we have
(V
(n)
t )
p ≤ C
{(∫ t
0
V (n)s ds
)p
+
∫ T
0
|b(s,X(n)s )− b(s,X(n)ηn(s))|pds
+
1
npβ
+ sup
0≤s≤t
|M δ,ε,ns |p +Rp(α, δ, ε, n)
}
. (50)
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For α = 1/2, we can show the statement in the same way as Case 1.
For α ∈ (0, 1/2), we also take δ = 2 and ε = n−1/2. By using (47), (49) and Lemma 3.5 with q = p
we have
E[(V
(n)
t )
p] ≤ CE
[(∫ t
0
V (n)s ds
)p]
+ CE
[(∫ t
0
|Y (n)s |1+2αds
)p/2]
+
C
npα
+
C√
n
.
From Lemma 3.8 (ii) with r = p, q = 2, ρ = 1 + 2α and ξ = Cn−pα + Cn−1/2, we have
E[(V
(n)
t )
p] ≤ C
npα
+
C√
n
+ C
∫ T
0
E[|Y (n)s |]ds ≤ C
{
1
npα
+
1√
n
+
1
nα
}
≤ C
nα
.
For α = 0, we choose δ = n1/3 and ε = (log n)−1. In the same way as in (38), we have
E[Rp(0, n1/3, (logn)−1, n)] ≤ C
(logn)p
.
Using Lemma 3.5 with q = p, (46),(49) and (50) we obtain
E[(V
(n)
t )
p] ≤ CE
[(∫ t
0
V (n)s ds
)p]
+ CE
[(∫ t
0
|Y (n)s |ds
)p/2]
+
C
(logn)p
.
From Lemma 3.8 (ii) with r = p, q = 2, ρ = 1 and ξ = C(log n)−p, we have
E[(V
(n)
t )
p] ≤ C
(log n)p
+ C
∫ T
0
E[|Y (n)s |]ds ≤
C
logn
.
Hence the proof of the theorem is complete.
3.6 Proof of Corollaries 2.13 and 2.14
Using the same argument as in ([18], Theorem 2.1), one can establish the Gaussian bound for the
density of X˜
(n)
t for d = 1, and for the density of X
(n)
t for d ≥ 1. Hence we can prove Corollaries
2.13 and 2.14 by using the same method as in sections 3.4 and 3.5.
3.7 Proof of Proposition 2.2
(i). It is easy to prove that A is a vector space over R.
(ii). Let g : [0, T ]×Rd → R be a bounded measurable function and g(t, ·) : Rd → R is monotone in
each variable separately. Let ρ(x) be a density function of the d-dimensional standard normal dis-
tribution, i.e. ρ(x) := e−|x|
2/2/(2pi)d/2 and a sequence (ρN )N∈N be defined by ρN(x) := Ndρ(Nx).
Finally, we set gN(t, x) :=
∫
Rd
g(t, y)ρN (x − y)dy and ‖g‖∞ := supt∈[0,T ],x∈Rd |g(t, x)|. We will
show that (gN ) is a A-approximation sequence of g. Indeed, since
∫
Rd
ρN (y)dy = 1, we have
|gN (t, x)| ≤ ‖g‖∞. Thus (gN) satisfies A(ii). Moreover, for any L > 0, we have∫
|x|≤L
|gN (t, x)− g(t, x)|dx ≤
∫
|x|≤L
dx
∫
Rd
dy|g(t, y)− g(t, x)|ρN (x− y)
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=∫
|x|≤L
dx
∫
Rd
dz|g(t, x− z)− g(t, x)|ρN (z)
=
∫
Rd
dz
∫
|x|≤L
dx|g(t, x− z
N
)− g(t, x)|ρ(z).
For each z ∈ Rd, we write z = (z1, · · · , zd)∗, z(0) = 0 and z(k) = (z1, · · · , zk, 0, · · · , 0)∗ for
k = 1, · · · , d. We have∫
|x|≤L
|g(t, x− z
N
)− g(t, x)|dx
≤
d∑
k=1
∫
|x1|≤L
dx1 · · ·
∫
|xk−1|≤L
dxk−1
∫
|xk+1|≤L
dxk+1 · · ·
∫
|xd|≤L
dxd
×
∫
|xk|≤L
∣∣∣∣g(t, x− z(k)N )− g(t, x− z(k−1)N )
∣∣∣∣ dxk.
Since g(t, ·) is monotone in each variable,∫
|xk|≤L
∣∣∣∣g(t, x− z(k)N )− g(t, x− z(k−1)N )
∣∣∣∣ dxk =
∣∣∣∣∣
∫
|xk|≤L
(
g(t, x− z
(k)
N
)− g(t, x− z
(k−1)
N
)
)
dxk
∣∣∣∣∣ .
By the change of variable, we have∣∣∣∣∣
∫
|xk|≤L
(
g(t, x− z
(k)
N
)− g(t, x− z
(k−1)
N
)
)
dxk
∣∣∣∣∣ =
∣∣∣∣∣
(∫ −L
−L−zk/N
+
∫ L
L−zk/N
)
g(t, x− z
(k−1)
N
)dxk
∣∣∣∣∣
≤ 2|zk|‖g‖∞
N
.
Therefore
sup
t∈[0,T ]
∫
|x|≤L
|g(t, x− z
N
)− g(t, x)|dx ≤
d∑
k=1
2|zk|‖g‖∞Ld−1
N
.
This implies that
sup
t∈[0,T ]
∫
|x|≤L
|gN (t, x)− g(t, x)|dx ≤
∫
Rd
d∑
k=1
2|zk|‖g‖∞Ld−1
N
ρ(z)dz → 0.
as N →∞. Thus (gN )N∈N satisfies A(i).
Since g(t, ·) is a monotone function in each variable separately, so is gN (t, ·). Using the
integration by parts formula, we have∫
Rd
|∂igN(t, x+ a)| e
−|x|2/u
u(d−1)/2
dx =
∣∣∣ ∫
Rd−1
dx1 · · · dxi−1dxi+1 · · · dxd
∫
R
dxi∂igN(t, x+ a)
e−|x|
2/u
u(d−1)/2
∣∣∣
≤
∫
Rd
|gN(t, x+ a)|2|xi|
u
e−|x|
2/u
u(d−1)/2
dx ≤
∫
Rd
2‖g‖∞|x|√
u
e−|x|
2/u
ud/2
dx = 2‖g‖∞
∫
Rd
|y|e−|y|2dy,
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where we use the change of variable y = x/
√
u in the last equation. This concludes (gN)N∈N
satisfies A(iii).
(iii). Let (gN ) be defined as in (ii). For each L > 0, since g is Lipschitz continuous, we have∫
|x|≤L
|gN(t, x) − g(t, x)|dx ≤
∫
|x|≤L
dx
∫
Rd
dy|g(t, y)− g(t, x)|ρN (x− y)
≤ C
∫
|x|≤L
dx
∫
Rd
dy|y − x|ρN (x − y)
= C
∫
|x|≤L
dx
∫
Rd
dz
|z|e−z22
N
≤ C
N
→ 0,
as N →∞. This implies (gN ) satisfying A(i). It is straightforward to verify (gN ) satisfying A(ii).
To check A(iii), we note that from the fact ∂iρN (x) = −Nd+2xiρ(Nx) and Lipschitz property of
g,
|∂igN(t, x)| =
∣∣∣ ∫
Rd
g(t, y)∂iρN (x− y)dy
∣∣∣ = ∣∣∣ ∫
Rd
{g(t, y)− g(t, x)}∂iρN (x− y)dy
∣∣∣
≤
∫
Rd
Nd+2|y − x||yi − xi|e
−N2|y−x|22
(2pi)d/2
dy.
The change of variable x = y + z/N implies that∫
Rd
Nd+2|y − x||yi − xi|e
−N2|y−x|22
(2pi)d/2
dy ≤
∫
Rd
|z|e
−|z|2/2
(2pi)d/2
dz = C <∞.
Hence for any a ∈ Rd and u > 0,
sup
N∈N
d∑
i=1
∫
Rd
|∂igN(t, x+ a)| e
− |x|2
u
u(d−1)/2
dx ≤ C
∫
Rd
e−
|x|2
u
u(d−1)/2
dx ≤ C√u
holds with constant C which is independent of a and u. This concludes (gN )N∈N satisfying A(iii).
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