Abstract The minimum k-partition problem is a challenging combinatorial problem with a diverse set of applications ranging from telecommunications to sports scheduling. It generalizes the max-cut problem and has been extensively studied since the late sixties. Strong integer formulations proposed in the literature suffer from a prohibitive number of valid inequalities and integer variables. In this work, we introduce two compact integer linear and semidefinite reformulations that exploit the sparsity of the underlying graph and develop fundamental results leveraging the power of chordal decomposition. Numerical experiments show that the new formulations improve upon state-of-the-art.
integer formulation of MkP. Thus solving max-k-cut is equivalent to solving MkP problem. When k " 2, the minimum 2-partition is equivalent to the max-cut problem, which is N P-hard and has been extensively studied in the literature (see e.g., [3, 26, 17] ). Hence, in the general case, both MkP and max-k-cut problems are N P-hard (see also [12, 36] ). However, they have different approximability results. It has been shown in [21] that the max-k-cut can be solved p1´k´1q-approximately in polynomial time. But the MkP problem is not Op|E|q-approximable in polynomial time unless P " N P [19] .
In [12] , Chopra and Rao introduce two Integer Linear Programming (ILP) formulations for the MkP. The first one uses node and edge variables associated with the graph G. The second one uses edge variables but requires completing the original graph G with missing edges. To strengthen the formulations, several families of strong valid linear inequalities have been proposed. We refer readers to [12, 11, 15, 20] for references.
Contributions: In this paper, we propose two compact reformulations of the MkP problem. One is an ILP formulation based on Chopra and Rao's [12] edgebased model. The other is an ISDP formulation based on the Eisenblätter's [19] model. Both models exploit the sparsity of the graph and thus have less integer variables than their counterparts. We also show that if G is chordal, our proposed ILP formulation has |E| variables (according to [12] , no existing formulations live in that space). To validate the proposed formulations, several theoretical results are established. The computational experiments show that the proposed formulations are able to improve computational efficiency by several orders of magnitude.
Outline: The rest of the paper is organized as follows. In Section 2, the literature on the existing formulations of MkP is reviewed. Applications of chordal graphs in compact reformulations are also discussed. In Section 3, we provide our compact formulations which are based on the maximal clique set. Some fundamental results are established. In Section 4, we describe some computational experiments and analyse the results. Finally, some concluding remarks are made in Section 5.
Notation: For a finite set S, |S| represents its cardinality. S n represents the set of real symmetric matrices in R nˆn . S ǹ denotes the cone of real positive semidefinite matrices in S n , i.e., S ǹ " tS P S n : S ľ 0u. For a matrix M , M C represents the principle sub-matrix composed by set C of columns and set C of rows of M . We also use pC, Dq to denote the matrix where C and D are concatenated by rows assuming they have the same number of columns. The inner product between two matrices A, B P R mn is denoted by xA, By "
A ij B ij .
Literature Review
In this section, we review some existing formulations of the MkP problem. To facilitate the development of our main results, we also review some basic graph terminology.
Formulations of MkP
Following [12, 11] , the MkP problem can be expressed in Model 1. Binary variable x ij is 1 if and only if i and j are in the same partition, 0 otherwise. The triangle constraint (1c) enforces consistency with respect to partition membership. Namely, if x ih " 1 and x jh " 1, indicating that i, h and j are in the same partition, this implies x ij " 1. For every subset of k`1 vertices, the clique constraint (1d) forces at least two vertices to be in the same partition. Together with constraints (1c), this implies that there are at most k partitions. In total, there are 3`
lique inequalities. We refer to this formulation as the edge formulation.
When 3 ď k ď |V |´1, we denote by P k the set of feasible solutions of Model 1 as:
where V 2 :" tti, ju P VˆV : i ă ju represents the edges of the complete graph induced by vertices V . It is known that the convex hull of P k is a polytope [12] . Moreover, it is fully-dimensional in the space spanned by the edge variables [11, 17] .
In [12] , Chopra and Rao give several valid and facet defining inequalities for P k . These include general clique, wheel and bicycle inequalities. Among others, we remark that the triangle (1c) and clique inequalities (1d) can make the continuous relaxation of Model 1 hard to deal with. In fact, it has been noticed that the exact separation of the clique inequalities is N P-hard in general, and the complete enumeration is intractable even for small values of k [25] .
Chopra and Rao [12] also propose an alternative ILP formulation, presented in Model 2. It has kn`m variables, where n and m are respective numbers of nodes and edges of graph G. Binary variable x ic is 1 if node i lies in the c-th subset. Binary variable y ij is 1 if i and j are in the same subset. Some subsets can be empty. Constraints (3c) express that each node must be assigned to exactly one subset. Constraints (3d) indicates that if ti, ju is an edge and i and j are in the same subset then the edge ti, ju is not cut by the partition (i.e., y ij " 1). Conversely, if nodes i, j are in two disjoint subsets, (3e) and (3f) enforce that the edge ti, ju is cut by the partition (i.e., y ij " 0). We refer to Model 2 as the nodeedge formulation. Some valid inequalities have been proposed in the literature to strengthen Model 2 (see, e.g., [12, 20] ).
Eisenblätter [19] provides an exact ISDP reformulation of Model 1. We introduce variables
, where X ij " 1 if and only if node i and j are in the same partition. This formulation is presented in Model 3.
Model 2
The node-edge formulation of the MkP problem variables: x P t0, 1u kn , y P t0, 1u
x ic`xjc´yij ď 1 ti, ju P E, c " 1, . . . , k (3d)
x ic´xjc`yij ď 1 ti, ju P E, c " 1, . . . , k (3e)
x ic`xjc`yij ď 1 ti, ju P E, c " 1, . . . , k.
Model 3 The integer SDP formulation of the MkP problem
Replacing the constraint X ij P
!´1
k´1 , 1 ) with´1 k´1 ď X ij ď 1 yields a Semidefinite Programming (SDP) relaxation. Notice that X ij ď 1 can be dropped since it is implicitly enforced by X being positive semidefinite and X ii " 1 (by considering the 2ˆ2 minors). This SDP relaxation was used in combination with randomized rounding to obtain a polynomial time approximation algorithm for the max k-cut problem by Freize and Jerrum [21] . As proposed by Eisenblätter [19] , one can recast Model 3 using binary variables. Indeed, we introduce binary variables Y ij such that
Thus,
where J is the all-one matrix. Note that the mapping function (5) is bijective or one-to-one. This bijective relationship will be used in Section 3.2. Several SDP based branch-and-bound frameworks for MkP problem (or maxk-cut) have appeared in the literature [25, 38] . Typically, these approaches identify several families of valid inequalities to tighten the SDP relaxation during the solution procedure. However, solving large scale SDP problems is less efficient than their LP counterparts [41, 4] .
Graph terminology
We shall assume familiarity with basic definitions from graph theory. We will also use results from the algorithmic graph theory for chordal graphs and we refer readers to [27, 8] for relevant references. We introduce some of the graph notation and terminology that will be used in this article.
Let G " pV, Eq be an undirected graph formed by vertex set V and edge set V . The number of vertices is denoted by n " |V | and the number of edges by m " |E|. A graph is called complete if every pair of vertices are adjacent. A clique of a graph is an induced subgraph which is complete, and a clique is maximal if its vertices do not constitute a proper subset of another clique. A sequence of
A graph is said to be chordal if every cycle of length greater than or equal to 4 has a chord (an edge joining two nonconsecutive vertices of the cycle). Given a graph G " pV, Eq, we say that a graph G F " pV, F q is a chordal extension of G if G F is chordal and E Ď F . Throughout this article, we also assume that the graph G is connected.
Chordal graphs and compact reformulations
Investigations on chordal graph were initiated by [23, 5] for the characterisation of perfect graphs. Chordal graphs have a wide range of applications in combinatorial optimization [24, 2] , matrix completion [28, 33] and more recently in sparse semidefinite programming [22, 35, 40, 30] . Comprehensive reviews on the fundamental theory and applications are given by Blair and Peyton [8] and Vandenberghe and Andersen [39] .
To the best of our knowledge, research on mathematical reformulations using chordal graphs started with Fulkerson and Gross [23] , where the authors establish connections between interval graphs (a special case of chordal graph) and matrix total unimodularity. Later, the authors in [22, 35] introduce chordal graph techniques to accelerate the solution procedure of Interior Point Methods (IPMs) for SDPs by reformulating the underlying large matrix with an equivalent set of smaller matrices. The reformulation is based on a clique decomposition of a chordal extension of the aggregated sparsity pattern graph. This approach accelerates the computation of the solution (as a search direction in IPMs) of the Schur complement equation, thereby speeding up the solution procedure of IPMs. The reformulation method is often called conversion method or clique decomposition method. Chordal graphs are also used to exploit the correlative sparsity pattern in the context of polynomial optimization for deriving hierarchies of SDP relaxations (see [40, 32] ).
More recently, Bienstock and Ozbay [7] establish a connection between the wellknown Sherali-Adam reformulation operator for 0-1 integer programs and chordal extensions. Later, the authors in [6] show that polynomial-size LP reformulations can be constructed for certain classes of mixed-integer polynomial optimization problems by exploiting structured sparsity.
To distinguish and relate the results developed in this paper from the mentioned techniques, we remark the following: (1) our main results are ILP (Model 4) and ISDP (Model 5) reformulations, which is different from LP or SDP reformulations discussed above; (2) in addition to the known choral graph properties in the literature, our reformulations rely on the proposed fundamental results (Theorems 1 and 2); (3) to the best of our knowledge, the fundamental results are novel in the sense that they are neither mentioned nor implied by any results in the literature. Despite these differences, it is interesting to note that our reformulation is also related to the conversion method proposed in [22, 35] . As will be shown later, both reformulations rely on a clique decomposition of the underlying graph, though with different purposes.
Main results
In this section, we propose two compact reformulations of the MkP problem by exploiting the structured sparsity of the underlying graph. Let K be the set of all maximal cliques in G F , representing the chordal extension of G, i.e.,
We will next show that the following property holds:
then there exists x T P t0, 1u |V 2 zF | such that x " px F , x T q satisfies (1c) and (1d).
Under the conditions above, we observe that the value of the objective (1b) can be determined by values of entries x F and independently of values in x T .
In addition, the resulting formulation has
onstraints and |F | binary variables. Thus it becomes more compact if this number is less than 3`|
A compact ILP reformulation
Let P k F represent the set of feasible solutions satisfying (7a), (7b), (7c), i.e.,
We first show that the |F | components corresponding to index set F in x P P k represent a member of P k F . We denote by Proj F S the projection of S into the space defined by the components in F , i.e., for a given set
Proof Letx be an arbitrary point in P k . It is easy to verify that entries ofx F satisfy constraints in P k F and therefore Proj
[ \ Lemma 2 (Lemma 3, [28] ) Given that G F is chordal, for any pair of vertices u and v with u ‰ v, tu, vu R E, the graph G F`t u, vu has a unique maximal clique which contains both u and v.
Lemma 3 (Lemma 4, [28] ) Given that G F is chordal, there exists a sequence of chordal graphs
such that G 0 " G F , G s is the complete graph, and G i is obtained by adding an edge to G i´1 for all i " 1, . . . , s.
For sake of further development, let us represent the neighborhood of a vertex u P V as N G puq " tv P V : tu, vu P Eu.
Proposition 1 Given a chordal graph G " pV, Eq, for every edge tu, vu P E, the unique maximal clique C containing both u and v is the union of tu, vu and
Indeed, if L is a clique containing both u and v, then any element (other than u and v) in C is a neighbor of u and v, which means L Ď N G puq Ş N G pvq. Hence if we can show that C " tu, vu Ť pN G puq Ş N G pvqq is a clique, then by definition, C is the maximal clique containing tu, vu. Indeed, suppose there exist l 1 , l 2 P N G puq Ş N G pvq such that l 1 and l 2 are disconnected, then the set tu, l 1 , v, l 2 , uu is a cycle of length 4 without a chord, contradicting with the fact that G is chordal. The uniqueness comes from the maximality of C.
We now show that the reverse also holds. Given G F , let tG 0 , G 1 , . . . G s u be a sequence of choral graphs satisfying Lemma 3. Denote by ti 1 , j 1 u the edge of G 1 that is not a member of G 0 (w.l.o.g., we assume i 1 ă j 1 ). Letx F be a point in P k F . If we can show that there exists a vector x 1 " px F , x i 1 j 1 q satisfying the constraints in P k G 1 , then by induction, we can show the existence of a point x s P P k . By Lemma 2, there is a unique maximal clique C of G 1 containing nodes i 1 , j 1 and it can be identified by Propoistion 1. Without loss of generality, we may reorder indices of the nodes in C and let C " tl 0 , . . . , l p , i 1 , j 1 u with l 0 ă¨¨¨ă l p ă i 1 ă j 1 . Let x C be the vector corresponding to the maximal clique C. Since any clique
Hence we only need to show that x C P P k C for some value of x i 1 j 1 . Given x F , we construct x i 1 j 1 as follows: if C " ti 1 , j 1 u, let x i 1 j 1 " 1 and the solution is feasible. Otherwise, three cases can occur:
1. px hi 1 , x hj 1 q " p0, 0q, @h P tl 0 , . . . , l p u. 2. Dh P tl 0 , . . . , l p u such that x hi 1`x hj 1 " 1. 3. Dh P tl 0 , . . . , l p u such that x hi 1`x hj 1 " 2.
We now construct the solution as follows:
1. If case 1 or case 3 occurs, let x i 1 j 1 " 1. 2. otherwise (i.e., case 2 occurs), let x i 1 j 1 " 0.
In order to show that the constructed solution is valid, we next show that case 1 and case 3 are exclusive with respect to case 2. It is obvious that case 1 is exclusive with case 2. We now show that case 2 and case 3 are exclusive:
‚ The result is straightforward when p " 0.
1 ď 1 leading to x hh 1 ě 1, contradiction. We now verify that the extended solution x 1 " px F , x i 1 j 1 q satisfies constraints in P k C . Since tl 0 , . . . , l p , i 1 u and tl 0 , . . . , l p , j 1 u are cliques in G F , the associated constraints have been imposed by P k F . Thus, we just need to verify that x 1 satisfies
where C q " th, f u P Q 2 : h ă f, th, f u ‰ ti 1 , j 1 u ( . ‚ First, let us show that the the constructed solution satisfies the above triangle inequalities (11a)-(11c). For case 1, for each h, i 1 , j 1 P C, the unique solution px hx 1 , x hj 1 , x i 1 j 1 q " p0, 0, 0q is feasible. For case 2, both solution px hi 1 , x hj 1 , x i 1 j 1 q " p1, 0, 0q and px hi 1 , x hj 1 , x i 1 j 1 q " p0, 1, 0q are feasible. For case 3, the unique solution px hi 1 , x hj 1 , x i 1 j 1 q " p1, 1, 1q is feasible. ‚ Second, we need to verify that the constructed solution is feasible for the clique inequalities (11d) when |C| ě k`1. It is easy to see that this is true for case 1 and case 3. For case 2, we consider |C| " k`1 and C ě |k`2|. Let us denote by h˚the index such that x h˚i 1`x h˚j 1 " 1. Recall that x i 1 j 1 " 0. 1. When |C| " k`1, it holds that Q " C, th˚, i 1 u P C q and th˚, j 1 u P C q . x hh˚`xh˚i 1 ě 1.
The second "ě" comes from (12a) and x h˚i 1`x h˚j 1 " 1. The last equality comes from the fact that for each h P Q : h ă i 1 , h ‰ h˚, th, h˚, i 1 u and th, h˚, j 1 u are cliques in G F . Thus, by (12b)-(12c) and the triangle inequality (7a) in P k F , we have x hh˚ď 1`x hi 1´xh˚i1 and x hh˚ď 1`x hj 1´xh˚j1 , @h P Q : h ă i 1 .
which leads to x hh˚" 0, @h P Q : h ă i 1 , h ‰ h˚.
[ \ This immediately yields the following desired result. Proof Observe that the objective (1b) is determined by variables x ij , @ti, ju P E.
Given that E Ď F and based on Theorem 1, the result follows.
[ \ Observe that Model 4 has less binary variables than Model 1 when G is not complete. In the most favorable case, where the given graph G " pV, Eq is chordal, Model 4 involves no additional binary variables and thus becomes more attractive than Model 2. In Section 2 of [12] , the authors state that if G is not complete, they are not aware of any formulation that uses only edge variables. Here, we see from Corollary 1 that if G is chordal, Model 4 uses exactly |E| variables.
A compact ISDP reformulation
As remarked before, the compact reformulation 4 of Model 1 exploits the structured sparsity of the chordal extension of the original graph G. Similarly, we show in this section that there exists a clique-based reformulation of Model 3. It is presented in Model 5.
Model 5
The clique-based integer SDP formulation of the MkP problem
To show that Model 5 is a valid formulation of MkP problem, it is sufficient to show that
: (4c), (4d)
where the projection operator Proj F S has been defined in (9) . With the bijective mapping defined in (5), we see that the left-hand side and the right-hand side of the above equation correspond to the respective F and F 1 presented below,
Thus we just need to prove that Proj F F " F 1 . To this end, we exploit a technical lemma that was proposed in [21] . A similar lemma has been used by Eisenblätter's [19] to prove the equivalence of Model 3 and Model 1.
Lemma 4 (Lemma 1, [21] ) For all integers n and k satisfying 2 ď k ď n`1, there exist k unit vectors tu 1 , . . . , u k u P R n such that xu l , u h y "´1 k´1 , for l ‰ h.
Proof As remarked in Section 2, F " P k defined in (2) . Thus it holds that
Although the proof is close to the reasoning of proving P k " F given by Eisenblätter's [19] , we state it below for the sake of completeness.
Letȳ be any binary vector in F 1 . We show thatȳ satisfies the triangle inequalities (7a) and clique inequalities (7b). 1. Triangle inequalities (7a): Suppose there exists i, j, h P C r such that py ij , y ih , y jh q violates (7a). Then, ty ij , y ih , y jh u can only be assigned the values p1, 1, 0q, p1, 0, 1q or p0, 1, 1q. Sinceȳ P F 1 , the principle sub-matrix of X C r "´1 k´1 J C rk k´1 Y C r corresponding to indices pi, j, hq in the following form
is positive semidefinite. This implies its determinant 1`2x ij x ih x jh´x 2 ijx 2 ih´x 2 ij ě 0. One can verify that if ty ij , y ih , y jh u is assigned value p1, 1, 0q, p1, 0, 1q or p0, 1, 1q, the determinant becomes´p k k´1 q 2 ă 0, contradiction. 2. Clique inequalities (7b): Suppose there exists Q Ď C r : |Q| " k`1 such that y Q violates the clique constraint (7b). This implies that x ij "´1 k´1 , @pi, jq P Q, leading to ř i,jPQ:iăj
, suggesting that 1
2x ij`k`1 ě 0, where 1 is the all ones vector. This leads to
, we show that for each C r P K (|C r | ě 3), the matrix X C r "´1 k´1 J C r`k k´1 Y C r formed by vector y C r is positive semi-definite. Given k, let tu 1 , . . . , u k u be a set of unit vectors satisfying Lemma 4. Now we construct a real matrix B P R nˆ|C r | in the following way. For each i, j P C r , 1. If y ij " 0, then assign column i, j of matrix B with different unit vectors from set tu 1 , . . . , u k u.
"" Fig. 1 The relationship between the four constraint sets 2. Otherwise, assign column i, j with the same unit vector from set tu 1 , . . . , u k u.
One can now verify that matrix X C r " B T B, showing that X C r is positive semidefinite.
[ \ In summary, the relationship between the aforementioned four constraint sets, i.e., P k , F , P k F and F 1 , can be depicted in Figure 1 , where the dotted arrow represents the projection operator Proj F .
Note that the number of integer variables in Model 5 is generally smaller than that of Model 3, making it attractive. The number of constraints in Model 5 grows linearly with respect to the size of the clique set K. The value |K|, as will be shown in Section 3.3, is bounded by pn´2q.
Analogously, four continuous relaxations of the four constraint sets can be formed by relaxing the respective integrality constraints. We denote by P k , F , P k F and F 1 the respective continuous relaxation sets of P k , F , P k F and F 1 . It has been shown in [19] that P k and P k sdp are not contained in one another. We remark that similar results also hold for P k F and F 1 . This will be illustrated numerically in the subsequent section.
The construction of the clique set
Model 4 and Model 5 are attractive when they involve less constraints and integer variables than the respective Models 1 and 3. Hence one would like to find an "optimal" (maximal) clique set K that minimizes the number of constraints and variables in these models. Similar to [22, 35] , we remark that it is hard to determine such a chordal extension G F and consequently the clique set K. Alternatively, one may want to find a clique set such that the number of edges of G F is minimized, which however is N P-complete [42] .
Nevertheless, for many practical purposes, there are good methods to find chordal extensions such that the size of K (measured by max C r PK |C r |) is small. We refer readers to [9] for an excellent survey. Here, we employ the greedy fill-in heuristic [31] to obtain G F and K. The greedy fill-in heuristic attempts to create few new edges, which leads to less integer variables in Models 4 and 5. To make the text self-contained, we present the algorithm below. The term fill-in of a vertex refers to the number of pairs of its non-adjacent neighbors. Note that we terminate the algorithm when the number of nodes in H is less than 3 as all valid inequalities (7a)-(7b) are based on maximal clique sets with size ě 3.
We now need to extract the maximal clique set K from tK i : i " 1, . . . , n´2u. Due to [23] , it is known that K contains exactly sets K i for which there exists Algorithm 1: Heuristic to find a chordal extension [31] input : Graph G " pV, Eq output: A chordal graph G F " pV, F q of G and cliques K i Initialisation: H " G, i " 0, G F " pV, F q with F " E while # Vertices of H ě 3 do if all fill-in values of vertices in H is 0 then terminates else Choose a vertex v with the smallest number of fill-in edge Label v with i (i.e., v i ) Make the neighbouring vertices N H pv i q of v i a clique
This also shows that the cardinality of K is bounded by pn´2q. It should also be noted that for each two distinct (maximal) cliques pC r , C s q P KˆK such that |C r Ş C s | ě 3, there are redundant triangle inequalities (7a) in variables x ij , ti, ju P C r Ş C s . Similarly, for each two distinct (maximal) cliques pC r , C s q P KˆK such that |C r Ş C s | ě k`1, there are redundant clique inequalities (7b). This redundancy can be avoided by checking the occurrence of each associated tuple.
The separation of valid inequalities
Model 4 can also suffer from a prohibitive number of clique inequalities when the size of some maximal clique set C r P K is large. This issue can be alleviated by a separation algorithm approach. For a maximal clique set C r P K with |C r | ě k`1, the number of clique constraints is`| C r | k`1˘. This number grows roughly as fast as |C r | k as long as 2k ď |C r |. We have noticed that some heuristics for the separation of cliques and other inequalities have been proposed in [18, 29, 38, 20] and remark that these separation algorithms can be adapted for both Model 4 and 5 in a branch and bound algorithm to solve the MkP problem to global optimality. We leave the sufficiently thorough investigation for future research.
Numerical experiments
Results in this section illustrate the following key points:
1. Model 4 is more scalable than Model 1 for general graphs. 2. Compared with Model 2, Model 4 is quite attractive when the underlying graph is chordal. For general random graphs, it is less competitive for branchand-bound although it provides stronger continuous relaxation bounds. This is mainly due to the exponential number of clique inequalities (7b). 3. The continuous relaxation of Model 5 is computationally more scalable than that of Model 3 when the underlying graph has structured sparsity.
4. The continuous relaxation of Model 5 and that of 4 do not dominate each other.
Test instances
To illustrate the above key points, we randomly generate four sets of sparse graphs. The first set includes band graph instances, which were used in [22, 35] . The other sets are generated by the package rudy [37] . Similar instances have been used in [25, 38] for numerical demonstration.
‚ band: we generate graphs with edges set E " tti, ju P VˆV : j´i ď α, i ă ju, where α is 1 plus the partition parameter k, i.e., α " k`1. The 50% of edge weights are´1 and the others are 1. ‚ springlass2g: Eleven instances of a toroidal two dimensional grid with gaussian interactions. The graph has n "(rowsˆcolumns) vertices. ‚ spinglass2pm: generates a toroidal two-dimensional grid with˘1 weights. The grid has size n " (rowsˆcolumns). The percentage of negative weights is 50%. ‚ rndgraph: we generate a random graph of n nodes and density 10%. The edge weights are all 1. 
Implementation and experiments setup

Analysis of the computational results
Results on Model 1 and Model 4
As remarked in previous sections, both Models 1 and 4 suffer from a prohibitive number of clique inequalities. Thus we fix k " 3. For each problem instance, we measure the computational performance of each formulation by computational time and optimality gap (if it has). All Computational time is measure by the CPU time in seconds. As all relaxations lead to a lower bound of the optimum, we quantify optimality gap as gap " optimum -lower bound optimumˆ1 00
The numerical results are presented in Tables 1. For each problem instance, the statistics on root node relaxation and the full branch-and-bound procedure are reported. These tested cases illustrate the following key points.
1. The compact Model 4 is remarkably more scalable for all tested instances than Model 1. 2. The continuous relaxations of both models are strong. It is also worth mentioning that the optimality gaps at root node for Model 4 are nearly the same with the original model 1. 3. For problem instances with over 100 vertices, the computational time for Model 4 grows exponentially as the problem size increases. This is probably due to the fact that the size of each clique in K becomes larger, leading to an exponential number of clique inequalities (7b). 
Results on Model 4 and Model 2
Let us now compare the results of Models 4, 2 presented in Table 2 . First, for band instances, the performance of Model 4 is significantly better than Model 2. This is largely because Model 4 has much less binary variables and constraints due the small sizes of its maximal clique sets. Second, for spinglass2g problem instances, the performance of Models 4 and 2 are similar. When k or the sizes of instances get larger, Model 4 is less attractive than Model 2. This is probably because the sizes of the maximal clique sets are large, causing a great number of clique inequalities. Third, the strength of Model 4 is generally much stronger than that of 2. This is illustrated by instances of spinglass2g, where the continuous relaxation of Model 4 leads to 0 optimality gap. 
Results on Model 3 and Model 5
We now compare the performance of Model 3 and Model 5 with respect to their continuous relaxation values and solution time. Since the problem is a minimisation problem, the higher the value is, the stronger is the lower bound. The numerical results are summarized in Table 3 . Overall, we remark that that the continuous relaxation of Model 5 reduces significantly the computational time compared with that of Model 3, though a bit inferior in the solution quality. In addition, as expected, the solution time for Model 5 grows linearly with respect to the size of the graph while the computational time for Model 3 grows more significantly as the instance size increases. spinglass2pm. To contrast these two compact models, we present the numerical results for tests instances of rndgraph. The numerical results are summarized in Table 4 . We outline the following key observations.
1. The strength of the continuous relaxation of Model 5 neither dominates nor is dominated by that of 4. See, for instance, problem instance p3, 40q and p3, 60q. 2. For larger problem instances (|V | ě 100), Model 5 appear much more attractive than Model 4 in terms of computational scalability and bound quality. 
Conclusion
This work introduces two compact reformulations of the minimum k-partition problem exploiting the structured sparsity of the underlying graph. The first model is a binary linear program while the second is an integer semidefinite program. Both are based on the maximal clique set corresponding to the chordal extension of the original graph. Numerical results show that the proposed models numerically dominate state-of-the-art formulations. Based on the results presented in this paper, several research directions can be considered. First, alternative algorithms may be implemented to obtain optimal clique sets minimizing the number of integer variables. Second, separation algorithms for valid inequalities can be investigated. Third, specialized branchand-bound algorithms for the compact SDP Model 5 can be considered. Lastly, combining Models 4 and 2 to obtain a novel integer LP formulation is also left for future research.
