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The rapid growth of data and ever increasing model complexity of deep
neural networks (DNNs) have enabled breakthroughs in various artificial in-
telligence fields such as computer vision, natural language processing and
data mining. The training process of the DNN is a computationally inten-
sive application that can be accelerated by parallel computing devices such
as graphic processing units (GPUs) and field programmable gate arrays (FP-
GAs). However, sometimes the amount of the training data or the size of
the model might exceed what can be efficiently trained or loaded by a single
machine. Distributed deep learning training addresses this issue by spread-
ing the computations over several machines. Due to the internode commu-
nication and other overheads in distributed computing infrastructure, the
performance improvements are not directly proportional to the number of
machines. This thesis will study the computation time, memory, bandwidth,
and other resources that are required to perform distributed deep learning.
The approach of this work is to implement and deploy several data paral-
lelism distributed deep learning algorithms on Google Cloud Platform (GCP)
and then to analyze the performance and compare the communication over-
head between different algorithms. The results obtained in this research yield
the Ring All-Reduce architecture, a bandwidth-optimal communication op-
eration used for distributed deep learning, which outperforms the Parameter
Server architecture, a many-to-one architecture, on scalability. In addition,
system usage information reported from GCP is leveraged to identify the
bottleneck of a neural network training on distributed architecture.
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The emergence of deep learning (DL) has significantly extended the applica-
tions of real-world artificial intelligence tasks such as computer vision, natural
language processing and data mining. Unlike traditional machine learning
algorithms that require feature engineering to interpret the data domain and
make patterns meaningful to the algorithm itself, a DL algorithm tries to
learn high-level features from data in an incremental manner. This approach
eliminates the need for feature engineering for data interpretation, which is
extremely difficult.
The recent success of DL is largely attributed to the exponential growth of
data and continuously increasing computing power. However, in some cases,
the training data and the number of parameters in the network are oversized
to a single machine. Distributed deep learning addresses this problem. By
leveraging a distributed system, we can not only train deeper neural networks,
but also accelerate our training process.
Applying a distributed system to deep learning training is an active re-
search area in recent years. There are two mainstream parallel computing
strategies: model parallelism and data parallelism. According to ideal Am-
dahl’s law, the performance speed-up of the training process is linear to
the number of machines. However, in most practical cases, the distributed
deep learning algorithm is not merely a multiple of the number of the ma-
chines. A major challenge comes from the communication overheads in the
distributed system. Particularly, both the iterative optimizing process (back-
propagation) of the DL algorithm and the tremendous size of the training
data require a huge amount of communication between computing nodes in
a distributed system.
In this research, we will empirically analyze the performance and the scala-
bility of mainstream distributed DL architectures in Google Cloud Platform,
the same distributed computing infrastructure that Google uses.
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The rest of the thesis is organized as follows: Chapter 2 presents some
necessary background and related work, Chapter 3 describes the experimental
setup and implementation, Chapter 4 reports the results and statistics of





The original motivation of artificial neural networks (ANNs) was to model the
biological structure of the human brain. However, this biological approach
has achieved better results in some machine learning tasks than statistical
machine learning models. The basic computational module of an ANN is
the perceptron. The mathematical operation of a perceptron could be sim-
ply written as w0x0, where x0 represents the signals that travel along the
axons and w0 stands for the dendrites of the other neurons based on the
synaptic strength at that synapse. In machine learning problems, x0 is the
input feature and w0 is the learnable weights. As shown in Figure 2.1, with
multi-dimension data, the matrix notation of a perceptron is
∑N
1 xiwi. To
make this linear predictor nonlinear, an activation (non-linear) function f is
introduced. By connecting layers of perceptrons in a feed-forward manner,
the ANN is able to approximate any arbitrary function.
Figure 2.1: A perceptron
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2.2 Convolutional Neural Networks
A convolutional neural network (CNN) is similar to the NN architecture
introduced in section 2.1. As shown in Figure 2.2, the NN receives a single
vector of input and forwards it to a series of hidden layers. Perceptrons in
each layer of an NN are fully collected. In other words, each connection
represents a learnable weight to the NN algorithm. For example, if the
dimensions of an input RGB image are 200× 200× 3, the learnable weights
would be 120000. Thus, the NN architecture does not scale well to images
or high-dimensional data applications. Unlike NN architecture, the CNN
architecture is designed to address this issue.
Figure 2.2: Neural network against ConvNet [1]
Most CNN models consist of a series of layers that distill important features
of the input image in an incremental manner. A few basic types [1] of layers
could be used to construct a CNN model.
• Convolutional Layer: The convolutional layer is the core building block
that requires most computational resource. The objective of the con-
volutional operation is to extract the high-level features such as shapes
or contours. Recent studies [2, 3] have shown that the few first con-
volutional layers are responsible for learning low-level features such as
colors and edges of the input image. With increasing the convolutional
layers, the CNN architecture is expected to adapt high-level features.
• Pooling Layer: Similar to the convolutional layer, the objective of the
pooling layer is to reduce the spatial size of a captured feature. It is
common to insert a pooling layer between convolutional layers.
• ReLU Layer: Rectified linear unit is an element-wise activation func-
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tion. The ReLU layer increases the non-linearity of the CNN architec-
ture.
The CNN architecture combined with different layers can approximate on
arbitrary mathematical model for computer vision tasks.
2.3 Mini-batch Stochastic Gradient Descent
In machine learning and DL training processes, gradient descent (GD) is the
most common optimization method [4]. By giving a constant learning rate,
the model computes the current gradient and updates the learnable weights.
Since the gradient computation is performed across the whole dataset, GD
optimizer always gives accurate gradient estimation and robust weight up-
dates. However, there are two disadvantages when applying GD optimizer.
First, given a large dataset, the gradient computation is time-consuming.
Second, the loss function of the DL network is not a convex optimization
problem. Based on convex optimization theory [5], the GD optimizer guar-
antees convergence only on local optimum, a not global optimum. Thus,
using GD optimizer to train a DL neural network, the model might eventu-
ally converge to a local optimum which is not desired.
Stochastic gradient descent (SGD) optimizer computes each gradient by
using one data sample. This optimizer not only improves the computation
time but also is well suited to online training. However, the gradient com-
puted from a single data sample is inaccurate. Thus, the learning rate needs
to be very small. Since most modern computing devices such as CPUs and
GPUs are multi-threaded architectures, a single data sample finds it hard to
utilize the CPU and GPU during the training process. Thus, SGD optimizer
leads to a waste of computational resources.
The method to address the disadvantages of GD and SGD is mini-batch
SGD [6]. In each training epoch, the mini-batch SGD tends to use multiple
samples (mini-batch) to compute the gradient. In this way, the estimation of
the gradient is more accurate than calculating the gradient against only one
training sample (SGD). At the same time, a batch of the training data can
utilize the CPU and GPU computational resources efficiently. Furthermore,
since mini-batch SGD reduces gradient noise, it suppresses the disadvantage
of GD optimizer that sticks to local optimum. The algorithm is as follows:
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Algorithm 1 Mini-batch Stochastic Gradient Descent
1: procedure Mini-batch SGD
2: Randomly initialize learn-able weights w
3: Set learning rate η
4: while the approximate optimum not converge do
5: Randomly shuffle examples in the training set.
6: Divide data into batches
7: for each batch over batches do
8: Select directions dk on batch




In Algorithm 1, descent direction dk satisfies ∇f(w)Tdk < 0, where f(w)
is the function that the DL model is trying to approximate.
2.4 Model Parallelism
As one of the distributed training strategies, model parallelism is an approach
to deploy and implement the deep learning model on multiple machines. Deep
learning models can have billions of parameters that cannot fit into a sin-
gle computing device’s memory. Model parallelism addresses this issue by
splitting the model on multiple computing devices. Long short-term memory
(LSTM) is an artificial recurrent neural network (RNN) architecture used in
the field of deep learning [3]. As shown in Figure 2.3, in order to train a deep
LSTM model in a parallel manner, it is necessary to spread the different
parts of the model to several machines. As discussed above, deep learning
consists of multiple layers. Leveraging model parallelism, we deploy differ-
ent layers on different machines. However, the computation between layers
has constraints: forward requires the current layer to wait for the previous
layer’s output, and back-propagation bases the computational results of the
current layer on those of the subsequent layers. Hence, unless the model
is so large that it cannot fit into the system memory, model parallelism is
seldom applied during the distributed deep learning training process due to
the serial communication constraints between layers. However, if the model
itself contains a parallel execution module, for example the inception mod-
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ule in GoogLeNet [7], there is no doubt that applying model parallelism can
accelerate the training process.
Figure 2.3: Each LSTM layer is assigned to a different GPU. After GPU 1
finishes computation, it passes its output to GPU 2 for further processing.
[8]
2.5 Data Parallelism
Data parallelism [9] deploys a model replica on each computing device and
computes the gradient using a different batch of the training data. As shown
in Figure 2.4, each device contains a completed model replica that can be
trained individually. Compared with the model parallelism, data parallelism
is able to support larger training and provide better scalability. Hence, data
parallelism is a prevailing strategy adopted by many distributed deep learning
applications.
In section 2.4, we learned that the training process of a deep learning
model is iterative. In each training epoch, the forward algorithm computes
the prediction value across the training data based on current hyperparame-
ters. Then the back-propagation updates the learnable weights by computing
the gradient of the loss function. In distributed deep learning, different com-
puting devices such as CPUs and GPUs are able to execute this iterative
process on different mini-batches of the training data. The major difference
is in the way of updating the learnable weights.
Data parallelism can be either synchronous or asynchronous. Synchronous
data parallelism means every device applies identical hyperparameters for
model training process. After completing the gradient computation process
7
Figure 2.4: Synchronous and asynchronous data parallel training [10]
(training) individually on each computing device, a parameter device(s) is re-
sponsible for gathering the weights computed by each computing device and
using the average of the collected weights to update the model’s learnable
parameters in each iteration. It is similar to combining mini-batches on all
the devices into a large batch and training the deep learning model on this
large batch of the data. Although synchronous data parallelism appears to be
effective on large-scale deep learning training processes, the computational
capacity and the communication overheads across each node in a cluster
need to be balanced. Since it requires waiting for the last device to finish the
computation, synchronous data parallelism is slower than asynchronous data
parallelism. Unlike synchronous data parallelism, asynchronous data paral-
lelism directly updates the learnable weights without waiting for other de-
vices to complete the training process on individual mini-batches of data. As
shown in Figure 2.4, in each iteration, different devices will only load the lat-
est updated parameters. Since the parameters are updated asynchronously,
there is a high probability that each device is getting different values of the
parameters.
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Overall, asynchronous data parallelism is faster. However, a major chal-
lenge comes from stale gradients. At the beginning, each device sets off the
training process using identical parameters. Because of updating weights
asynchronously, a device might find out that the parameters of the model
have been updated by another device. In this situation, the gradients com-
puted by that device are obsolete. In other words, the device computes stale
gradients. Because of the stale gradients, the model might find a sub-optimal
solution (local optimum), which should be avoided in training a deep neural
network.
2.6 Parameter Server
Parameter Server [11] (PS) is one of the most commonly used data parallelism
architectures in distributed deep learning training. There are two types of
node in the cluster of PS architecture: Parameter Server and Worker. Pa-
rameter Server is responsible for storing the parameters of the deep learning
model. Worker node is responsible for calculating the gradient for the loss
function of the model. In each interaction, Worker node gets the learnable
weights from Parameter Server. Worker node computes the gradient based on
the learnable weights gotten previously. Parameter Server gathers the newly
computed gradient from Worker nodes and updates the learnable weights ac-
cording to these gradients. Then, Parameters Server broadcasts the updated
learnable weights for the next iteration in the training process. In Figure
Figure 2.5: Parameter Server architecture [10]
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2.5, there are three Worker nodes and one Parameter Server. Each Worker
node contains a replica of the model and a Data Shard, a mini-batch of the
training data. First, each Worker node gets w, learnable weights, from the
Parameter Server. After the calculation of ∆w, each Worker node sends ∆w
back to the Parameter Server. Then, Parameter Server computes the new
learnable weights by w′ = w − η∆w for the next iteration of the training.
2.7 Ring All-Reduce
In PS architecture, as Worker nodes increase, the communication overheads
between Worker nodes and Parameter Server nodes will be the bottleneck
of the distributed training system. The Ring All-Reduce architecture [12] is
designed to address this issue. In Ring All-Reduce architecture, the central-
ized node (Parameter Server) that gathers information from Worker nodes
is eliminated. Each node in the Ring All-Reduce architecture is a Worker
node. Computing devices in Ring All-Reduce architecture form a topologi-
cal ring. Each device accepts the parameter information from its predecessor
and sends the latest computed parameters to the successor in the ring. Thus,
this architecture takes advantage of communication bandwidth between de-
vices. Figure 2.6 demonstrates this communication pattern. The algorithm
Figure 2.6: Ring All-Reduce Architecture
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of using Ring All-Reduce architecture to perform gradient updates is shown
as follows:
• Split the parameters or learnable weights on each Worker node into
data chunks.
• In Scatter-Reduce phase, after NumberofDevices − 1 iterations of
aggregation with its local copy and data transfer between neighbors,
each Worker node computes gradient once according to the aggregated
chunks from all Worker nodes in the ring.
• In All-Gather phase, after NumberofDevices − 1 iterations of aggre-
gation with its local copy and data transfer between neighbors, each
Worker node receives and sends the gradient computed in previous step
from its predecessor and successor.
• Merge the chunks in each Worker node and compute the sum of the
total gradient. Then, divide the total gradient by NumberofDevices.
In this way, we obtain the average gradient used for updates in one
training epoch.
An example of the above process is presented in Figure 2.7. Each Worker
with 3 data buffers communicates with two of its peers 4 times. During this
communication, a node sends and receives chunks of the data buffer. In the
first 2 iterations, received values are added to the values in the nodes buffer.
In the second 2 iterations, received values replace the values held in the
nodes buffer. The communication bandwidth between Worker nodes in the
topological ring does not increase with the number of nodes in a distributed




· Sizeofchunk ≈ 2 · Sizeofchunk
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Figure 2.7: An example to illustrate the gradient updates with three
Worker nodes
Compared to the PS architecture, the Ring All-Reduce architecture is
bandwidth-optimal, since each Worker node maximizes the communication
bandwidth between neighbors. Furthermore, due to the nature of back-
propagation, the optimizer first computes the gradients from deeper layer
to shallower layer in a deep neural network. The Ring All-Reduce algorithm
can take advantage of this feature and further accelerate the training process
on a large scale.
2.8 TensorFlow
Tensorflow [10] is an open-source framework for machine learning and deep
learning applications. Tensorflow has support for both CPUs and GPUs on
one node or a cluster with multiple nodes. The main entities of the Tensorflow
programming framework are:
• Graph: Tensorflow computation process can be described as data flow
graphs, where graph edges represent data flow and vertices represent
computational operations.
• Operation: Each operation object represents a vertex in the graph.
Each vertex is responsible for performing addition, multiplication, or
some more complex operations. Each vertex takes a tensor as input
and produces a tensor as output.
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• Tensor: Tensors are edges of a data flow graph. Tensors hold feature
maps or model’s weights which are calculated in a session. A tensor is
a multidimensional vector with a rank.
• Session: This is an entity that holds the information and setups about
the TensorFlow graph. Sessions perform computations described by
the data flow graph.
2.9 Distributed TensorFlow
TensorFlow supports both data and model parallelism and allows both syn-
chronous training and asynchronous training. The code on a single node is
consistent with the code on a cluster of nodes. Thus, the developers do not
need take into consideration the infrastructure of TensorFlow. It is conve-
nient for developers to maintain and scale the code to a cluster. In distributed
TensorFlow, the computational nodes perform training process and compu-
tations are described as a cluster. Each cluster contains multiple servers.
Each server in a cluster performs a task. Server and task are in one-to-one
correspondence. Hence, a cluster of servers is equivalent to a cluster of tasks.
TensorFlow programming framework merges similar tasks into a job. For
instance, in Parameter Server architecture, we recognize the tasks that per-
form parameter gathering as Parameter Server and the tasks that perform
gradient computation as Worker nodes. Thus, from TensorFlow aspect, a
cluster is a set of jobs as well. However, the actual functionalities depend on
the implementation of servers.
In TensorFlow, a hash table is applied to index the job type on each hosting
machine. In a specification hash table, the hosting machine, either Worker or
Parameter Server, is a string including the information of network addresses
in a cluster.
2.10 Related Work
Both big data and deep learning make the training process time-consuming;
thus it is an active research field in recent years. The implementation of
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distributed deep learning model not only accelerates the training process but
also provides an efficient way to find optimal hyper-parameters for the model.
Using distributed computing to accelerate deep learning training has en-
joyed a surge of interest in industry. In 2017, Facebook announced that
using 32 servers with 256 GPUs on board, they are able to train Resnet-50
on the ImageNet dataset in one hour, a task that previously took two weeks.
They used large mini-batches of the data, 8192 images per batch, to train
the model. The study [13] shows that the learning rate is proportional to the
size of mini-batch. Facebook applied data parallelism and PS architecture
in this work. On the other hand, Baidu used data parallelism strategy and
Ring All-Reduce architecture to perform distributed training. They used 40
Worker nodes to form a topological ring. The findings show the accelera-
tion of training is proportional to the increment of nodes. Baidu submitted
their Ring All-Reduce approach to the TensorFlow community. Uber devel-
oped Horovod [14], an open-source Ring AllReduce distributed deep learning
library, for TensorFlow.
Before the invention of TensorFlow, Google applied DistBelif [10] as a ma-
jor distributed deep learning training framework which uses Parameter Server
architecture. TensorFlow derives from DistBelif, and thus TensorFlow origi-
nally supports the Parameter Server architecture. As one of the most popular
and active deep learning frameworks, TensorFlow supports both CPUs and
GPUs on one node or a cluster with multiple nodes from version 0.8. Ten-
sorFlow officially supports Ring All-Reduce architecture in version 1.11.
Technology companies use various distributed infrastructures to implement
their own distributed deep learning algorithms. This study aims to horizon-
tally analyze different distributed deep learning approaches on the same in-
frastructure. Thanks to increasingly convenient access to public cloud, such
as Amazon AWS, Google Cloud, and Microsoft Azure, deploying various dis-
tributed deep learning strategies and architectures on the same distributed
infrastructure becomes feasible to researchers.
This study uses an 8-node cluster deployed on Google Cloud. Each node
contains an NVIDIA Tesla K80 GPU [15]. Tests on multiple convolutional





The objective of using a distributed deep learning algorithm is to accelerate
the deep learning training process. An accelerated training process helps
find the optimal hyperparameters, which are keys to the performance of a
deep learning model. To implement an efficient distributed deep learning
algorithm, it is necessary to consider the communication overheads between
computing nodes in a cluster. Two widely used distributed deep learning
algorithms, Parameter Server and Ring All-Reduce, are implemented and
deployed on an identical cluster setup equipped with 8 GPUs on Google
Cloud Platform.
3.1 Models
This study benchmarks multiple convolutional neural networks (CNNs). AlexNet
[16], VGG16 [17], VGG19 [17], ResNet50 [18], and ResNet152 [18] are used
to perform image classification task on CIFAR-10 datasets with different dis-
tributed training strategies and architectures. Analysis and comparison are
performed on the run-time with different CNN models. Size and performance
of selected CNN models are presented in Table 3.1.
Table 3.1: Models used in this experiment with their model size, accuracy
and GFLOPs
Models Model size (MB) Top-1(%) Top-5(%) GFLOPs
AlexNet 233 57.0 80.3 0.7
VGG16 528 70.5 90.0 15.5
VGG19 548 71.3 92.7 19.6
ResNet50 98 75.8 92.9 3.9
ResNet152 230 77.6 93.8 11.3
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3.2 Datasets
CIFAR-10 is one of the classical datasets for image classification. This dataset
contains 60, 000 images with 32 × 32 RGB images. Among the 60, 000 im-
ages, 50, 000 are training dataset and 10, 000 are testing dataset. CIFAR-10
dataset has 10 classes: airplane, automobile, bird, cat, deer, dog, frog, horse,
ship, and truck. Each class has 6000 images. Furthermore, each image in a
class only contains one object. For instance, an airplane class image contains
only one airplane and an automobile class image contains only one automo-
bile. It is impossible for an image to contain both airplane and automobile
objects in the CIFAR-10 dataset.
This dataset aims to validate the correctness of the distributed deep learn-
ing algorithms, instead of the robustness of the CNN models. The CIFAR-10
dataset is integrated with TensorFlow, which is easy to manipulate and im-
port for use.
3.3 Cluster Information
The GCP provides users flexibility to define a cluster with different numbers
of nodes. This experiment applies an 8-node cluster equipped with CPUs
and GPUs. The hardware specifications for each node are:
• CPU: an Intel Xeon E5 [19] virtual CPU
• GPU: an NVIDIA K80 [15] GPU
• Memory: 3.75 GB
• Storage: 10GB disk storage
Each node runs on Ubuntu 16.04 lts OS image. Each node has the following
software and programming frameworks installed for distributed deep learning
algorithm:
• Python 2.7




3.4 Implementation of Experiment
Distributed TensorFlow treats a series of tasks as a job [10]. In TensorFlow,
we use name, a string, to identify the job and index, an integer, to describe
a task. By concatenating name with an index, each task in a cluster has a
unique identification label. In a distributed system, each task executes on
a different node or computing device in a cluster. Fortunately, TensorFlow
provides an API for the user to give the description of a cluster by using
tf.train.ClusterSpec. A simple example of a cluster setup, one PS server





Cluster is described as a dictionary. The dictionary contains the host machine
IP address for each task. The above example gives two job types, ps and
Worker, for a total of three tasks.
After the creation of the cluster, it is necessary to construct servers for
each task. Each server contains the host machine’s information in its cluster.
Thus, servers communicate with each other within a cluster. In other words,
as a server is defined, the scheme of the cluster is established. At high level,
each server contains two parts: Master and Worker. Master provides the
remote access by using Remote Procedure Call (RPC) protocol, which allows
hosts to receive and send data packets between Workers. In addition, Master
acts as a target for tf.Session. Worker is used to implement TensorFlow
graph.
Tensorflow framework constructs a computational graph and uses client to
interact with computing devices in the cluster. To build a distributed deep
learning framework, the target argument in tf.Session needs to be specified
instead of default. This server is called Master. The TensorFlow pipeline
involving client and Master on both single machine and distributed system
is shown in Figure 3.1.
At the beginning of the execution of TensorFlow, client is responsible for
sending the computational graph and node information to master. Master
takes charge of managing the computing resources. The actual computing
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Figure 3.1: Single machine and distributed system in TensorFlow [10]
workload is processed by Workers that execute the computational tasks lo-
cally. In this way, each server includes a Master and a Worker.
At the construction of the computing graph, the cluster treats all the
computing devices as local machines. Hidden from the users, the TensorFlow
framework handles the actual implementation at system level. After the
construction of the computing graph, we need to create a session to process
the graph. Since it is a distributed architecture, we need to specify the target
parameters by using the concatenation of grpc: and the host’s name.
This experiment focuses on a data-parallelism distributed training strat-
egy, which means multiple Workers apply different mini-batch data to train
the same model. The gradient computed by a Worker is sent to Parameter
Server to update the model globally. Thus it is necessary to replicate the
model for distributed training process. TensorFlow provides some APIs to
simplify the replicated training process. This experiment uses a between-
graph replication mechanism to duplicate the model. Each Worker creates
a client that is in the same process as the task. Each client has an identical
TensorFlow computing graph. The advantage of using between-graph repli-
cation is its fault tolerance. If a Worker node fails, then the whole system is
still functional and carries on the training process.
Note that, for Ring All-Reduce architecture, TensorFlow provides Collec-




This experiment uses a mini-batch size of 32 per Worker in the training
process. The size of mini-batch could affect the model’s accuracy and con-
verging speed. However, this experiment does not focus on these two factors.
A mini-batch size with 32 is able to fit into a Worker’s memory.
Substituting different CNN models, this experiment collects the informa-
tion on performance improvements and scalability. The experimental design
of substituting different models with both Parameter Server and Ring All-
Reduce architectures is presented in Table 3.2. The purpose of this experi-
ment is to investigate the performance improvements and scalability of each
CNN model.
Table 3.2: Experiments design with different CNN models
Models Batch size Optimizer Learning rate Nodes
AlexNet 32 SGD 0.0001 1 to 6
VGG 16 32 SGD 0.0001 1 to 6
VGG 19 32 SGD 0.0001 1 to 6
ResNet 50 32 SGD 0.0001 1 to 6
ResNet 152 32 SGD 0.0001 1 to 6
The number of Worker nodes is one of the key parameters in this ex-
periment. By setting different numbers of Worker nodes in the cluster, we
can benchmark the communication overheads and computational power uti-
lization of each distributed deep learning architecture. A full experimental
design for distributed deep learning architecture, number of Worker nodes
and batch size is presented in Table 3.3. The GCP provides node utiliza-
Table 3.3: Experiments with different Worker nodes and distributed deep
learning architecture




2 32 Ring All-Reduce
4 32 Ring All-Reduce
6 32 Ring All-Reduce
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tion and a network packet monitoring system. This experiment leverages





This chapter presents results of using two different distributed deep learn-
ing architectures. The results include the performance improvement of each
CNN model, system utilization and communication overhead. The results
are shown in line charts and histograms.
4.1 Parameter Server Results
Section 2.6 introduced a widely used distributed deep learning architecture,
Parameter Server. There are two types of node in the cluster of PS archi-
tecture: Parameter Server and Worker. Parameter Server is responsible for
storing the parameters of the deep learning model. Worker node is respon-
sible for calculating the gradient for the loss function of the model. In this
section, we report the scalability and performance improvement of each CNN
model (AlexNet, VGG16, VGG19, Resnet50, Resnet152) on a 6-node cluster
deployed on GCP.
Figure 4.1: The performance of Parameter Server architecture
In Figure 4.1, to indicate the run-time performance of the models, this
study uses images per second corresponding to the number of Worker nodes.
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4.2 Ring ALL-Reduce Results
Section 2.7 introduced a bandwidth-optimal distributed deep learning ar-
chitecture, Ring All-Reduce. Computing devices in Ring All-Reduce archi-
tecture form to a topological ring. Each device accepts the parameter in-
formation from its predecessor and sends the latest computed parameters
to the successor in the ring. In this section, we report the scalability and
performance improvement of each CNN model (AlexNet, VGG16, VGG19,
Resnet50, Resnet152) on a 6-node cluster deployed on GCP.
Figure 4.2: The performance of Ring All-Reduce architecture
In Figure 4.2, to indicate the run-time performance of the models, this
study uses images per second corresponding to the number of Worker nodes.
To better illustrate the performance improvement of each CNN model,
Figures 4.3 and 4.4 show the models speeding up information corresponding
to the increment of Worker nodes. The x axes for both figures indicate how
many times the architecture speeds up. The y axes for both figures indicate
how many Worker nodes are in the cluster.
4.3 Utilization and Communication Overheads
By leveraging the system monitor tool, the results are gathered to show the
utilization of computational resources and the number of packets sent or
received by each node. Figures 4.5, 4.6 and 4.7 show the result of a 2-node
setup. Figures 4.8, 4.9 and 4.10 show the result of a 4-node setup. Figures
4.11, 4.12 and 4.13 show the result of a 6-node setup. Master, Parameter
Server, and multiple Worker nodes are labeled with different colors. The
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Figure 4.3: Parameter Server architecture speed-up
Figure 4.4: Ring All-Reduce architecture speed-up
monitored data are time series data. The y-axes in Figures 4.5, 4.8, and 4.11
indicate the fraction of computing resource utilization. The y-axes in Figures
4.6, 4.7, 4.9, 4.10, 4.12, and 4.13 indicate the number of packets received
and sent among Worker nodes. Similarly, for Ring All-Reduce architecture,
Figures 4.14 to Figure 4.22 show the computing resource utilization and
network packets sent and received between Worker nodes.
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Figure 4.5: Two Worker nodes computing resource utilization in Parameter
Server
Figure 4.6: Packets received between 2 Worker nodes in Parameter Server
Figure 4.7: Packets sent between 2 Worker nodes in Parameter Server
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Figure 4.8: Four Worker nodes computing resource utilization in Parameter
Server
Figure 4.9: Packets received among 4 Worker nodes in Parameter Server
Figure 4.10: Packets sent among 4 Worker nodes in Parameter Server
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Figure 4.11: Six Worker nodes computing resource utilization in Parameter
Server
Figure 4.12: Packets received among 6 Worker nodes in Parameter Server
Figure 4.13: Packets sent among 6 Worker nodes in Parameter Server
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Figure 4.14: Two Worker nodes computing resource utilization in Ring
All-Reduce
Figure 4.15: Packets received between 2 Worker nodes in Ring All-Reduce
Figure 4.16: Packets sent between 2 Worker nodes in Ring All-Reduce
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Figure 4.17: Four Worker nodes computing resource utilization in Ring
All-Reduce
Figure 4.18: Packets received among 4 Worker nodes in Ring All-Reduce
Figure 4.19: Packets sent among 4 Worker nodes in Ring All-Reduce
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Figure 4.20: Six Worker nodes computing resource utilization in Ring
All-Reduce
Figure 4.21: Packets received among 6 Worker nodes in Ring All-Reduce




Chapter 4 reports the performance improvement and scalability of multiple
CNN models by applying different distributed deep learning architectures and
strategies. The study also shows the computing resource utilization and com-
munication overheads between Parameter Server (PS) and Ring All-Reduce
architectures. We observed that performance improvement of training pro-
cess on Parameter Server is limited. In Figure 4.3, as we increase the num-
ber of Worker nodes in the cluster under Parameter Server architecture, the
speed-up of training process tends to level off. In Figure 4.4, on the other
hand, the speed-up of the training process is roughly proportional to the
number of nodes. This observation implies the Ring All-Reduce architecture
is better at scaling out than that of Parameter Server.
The experiments are deployed on public cloud. The computing resources
and network infrastructure might be variously related to assigned accessed
regions and bandwidths. These factors potentially affect the accuracy of the
utilization and communication overheads benchmarks. One of the approaches
to address this issue is to deploy the experiment on a private cloud with more
robust network access and steady computing resources.
By concatenating Figures 4.7, 4.9, and 4.11 on the same timeline, we ob-
serve that the network traffic between Worker nodes and Parameter Server
node is proportional the number of Worker nodes in the cluster. In Figure
5.1, the communication overheads dramatically increase as Worker nodes are
added into the cluster. However, in Figures 4.15 and 4.18, we observe that
the communication overhead between Worker nodes in Ring All-Reduce ar-
chitecture is roughly the same. Each Worker node fully leverages the network
bandwidth. And the packets sent and received remain constant as we increase
or decrease the Worker nodes in the Ring All-Reduce cluster. The packets
sent and received by each Worker node only depend on the computational
capacity of each Worker node.
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Figure 5.1: Concatenating the three Parameter Server setups (2, 4, 6
Worker nodes) on the same timeline
Another concern of this experiment is that the dataset and deep learning
models we used are limited. We only used the CIFAR-10 dataset which is
relatively small. A larger dataset like IMAGNET can be applied in further
experiments. The CNN models are small enough that the replicas of the
model can fit into a single Worker node. In future work, larger model size
that exceeds the storage of a single Worker node (model parallelism) is going
to be tested and benchmarked.
Lastly, some work on system fault tolerance is also worth investigating. If
we break several Worker nodes during the training process in a PS architec-
ture, what is the outcome of the trained model? What mechanisms should
be implemented to overcome the offline nodes during the training process?
These questions are interesting and worthwhile to answer.
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