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ABSTRACT
The objective of action quality assessment is to score sports videos.
However, most existing works focus only on video dynamic in-
formation (i.e., motion information) but ignore the specific pos-
tures that an athlete is performing in a video, which is important
for action assessment in long videos. In this work, we present a
novel hybrid dynAmic-static Context-aware attenTION NETwork
(ACTION-NET) for action assessment in long videos. To learn more
discriminative representations for videos, we not only learn the
video dynamic information but also focus on the static postures
of the detected athletes in specific frames, which represent the
action quality at certain moments, along with the help of the pro-
posed hybrid dynamic-static architecture. Moreover, we leverage a
context-aware attention module consisting of a temporal instance-
wise graph convolutional network unit and an attention unit for
both streams to extract more robust stream features, where the for-
mer is for exploring the relations between instances and the latter
for assigning a proper weight to each instance. Finally, we combine
the features of the two streams to regress the final video score, su-
pervised by ground-truth scores given by experts. Additionally, we
have collected and annotated the newRhythmic Gymnastics dataset,
which contains videos of four different types of gymnastics routines,
for evaluation of action quality assessment in long videos. Extensive
experimental results validate the efficacy of our proposed method,
which outperforms related approaches. The codes and dataset are
available at https://github.com/lingan1996/ACTION-NET.
CCS CONCEPTS
• Computing methodologies→ Activity recognition and un-
derstanding; Scene understanding.
KEYWORDS
Computer vision, Action quality assessment, Hybrid dynamic-static
architecture, Context-aware attention, Rhythmic Gymnastics dataset
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Figure 1: Action quality assessment by ACTION-NET.
ACTION-NET takes both motion information and posture
information as inputs. Here, we utilize posture information
to effectively supplement the motion information. We also
adopt an attentionmechanism to exploit the important part
in the video.
ACM Reference Format:
Ling-An Zeng, Fa-Ting Hong, Wei-Shi Zheng, Qi-Zhi Yu, WeiZeng, Yao-Wei
Wang and Jian-Huang Lai. 2020. Hybrid Dynamic-static Context-aware
Attention Network for Action Assessment in Long Videos. In Proceedings
of the 28th ACM International Conference on Multimedia (MM âĂŹ20), Oc-
tober 12âĂŞ16, 2020, Seattle, WA, USA. ACM, New York, NY, USA, 9 pages.
https://doi.org/10.1145/1122445.1122456
1 INTRODUCTION
In certain types of sports competitions, athletes’ scores are given by
experts, who have trained in the corresponding field for many years,
based on the movements made by the athletes being scored. How-
ever, without onsite evaluations by such experts, athletes cannot
obtain rapid feedback to improve their performance. It is therefore
natural to ask whether a computer vision model can be built to
automatically assess the quality of the actions performed by ath-
letes. It is already known that such action quality assessment can
be beneficial in other fields, such as medical treatment and the
teaching of experimental methods in a scholastic setting.
Recently, action quality assessment has received increasing inter-
est in the computer vision community [4, 5, 9, 10, 13, 16, 18, 25, 30].
However, most existing works [4, 5, 9, 10, 16, 25] focus only on
dynamic information (i.e., motion information), which mainly re-
flects the category of an action, but ignore static information, which
reflects the quality of an action at a certain moment. For instance,
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an insufficient angle of leg lift will result in a substandard action
and penalty points for a leg-lifting action. Although an incorrect
angle of leg lift may be easily missed on dynamic information, it can
be clearly identified from a specific video frame. Moreover, for long
videos, existing works [4, 13, 16, 18, 30] simply treat the importance
of each part of a video as the same. However, actions performed
at different times may have markedly different effects on the final
score issued by experts, meaning that the different parts of a video
are not of equal importance. For example, in artistic gymnastics,
the highlights of a routine should be more important than other
parts. Consequently, these works have poor performance for action
assessment in long videos.
To address the first problem mentioned above, we propose a hy-
brid dynamic-static architecture for learning video representations,
as depicted in Figure 1. There are two streams in the proposed archi-
tecture: a dynamic stream for extracting motion information from
video, which takes video segments as inputs, and a static stream for
exploring the postures of detected athletes in specific frames. The
same network structure is used for both streams, but the parame-
ters are not shared. By fusing these two separate streams, we can
model more discriminative features to represent the actions. Addi-
tionally, rather than treating each segment in a video equally, we
apply a context-aware attention module to each stream to generate
more informative dynamic/static features before they are concate-
nated to regress the final score for the video. More specifically, the
context-aware attention module consists of a temporal instance-
wise graph convolutional network (GCN) unit and an attention
unit, the former for exploring the relations between instances and
the latter for assigning a proper weight to each instance, for both
streams to extract more robust stream features. Subsequently, we
aggregate the fused local-context features of all segments/frames
(or motions/postures) weighted with the weights estimated by the
attention unit to generate the final dynamic/static features.
To support research on action quality assessment for long videos,
we have constructed a new Rhythmic Gymnastics dataset. The
Rhythmic Gymnastics dataset contains videos of four different
types of gymnastics routines: ball, clubs, hoop and ribbon. Each
type of routine has 250 associated videos, and the length of each
video is approximately 1 min 35 s. We chose high-standard inter-
national competition videos, including videos from the 36th and
37th International Artistic Gymnastics Competitions, to construct
the dataset. We have edited out the irrelevant parts of the original
videos (such as replay shots and athlete warmups). We have anno-
tated each video with three scores (a difficulty score, an execution
score and a total score), which were given by the referee in accor-
dance with the official scoring system. This dataset will be released
soon.
In summary, we propose a hybrid dynAmic-statiC conText-aware
attentION NETwork (ACTION-NET) to predict athlete scores from
long videos. To the best of our knowledge, ACTION-NET is the
first such technology to incorporate both video motion information
and posture information for detected people in static frames for
action quality assessment. Experiments conducted on the public
MIT-Skating dataset and our Rhythmic Gymnastics dataset clearly
show that our method achieves state-of-the-art results. The codes
and dataset are available at https://github.com/lingan1996/ACTION-
NET.
2 RELATEDWORK
Action Quality Assessment. The challenging problem of action
quality assessment in videos has been extensively explored in previ-
ous works [2, 4, 5, 9, 10, 15, 16, 18, 25, 29, 30]. The existing methods
can be divided into two strategies based on the information used as
the input—namely, pose-based methods and vision-based methods.
Pose-based methods [13, 18] analyze human pose information to
assess action quality. Pirsiavash et al. [18] used the DCT features
of joint trajectories as the input for SVR to predict final scores
supervised by ground-truth scores given by referees. Pan et al. [13]
considered the relations among joints and proposed two modules—
namely, a joint commonality module and a joint difference module—
to analyze joint motion. However, due to the atypical body postures
involved, it is difficult to estimate the human poses executed during
sports such as diving. Moreover, joint motion alone cannot reflect
appearance information, which serves as the basis for points scored
in gymnastics, or background information, such as the splash size in
diving. By contrast, vision-based methods [5, 9, 10, 16, 25] assess the
quality of actions based on visual features extracted from videos by
3D convolutional neural networks (CNNs). For instance, to model
more informative features from specific fragments, key fragment
segmentation [10] has been proposed to obtain key fragments while
discarding irrelevant fragments. In addition, Li et al. [11] proposed
a novel recurrent neural network (RNN)-based spatial attention
model based on the attention mechanism used by humans when
assessing videos. However, because these video feature extraction
methods are designed for action classification, the dynamic infor-
mation they extract mainly reflects the action category rather than
the action quality.
For long videos, actions performed at different times may have
markedly different effects on the final score issued by experts. How-
ever, most existing works [13, 16, 18] simply treat the importance
of each part from a video equally, so the important part may not
be explored effectively in such a way. To assess the quality of ac-
tions in long videos, several different methods have been proposed
[2, 5, 25]. Bertasius et al. [2] used a convolutional long short-term
memory (LSTM) network to detect atomic basketball events, such
as shooting or passing the ball during a basketball game, from
first-person videos. However, because that method is a strongly
task-related method, it is difficult to generalize. Xu et al. [25] used a
self-attentive LSTMnetwork and amultiscale skip LSTMnetwork to
learn local (technical movements) and global (athlete performance)
scores, respectively. Doughty et al. [5] proposed a rank-aware tem-
poral attention mechanism to attend to the skill-relevant parts of a
video. However, these works did not consider the temporal relations
between adjacent parts of a video.
In contrast to previous work, we propose a hybrid dynamic-static
architecture for learning both dynamic information and static in-
formation related to specific moments. We argue that in sports,
static information is also important for exploring the postures
of the athletes detected in specific frames to determine whether
those postures are correct. Additionally, we propose a context-
aware attention module to aggregate all video segments/frames
(motions/postures) to produce dynamic/static features.
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Video Understanding. Video understanding has been studied for
a long time in the field of computer vision and provides fundamen-
tal tools for action quality assessment. A number of deep neural
network architectures for action classification have been proposed
[3, 22–24, 26, 27], including two-stream networks with multiple
modalities [22, 24], 3D CNNs for extracting spatial and tempo-
ral features [3, 23], and RNNs for capturing temporal relations in
variable-length videos [26, 27]. In addition to action classification,
many works [1, 17, 21, 31] have studied temporal action localization,
with the aim of generating sequences of bounding boxes related to
the locations of the actors.
In this paper, we employ the I3D architecture [3] to obtain the
basic video features from the video segments. Because the video
features extracted by I3D are not designed for action quality assess-
ment and mainly reflect the action category, we especially add a
static stream, fromwhich features are extracted using the ResNet ar-
chitecture [6] to explore the postures of detected athletes in specific
frames.
3 METHOD
In this work, we develop ACTION-NET for action quality assess-
ment. By leveraging two streams—i.e., a dynamic stream and a static
stream—ACTION-NET generates more informative representations
for videos by exploiting video motion information and the posture
information of detected athletes in specific frames, respectively.
Moreover, we propose a context-aware attention module to aggre-
gate all video segments/frames to produce dynamic/static features
in each stream. More details of the proposed network can be seen
in Figure 2. In this section, we present detailed descriptions of the
steps of action quality assessment using ACTION-NET. We intro-
duce the proposed context-aware attention module in section 3.2
after first introducing the dynamic and static streams of the hybrid
dynamic-static architecture in section 3.1.
3.1 Hybrid Dynamic-Static Architecture
Most existing works [4, 5, 9, 10, 16, 25] mainly focus on the dynamic
temporal information contained in videos and thus ignore incorrect
postures at specific moments during an athlete’s routine because
of the fleeting nature of these postures. To address this problem,
we propose a hybrid dynamic-static architecture for learning both
dynamic information and posture information at specific moments,
as depicted in Figure 3. Specifically, the network branches corre-
sponding to the two streams have the same structure but do not
share parameters.
Dynamic Stream. We leverage a stream of segments from the
same video as the input to explore the motion information of the
video. Instead of operating on the basis of optical flow, our dynamic
stream structure utilizes a sequence of video segments sampled
from the raw video. For the dynamic stream, we first feed the seg-
ments into an I3D network pretrained on the Kinetics dataset [3] to
extract 1024-dimensional segment features, which are then passed
to the context-aware attention module. In the context-aware at-
tention module, we compute the context-related features for each
segment by a temporal instance-wise graph convolutional network
unit (TCG-U), which is leveraged to model the relationship between
each segment and the corresponding global information (with all
segment features as inputs). An attention unit (ATT-U) then takes
the fused local-context features obtained by concatenating the seg-
ment features and the context-related feature as inputs to generate
an attention weight for each segment. Finally, we aggregate the
fused local-context features of all segments weighted with the atten-
tion weights estimated by the ATT-U to generate dynamic features.
Static Stream. As mentioned before, the video segments can yield
dynamic information, but slightly incorrect postures can easily be
ignored because of their fleeting nature. To address this challenge,
we adopt a static stream, for which the network structure is the
same as that for the dynamic stream, to provide supplemental pos-
ture and appearance information of the detected athletes. For the
static stream, we sample frames from raw videos to explore the pos-
ture information. Since the athletes in sports videos often occupy
only a small part of the image, it is difficult to extract high-quality
spatial features of an athlete when the entire image is taken as the
input. Therefore, we first perform human detection on the sampled
frames and then extract features from the detected people. In this
way, we can obtain high-quality spatial information on the exhib-
ited postures. Subsequently, we feed the extracted posture features
from each frame into the context-aware attention module for the
static stream, which is the same as that for the dynamic stream, to
generate static features.
3.2 Context-Aware Attention Module
As described in section 3.1, a context-aware attention module is ap-
plied to both streams to aggregate all segment/frame (motion/posture)
features to produce the features of the corresponding stream (i.e.,
dynamic features and static features). Our proposed context-aware
attention module consists of two units: the TCG-U for modeling
the relationships between the segments/frames and the ATT-U for
estimating the attention weights of these segments/frames.
Temporal Clipwise GCNUnit (TCG-U). After obtaining the fea-
tures {f iI }Ni=1 of each instance (here, we refer to both segments and
frames as instances for convenience of description), we use a GCN
to output the context-related features {f iH }Ni=1 for each instance
by aggregating all instance features. To iteratively learn the rela-
tionships between all instances, we construct a graph G with all
instances as vertices. We then adopt an exponential kernel [28] to
compute the adjacency matrix A ∈ RN×N for graph G:
A(i, j) = exp
−||fiI −f
j
I | |
K , (1)
where K is a positive hyperparameter used to adjust the scale of the
distance between two vertices, and element A(i, j) of the adjacency
matrix A represents the temporal relationship between the ith and
jth instances. In our experiment, K is set to 1.
It is known that the adjacent instances in a graph exchange infor-
mation through iterative graph-Laplacian operations. To maintain
the original distribution of the matrix A
in the process of information transmission, we normalize the
adjacency matrix, following Kipf and Welling [7]:
Â = D˜−
1
2 A˜D˜−
1
2 , (2)
where the matrix A˜ is defined as A˜ = A+I , with I ∈ RN×N being the
identity matrix, and D˜(i,i) =
∑
i, j A˜i, j is the degree matrix of the
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these branches do not share parameters. The proposed context-aware attention module learns the relations between all seg-
ments/frames and generates dynamic/static features by aggregating the fused local-context features of all segments/frames.
Finally, we concatenate the features from both streams and feed them into the score prediction module.
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Figure 3: Hybrid dynamic-static architecture. Two streams
have different purposes but identical streams. Here, the dy-
namic stream mainly extracts the motion information of
video, and the static streamextracts the posture information
of specific frames.
adjacency matrix variant A˜. To learn more context knowledge from
the graph G consisting of all instances, we iteratively update the
representation of each vertex by multiple GCN layers to generate
more robust context-related features.
H l+1 = σ (ÂH lW l ), (3)
where σ (·) is the ReLU (·) activation function in this work,W l is
the trainable weight matrix in the lth layer, andH l is the activation
matrix in the lth layer, with H0 = {f iI }Ni=1. We then use two GCN
layers to capture the context information among all instances based
on the temporal relations of adjacent instances. Finally, we denote
the last H l by H = {f iR }Ni=1 as the context-related feature for each
instance.
Attention Unit (ATT-U). After obtaining the context-related fea-
tures {f iH }Ni=1, we combine the corresponding instance features to
obtain the fused local-context features {f iC }Ni=1, which contain both
instance and global context information and are more representa-
tive of each instance in the video:
f iC = concatenate(f iI , f iR ). (4)
Here, we concatenate the instance features f iI and the context-
related features f iR to obtain the fused local-context features f
i
C .
We then calculate the weighted sum of all fused local-context fea-
tures using the attention weights {εi }Ni=1 estimated by our simple
ATT-U, which consists of two fully connected layers and corre-
sponding activation function with fused local-context features as
inputs, to produce the corresponding stream features fD/S (i.e.,
dynamic features fD or static features fS ):
fD/S =
∑
i
εi f iC ,
εi = α(f iC ).
(5)
whereα(·) represents the ATT-U. In this way, we utilize all instances
in a video to construct fused local-context features that capture
not only the corresponding instance attributes but also the context
information.
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3.3 Combination of Dynamic and Static
Streams
Finally, we obtain the dynamic and static features from their re-
spective streams. We concatenate these two types of features and
regress the final score for the input video as follows:
s = fr ([fD ; fS ]), (6)
where fr (·) represents two fully connected layers with the sigmoid
activation function. The sigmoid activation function is used to
normalize the estimated score to the range of [0, 1].
4 RHYTHMIC GYMNASTICS DATASET
In addition, we construct a new dataset for action quality assessment—
i.e., the Rhythmic Gymnastics dataset—which contains videos of
four types of gymnastics routines: ball, clubs, hoop and ribbon. We
collected these videos from the internet by searching for specific
topics. All videos in the Rhythmic Gymnastics dataset are of high
quality and were downloaded from the official account on YouTube.
The Rhythmic Gymnastics dataset consists of 1000 videos span-
ning all types of routines—ı.e., ball, clubs, hoop and ribbon—with
250 videos per routine type. More specifically, these videos were ob-
tained from high-standard international competitions—i.e., the 36th
and 37th International Artistic Gymnastics Competitions. Because
the scoring criteria for rhythmic gymnastics changed significantly
after the 35th International Rhythmic Gymnastics Competition, we
did not select any videos from before the scoring change to ensure
the uniformity of the scoring criteria.
Preprocessing. We first collected approximately 37 h of videos
and removed abnormal videos, such as those in which the athlete
retired for atypical reasons. We edited out the irrelevant parts of
each original video (such as bowing to the audience and warming
up). We preserved only the duration of each video from the mo-
ment of the beginning pose to the moment of the ending pose. The
length of each video is approximately 1 min 35 s, corresponding to
approximately 2375 frames at a frame rate of 25 frames per second.
Score Annotation.We annotated each video with three scores (a
difficulty score, an execution score and a total score), which were
given by the referee in accordance with the scoring system. The
final score is the sum of the difficulty score and the execution score,
with deductions for any penalties incurred. The difficulty score
consists of subscores for body difficulties, dynamic elements with
rotation (commonly known as risks), and apparatus difficulties.
The execution score represents the degree to which the gymnast
performs with aesthetic and technical perfection. Finally, for each
event, we randomly split the dataset into 200 training videos and
50 testing videos.
5 EXPERIMENTS
In this section, we first describe the implementation details of our
ACTION-NET model and then present the experimental results
obtained on two datasets—i.e., the public MIT-Skating dataset and
our Rhythmic Gymnastics dataset—and compare them with the
results of several baselines. Finally, we conduct an ablation study to
analyze the contributions of the hybrid dynamic-static architecture
and the context-aware attention module as well as the necessity of
human detection on the static stream.
5.1 Datasets and Evaluation Metric
Datasets.We evaluated our ACTION-NET model on both the MIT-
Skating dataset [18] and our newly constructed Rhythmic Gymnas-
tics dataset. The MIT-Skating dataset contains 150 figure skating
videos, each of which is approximately 2 min 55 s. Each one con-
tains an average of 4200 frames. Each video is labeled with three
scores—i.e., a total element score, a total program component score
and a final score; the final score, which ranges from 0 (worst) to
100 (best), is the sum of the total element score and the total pro-
gram score. We used 100 videos for training and the remaining 50
videos for testing. [15, 16] repeated the experiment 200 times with
different random data splits and averaged the results. Due to the
heavy computing cost, we repeated the experiment on five random
data splits instead. On the Rhythmic Gymnastics dataset, for each
type of routine, we used 200 videos for training and the remaining
50 videos for testing.
Evaluation Metric. Following existing works [9, 18, 25], we used
the standard evaluation metric known as Spearman’s rank corre-
lation coefficient ρ, which represents the strength of the relation
between two series of data. Its value ranges from -1 to 1, and it is
computed as follows:
ρ =
∑
i (xi − x)(yi − y)√∑
i (xi − x)2
∑
i (yi − y)2
, (7)
where x and y represent the rankings of the two series. The higher
the value of ρ, the higher the rank correlation between the predicted
and ground-truth scores.
5.2 Implementation Details
Data Preprocessing. Similar to previousworks [16, 25], ourmethod
is composed of two stages: feature extraction and score prediction.
We first extracted features from videos and then used our network
to predict scores. For the dynamic stream, we sampled 5 frames
per second on average, and each segment contained 16 sampled
frames. All frames were rescaled to have a shortest side length of
256 and were then center cropped to 224 × 224. We then extracted
1024-dimensional segment features from the avg_pool layer of I3D
pretrained on Kinetics [3]. For the static stream, we sampled 1 frame
per second and cropped the region with the detected athlete in the
sampled frame using YOLOv3 [19] pretrained on COCO [12]. To
filter out the action-irrelevant audience, we chose only the largest
human bounding box in each frame and discarded all frames in
which no athlete was detected. All cropped image regions were
rescaled to 224 × 224. We then extracted the 2048-dimensional fea-
tures from the avg_pool layer of ResNet [6] pretrained on ImageNet
[20].
Experimental Settings. In the context-aware attention module,
two fully connected layers with ReLU activation first embedded
the input features into a low-dimensional space. For the dynamic
stream, the dimensions of these two layers were 1024 × 512 and
512 × 256. For the static stream, their dimensions were 2048 × 1024
and 1024×256. Two GCN layers were used for the TCG-U, both with
dimensions of 256 × 256. We used two fully connected layers as fr
in Eq. 6 to predict the final score; the first fully connected layer had
dimensions of 1024× 128 (followed by ReLU activation and dropout
= 0.5), and the second layer had dimensions of 128× 1 with sigmoid
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activation. To ensure stable training, we adopted different learning
rates for the context-aware attentionmodule (lr = 0.01) and the score
prediction module (lr = 0.05). We used minibatch stochastic gradient
descent (SGD) to train the network, with a momentum of 0.9 and
a weight decay of 10−4. The batch size was 32 for the Rhythmic
Gymnastics dataset and 16 for the MIT-Skating dataset. The number
of training epochs was 200 for the MIT-Skating dataset, and for
better convergence, we set different training epochs on four types of
gymnastics routines (400/300/500/300 for ball/clubs/hoop/ribbon).
For the Rhythmic Gymnastics dataset, we applied stepwise decay
in the last 100 and last 50 epochs with a decay rate of 0.1. For the
MIT-Skating dataset, we applied stepwise decay after 150 and 180
epochs with a decay rate of 0.1. Remarkably, although our model is
a hybrid dynamic-static architecture, our model is small, with only
3.54 M parameters.
DataAugmentation. For the dynamic stream, the number of video
segments per video was approximately 55 on the MIT-Skating
dataset and 28 on the Rhythmic Gymnastics dataset. Accordingly,
we used 48 video segments per video to train the network on
the MIT-Skating dataset and 26 video segments per video on the
Rhythmic Gymnastics dataset. For the static stream, the number
of cropped frames per video was almost 160 on the MIT-Skating
dataset and 80 on the Rhythmic Gymnastics dataset. We used 150
cropped frames per video for training on the MIT-Skating dataset
and 80 cropped frames per video on the Rhythmic Gymnastics
dataset. Similar to Xu et al. [25], all video segments and cropped
frames were augmented by shifting the starting segment and frame.
Competitors. We considered several baseline methods for com-
parison to validate the effectiveness of our proposed method. We
first compared our method with those presented in [8, 9, 16, 18, 25].
Because the Rhythmic Gymnastics dataset is a new dataset, to fa-
cilitate comparison, we newly evaluated the performance of some
previous methods [16, 25] on this dataset. Following the settings
for competitors given in [25], we considered different combinations
of the following model components:
• Input features: We used either frame-level features or video-
segment-level features as the input features. As the frame-
level features, we extracted 2048-dimensional features from
the avg_pool layer of ResNet [6], which is a common feature
extractor for images. For the video-segment-level features,
we extracted them as described for the dynamic stream.
• LSTM and Bi-LSTM-based models: Similar to Parmar et al.
[16], we applied an LSTM architecture to generate video-
level descriptions. Due to the very long duration of the videos
and to ensure fair comparisons, we also tested the use of a
bidirectional LSTM (Bi-LSTM) architecture in place of the
LSTM architecture. The hidden dimensions of the LSTM/Bi-
LSTM layers were 256/128, and to avoid over-fitting, we used
one fully connected layer for regression.
• SVR-based models: We first used either average or maximum
pooling for video-level description. Because the effect of the
linear kernel was better than that of the radial basis function
(RBF) kernel in [25], we applied SVR only with a linear kernel
to regress the final scores.
MIT-Skating Rhythmic GymnasticsBall Clubs Hoop Ribbon
Pose + DCT [15] 0.350 - - - -
ConvISA [8] 0.450 - - - -
C3D + SVR [16] 0.530 0.357* 0.551* 0.495* 0.516*
Li et al. [9] 0.575 - - - -
Pan et al. [13] 0.384 - - - -
Xu et al. [25] 0.590 0.515* 0.621* 0.540* 0.522*
ResNet
Avg + SVR 0.545 0.279 0.589 0.602 0.395
Max + SVR 0.512 0.169 0.452 0.376 0.404
LSTM 0.602 0.471 0.472 0.555 0.410
Bi-LSTM 0.598 0.466 0.444 0.544 0.447
I3D
Avg + SVR 0.531 0.403 0.579 0.610 0.456
Max + SVR 0.442 0.445 0.465 0.386 0.191
LSTM 0.472 0.327 0.583 0.546 0.381
Bi-LSTM 0.587 0.355 0.653 0.557 0.368
ACTION-NET (ours) 0.615 0.528 0.657 0.708 0.578
Table 1: Results in terms of Spearman’s rank correlation co-
efficient (higher values are better) on the MIT-Skating and
Rhythmic Gymnastics datasets. The results marked with *
are those obtained through the reimplementation of [16, 25]
on our Rhythmic Gymnastics dataset.
Method MIT-Skating Rhythmic GymnasticsBall Clubs Hoop Ribbon
DS + CAA 0.603 0.346 0.583 0.643 0.394
SS + CAA 0.575 0.443 0.581 0.686 0.540
TS + CAA (ours) 0.615 0.528 0.657 0.708 0.578
Table 2: Ablation study showing the contributions of the dy-
namic and static streams in our method.
5.3 Results and Comparisons
The experimental results obtained by our method and the compared
methods on the MIT-Skating and Rhythmic Gymnastics datasets
are presented in Table 1. The results marked with * are those ob-
tained through the reimplementation of [16, 25] on our Rhythmic
Gymnastics dataset. Although Pan et al. [13] has achieved state-of-
the-art results on the AQA-7 dataset [14], which simply contains
short videos (102 frames per video on average), their proposal per-
forms poorly on the MIT-Skating dataset 1. This is because Pan’s
work simply assumes all parts of a long video are equally impor-
tant. Our ACTION-NET model achieves the best performance and
outperforms the state-of-the-art method presented in [25] by 2.5%.
These results of compared methods clearly demonstrate that only
utilizing video temporal information is insufficient to model a more
comprehensive action assessment. In contrast, the results of our
ACTION-NET indicate that the static information helps understand
the quality of an action.
Additionally, we further explored different variants of our model,
as shown in Table 1. By comparing the experimental results of the
different variants, we can reach several interesting conclusions.
First, in contrast to the results of Xu et al. [25], average pooling
is obviously superior to maximum pooling on all datasets. SVR
1This result was obtained by Pan through communication. Thanks for their
contribution.
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… … … … … …
0.0473 0.0604 0.0319 0.0460 0.0153
… … … … … …
0.0310 0.0676 0.0190 0.0510 0.0489
Figure 4: Visualization of the attention weights generated by our context-aware attentionmodule on two videos. The numbers
below the images are the attention weights of the corresponding video segments.
Attention Weight: 0.0604
Attention Weight: 0.0153
Attention Weight: 0.0676
Attention Weight: 0.0190
Figure 5: Visualization of video segments with high and low attention weights from two videos. The first row shows video
segments with high attention weights, while the bottom row shows video segments with low attention weights.
0.02920.03250.0465 0.0393
0.0050 0.0053 0.00560.0051
0.0281 0.0253 0.0249 0.0241
0.0060 0.0061 0.0066 0.0069
Figure 6: The top four frames with high or low attention weights in static stream from two videos. The number below each
image frame is the attention weight of the corresponding frame. The video frames with high attention show that the gymnast
is performing technical movements or making a mistake (e.g., the loss of the apparatus is shown in the 5th and 8th images in
the first row). The video frames with low attention weights show no such important, highly technical postures.
with average pooling also works well on the Rhythmic Gymnastics
dataset but not on MIT-Skating, which is most likely because the
videos in MIT-Skating are longer than those in the Rhythmic Gym-
nastics dataset. Moreover, models using I3D features can produce
better prediction results than those using ResNet features extracted
from the whole scene.
5.4 Model Analysis
Ablation Study of the Hybrid Dynamic-Static Architecture.
To show the effectiveness of the proposed hybrid dynamic-static
architecture, we tried to remove either the dynamic stream or the
static stream from the full model. The results of this ablation study
are shown in Table 2. To save space, we use the abbreviations DS,
SS, TS, and CAA to represent the dynamic stream only, the static
stream only, the two streams together (the hybrid dynamic-static
Method MIT-Skating Rhythmic GymnasticsBall Clubs Hoop Ribbon
Avg Pooling 0.605 0.518 0.650 0.650 0.552
SAU 0.590 0.501 0.610 0.703 0.528
LSTM + SAU 0.596 0.487 0.651 0.690 0.570
Bi-LSTM + SAU 0.572 0.522 0.568 0.674 0.600
RTA [5] 0.611 0.522 0.634 0.713 0.565
CAA (ours) 0.615 0.528 0.657 0.708 0.578
Table 3: Ablation study showing the contribution of the
context-aware attention module in our method.
architecture) and our context-aware attention module, respectively.
Interestingly, the results of SS + CAA show that methods using only
the static stream can still achieve a good effect, even outperforming
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themethods using only the dynamic stream on theHoop and Ribbon
subsets of the Rhythmic Gymnastics dataset. These findings indicate
that there is considerable redundant information in the dynamic
stream and that the quality of actions performed by athletes can
already be roughly assessed from only a few video frames. However,
combining the dynamic stream with the static stream can boost the
performance, as shown by the results of our full model (i.e., TS +
CAA).
Ablation Study of the Context-Aware Attention Module.We
also constructed four baseline methods by replacing the context-
aware attention module in our method to evaluate its effectiveness:
• Avg Pooling: We used average pooling at the temporal level
to generate video-level descriptions. With this approach, the
temporal evolution and timing of an action is lost.
• SAU: We also used a standard attention unit (SAU) without
context features as the input to evaluate the effectiveness of
the context-aware attention module. The SAU was the same
as the ATT-U used in the context-aware attention module.
• RTA: We also compared our approach with multi-filter atten-
tion module from the Rank-aware Temporal Attention (RTA)
[5] in our ablation study, in which the number of filters was
set to three.
• LSTM/Bi-LSTM + SAU: Because an LSTM architecture is
often used for tasks with a sequential structure, we used
an LSTM architecture to capture context information as the
input to the SAU. We also used a Bi-LSTM architecture in
place of the LSTM architecture. The hidden dimensions of
the LSTM/Bi-LSTM layers were set to 256/128.
In Table 3, we compare the results of our method with those of
the different baselines. Importantly, our proposed method shows
improvements over all the alternative variants listed above on all
datasets (i.e., our full method outperforms the Avg Pooling by 2.3
% on the MIT-Skating dataset). When the context information cap-
tured by the TCG-U is removed, the performance drops considerably.
Using an LSTM/Bi-LSTM module instead of the TCG-U to capture
context information results in a decrease in model performance. By
contrast, using average pooling alone also results in competitive
performance, particularly for the Ball and Hoop subsets. Similar to
the experimental results of Doughty et al. [5], although the SAU
achieves higher accuracy than average pooling for some tasks, we
find the SAU results to be highly inconsistent for action quality
assessment in long videos. Moreover, our context-aware attention
slightly outperforms the multi-filter attention in the Rank-aware
Temporal Attention [5], and the success of our context-aware atten-
tion andmulti-filter attention indicate that the attentionmechanism
is an effective method for action assessment in long videos.
Additionally, to visualize the operation of the context-aware
attention module, we present the attention weights computed for
several segments of two videos in Figure 4. In Figure 5, we show
further details of video clips with high and low attention weights
from both videos; in this figure, each video segment is compressed
to eight frames. We believe that if a particular video segment or
frame has a high weight, then the video segment or frame shows
an important technical movement that is likely to contribute to the
final score; otherwise, it is not significant. With uniform weighting,
the weight of each video segment is 1/28 (0.0384), where the value
MIT-Skating Rhythmic GymnasticsBall Clubs Hoop Ribbon
SS + CAAw/o detection 0.565 0.334 0.582 0.602 0.391
SS + CAAw detection 0.572 0.443 0.581 0.686 0.540
TS + CAAw/o detection 0.592 0.365 0.632 0.656 0.540
TS + CAAw detection 0.615 0.528 0.657 0.708 0.578
Table 4: Ablation study showing the contribution of human
detection in our method.
of 28 corresponds to the number of segments per video used to train
our network. Notably, due to the scoring rules of gymnastics and
figure skating, it is difficult to accurately assess the quality of an
athlete’s actions by observing only a few video segments. Therefore,
there are no order-of-magnitude differences in the weights between
significant and insignificant segments. From Figure 5, we find that
segments that show the athlete performing movements such as
rolling or lifting one leg represent key technical movements and
thus have very high attention values. From Figure 6, we can also
reach a similar conclusion in the static stream.
Is it necessary to perform human detection on the static
stream? In this paragraph, we discuss whether it is necessary
to perform human detection on the static stream. To show the
effectiveness of human detection on the static stream, we used
features extracted from the whole scene as the input for our full
model. As seen in Table 4, without human detection on the static
stream, the performance achieved using either the static stream
alone or the two streams combined is significantly decreased. Since
athletes in sports videos often occupy only a small part of the
image, it is difficult to extract high-quality spatial features of such
an athlete when the entire image is used as the input.
6 CONCLUSION
In this work, we have proposed a hybrid dynamic-static context-
aware attention network (ACTION-NET) for learning both video
motion information and specific posture information from sampled
video frames for action quality assessment. The context-aware
attention module, which is applied to both streams in the proposed
network, is able to learn useful representations by learning the
relations between instances. The experimental results clearly show
that our proposed ACTION-NET method can achieve state-of-the-
art performance on two datasets. Additionally, to support research
on action quality assessment in long videos, we have collected and
annotated the new Rhythmic Gymnastics dataset.
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