With the emergence of high-performance digital systems and the rapid growth of Internet traffic in the 1990s, the US Air Force Research Laboratory (AFRL) Micro Electronics Technology Directorate correctly predicted the growing need for optical interconnects and thus initiated several efforts to develop such technologies for the next generation of high-performance digital systems. This work was also prompted by significant advances in optical materials (i.e., III-V materials and polymers), devices (vertical-cavity surface-emitting lasers, VCSELs), and packaging technologies that were also made during this period. 1 In collaboration with the Defense Advanced Research Projects Agency (DARPA) Electronic Technology Office, the AFRL thus initiated several major programs in this area.
Figure 1. The performance of the prototype components developed through the Polymer Optical Interconnect Technology (POINT) program. (a) The integrated 12-channel vertical-cavity surface-emitting laser (VCSEL) array. (b) The 12-channel metal-semiconductor-metal (MSM) receiver. I: Current. V: Voltage.
industry (without the need for companies to re-tool). This program also represented the first major effort to develop a 32-channel VCSEL-based transceiver array. This array was operated at a wavelength of 850nm, a data rate of 500Mb/s per channel (with a bit error rate of less than 1 10 14 ), and at an average dissipated power of 0.25W/channel. The prototype optical link that was developed under this program included a 32-channel aluminum gallium arsenide VCSEL array, a driver array, a gallium arsenide metal-semiconductor field-effect
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transistor receiver array, and a fiber ribbon array with Mac II connectors. 2 Following this demonstration of the feasibility of VCSELarray technologies for high-speed optical links, DARPA continued to fund several major programs that were aimed at developing low-cost optoelectronic packaging technologies. For example, the Parallel Optical Link Organization-which consisted of Hewlett-Packard, AMP, DuPont, SDL, and the University of Southern California-led to the development of bidirectional 10-channel optical links at 1Gb/s. 3 In addition, through the Jitney program-funded by DARPA and the National Institute of Standards and Technology, in collaboration with IBM and 3M-low-cost, 20-channel parallel optical modules at 1Gb/s per channel were developed. These modules were made of plastic-molded optics and were used for the interface between the VCSELs and large-core fibers. Motorola's Optobus program involved a commercial product development of bidirectional 10-channel transceiver modules, at a data rate of 200Mb/s per channel. Lastly, the Polymer Optical Interconnect Technology (POINT) program-proposed to DARPA (in response to a DARPA Broad Agency Announcement for 'Affordable Optoelectronic Module Technology') by the AFRL and contracted in 1994-was aimed at developing an advanced interconnect technology. The program was assembled as an industry-academic research consortium, with members from GE, Honeywell, AlliedSignal, AMP, Columbia University, and the University of California at San Diego. Members of the team were chosen for their expertise, but also so that no member was in direct competition with another (i.e., to ensure freedom of • bends).
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exchange of technology and information). This 30-month, $5 million program ended in September 1997. 4 The POINT program was designed to leverage the electronic packaging and fabrication processes used at that time to significantly reduce the cost of optoelectronic packaging and to increase the chance of technology transition. These development efforts were focused on VCSEL-array devices and related packaging technology, passive alignment for the reduction of recurrence costs in optoelectronics packaging, polymer materials (i.e., Polyguide) for multimode board and backplane interconnect applications, and demonstration of a parallel optical link for backplane applications. The resulting prototype included an integrated 12-channel VCSEL array and a 12-channel metal-semiconductor-metal receiver (which had been developed under the DARPA-funded Optoelectronics Processing Components program). The performance of both these components is illustrated in Figure 1 . 5 A prototype backplane optical link developed through the POINT program is shown in Figure 2 . 6 Both the transmitter (Tx) and receiver (Rx) had polymer waveguides attached to high-density interconnect modules, and these waveguides were terminated with mechanical transfer (MT) connectors. A polymer waveguide 'backplane' assembly-consisting of three segments of waveguide ribbons-connected the Tx and Rx. The center piece of the assembly was a straight-through waveguide array with 144 channels (at a channel pitch of 100 m), and it was terminated with two surface-mount technology (SMT) connectors at each end. The assembly also included two waveguide adaptors, each of which had one SMT connector interface at one end and fanned out to six 24-channel groups at the other end (all were terminated with an MT connector). In addition, the Tx and Rx were both connected to one of the six groups at each end of the backplane assembly. The total optical path length was 11 inches (tested at about 1Gb/s). This translates to 250 connections per board edge inch, with the connector simply snapped in place on the board (without the need for alignment). The measured loss per channel was only 0.6dBs, and a data rate of up to 1Gb/s could be achieved with each channel. Such high-performance characteristics of this polymer backplane were possible because of the VCSEL arrays.
The full backplane link that was built through the POINT program is illustrated in Figure 3 . 7 This system included two transceiver modules that were attached to the daughter boards and plugged into the waveguide backplane. The key components of the backplane optical link-see Figure 3 (b)-included seven waveguide segments and eight optical interfaces. The total insertion loss of the device was about 18dB. Furthermore, tests performed on this full backplane system successfully verified the loss through the backplane assembly, and the simultaneous transmission of both the clock and data channels over the backplane link.
In summary, we have presented a historical review of the pioneering optical interconnect research and engineering efforts. [8] [9] [10] [11] These early programs provided the first demonstrations of the importance of VCSELs and of the feasibility of using VCSEL arrays for parallel optical interconnects. Coupled with the early developments of affordable optoelectronic packaging technologies, these programs played a critical role in making VCSEL-based parallel optical interconnects the currently most viable interconnect solution for data centers. As data rates become even faster in the future, we anticipate that technologies such as nanophotonics and silicon photonics will be employed for optical interconnects in cloud computing, i.e., for data transfer between backplanes, boards, and chips, as well as within the chip.
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