This paper addresses the extension of the microgrid concept, following a massive integration of these active cells in power distribution networks, by adopting a coordinated management strategy together with distributed generation units directly connected to the medium voltage distribution network. In order to achieve this, a technical and commercial management scheme must be developed for coordinated control of a distribution system with multi-microgrids, which should take into account the specific technical capabilities and characteristics of each type of generating source. In particular, tools for coordinated voltage support and frequency control, as well as for state estimation have been developed for this type of network. Concerning voltage support, a new methodology exploiting an optimization tool based on a metaheuristic approach was developed. For state estimation, two approaches were considered: multi-microgrid state estimation and fuzzy state estimation. Regarding frequency control, the hierarchical structure of the multi-microgrid is exploited to deal with the transition to islanded operation and load following in islanded operation. All these tools have proved to be efficient in managing the multi-microgrid system in normal interconnected mode and, in case of the frequency control, in islanded operation.
INTRODUCTION
The need of reducing CO 2 emissions in the electricity generation field, recent technological developments particularly for distributed generation (DG) and electricity business restructuring have been some of the key factors responsible for the growing penetration of DG in power distribution grids. In addition to DG penetration, the connection of small generating units directly to the low voltage (LV) distribution network is expected to become a reality in a near future, thus creating autonomous active cells called microgrids.
A microgrid can be defined as an LV feeder with several microsources (such as microturbines, photovoltaic (PV) panels, etc.) together with storage devices and controllable loads connected on that same feeder and managed by a hierarchical control system [1] . These LV microgrids may be operated in interconnected or islanded mode (under emergency conditions). Therefore, the adoption of the microgrid concept will allow an improvement in the quality of service, lead to reduced green house gases (GHG) emissions through reduction of losses in the distribution grid and potentially reduction of electricity supply costs.
This work aims at studying the increase of microgeneration penetration in electrical networks through the exploitation and extension of the microgrid concept, involving the development of new tools for multi-microgrid management and operation (involving Distribution Management System (DMS) architecture and new software adaptation).
This work moves on to consider the new concept of multi-microgrids. This requires a higher-level structure, formed at the Medium Voltage (MV) level, consisting of LV microgrids and DG units connected on several adjacent MV feeders. Microgrids, DG units, and MV loads under demand side management (DSM) control can be considered in this network, for the purpose of control and management, as active cells. The development of this concept poses challenging problems due to the increase in network dimension and operation complexity, since a large number of LV microsources and loads need to operate together in a coordinated way.
In addition, it will be necessary to integrate these microgrids with existing DG units, directly connected into the MV network, as well as some large MV equivalent loads that may be under a DSM operation or load curtailment strategy for providing ancillary services. This involves the adaptation and development of new DMS tools to be able to deal with such a demanding operating scenario. An effective management of this type of system requires the development of a hierarchical control architecture, where intermediate control will be exercised by an intermediate controller to be installed at the MV bus level of an HV/MV substation, under the responsibility of the distribution system operator (DSO) and will be in charge of each multi-microgrid. In this way, the system complexity can be shared among several small central control agents, behaving like a small DMS that is able to tackle the scheduling problem of generating units (DG and microsources) and other control devices installed in the system.
It is clear that, in order to operate one or more microgrids in a coordinated way, it is important to provide a more or less decentralized decision-making process to balance demand and supply coming from both the distributed resources and the main MV distribution feeder.
CONTROL AND MANAGEMENT ARCHITECTURE
As previously presented, a microgrid can be defined as an LV network with several microgeneration devices (such as microturbines, PV generators, etc.) in addition to storage devices (such as flywheels, capacitor banks, etc.) and controllable loads. This system is managed in a coordinate and controlled way by a hierarchical control system that may use power cables as the physical support for a communication infrastructure. In normal operating conditions, the microgrid should operate interconnected to the main distribution network. However, the microgrid may be operated islanded from the main power system in case of contingencies in the upstream network or if maintenance actions are occurring. Therefore, the adoption and extension of the microgrid concept may enhance quality of service to final costumers, leading also to a reduction in GHG emissions and potentially reduce electric power supply costs.
The new concept of multi-microgrids is related to a high level structure, formed at the MV level, consisting of LV microgrids and DG units connected on adjacent MV feeders. This concept has been developed within the framework of European project ''More MicroGrids'' [2] . Therefore, microgrids, DG units, and MV loads under DSM control can be considered in this network as active cells, for control and management purposes. The technical operation of such a system requires the transposition of the microgrid concept to the MV level, where all these active cells should be controlled by a central autonomous management controller (CAMC) to be installed at the MV bus level of an HV/MV substation. The CAMC will serve as an interface to the DMS and operate under the responsibility of the DSO [2] .
This architecture can be seen in Figure 1 . Nowadays, the DMS is responsible for the supervision, control, and management of the distribution system. In future power systems, in addition to the DMS, there will be new management levels:
1. The CAMC, to be housed in HV/MV substations, which will accommodate functionalities that are normally assigned to the DMS (or other new functionalities) and will be responsible for interfacing the DMS with lower level controllers. 2. The MicroGrid Central Controller (MGCC), to be housed in MV/LV substations, which will be responsible for managing the microgrid, including the control of the microsources and responsive loads. Voltage monitoring in each LV grid will be performed using the microgrid communication infrastructure.
CAMC FUNCTIONALITIES
Existing DMS functionalities need to be adapted due to the operational and technical changes that result from multi-microgrid operation and the introduction of the CAMC concept and corresponding hierarchical control architecture. The management of the multi-microgrid (MV network included) will be performed through the CAMC. This controller will be responsible for acting as an intermediate to the DMS, receiving information from the upstream DMS, measurements from remote terminal units located in the MV network and existing MGCCs. It will also have to deal with constraints and contracts to manage the multi-microgrid in both HV grid-connected operating mode and emergency operating mode. A first set of functionalities to integrate the CAMC can be seen in Figure 2 .
It is important to stress that not all these functionalities will be available in any multi-microgrid system. Their availability will depend on the characteristics of local DG units present.
In the next sections, two approaches to state estimation routines will be presented as well as solutions to the coordinated voltage support and frequency control problems. Three MV test networks and one LV test network have been used for testing purposes when dealing with state estimation, coordinated voltage, and frequency support.
Multi-microgrid state estimation
The multi-microgrid state estimator (MSE) follows the concepts of the distribution state estimators, receiving a limited number of real-time measurements from the multi-microgrid network [3, 4] . Since this data is inadequate for state estimation, historical or real-time load data are used to forecast node injections [5] . The measurement equations establish a relationship between measurements and unknown (states):
Subject to:
where z is the vector of measurements, h(.) is the vector of nonlinear functions relating measurements to states, c(x) is the vector function which models virtual measurements, and e is the measurement Gaussian error vector with E(e) ¼ 0. The problem is formulated as an equality constrained WLS problem:
where
Þ is the diagonal measurement covariance matrix and s i is the standard deviation of the ith measurement. The state estimatex is obtained by solving the following system of linear equations at each iteration [6, 7] :
, and l are the Lagrange multipliers.
After execution of the SE algorithm the node voltage magnitudes and phase angles and (possibly) the transformer taps are estimated.
The number of customers connected to a multi-microgrid network may be large and is impractical to telemeter all points of the network. A practical MSE should have the following features:
Large number of customer load estimates: The MSE must be based on a large number of forecasted load injections at each unmeasured node remote from the substations. Basically the network observability of the MSE is achieved using these measurements. Distributed generators (DG): They are usually provided with voltage and active and reactive injection measurements which can be communicated to the principal primary substation.
The presence of large number of pseudo-load injection measurements may give rise to convergence problems. Since the accuracy of the pseudo-load injection measurements are inferior compared to the real-time measurements, improved load models are required for better convergence and voltage estimates.
In conventional state estimation the status of switching devices (switchers, breakers, fuses, sectionalizers, etc.) are processed by the network topology processor (NTP) to define the bus/branch network model, by merging bus sections joined by closed switching devices into ''nodes.'' The status of these switching devices can be telemetered or entered manually by system operators. The topology is assumed to be known and correct. The bad data processing examines only analog measurements to identify gross errors. Any status errors, that pass undetected by the NTP, result to an incorrect node/ branch network model. The possibility of operating the multi-microgrid system in an isolated operating mode means that the topology of the network may not always be the same.
However, in distribution networks is not frequently possible to find and fix one topology beyond any kind of uncertainty, due to frequent changes in the topology together with the small number of existing measurement devices. In any case, it must be considered one topology to initiate the SE process but the formulation should be flexible enough to allow changes in the topology if the initial one will not lead to the best solution. This means that the topology processor must be able to consider that the identification of bad data can find errors in the status of some switching devices. This problem is solved by the generalized state estimation [8] . In generalized state estimation parts of the network are modeled at the bus-section/switching-device (physical) level. The conventional state vector is augmented with switching device statuses and other related pseudo-measurements, in order to identify topology changes and errors. This ultimately means that topology will be estimated at the same time with analog information.
An isolated island is any part of the network formed by a set of nodes connected between them and where there is no node having generation capability. The SE algorithm for an isolated island must give zero voltage magnitudes and phases in all nodes. An energized island is any part of the network formed by a set of nodes connected between them and having one or more nodes with generation capability. If this island is observable, the SE algorithm computes the island's state vector. For each island we must consider a reference node for voltage phases by fixing an arbitrary voltage phase value. However, a problem exists when the number of islands is not known when starting the SE process. This is a consequence of some switching devices having an unknown or suspicious status. In this case, the number of nodes where the voltage phase must be fixed is also unknown. The splitting problem can be formulated as the problem of finding the state variables in all network islands. This must be done even if initially the number of islands is different when compared with the result of the SE process. The consideration of uncertainty affecting topology introduces the splitting problem. Traditional SE assumes that the topology is known and fixed a priori. Therefore, it is assumed that the whole system consists of a unique connected island or a predefined number of islands. In this case, there is no splitting problem.
When considering uncertainties for the switching device statuses, the number of initial islands can be smaller or larger than the number of islands really existing in the system. In conventional SE formulation, splitting is impossible since there is a unique bus for phase angle reference (the whole network is one connected island). If splitting occurs, the coefficient matrix becomes singular, compromising the solution of the SE problem. When the network is split into two or more nonconnected electrical islands, due to a set of switching devices reported as open, the system becomes unobservable and the state vector cannot be computed. We can implement a state estimator capable of handling multiple observable islands and reference angles, but still the correct status of those switching devices, which interconnect different islands and are erroneously reported as open, cannot be identified. In the proposed method a phase reference is used for each island, if there are more than one, and only one phase reference if the network is fully connected. This is done automatically by the technique shown below. Without loss of generality, we examine the P À d state estimation problem. We consider that the multi-microgrid system is separated in r electrical (observable) islands, due to a set of switching devices being reported as open. We arbitrarily choose island 1 to contain the phase angle reference node. For each island i 6 ¼ 1 we provide a (critical) pseudo-measurement as follows:
where kl are the open switching devices whose end nodes k and l belong to islands i and j 6 ¼ i, respectively, and d refi is the phase angle of the reference node of the ith island with respect to the reference node of island 1. In practice a degree of uncertainty is considered for the above pseudomeasurement, by adding a Gaussian error at the right hand side. By including rÀ1 such pseudomeasurements, the network becomes observable and the state vector can be estimated. Usually we consider two forms of topology errors:
Exclusion error when a switching device actually in service is inadvertently excluded in the model. Inclusion error when a switching device is erroneously included in the state estimation model.
The proposed techniques were simulated with the test system presented in Figure 3 . Data on this network can be provided on request.
The load active (MW) and reactive (Mvar) power, are based on the transformer MVA, its % loading and its load power factor: The measurement redundancy is low and the error filtering capability of the state estimator is very low. We considered that the network is in grid-connected mode (one connected area). A single bad data at a load of feeder 1 is examined. The true and the measured data are 0.838 MW þ 0.275 Mvar and 1.2 MW þ 0.35 Mvar, respectively. The faulty load value affected mainly the nodes of feeder 1 and the reference node (Figures 4 and 5) . The normalized residuals of the active and reactive injection (load) measurements were jÀ4.78j > 3 and jÀ3.78j > 3, respectively, indicating gross error. After removing these measurements and re-computing the state vector all the normalized residuals became <3.
From the state estimation runs it is shown that error in a load value affects mainly the node voltages of the feeder where this load belongs. The primary MV substation acts as a burden to the error spread to other feeders. Voltage phase angles are more sensitive to errors than voltage magnitudes. When applied to real multi-microgrids, the solution algorithm convergence and the state estimate accuracy mostly depend on the accuracy of the load models. Validation with actual measured data is the key for improving the load models.
Fuzzy state estimation
The state estimation problem is solved by using all the information available for the network, not only measurement values. Of course, the quality of the solution turns better as the quality of the available , we can use also information affected by uncertainty by using fuzzy sets theory [10] . We use fuzzy numbers to model this kind of information and we call fuzzy measurements to these numbers used as input data for the model. One source of fuzzy measurements is obtained from some ''typical'' load curve that defines a band of possible values for the power consumption, based possibly on past history saved in a historical database. Using this, it is possible to define a fuzzy assessment for the actual active load value.
If the microgrid generation is not measured, a procedure to define a fuzzy measurement can be used based on the mix of type of technology and all useful forecasted values available. The same is valid for DG connected directly to the MV grid, if it is not measured.
Another way to obtain fuzzy measurements corresponds to the use of a fuzzy load allocation algorithm [11] . This algorithm consists of an allocation process of load values admitting some ranges of uncertainty. By this algorithm, we perform a first allocation process using the available information. After this, we correct these values using the FSE process. The first set of values is represented using intervals corresponding to ranges of uncertainty and having the greatest possibility degree.
An alternative process to obtain uncertain information corresponds to translate natural language propositions obtained from experienced operators since they typically have lots of qualitative information expressed in a non-mathematical way.
The mathematical formulation of the FSE process can be described by a vectorial expression (8) using the following notation: Z represents the measurement vector (which includes fuzzy measurements); X represents the fuzzy state vector; h(.) represents the function vector that relates the state variables and the measurements; and e represents the fuzzy noise vector between the measurement value and the evaluated value using the corresponding power flow function:
In the first phase of the FSE algorithm, the crisp measurement vector, resulting from the measurements decomposition, will be used to run a crisp WLS state estimation algorithm to compute the state vector X C . In the second phase of the FSE algorithm, the fuzzy deviations specified for the measurements are reflected on the results of the state estimation. These results are obtained using the state vector X C , the gain matrix inverse G À1 , and the Jacobian matrix H computed in the last iteration of the first phase of this algorithm applying expression using (9) . With this expression the fuzzy state vector X is obtained:
Also active and reactive power flows, currents in lines and transformers, power injected by generators or by connections with other networks, active and reactive load values are computed using these matrixes and similar operations [9] .
The studies conducted to evaluate the effectiveness of the FSE were performed on the test system shown in Figure 3 .
This intends to simulate the following conditions: all communications with microgrids are missing; all communications with DG are missing. It was used qualitative data for these missing measures, represented by fuzzy measurements (an example in Figure 6 ).
The FSE algorithm is executed under the above-defined conditions to produce an estimation of bus voltages (both module and phase) (Figure 7) . Other results obtained from the state estimation algorithm are the values for the power injections for each bus (Figure 8 ), power flows, and current on each branch ( Figure 9) .
A comment related with these membership functions is that the central values of the initially specified and computed membership functions for the active and reactive power injection are slightly shifted. This is understandable considering that this set of values is used to perform the initial crisp state estimation study aiming at obtaining a coherent operating point of the system. This means that, Figure 6 . Type of fuzzy information considered on the microgrids. due to metering errors and to fuzzy assessments, this set of input values does not correspond to a coherent picture possibly not being in accordance with Kirchoff laws. For instance, the result for the reactive power flow in Figure 9 can have the following interpretation: the value of the reactive power flow is 1.2 Mvar with 1.0 membership degree, but has a possibility of having a value between À0.2 and 2.6 Mvar.
Coordinated voltage support
A novel methodology for coordinated voltage support for multi-microgrid systems was developed based on the work presented in [12] . This functionality aims at optimizing distribution network operation in interconnected mode, when dealing simultaneously with DG connected directly to the MV grid and microgeneration installed at the LV side.
Considering that in LV networks the line resistance can be greater than the line reactance (i.e., R ) X), traditional control strategies using only reactive power control may not be sufficient in order to perform efficient voltage control since active/reactive power decoupling is not valid [13] . This can be seen from (10), derived from the power flow equations in a line, according to Figure 10 .
In addition, in scenarios with high microgeneration penetration, generation shedding actions may also be needed in order to limit the voltage rise effect resulting from massive microgeneration penetration. The control algorithm proposed uses all traditional control approaches for voltage and reactive power control namely managing on-load tap changing (OLTC) transformers, reactive power provided by DG sources, and capacitor banks together with active power control at the microgrid level in extreme scenarios (using microgeneration shedding mechanisms).
The coordinated voltage control problem is a nonlinear optimization problem containing both continuous and discrete variables that can be formulated as presented in (11) and (12) Subject to: An optimization tool based on a meta-heuristic approach (evolutionary particle swarm optimization) was developed to address the coordinated voltage control problem at MV and LV levels [14, 15] . It uses an artificial neural network (ANN) to emulate the behavior of the LV microgrid system.
The voltage control scheme approach developed was intended to be used as an online function, made available to the DSO. Nevertheless, in order to be able to have a simulation tool that can effective and efficiently optimize in a coordinated way the MV and LV networks, some adaptations to the methodology used in the control algorithm must be made.
Firstly, regarding the coordinated operation at the MV and LV levels, a combined and uniform approach must be followed. In order to address this issue, an ANN able to emulate the behavior of the LV network (or microgrid) was developed. This option enables the use of a traditional power flow routine for the MV, ensuring a decoupling of the two voltage levels, without compromising the validity and quality of the results and three-phase power flow module for the LV side.
Secondly, the use of an ANN is able to speed up the algorithm, thus enabling the use of the metaheuristic tool employed in real-time operation, reducing the long simulation times that were required in order to calculate consecutive three-phase power flows.
The ANN used is presented in Figure 11 .where V sp is the voltage at the MV/LV substation; SPg pi the total active power generation in phase i; SPl pi the total active power load in phase i; Ploss pi the total active power losses in phase i; and Vmax pi the maximum voltage value in phase i.
Some of the main results obtained using MV and LV test networks are presented next. The networks used are based on real typical Portuguese rural grids and have a radial structure. The MV network contains several DG units (mostly based on hydro and wind generation) and microgrids and is shown in Figure 11 . Artificial neural network for microgrid emulation. Figure 12 . The LV microgrid is assumed to contain a massive penetration of PV-based generation and is presented in Figure 13 . Data on these networks can be provided on request. Figure 14 compares the base situation without the voltage control functionality (Initial) and the result obtained from the application of the control algorithm (Final) in the LV microgrid for each of the 24 hours of a typical day. It can be seen that the voltage values were out of an admissible range of AE5% due to the massive penetration of PV-based microgeneration that generated power outside the peak demand hours but the algorithm succeeded in bringing voltage profiles back to admissible values. Figure 15 shows that some microgeneration shedding was required (difference between Initial and Final values for microgeneration) in order to bring voltage profiles back within admissible limits (presented in Figure 14) .
Coordinated frequency control
A methodology for coordinated frequency control for multi-microgrid systems was also developed. The main objective is to allow a robust islanded operation and also to support the islanding transition. In order to accomplish this, the CAMC includes an additional functionality of coordinated frequency support that reacts to power system frequency changes in a way similar to the one implemented in regular automatic generation control (AGC) functionalities [16] .
The frequency of the system is continuously monitored by the CAMC (Figure 16 ). At every time interval T s (sample time), if triggered by significant changes in frequency, the CAMC will send control set-points to every MGCC, other DG units, and controllable loads [17] . This sample time T s cannot be very small, mainly because of the constraints imposed by the communication system. Therefore, the frequency error and the frequency error integral will be used to determine the additional power DP -as presented in (13) -to be requested to the available contributors under CAMC Figure 12 . MV test network 2.
control: MGCCs, DG units, and controllable MV loads.
where K P is the predefined proportional gain; K I the predefined integral gain; f rated the nominal frequency value; and f the actual frequency value. It should be noted that this additional power may be negative if the frequency rises over the rated value. In this way the CAMC can also respond to other disturbances, such as load loss while in islanded mode, managing generation sources to reduce their power output (including microgeneration curtailment, if necessary).
However, limits have to be enforced on the value of DP. Its value cannot be larger than the available reserve and, if DP is negative, its absolute value cannot be lower than the total generation available for curtailment. If the absolute value of the required power variation DP is larger than a predefined threshold (related to a dead-band), the control system will proceed to determine how to optimally distribute the power requests among the available sources. Unitary generation costs for each of the sources (MGCCs and other DG) are used for this purpose. The economical allocation algorithm is based on standard linear optimization techniques: where c is the generation cost and load curtailment prices; x the generation or load set-point variations; b 1 the smallest variations allowed (lower bounds); and b 2 the largest variations allowed (upper bounds).
The set of above restrictions can also define which generators/loads participate in frequency regulation. This can be done by setting to zero the ith elements of both b 1 and b 2 corresponding to units that cannot be adjusted.
Because loads are considered as negative generation, the corresponding coefficients (elements in vector c of prices) are negative.
This optimization procedure is performed for each period T s and will originate a vector representing the power generation changes to be requested to microgrids (MGCCs), independent DG units (e.g., CHP) and loads (MV load-shedding operations).
Each MGCC will now use the power change requested by the CAMC to establish the main restriction of a new optimization procedure (identical to the one used before by the CAMC) which will determine the power changes to be requested to microsources and controllable loads under MGCC control. Some of these microsources do not have regulation capabilities (e.g., PV or wind generation, due to limitations in primary resource availability) and will not normally be asked to change power generation.
It should be noted that the approach to load shedding is, in this context, fairly different from the one used in conventional systems, as the controllable loads will be under hierarchical control system supervision which is not capable of acting in near instantaneous time frames, mainly due to communication system limitations. Therefore, in these circumstances, load shedding is not expected to reduce the amplitude of frequency excursions in the few seconds following a severe disturbance. This load shedding capability should be seen more as a kind of secondary reserve -rather than an emergency resource -aiding the frequency to return to the rated value faster or without depending so much on the availability of renewable resources or other generation systems.
The adopted test network represents what could possibly be the typical structure of an MV grid containing multiple microgrids and several kinds of larger DG systems ( Figure 17) .
This network has four zones: two rural areas and two urban areas (the loops on the left of Figure 17 ), connected to an HV/MV substation. There is also a relatively large number of microgrids, all connected to MV buses, and also some other typically DG-oriented-generation systems: a small diesel group, several CHP and hydro units, two doubly-fed induction machines (DFIM) corresponding to windgenerator systems, and a storage element interfaced with the MV grid via a voltage source inverter (VSI).
All microgrids have a 150 kW/50 kvar equivalent controllable load and also the same mix of microsources: a small wind generator, a fuel cell, a microturbine, a photovoltaic generator, and a storage element connected to the grid via a VSI (representing storage elements).
The test case analyzed shows a situation where the MV network containing the microgrids is importing approximately 5.3 MW of active power from the upstream HV network, in order to be able to supply a total load of 19.9 MW. Starting from this point, in steady state, the HV/MV branch is disconnected at t ¼ 10 seconds and the multi-microgrid system will become islanded. In order to evaluate the load following capabilities of this control approach, it was assumed that at t ¼ 110 seconds the load at several nodes begins to change at a rate of 4% per second for 10 seconds (for total increase of nearly 0.9 MW). Lower values can accelerate the response of the system but, even if technically possible to attain, they could also originate some stress on the control system. The most adequate value will ultimately depend on the communication system in use and on the mix of microsources and other DG units on the system. Figure 18 shows how the hierarchical control present in this multi-microgrid manages to recover the frequency to the rated value after the islanding occurred. Although the minimum frequency value after the disturbance remains practically unaltered, the presence of the hierarchical control assures that the system is capable to return to its nominal frequency.
The frequency recovery is due to the fact that the CAMC is sending set-points to the microgrids and other DG units in the MV network. In Figure 19 , the set-points sent to one of the microgrids and to one of the CHP units are shown, together with the corresponding output power. The order by which the microgrids or the DG units start to contribute is based on their cost as a direct consequence of the optimization method adopted. Therefore, in this case, it becomes clear that the microgrids are considered to be less expensive than the CHP unit. Figure 19 also shows how the algorithm is ready to shed generation in case the frequency rises above the rated value (generation curtailment).
CONCLUSIONS
The definition of an effective control scheme for multi-microgrid operation is a key issue. In particular, it is extremely important the introduction of a new main controller -the CAMC -that includes several key functionalities such as coordinated voltage support, coordinated frequency support, and local state estimation. The control strategy for multi-microgrid operation proposed in this paper is based on a hierarchical and decentralized scheme, ensuring both autonomy and redundancy.
The multi-microgrid state estimation is based on a limited number of real-time measurements and forecasted node injections. The proposed algorithm was very robust and load injection errors were limited in the load neighborhood. As a consequence it can be efficiently used for local state estimation.
An FSE methodology aiming at identifying the state of distribution networks with large number of microgrids was developed. This model is highly flexible in terms of the data it can incorporate. It can include traditional real-time measurements, fuzzy evaluations, and results from load allocation procedures. This means that an enlargement of the traditional probabilistic nature of WLS state estimation algorithms to deal with data having uncertainty using fuzzy concepts. This reflects a desire to use the most adequate mathematical tools for each particular situation.
The optimization algorithm developed in order to deal with the coordinated voltage support has proved to be efficient in maintaining voltage profiles within admissible limits in a scenario with high microgeneration penetration.
Tasks related to coordinated frequency control were successfully fulfilled, either after islanding or for load-following purposes. The set-point modification commands sent to the DG units, microgrids, and controllable loads, enable the frequency to return to the rated value in a reasonable amount of time.
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