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We introduce a multiscale scheme for sampling scattered data and extending functions
deﬁned on the sampled data points, which overcomes some limitations of the Nyström
interpolation method. The multiscale extension (MSE) method is based on mutual distances
between data points. It uses a coarse-to-ﬁne hierarchy of the multiscale decomposition of
a Gaussian kernel. It generates a sequence of subsamples, which we refer to as adaptive
grids, and a sequence of approximations to a given empirical function on the data, as well
as their extensions to any newly-arrived data point. The subsampling is done by a special
decomposition of the associated Gaussian kernel matrix in each scale in the hierarchical
procedure.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Many dimensionality reduction methods embed a given data from a metric space, where only the distances between the
data points are given, into a lower dimension (vector) space where the data is analyzed.
Dimensionality reduction by diffusion maps [5] is a typical example. First, a diffusion operator is formed on the data.
Then, by spectral decomposition of the operator, a family of maps {Ψt}t>0 from the data into Euclidean spaces is produced.
The Euclidean distances between the embedded data points approximate the diffusion distances between the data points in
the genuine metric space, i.e. it becomes the transition probability in t time steps from one data point to another. A spectral
decomposition of large matrices, whose dimensions are proportional to the size of the data, has high computational costs.
Especially, this procedure cannot be repeated frequently when data is accumulated over time. To avoid repeated application
of such procedure, an extension method is required, which is called an out-of-sample extension.
The Nyström method [1,13] is vastly used for an out-of-sample extension in dimensionality reduction methods. It is a
numerical scheme for the extension of integral operator eigenfunctions. It ﬁnds a numerical approximation for the eigen-
function problem
b∫
a
G(x, y)φ(y)dy = λφ(x) (1.1)
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can be approximated by a quadrature rule to become
b − a
n
n∑
j=1
G(xi, x j)φ(x j) = λφ(xi).
Then, the Nyström extension of φ to a new data point x∗ is
φˆ(x∗)
b − a
nλ
n∑
j=1
G(x∗, x j)φ(x j). (1.2)
If G is symmetric, then its normalized eigenfunctions {φi}ni=1 constitute an orthonormal basis to Rn . Thus, any vector
f = [ f1 f2 . . . fn]T ( f j = f (x j), j = 1, . . . ,n) can be decomposed into a superposition of its eigenvectors f =∑ni=1( f T ·φi)φi .
Then, the Nyström extension of f to x∗ becomes
f∗ 
n∑
i=1
(
f T · φi
)
φˆi(x∗). (1.3)
The Nyström extension method is strongly related to a Gaussian process regression (GPR) [14], which is an extension
method in the ﬁeld of statistical inference. The n observations { f1, f2, . . . , fn} are considered as a sample from some mul-
tivariate (n-variate) Gaussian distribution. Very often, it is assumed that the mean of this Gaussian distribution is zero. The
observations are related to each other in these cases by the covariance function g . Thus, the conditional distribution of f∗
given f is
f∗| f ∼N
(
G∗G−1 f ,G∗∗ − G∗G−1GT∗
)
, (1.4)
where N (μ,σ ) is the normal distribution whose mean and variance are μ and σ , respectively,
G 
⎡
⎢⎢⎢⎣
g(x1, x1) g(x1, x2) · · · g(x1, xn)
g(x2, x1) g(x2, x2) · · · g(x2, xn)
...
...
. . .
...
g(xn, x1) g(xn, x2) · · · g(xn, xn)
⎤
⎥⎥⎥⎦ , (1.5)
G∗ 
[
g(x∗, x1) g(x∗, x2) · · · g(x∗, xn)
]
, (1.6)
and
G∗∗  g(x∗, x∗). (1.7)
As a consequence, the best estimate for f∗ is the mean of this distribution
f¯∗ = G∗G−1 f , (1.8)
and the uncertainty in this estimation is captured by its variance
var( f∗) = G∗∗ − G∗G−1GT∗ . (1.9)
Note that Eqs. (1.2) and (1.3) are equivalent to Eq. (1.8).
In the ﬁeld of geostatistics, where the Nyström extension is better known as Kriging, the covariance between any pair
of observations is usually related directly to the geological nature of the data [11,15], as opposed to our setup, where data
comes from an unknown physical phenomenon.
When the covariance is unknown, an artiﬁcial covariance function has to be chosen. A Gaussian covariance is a popular
choice as the covariance function, and it is given by
g
(
x, x′
)
 exp
(−∥∥x− x′∥∥2/), (1.10)
where ‖ · ‖ constitutes a metric on the space. The corresponding covariance (aﬃnities) matrix is
(G)i, j  g(xi, x j), i, j = 1,2, . . . ,n. (1.11)
Under this choice, if x≈ x′ , then g(x, x′) approaches the maximum, which means that f (x) is nearly perfectly correlated
with f (x′). The vice-versa is also true: if x is distant from x′ , we have g(x, x′) ≈ 0 instead, i.e. the two data points cannot
see each other. For example, during interpolation at new values, distant observations will have negligible effect. The effect of
this separation will depend on the length parameter  . A too large  will result in ill-conditioned (i.e. numerically singular)
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be done only in a very small neighborhood of D , otherwise, the variance in Eq. (1.9) from a statistical point of view reaches
near its maximum, and f (x) ≈ 0.
The Nyström extension scheme has three signiﬁcant disadvantages: (a) Diagonalization of G costs O (n3) operations [9].
(b) G may be ill-conditioned due to fast decay of its spectrum, and (c) it is unclear how to choose the length parameter 
since the output is sensitive to the choice of  .
We overcome these limitations by using a multiscale approach: we deﬁne a sequence of Gaussian kernel matrices Gs ,
s = 0,1, . . . , whose entries are (Gs)i, j = gs (xi, x j), where s is a positive monotonic decreasing function of s, which tends
to zero as the scale parameter s tends to inﬁnity. For example, we can choose s = 2−s, s = 0,1, . . . . By the application
of randomized interpolative decomposition (ID) to Gs , we identify a well-conditioned basis for its numerical range. In each
scale, f (or its residual) is decomposed into a sum of its projections on this basis and it is extended in a similar fashion to
Eq. (1.8). In addition, selection of the proper columns in Gs is equivalent to data sampling of the associated data points.
Our method requires no grid. It automatically generates a sequence of adaptive grids according to the data distribution
(see Example 4.1). It is based on the mutual distances between the data points and on a continuous extension of Gaussian
functions. In addition, most of the costly computations are done just once during the process, independently of the number
of the extended data points since they depend only on the data and on the given function.
A preliminary version of the paper was presented in [2].
The paper has the following structure: Section 2 presents related works on (multiscale) data sampling and function
extension. In Section 3, we prove that the numerical rank of a Gaussian kernel, which is deﬁned on a dataset in Rd , is
proportional to the volume of the data. A multiscale scheme for data sampling and function extension is presented in
Section 4. Experimental results are given in Section 5.
2. Related works
A multiscale scheme for scattered data sampling and interpolation is introduced in [8]. In each scale, Delaunay triangu-
lations is employed to sample the data. Then, using the sampled data, the function (or its residual) is interpolated to the
rest of the data points by using a radial basis functions (RBF) technique.
The method of geometric harmonics is introduced in [6]. First, the function, which is deﬁned on a manifold, is decom-
posed into a superposition of the eigenfunctions of the manifold’s Laplace–Beltrami operator. Then, these eigenfunction are
extended using the Nyström extension of the eigenfunctions of a sequence of Bessel kernels. It is proved that the extension
is optimal in the sense of maximal energy concentration of the data points. This method is strongly related to the Kriging
method, which was already mentioned in Section 1.
3. Numerical rank of a Gaussian kernel matrix
In this section, we prove that the number of numerically independent columns of a Gaussian kernel matrix (i.e., its
numerical rank) is independent of its size. First, we prove it for the unit circle S1. Then, we generalize the result to R
and Rd . To formalize this assertion we will need the following deﬁnition:
Deﬁnition 3.1. The numerical rank of a matrix K ∈Cm×n up to precision δ > 0 is
Rδ(K ) #
{
j:
σ j(K )
σ0(K )
 δ
}
,
where σ j(K ) denotes the jth largest singular value of the matrix K .
3.1. Samples on S1
In this section, we prove that the numerical rank of a Gaussian kernel matrix, which is deﬁned on the unit circle, is
independent of the number of data points while it depends only on the length parameter  .
Assume C is an n × n circulant matrix C , whose ﬁrst row is γ = (c0, . . . , cn−1). It is denoted by C  circ( γ ). The nth
principal root of unity is denoted by ωn = ei 2πn . According to Theorem 3.2.2 in [7], the eigenvalues of C are
λ j =
n−1∑
k=0
ckω
jk
n , j = 0,1, . . . ,n − 1. (3.1)
A special case occurs when C is also real and symmetric.
Lemma 3.2. Let C = circ( γ ) be an n× n symmetric matrix, where γ = (c0, . . . , cn−1) ∈Rn. Then, the eigenvalues of C are
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n−1∑
k=0
ckω
− jk
n , j = 0,1, . . . ,n − 1. (3.2)
In addition, λ j = λn− j for any j = 1,2, . . . ,n − 1.
Proof. C is symmetric, hence, its eigenvalues are all real. Since γ ∈ Rn then by conjugating Eq. (3.1) we get Eq. (3.2). In
addition, since ωnn = 1, we get
λn− j =
n−1∑
k=0
ckω
(n− j)k
n =
n−1∑
k=0
ckω
− jk
n = λ j, (3.3)
for any j = 1, . . . ,n− 1. 
The right-hand side of Eq. (3.2) is the discrete Fourier transform (DFT, see [16]) of c0, . . . , cn−1.
Suppose that {θ j}n−1j=0 are n equidistant samples on the unit circle and that C (n) is the associated n × n Gaussian kernel
matrix, i.e.(
C (n)
)
i, j  g(θi, θ j), i, j = 1, . . . ,n, (3.4)
where g was deﬁned in Eq. (1.10) with the arc-length metric | · |S1 . Due to Bochner’s theorem (see [17]), C (n) is a positive
deﬁnite matrix. Additionally, C (n) is symmetric, hence, its eigenvalues coincide with its singular values. Therefore, due to
Lemma 3.2, the singular values of C (n) satisfy
1
n
σ j
(
C (n)
)= gˆ
[⌈
j
2
⌉]
, j = 0,1, . . . ,n − 1, (3.5)
where gˆ is the discrete Fourier transform of g , i.e.
gˆ[ω] = 1
n
n−1∑
j=0
e−
x2j
 e−iωx j , x j = −π + 2π
n
j, j = 0,1, . . . ,n − 1. (3.6)
Since g is Riemann-integrable on [−π, π ] it satisﬁes
lim
n→∞ gˆ[ω] =
1
2π
π∫
−π
e−
x2
 e−iωx dx. (3.7)
Lemma 3.3. Let C (n) be the n × n Gaussian kernel matrix deﬁned by Eqs. (1.10) and (3.4) for a set of n equidistant points on the unit
circle. Then, for any  > 0
lim
n→∞ Rδ
(
C (n)
)
 4
√
−1 ln
(
δ−1
)+ 1.
Proof. Due to Eqs. (3.5)–(3.7), for any j = 0,1, . . . ,n − 1
lim
n→∞
σ j(C
(n)
 )
σ0(C
(n)
 )
=
∫ π
−π e
− x2 cos( j2x)dx∫ π
−π e
− x2 dx
. (3.8)
In order to compute the quotient in Eq. (3.8), we use the Taylor expansion of cos(tx):
π∫
−π
e−
x2
 cos(tx)dx =
π∫
−π
e−
x2

∞∑
j=0
(−1) j(tx)2 j
(2 j)! dx
=
∞∑
j=0
(−1) jt2 j
(2 j)!
π∫
−π
e−
x2
 x2 j dx
=
∞∑ (−1) jt2 j
(2 j)! P2 j, (3.9)
j=0
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P2 j 
π∫
−π
e−
x2
 x2 j dx, j = 0,1, . . . .
By using integration by parts we get
P2 j =
π∫
−π
e−
x2
 x · x2 j−1 dx
= −
2
e−
x2
 x2 j−1
∣∣∣∣
π
−π
+ 
2
(2 j − 1)P2 j−2. (3.10)
Since the ﬁrst term in Eq. (3.10) is negative, we get
P2 j < P0
(

2
) j
(2 j − 1)!!, (3.11)
where (2 j − 1)!! (2 j − 1) · (2 j − 3) · . . . · 1.
By substituting Eq. (3.11) into Eq. (3.9) we get
π∫
−π
e−
x2
 cos(tx)dx < P0
∞∑
j=0
(−1) jt2 j
(2 j)!
(

2
) j
(2 j − 1)!!
= P0
∞∑
j=0
(−t2
4
) j 1
j!
= P0e− t
2
4 .
Obviously, the denominator in Eq. (3.8) equals to P0. Thus
lim
n→∞
σk(C
(n)
 )
σ0(C
(n)
 )
< exp
(
−
4
⌈
k
2
⌉2)
.
The last quotient is less than δ if and only if k > 4
√
−1 ln(δ−1). 
Proposition 3.4 concludes the present section. It provides an upper bound for the numerical rank of a Gaussian kernel
matrix associated with an arbitrary set on the unit circle.
Proposition 3.4. Let {θ˜k}mk=1 be an arbitrary set on S1 and let G be the associated Gaussian kernel matrix, i.e.
(G)i, j = g(θ˜i, θ˜ j), i, j = 1,2, . . . ,n,
where g was deﬁned in Eq. (1.10) with the arc-length metric | · |S1 . Then, for any 0 < δ  1,
Rδ(G) 4
√
−1 ln
(
δ−1
)+ 1.
Proof. Let Θn = {θni }ni=1 be a set of n (n >m) equidistant points in S1 that are indexed s.t.∣∣θ˜k − θnk ∣∣S1 = mini=1,...,n
∣∣θ˜k − θni ∣∣S1 , k = 1, . . . ,m.
Obviously,
lim
n→∞ θ
n
k = θ˜k, k = 1, . . . ,m. (3.12)
Let C (n) be the Gaussian matrix deﬁned by Eqs. (3.4) and (1.10), which is associated with Θn . In addition, let Pn be the
m× n projection matrix on {θnk }mk=1, i.e.
Pn = [Im | 0],
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lim
n→∞
∥∥PnC (n) P Tn − G∥∥max = 0,
or equivalently,
lim
n→∞
∥∥PnC (n) P Tn − G∥∥2 = 0.
Thus, from Weyl’s inequality (see [3])
lim
n→∞σ j
(
PnC
(n)
 P
T
n
)= σ j(G), j = 1, . . . ,m.
As a consequence,
lim
n→∞ Rδ
(
PnC
(n)
 P
T
n
)= Rδ(G).
For any n ∈N, Rδ(PnC (n) P Tn ) Rδ(C (n) ) therefore, due to Lemma 3.3, we get
Rδ
(
C (n)
)
 4
√
−1 ln
(
δ−1
)+ 1. 
Corollary 3.5. If the dataset lies on a half circle, then the numerical rank of the associated Gaussian kernel matrix is less than
2
√
−1 ln(δ−1) + 1.
3.2. Samples on R
In this section, we generalize Proposition 3.4 to an interval in R. We provide an upper bound to the numerical rank of a
Gaussian kernel matrix associated with a dataset on the real line. This bound depends on the length of the minimal interval
where the data points lie in and on the length parameter  . It is independent of the number of data points. For a ﬁxed
length parameter  of the Gaussian, length l of the minimal bounding interval and accuracy δ, the bound is given by the
following constant
C(l, , δ) 2l
π
√
−1 ln
(
δ−1
)+ 1, (3.13)
as Proposition 3.6 proves:
Proposition 3.6. Let {xi}ni=1 ⊂ [a,b] ⊂R, and let G be the associated Gaussian kernel matrix, i.e.
(G)i, j = g(xi, x j), i, j = 1, . . . ,n,
where g is given in Eq. (1.10) with the standard Euclidean norm on R. Then,
Rδ(G) C(b − a, , δ).
Proof. Deﬁne y j  x j−ab−a π . Then, y j ∈ [0,π ], j = 1, . . . ,n, hence, the Euclidean and the arc-length metrics coincide for{y j}nj=1. We get
|xi − x j| = b − a
π
|yi − y j| = b − a
π
|yi − y j|S1 . (3.14)
Then, g(xi, x j) = exp(− (b−a)2π2 |yi − y j|2S1 ). Therefore, due to Corollary 3.5, Rδ(G) C(b − a, , δ). 
3.3. Samples on Rd
Our next goal is to generalize Proposition 3.6 to Rd:
Proposition 3.7. Let Z = {zi}ni=1 ⊂ Rd be a set bounded by a box B = I1 × I2 × · · · × Id, where I1, I2, . . . , Id are intervals in R,
and let G be the associated Gaussian kernel matrix, i.e. (G)i, j = g(xi, x j), i, j = 1, . . . ,n where g is given in Eq. (1.10) with the
standard Euclidean norm in Rd. Then,
Rδ(G)
d∏
i=1
C
(|Ii|, , δ). (3.15)
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on Theorem 4.2.12 in [10], which states that for any two matrices A ∈Rn×n and B ∈Rm×m the eigenvalues of the mn ×mn
tensor product matrix A ⊗ B are
σ jk(A ⊗ B) = σ j(A)σk(B). (3.16)
Proof of Proposition 3.7 for d = 2. To simplify the proof, we assume that Z = X × Y , where X ⊂ I1 and Y ⊂ I2. Then,
G = GX ⊗ GY , where GX and GY are the Gaussian kernel matrices, which are associated with X and Y , respectively.
Suppose that rx and ry are the numerical ranks of GX and G
Y
 , respectively. Thus, due to Eq. (3.16),
σrx·ry (G)
σ0(G)
= σrx(G
X
 )
σ0(GX )
· σry (G
Y
 )
σ0(GY )
 δ2  δ.
As a consequence, Rδ(G) Rδ(GX ) · Rδ(GY ). 
Since the box B does not have to be parallel to the axes, Proposition 3.7 states that the numerical rank of the Gaussian
kernel is proportional to the volume of the minimal bounding box B and to −d/2. If the data lies on a d˜-dimensional
hyperplane in Rd (d˜ < d), then the minimal bounding box is also d˜-dimensional, i.e., there are d− d˜ intervals whose lengths
are zero. In this case, due to Eqs. (3.13) and (3.15), the numerical rank of the Gaussian kernel is bounded by a constant
that depends on the intrinsic dimension of the data. When the data lies on a d˜-dimensional manifold, where curvature is
involved, the analysis is more complicated. This issue will be treated by us in a future work.
3.4. From bounding box to -cover
In this section, we provide a ﬁner bound for the numerical rank of the Gaussian kernel matrix. For the sake of demon-
stration, suppose that the data divided into two distant clusters. Then, most of the bounding box contains no data. In this
case, it is more accurate to cover the dataset by two bounding boxes.
The conclusion of the present section is that the numerical rank is bounded from above by a constant, which is propor-
tional to the minimal number of cubes whose side length is d/2, that is required to cover the data.
In order to prove the above, we will need Lemmas 3.8 and 3.9 and Deﬁnition 3.10. Lemma 3.8 provides a criterion for a
matrix to have a certain numerical rank. In Lemma 3.9, we prove that the numerical rank of a block diagonal matrix is not
bigger than the sum of the numerical rank of its blocks.
Lemma 3.8. Rδ(K ) l if and only if there exists a matrix M whose rank is l, s.t. ‖K − M‖2 < δ‖K‖2 .
Proof. If Rδ(K ) l then σl+1(K ) < δ‖K‖2. Deﬁne M to be the l-SVD of K . Then, M is of rank l and ‖K − M‖2  σl+1(K ).
Now, assume that M is a matrix of rank l s.t. ‖K − M‖2 < δ‖K‖2. Then, according to Weyl’s inequality (see [3]), we get
σl+1(K ) = |σl+1(K ) − σl+1(M)| ‖K − M‖2 < δ‖K‖2, i.e., σl+1(K )‖K‖2 < δ and particularly Rδ(K ) l. 
Lemma 3.9. Let
K =
[
A 0
0 B
]
, (3.17)
where A and B are l × l and m×m matrices, respectively, then
Rδ(K ) Rδ(A) + Rδ(B). (3.18)
Proof. Let rA = Rδ(A) and rB = Rδ(B). According to Lemma 3.8, there exist two matrices A˜ and B˜ whose ranks are rA and
rB , respectively, s.t. ‖A − A˜‖2 < δ‖A‖2 and ‖B − B˜‖2 < δ‖B‖2. Deﬁne
K˜ =
[
A˜ 0
0 B˜
]
.
Obviously, the rank of K˜ is rA + rB . In addition, ‖K − K˜‖2 max{‖A − A˜‖2,‖B − B˜‖2} < δmax{‖A‖2,‖B‖2} = δ‖K‖2. Hence,
according to Lemma 3.8, we get that Rδ(K ) rA + rB . 
Deﬁnition 3.10.
1. The distance between two sets A and B in a metric space whose metric is m(·, ·), is dist(A, B) supa∈A infb∈B m(a,b).
22 A. Bermanis et al. / Appl. Comput. Harmon. Anal. 34 (2013) 15–292. A connected component of a dataset X ⊂ Rd , with respect to  > 0 and η > 0, is a nonempty subset Y ⊂ X , s.t.
dist(Y , X\Y )√ ln(η−1). Thus, the aﬃnities between X and Y \X (Eqs. (1.10) and (1.11)) are less than η. Typically we
use η = 10−10.
3. The closure Y¯ of a connected component Y is a d-dimensional box that contains Y , whose volume is minimal. This
volume is denoted by |Y¯ |.
4. The closure of a dataset X is X¯ 
⋃c
j=1 Y¯ j , where {Y j}cj=1 are the connected components of X . Its volume is | X¯| ∑c
j=1 |Y¯ j |.
Proposition 3.11. Let X =⋃cj=1 Y j ⊂ Rd, where {Y j}cj=1 are the connected components of X and let G be the associated Gaussian
kernel. Then, Rδ(G)
∑c
j=1 C(|Y¯ j |, , δ).
Proof. If c = 1, then, due to Proposition 3.6, Rδ(G)  C(| X¯|, , δ). Otherwise, assume that Y1 and Y2 are two connected
sets of X and K (1) and K
(2)
 are the associated kernel matrices, respectively. Then, we get
G =
[
K (1) D
DT K (2)
]
. (3.19)
Since dist(Y1, Y2) 
√
 ln(η−1), numerically D = 0. In this case, due to Lemma 3.9 and Theorem 3.6, we get Rδ(K ) 
C(|Y¯1|, , δ) + C(|Y¯2|, , δ). 
We conclude the present section with Proposition 3.12. It generalizes Proposition 3.11 to the case where X consists
of more than two connected components. The proof is the same as the proof of Proposition 3.11 and it is based on the
generalization of Lemma 3.9 to any number of blocks.
Proposition 3.12. If Z =⋃cj=1 Y j , where {Y j}cj=1 are the connected components of Z , then,
Rδ(G)
c∑
j=1
{
d∏
i=1
C
(∣∣I( j)i ∣∣, , δ)
}
, (3.20)
where G is the associated Gaussian kernel matrix of Z and Y¯ j = I( j)1 × I( j)2 × · · · × I( j)d , j = 1,2, . . . , c, i.e., the numerical rank of G
is bounded by
(
2
π
√
ln
(
δ−1
))d × {minimal cover of Z¯ by cubes of volume (√ )d}.
4. Multiscale sampling and functions extension
Given a real function f = [ f1, . . . , fn]T on a dataset D = {x1, x2, . . . , xn} in Rd ( f i = f (xi), i = 1, . . . ,n). Our goal is to
extend f to any data point in Rd by a superposition of Gaussians, which are centered at D . Due to Bochner’s theorem [17],
the Gaussian kernel G is strictly positive-deﬁnite, therefore, theoretically we can use the Nyström extension by:
1. Calculate the coordinates vector c = (c1, c2, . . . , cn)T of f in the basis of G ’s columns such that
c = G−1 f . (4.1)
2. Extend f to x∗ ∈Rd by a natural extension of the Gaussians to x∗ such that
f∗ 
N∑
j=1
g(x∗, x j)c j . (4.2)
As proved in Section 3, G may be ill-conditioned, i.e., numerically noninvertible. In addition, as previously mentioned,
inversion of G costs O(n3) ﬂoating-point operations and it is unclear how to choose the length parameter  .
From now on we will use a terminology of scales rather than length parameters. Thus, we deﬁne
G(s)  Gs , (4.3)
where s denotes the scale and {s}∞ is a decreasing positive sequence that tends to zero as s tends to inﬁnity.s=0
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1. Sampling: a well-conditioned basis of G(s) ’s columns is identiﬁed. Accordingly, the sampled dataset is the set of data
points, which are associated with these columns. This phase overcomes the problem arises from the numerical singu-
larity of G(s) .
2. Extension: f is projected on this basis. Then, f (s) , which is the projection of f on this basis, is extended by a continuous
extension of the involved Gaussians to x∗ in a similar way to Eq. (4.2).
Of course, f does not have to be equal to its projection f (s) . In this case, we apply the procedure to f − f (s) with G(s+1)
whose numerical rank (i.e., its number of numerically independent columns) is bigger than the numerical rank of G(s) , as
was proved in Section 3. Thus, we get a multiscale scheme for data sampling and function extension.
4.1. Phase 1: Single-scale data sampling
Suppose that l(s) is the numerical rank of the n×n Gaussian kernel matrix G(s) for a ﬁxed scale s. Our goal is to identify
the l(s) columns of G(s) , which constitute a well-conditioned basis for its numerical range. In other words, we are looking
for an n × l(s) matrix B(s) , whose columns constitute a subset of the columns of G(s) and an l(s) × n matrix P (s) , s.t. l(s) of
its columns make up the identity matrix and B(s)P (s) ≈ G(s) . Such matrix factorization is called interpolative decomposition
(ID). The data points Ds = {xs1 , xs2 , . . . , xsl(s) }, which are associated with the columns of B(s) , constitute the sampled dataset
at scale s.
For that purpose we use Algorithm 2, which is a randomized ID algorithm [12]. It produces an ID for a general given
matrix m× n matrix A and an integer l < min{m,n}, s.t.
‖A − BP‖2  l
√
mnσl+1(A) (4.4)
that costs O(l2n log(n)) ﬂoating-point operations. Algorithm 2 uses Algorithm 1, which is a deterministic ID algorithm that
costs O(mn2) operations for an m× n matrix [4].
Application of Algorithm 2 to an n × n Gaussian kernel matrix G(s) , whose numerical rank is l(s) , results in a well
conditioned n × l(s) matrix B(s) , whose columns constitute a subset of G(s) columns in the associated sampled set Ds .
Example 4.1. Fig. 4.1 demonstrates the data sampling in six different scales. The data consists of 1469 data points, which are
scattered on the square [0,2π ] × [0,2π ]. It is represented by the white dots in Fig. 4.1(f). For each scale s (s = 0,1, . . . ,5)
we formed a Gaussian kernel G(s) (see Eq. (4.3)), where s = 4−s . By the application of Algorithm 2 to G(s) , we pro-
duced a sequence of sampled datasets Ds = {xs1 , xs2 , . . . , xsl(s) }, s = 0,1, . . . ,5, which are represented by the white dots in
Figs. 4.1(a)–4.1(f). The associated Gaussians constitute a maximal set of (numerically) linearly independent Gaussians on the
data at scale s.
Algorithm 1 Deterministic interpolative decomposition.
Input: An m× n matrix A and an integer k, s.t. k < min{m,n}.
Output: An m×k matrix B , whose columns constitute a subset of the columns of A, and an k×n matrix P s.t. ‖A− BP‖2 √
4k(n − k) + 1σk+1(A).
1: Apply the pivoted QR routine to W (Algorithm 5.4.1 in [9]),
APR = Q R,
where PR is an n × n permutation matrix, Q is an m ×m orthogonal matrix and R is an m × n upper triangular matrix, where the absolute values on
the diagonal are decreasingly ordered.
2: Split R and Q s.t.
R =
[
R11 R12
0 R22
]
,
Q = [Q 1 | Q 2],
where R11 is k × k, R12 is k × (n− k), R22 is (m− k) × (n− k), Q 1 is m× k and Q 2 is m× (m− k).
3: Deﬁne the m× k matrix
B = Q 1R11. (4.5)
4: Deﬁne the k × n matrix
P = [Ik ∣∣ R−111 R12],
where Ik is the k × k identity matrix.
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Input: An m× n matrix A and two integers l < k, s.t. k < min{m,n} (for example, k = l + 8).
Output: An m× l matrix B and an l × n matrix P that satisfy Eq. (4.4).
1: Use a random number generator to form a real k × m matrix G whose entries are i.i.d. Gaussian random variables of zero mean and unit variance.
Compute the k × n product matrix
W = GA.
2: Using Algorithm 1, form a k × l matrix S , whose columns constitute a subset of the columns of W , and a real l × n matrix P , such that
‖S P − W ‖2 
√
4l(n− l) + 1σl+1(W ).
3: From Step 2, the columns of S constitute a subset of the columns of W . In other words, there exists a ﬁnite sequence i1, i2, . . . , il of integers such that,
for any j = 1,2, . . . , l, the jth column of S is the i j th column of W . The corresponding columns of A are collected into a real m × l matrix B , so that,
for any j = 1,2, . . . , l, the jth column of B is the i j th column of A. Then, the sampled dataset is Ds = {xi1 , xi2 , . . . , xil }.
Fig. 4.1. Sampled data points at different scales where each |Di |, i = 1, . . . ,5 represents the number of sampled data points in each scale.
4.2. Phase 2: Single-scale function extension
Once Algorithm 2 was applied to G(s) , the columns of B(s) constitute a well-conditioned basis for the columns of G(s) .
Algorithm 3 describes a procedure to extend the orthogonal projection of f = [ f1 f2 . . . fn]T on B(s) to a new data point
x∗ ∈Rd\D . For this we need the following notation:
G(s)∗ 
[
gs (x∗, xs1) gs (x∗, xs2) · · · gs (x∗, xsl(s) )
]
, (4.6)
where gs is given in Eq. (1.10) with the standard Euclidean norm in R
d .
Remark 4.2.
1. Due to Step 1, the complexity of Algorithm 3 in O(n(l(s))2).
2. Due to Eq. (4.7), f (s) is a linear combination of l(s) Gaussians with a ﬁxed length parameter s . Hence, f (s) ∈ C∞(Rd).
Moreover, f (s)∗ → 0 as dist(x∗, Ds) → ∞ (see Deﬁnition 3.10).
4.3. Multiscale data sampling and function extension
Algorithm 4 is a multiscale scheme that extends f to x∗ while producing a sequence of sampled datasets. It is based on
Algorithms 2 and 3. For s = 0, Algorithm 3 is applied to f . If ‖ f − f (0)‖ is not suﬃciently small (the criterion for this and
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Input: An n × l(s) matrix B(s) , the associated sampled data Ds = {xs1 , xs2 , . . . , xsl(s) }, a new data point x, a function f =
[ f1 f2 . . . fn]T to be extended and a length parameter s .
Output: The projection f (s) = [ f (s)1 f (s)2 . . . f (s)n ]T of f on B(s) and its extension f (s)∗ to x.
1: Apply SVD to B(s) , s.t. B(s) = UΣV ∗ .
2: Calculate the pseudo-inverse (B(s))† = VΣ−1U ∗ of B(s) .
3: Calculate the coordinates vector of the orthogonal projection of f (s) on the range of B(s) in the basis of the B(s) ’s columns c = (B(s))† f .
4: Calculate the orthogonal projection of f on the columns of B(s) , f (s) = B(s)c.
5: Form the matrix G(s)∗ from Eq. (4.6).
6: Calculate the extension f (s)∗ of f (s) to x∗:
f (s)∗  G(s)∗ c. (4.7)
Algorithm 4 Multiscale data sampling and function extension.
Input: A dataset D = {x1, . . . , xn} in Rd , a positive number T > 0, a new data point x∗ ∈Rd\D , a function f = [ f1 f2 . . . fn]T
to be extended and an error parameter err  0.
Output: An approximation F = [F1 F2 . . . Fn]T of f on D and its extension F∗ to x∗ .
1: Set the scale parameter s = 0, F (−1) = 0 ∈Rn and F (−1)∗ = 0.
2: while ‖ f − F (s−1)‖ > err do
3: Form the Gaussian kernel G(s) on D (see Eqs. (1.11) and (4.3)), with s = T2s .
4: Estimate the numerical rank l(s) of G(s) using Eq. (3.20).
5: Apply Algorithm 2 to G(s) with the parameters l(s) and l(s) + 8 to get an n× l(s) matrix B(s) and the sampled dataset Ds .
6: Apply Algorithm 3 to B(s) and f . We get the approximation f (s) to f − F (s−1) at scale s, and its extension f (s)∗ to x∗ .
7: Set F (s) = F (s−1) + f (s), f (s)∗ = F (s−1)∗ + f (s)∗ , s = s + 1.
8: end while
9: F = F (s−1) and F∗ = F (s−1)∗ .
the norm ‖ · ‖ are determined by the user) then Algorithm 3 is applied again to the difference f − f (0) with s = 1, and so
on. Thus, we use the data points in D as test set for our extension.
Remark 4.3. Choice of the algorithm’s parameters:
1. T is the length parameter of the Gaussian kernel matrix at the ﬁrst scale of the algorithm. Therefore, in order to capture
x∗ , we set T to be T = max{dist(x∗, D), κ(D)}, where κ(D) = 2( diameter(D)2 )2. diameter(D) is the distance between the
most distant pair in D . This choice of T ensures that in the ﬁrst scale the inﬂuence of D on x∗ is signiﬁcant and that D
is covered by a single Gaussian.
2. err is a user deﬁned accuracy parameter. If we take err = 0 than F = f , i.e. we have a multiscale interpolation scheme.
A too big err may result in inaccurate approximation of f .
3. Estimation of l(s) , which is the numerical rank of G(s) , is required in Step 4. This is done by Eq. (3.20), where the
parameter δ is involved. Typically, we take δ = 0.1, which guarantees that B(s) is well conditioned and, as a consequence,
it guarantees the robustness of Algorithm 4.
4. F ∈ C∞(Rd) as a ﬁnite sum of C∞(Rd) functions.
5. Experimental results
Examples 5.1–5.3 below demonstrate the application of the MSE procedure. In the ﬁrst example, we apply the MSE to a
univariate function. The results are compared with the results from the application of the Nyström extension. The second
example demonstrates an extension of a function from the unit circle to R2. The third example shows an interpolation of a
linear function.
Example 5.1. We demonstrate the advantages of the MSE procedure by the following example: We applied the MSE proce-
dure to 50 random samples of the function
h(x) =
{
sin(x) 0 x π,
sin(5x) π  x 2π.
Figs. 5.1(a)–5.1(f) show the evolution of the MSE outputs (with err = 0 and T = 2π2) through six scales. The given data
point (the samples of h(x)) are denoted by +, the sampled dataset at each scale, namely Ds , are denoted by circles and
the extension is denoted by a continuous line. The last three shown evolution levels (Figs. 5.1(d)–5.1(f)) were compared to
26 A. Bermanis et al. / Appl. Comput. Harmon. Anal. 34 (2013) 15–29Fig. 5.1. Comparison between the outputs from the MSE procedure and the Nyström extension: (a)–(f) show the evolution of the MSE procedure through
several scales. (g)–(i) show the Nyström extension applied to the same samples of h(x) with the same length parameters  as in scales 8, 10 and 11
((d)–(f)). The Nyström extension, which corresponds to scales 2, 4 and 6 ((a)–(c)), is ill-conditioned and cannot be implemented to the given data.
the corresponding Nyström extensions with the same length parameters  = π2
27
, π
2
29
, π
2
210
(Figs. 5.1(g)–5.1(i)). Extension by
Nyström with too small length parameter resulted in oscillatory extension with artifacts as shown in Figs. 5.1(h)–5.1(i). On
the other hand, the Gaussian kernel matrix is ill-conditioned for large length parameters, as was proved in Section 3.3. The
condition numbers of the Gaussian kernel matrices, which correspond to the ﬁrst three shown evolution levels (Figs. 5.1(a)–
5.1(c)), are above 1018. This is the reason why we cannot compare between our and the Nyström extension results for these
length parameters. Nyström extension with  = π2
27
(Fig. 5.1(g)) is both well-conditioned and free of artifacts, but still, there
is no way to know the proper length parameter a priori. Detailed results are summarized in Table 5.1.
A. Bermanis et al. / Appl. Comput. Harmon. Anal. 34 (2013) 15–29 27Fig. 5.2. Multiscale extension of f (θ) = sin(θ) + sin(5θ) + sin(10θ) from 1000 equally-spaced data points on the unit circle (left) to the square [−3,3] ×
[−3,3] (right).
Example 5.2. Fig. 5.2 demonstrates the multiscale function extension of f (θ) = sin(θ) + sin(5θ) + sin(10θ) from 1000
equally-spaced data points on the unit circle to the square [−3,3] × [−3,3]. The sampled dataset in each scale is shown on
the left column. It is represented by the red asterisks, where the full dataset is represented by the black dots. The multiscale
extension of f is shown on the right column. It is represented by the surface. f is drawn by the black line.
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Summary of Example 5.1. The table summarizes the results of application MSE to 50 random samples of h(x), compared with Nyström extension, through
12 scales. The second column consists the length scales corresponding to each scale. l(s) is the approximation of the numerical rank of the corresponding
Gaussian kernel matrix (see Step 4 in Algorithm 4), which is the size of sampled dataset in each scale. The fourth and the seventh columns consist the
condition numbers (CNs) of the matrices B(s) and G(s) in MSE and Nyström extension, respectively. The error in the ﬁfth column was measured by the l2
norm of F − f (s) from Algorithm 4. Of course, the error of the Nyström extension, when it applicable, is zero on the data, as it is an interpolation scheme.
MSE Nyström
scale s s l(s) CN of B(s) error  CN of G(s)
0 2π 2 .36E+01 .27E+02 2π .12E+20
1 π 2 .29E+01 .27E+02 π .27E+19
2 π × 2−1 3 .35E+01 .27E+02 π × 2−1 .15E+19
3 π × 2−2 4 .39E+01 .27E+02 π × 2−2 .49E+19
4 π × 2−3 6 .56E+01 .23E+02 π × 2−3 .90E+19
5 π × 2−4 8 .85E+01 .22E+02 π × 2−4 .44E+19
6 π × 2−5 11 .78E+01 .92E+01 π × 2−5 .21E+19
7 π × 2−6 16 .12E+02 .21E+01 π × 2−6 .29E+18
8 π × 2−7 22 .24E+02 .59E+00 π × 2−7 .10E+13
9 π × 2−8 31 .19E+03 .83E−01 π × 2−8 .35E+09
10 π × 2−9 44 .17E+05 .44E−03 π × 2−9 .60E+07
11 π × 2−10 50 .59E+06 0 π × 2−10 .59E+06
Fig. 5.3. Linear embedding.
Example 5.3. Fig. 5.3 demonstrates an embedding of linear data: the scattered data points represent the original data (20
data points, which are distributed uniformly in [0,1]). The ﬁlled points are the sampled data points in each scale. The
embedded data points are represented by red dots (1000 equally-spaced data points in [0,1]). It is shown that if the dataset
lies in R, then the multiscale extension scheme embeds any newly-arrived data point to its exact location.
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We introduce a numerically-stable multiscale scheme to perform eﬃciently out-of-sample extension for function on high-
dimensional space. The scheme overcomes the limitations of the Nyström extension. It is based on mutual distances between
data points while utilizing IDs of a sequence of Gaussian kernel matrices. The method requires no grid. It automatically
generates a sequence of adaptive grids according to the data points distribution.
The following topics and more extensions will be investigated by us next: 1. Can the extension smoothness be related
to the smoothness of f ? 2. Do we get better energy concentration if the Gaussians are replaced by prolates? 3. How the
L1 minimization is compared with the presented scheme? 4. How the results regarding the numerical rank of the Gaussian
kernel matrix can be generalized to manifolds? In other words, how to perform multiscale data sampling and function
extension that is based on the intrinsic dimension of the data that has a lower dimension than its ambient space.
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