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A UNIVERSAL COEFFICIENT THEOREM FOR GAUSS’S
LEMMA
WILLIAM MESSING AND VICTOR REINER
To Ju¨rgen Herzog on his 70th birthday
Abstract. We shall prove a version of Gauß’s Lemma. It works in Z[a,A,b,B]
where a = {ai}
m
i=0,A = {Ai}
m
i=0,b = {bi}
n
j=0,B = {Bj}
n
j=0, and constructs
polynomials {ck}k=0,...,m+n of degree at most
(
m+n
n
)
in each variable set
a,A,b,B, with this property: setting
∑
k
CkX
k =
∑
i
AiX
i ·
∑
j
BjX
j ,
for elements ai, Ai, bj , Bj in any commutative ring R satisfying
1 =
∑
i
aiAi =
∑
j
bjBj ,
the elements ck = ck(ai, Ai, bj , Bj) will satisfy 1 =
∑
k ckCk.
1. The statement
Let R be a commutative ring. Consider two elements A(X) =
∑m
i=0AiX
i and
B(X) =
∑n
j=0 BjX
j in R[X ], with product C(X) = A(X)B(X) =
∑m+n
k=0 CkX
k,
so that Ck =
∑
i+j=k AiBj . A version of Gauß’s Lemma, called Gauß-Joyal de
pauvre in [6, §II Lemme 2.6], asserts the following.
Proposition 1. If both A(X), B(X) have the property that their coefficient se-
quences generate the unit ideal R, then the same is true of their product C(X), that
is, (A0, . . . , Am) = R = (B0, . . . , Bn) implies (C0, . . . , Cm+n) = R.
Standard proofs of this appeal to Zorn’s Lemma or some weaker version, to show
that if the ideal (C0, . . . , Cm+n) is not R, then it is contained in some maximal
ideal m of R. This leads to the contradiction in the integral domain R/m[X ], that
A(X), B(X) represent nonzero elements but their product represents zero. Gauß’s
Lemma has several proofs avoiding any version of Zorn’s Lemma; we discuss some
of these in Section 4 below.
Our goal here, however, is a construction of “universal” coefficients c0, . . . , cm+n
satisfying 1 =
∑m+n
k=0 ckCk, expressed in terms of any ai, bj in R that satisfy
(1.1) 1 =
m∑
i=0
aiAi =
n∑
j=0
bjBj .
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To do this, we work in a polynomial algebra,
S = Z[a,b,A,B] = Z[a0, . . . , am, b0, . . . , bn, A0, . . . , Am, B0, . . . , Bn]
and consider the elements
(1.2) a := 1−
m∑
i=0
aiAi, b := 1−
n∑
j=0
bjBj , Ck :=
∑
i+j=k
AiBj ,
for k = 0, 1, . . . ,m+ n. We shall prove the following equivalent of Gauß’s Lemma.
Proposition 2. There exist in S polynomials α, β, c0, c1, . . . , cm+n expressing
(1.3) 1 = αa+ βb+
m+n∑
k=0
ckCk.
Consequently, for any commutative ring R and elements satisfying (1.1), the ele-
ments ck = ck(a,b,A,B) will satisfy 1 =
∑m+n
k=0 ckCk in R.
2. A proof which is not explicit
We first give a proof of the existence of polynomials α, β, ck as in Proposition 2,
via induction on m + n. In Section 3 below, we will reinterpret it to give explicit
recursive formulas for α, β, ck. These formulas also lead to a simple bound (Propo-
sition 4 below) on the degrees of α, β, ck when considered as polynomials in each of
the variable sets a,b,A,B.
For the base case of the induction, let m = n = 0. One then checks directly that
α = 1, β = a0A0, and c0 = a0b0 suffice:
1 = 1 · (1 − a0A0) + a0A0 · (1− b0B0) + a0b0 · A0B0.
In the induction on m+ n, it will be important to emphasize the dependence of
various objects on m,n. Changing notation, denote by S(m,n) the polynomial ring
S, and denote by a(m), b(n), C
(m,n)
k the elements a, b, Ck appearing in (1.2). Let
Q(m,n) denote the quotient ring of S(m,n) by the ideal generated by these elements.
Proposition 2 then asserts 1 = 0 in Q(m,n), that is Q(m,n) is the zero ring.
One easily checks the following comparisons for m,n ≥ 1
(2.1)
a(m−1) = a(m) + amAm,
b(n−1) = b(n) + bnBn,
C
(m−1,n)
k =
{
C
(m,n)
k if k < m,
C
(m,n)
k −AmBk−m if k ≥ m,
C
(m,n−1)
k =
{
C
(m,n)
k if k < n,
C
(m,n)
k −Ak−nBn if k ≥ n.
which show that the principal ideals (Am), (Bn) satisfy
1
(2.2)
Q(m,n)/(Am) ∼= Q
(m−1,n) for m ≥ 1,
Q(m,n)/(Bn) ∼= Q
(m,n−1) for n ≥ 1.
1These isomorphisms hold even when m = 0 or n = 0, provided one adopts the convention
that Q(−1,n) = Q(m,−1) = 0: the vanishing of a(0) = 1 − a0A0 in Q(0,n) makes A0 a unit, and
hence Q(0,n)/(A0) = 0.
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Now assuming that m + n ≥ 1, one has Q(m,n)/(Bn) ∼= Q
(m,n−1) = 0 using
(2.2) and induction. Hence it suffices to show that the ideal (Bn) = 0. Note
that multiplication by Bn gives a surjection Q
(m,n)
։ (Bn) that factors through
Q(m,n)/(Am), since Am annihilates Bn. As Q
(m,n)/(Am) ∼= Q
(m−1,n) = 0, by (2.2)
and induction, this shows (Bn) = 0, completing the proof.
3. The explicit recursions
Here we recursively produce, for m,n ≥ 0, polynomials α(m,n), β(m,n), c
(m,n)
k in
the ring S = S(m,n) with the property that
(3.1) 1 = α(m,n)a(m) + β(m,n)b(n) +
m+n∑
k=0
c
(m,n)
k C
(m,n)
k .
One easily checks that when m = 0 one can choose:
(3.2) α(0,n) = 1, β(0,n) = a0A0, c
(0,n)
k = a0bk.
By symmetry, when n = 0 one can choose:
(3.3) α(m,0) = b0B0, β
(m,0) = 1, c
(m,0)
k = akb0.
For definiteness, when m = n = 0, we choose to use (3.2) instead of (3.3).
Now assume that m,n > 0. By induction on m + n, assume that one has
constructed α(m,n−1), β(m,n−1), c
(m,n−1)
k , α
(m−1,n), β(m−1,n), c
(m,n−1)
k satisfying:
1 = α(m,n−1)a(m) + β(m,n−1)b(n−1) +
m+n−1∑
k=0
c
(m,n−1)
k C
(m,n−1)
k ,
1 = α(m−1,n)a(m−1) + β(m−1,n)b(n) +
m+n−1∑
k=0
c
(m−1,n)
k C
(m−1,n)
k .
Using (2.1), these become
(3.4) 1 = α(m,n−1)a(m) + β(m,n−1)b(n) +
m+n−1∑
k=0
c
(m,n−1)
k C
(m,n)
k +Bnd
(3.5) 1 = α(m−1,n)a(m) + β(m−1,n)b(n) +
m+n−1∑
k=0
c
(m−1,n)
k C
(m,n)
k +Ame.
where we have used two auxiliary polynomials
(3.6)
d = bnβ
(m,n−1) −
m+n−1∑
k=n
c
(m,n−1)
k Ak−n,
e = amα
(m−1,n) −
m+n−1∑
k=m
c
(m−1,n)
k Bk−m.
Now one can use (3.5) to replace d in (3.4) by
d = d · 1 = d
(
α(m−1,n)a(m) + β(m−1,n)b(n) +
m+n−1∑
k=0
c
(m−1,n)
k C
(m,n)
k +Ame
)
.
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This yields the following expression:
1 =
(
α(m,n−1) +Bndα
(m−1,n)
)
a(m) +
(
β(m,n−1) +Bndβ
(m−1,n)
)
b(n)
+
m+n−1∑
k=0
(
c
(m,n−1)
k +Bndc
(m−1,n)
k
)
C
(m,n)
k + de ·AmBn.
Thus, if one recursively defines
(3.7)
α(m,n) = α(m,n−1) +Bndα
(m−1,n),
β(m,n) = β(m,n−1) +Bndβ
(m−1,n),
c
(m,n)
k = c
(m,n−1)
k +Bndc
(m−1,n)
k for k = 0, 1, . . . ,m+ n− 1
c
(m,n)
m+n = de (since C
(m,n)
m+n = AmBn),
then one obtains coefficients satisfying (3.1). We have thus proven the following.
Proposition 3. The polynomials α(m,n), β(m,n), c
(m,n)
k defined by recursions (3.7)
and (3.6), with initial conditions given by (3.2) and (3.3), satisfy (3.1) (and (1.3)).
Proposition 4. The polynomials α(m,n), β(m,n), c
(m,n)
k in Proposition 3 have degree
bounded by
(
m+n
m
)
in each variable set a,b,A,B.
To establish this, we use induction on m + n to prove a slightly more precise
statement. Let N :=
(
m+n
m
)
, N ′ :=
(
m+n−1
m
)
, N ′′ :=
(
m+n−1
m−1
)
so that N = N ′+N ′′.
It is straightforward to check that the bounds on the total degree in the following
table are valid in each variable set for the elements defined via the above recursions:
upper bound on total degree in a in b in A in B
for α(m,n) N − 1 N − 1 N − 1 N − 1
for β(m,n) N N − 1 N N − 1
for c
(m,n)
k N N N − 1 N − 1
for d N ′ N ′ N ′ N ′ − 1
for e N ′′ N ′′ N ′′ − 1 N ′′
Question 5. Is there a good lower bound on the degree of α, β, ck in Proposition 2?
4. Historical remarks
4.1. Trivial rings. The idea from the proof in Section 2 to show that the ring
Q(m,n) is trivial is not at all new. See Richman [12] for four examples of this idea,
applied in a constructive manner, to prove results in commutative algebra.
4.2. Lemmas of Artin, Dedekind-Mertens, Gauss-Joyal, Kronecker, and
McCoy. Gauß’s Lemma is closely related to various results by Artin, Dedekind-
Mertens, Gauß-Joyal, Kronecker, McCoy. Proofs of these results avoiding any vari-
ants of Zorn’s Lemma, as well as the relations between them and their history, are
beautifully discussed by Coquand, Ducos, Lombardi, and Quitte´ [2], and in the
book by Lombardi and Quitte´ [6, §II Lemme 2.6, §III.2, §III.3, Exercice III-6, and
Proble´me IX-3].
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4.3. Zorn’s lemma versus existence of maximal ideals. As mentioned in
Section 1, standard proofs of Gauß’s Lemma appeal not to Zorn’s Lemma itself,
but to the existence, for a proper ideal in a commutative ring, of a maximal ideal
containing it. As shown by Hodges [5], already the existence of maximal ideals in
unique factorization domains implies the axiom of choice. However, for traditional
proofs of Gauß’s lemma, it suffices to know that any proper ideal is contained in
a prime ideal. To explain this, recall that a Boolean ring is a ring, necessarily
commutative, in which every element is idempotent. The fact that non-trivial
Boolean rings contain prime (and hence maximal) ideals was proven by Stone [15]
and is called the Prime Ideal Theorem for Boolean rings. It was announced by
Scott [14] that this implies that any non-trivial commutative ring has a prime
ideal. Proofs of this result are given in Banaschewski [1] and Rav [11]. Perhaps the
simplest proof, which the first author learned from O. Gabber, is based upon the
fact, proven in Olivier [9], that any commutative ring, R, has an homomorphism
R → T (R) to a von-Neumann regular commutative ring, also called an absolutely
flat ring, which is universal for homomorphisms to absolutely flat rings. The set of
idempotents E(R) of T (R) form a Boolean ring where the sum of idempotents, e
and e′ is given by e+ e′ − 2ee′. The proof concludes by showing (see Popescu and
Vraciu [10]) that the map p 7→ p∩E(R) gives a bijection Spec(T (R))→ Spec(E(R)).
Halpern and Le´vy [3] proved that the Prime Ideal Theorem is strictly weaker than
the axiom of choice. Finally note that for non-trivial finitely generated Z-algebras,
the existence of maximal ideals does not require Zorn’s lemma, and is proven in
Hodges [4].
4.4. The McCoy-Nagata lemma instead of Zorn’s. We mention here an al-
ternate proof of Proposition 2, avoiding Zorn’s Lemma, which can be deduced from
a lemma of McCoy [7], reproven by Nagata2 in [8, §6, pp. 17, 18].
There Nagata introduces, for a commutative ring R, the set S of all polynomials
A(X) =
∑m
i=0 AiX
i in R[X ] whose coefficients {Ai}
m
i=0 generate the unit ideal R.
He constructs the ring of rational functions R(X) = S−1R[X ], containing R[X ] as
a subring. To do this, he first notes that
(i) S is multiplicatively closed, that is, Proposition 1 above, and
(ii) S contains no zero-divisors.
He offers no proof for assertion (i), but notes that (ii) is immediate from the fol-
lowing lemma, which he proves without recourse to Zorn.
Lemma 6. [7, Theorem 2], [8, (6.13)] For Q a commutative ring, a nonzero element
A(X) in Q[X ] is a zero divisor if and only if there exists q 6= 0 in Q such that
qA(X) = 0.
Lemma 6 also leads to a proof without Zorn’s Lemma of Proposition 2 (and hence
of Gauß’s Lemma), as we now explain.
Choose Q = Q(m,n) to be the quotient of S = Z[a,b,A,B] by the ideal generated
by a, b, C0, . . . , Cm+n, as in Section 2, so that Proposition 2 asserts that Q is the zero
ring. Assume for the sake of contradiction that Q is not the zero ring. Then A(X)
and B(X) both have nonzero images in Q[X ], because their coefficients generate
2We thank the referee for pointing out to us McCoy’s paper. Interestingly, Nagata states
[8, p. 213] that ”The writer does not know any existing literature which contains (6.13).” It is
unfortunately too late to point out this error either to Nagata, who is deceased, or to his publisher
Interscience, which no longer exists.
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the unit ideal of Q. However, their product C(X) has zero image in Q[X ]. Hence
the image of A(X) in Q[X ] is a zero divisor. By Lemma 6, there exists q 6= 0 in Q
such that qA(X) = 0, leading to the contradiction q = q · 1 =
∑
i aiqAi = 0.
4.5. Other constructive proofs. As Richman’s [13, Theorem 4] is proved con-
structively, it immediately gives an algorithmic proof of Gauß’s Lemma. It is likely
that the same is true for the proof of [6, §II Lemme 2.6], and the McCoy-Nagata
proof discussed above, at least in the case of “discrete” rings3.
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