Abstract. In this paper, we present a super-convergence result for the Local Discontinuous
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x School of Mathematics, University of Minnesota, Vincent Hall, Minneapolis, MN 55455 (schoetza@math.umn.edu). Supported by the Swiss National Science Foundation (Schweizerischer Nationalfonds). 1 numerical uxes were studied. It was shown that, for very smooth solutions, the orders of convergence of the L 2 -norms of the errors in ru and in u are k and k + 1=2, respectively when polynomials of degree at most k are used. On the other hand, Castillo 2] and Castillo, Cockburn, Sch otzau and Schwab 4] proved that, for onespace dimension transient convection-di usion problems, the order of convergence of the error in the energy norm is optimal, that is, k + 1, provided that the so-called numerical uxes are suitably chosen. In this paper, we extend these results to the LDG method on Cartesian grids for the multi-dimensional elliptic model problem (1.1); we show that the orders of convergence in the L 2 -norm of the error in ru and u are k + 1=2 and k + 1, respectively, when tensor product polynomials of degree at least k are used. Our proof of this super-convergence result is a modi cation of the analysis carried out in 3]; it takes advantage of the Cartesian structure of the grid and makes use of a key idea introduced by LeSaint and Raviart 10] in their study of the original DG method for steady-state linear transport. Since our analysis is a special modi cation of that of 3], in order to avoid unnecessary repetitions, we refer the reader to 3] for a more detailed description of the framework of our error analysis. The organization of this paper is as follows. In Section 2, we brie y display the LDG method in compact form, introduce the special numerical ux on Cartesian grids and present and discuss our main result. In Section 3, the detailed proofs are given and in Section 4, we present several numerical experiments showing the optimality of our theoretical results. We end in Section 5 with some concluding remarks.
2. The main results. In this section we recall the formulation of the LDG method and identify the special numerical ux we are going to investigate on Cartesian grids. Then we state and discuss our main results. As pointed out in the introduction, we refer to 3] for more details concerning the formulation of the LDG method. where K e denotes, from now on, an element containing the face e.
We are now ready to state our main result. To prove Theorem 2.1, we follow the approach used by 3]. Thus, we start, in Section 3.1, by brie y reviewing the setting of our error analysis. We proceed in Sec- We also introduce the semi-norm j (q; u) j 2 A that appears in a natural way in the analysis of the LDG method and is de ned as and let P k (I) be the space of the polynomials of degree at most k on I. We denote by the L 2 (I)-projection onto P k (I), i.e., for a function w 2 L 2 (I) the projection w is the unique polynomial in P k (I) satisfying Z I w(x) ? w(x)] p(x) dx = 0 8p 2 P k (I): Furthermore, for w 2 H We also need several approximation results which we gather in the lemma below. Lemma due to the special form of u, we conclude that Z K;1 (r 1 ; u) = 0 also for u(x 1 ; x 2 ) = x k+1 2 . This completes the proof of (3.6).
For xed r 1 2 Q k (K), the linear functional u 7 ! Z K;1 (r 1 ; u) is continuous on H s+2 (K) with norm bounded by Ckr 1 k 0;K . Due to (3.6), it vanishes over P s+1 (K) for 0 s k. Hence, by applying Bramble-Hilbert's Lemma (see 6, Lemma 6], for instance), we obtain for u 2 H s+2 (K) that jZ K;1 (r 1 ; u)j Cjuj s+2;K kr 1 k 0;K :
This proves the assertion on the reference element (?1; 1) 2 . The general case follows from a standard scaling argument. Our assumptions on the domain imply that the solution ' of the adjoint problem in 
Numerical Experiments. In this section, we display a series of numerical
experiments showing the computed orders of convergence of the LDG method; we show (i) that the orders given by our theoretical results are sharp, (ii) that they can deteriorate when the stabilization parameter C 11 is not of order one, (iii) that the exact capture of the boundary conditions induces an unexpected increase of 1 2 in the order of convergence of the gradient, and (iv) that the orders of convergence are independent of the dimension. In all experiments, we estimate the orders of convergence of the LDG method as follows. We consider successively re ned Cartesian grids T`,` 0, consisting of 2 dù niform d-dimensional cubes with corresponding mesh size 2 ?`+1 ; we present results in two and three space dimensions. If e(T`) denotes the error on the`-th mesh, then the numerical order of convergence is computed as follows: log e(T`) e(T` f and boundary conditions chosen in such a way that the exact solution is given by u(x 1 ; x 2 ) = exp(x 1 x 2 ). We consider two cases: In the rst, we impose inhomogeneous Dirichlet boundary conditions on the whole boundary, and in the second, we also im- In Table 4 .1, we report the results for Dirichlet boundary conditions imposed on the whole boundary. Note that, because of the symmetry of the problem, the orders of convergence are exactly the same for q 1 and q 2 . For k = 0, we see the optimal order of convergence of 1 in the L 2 -norm of the error of both u and q; note that Theorem 2.1 predicts an order of convergence of 1 2 only for q. However, for k 1 the L 2 -rates are of order k +1 in u and k + 1 2 in q, in full agreement with Theorem 2.1. The orders on convergence in the L 1 -norm of the error in u and q appear to be k + 1 and k, respectively. The results displayed in Table 4 .2 are those for the case of inhomogeneous Neumann boundary conditions on part of the boundary. We see that the orders of convergence in this case are the same as the ones in the previous case. Thus, the above experiments show that the orders of convergence given by Theorem 2.1 are sharp. 4.2. The e ect of the choice of C 11 . Next, we test the e ect of the choice of the coe cients C 11 on the orders of convergence of the LDG method. We consider the same problem as in the previous experiments, case ? N = ;, and use Q 1 and Q 2 elements. We only show the numerical orders of convergence for the nest grids. The results are displayed in Tables 4.3 and 4.4. We must compare all these results with those with C 11 = 1 obtained in the rst set of experiments. We see that when C 11 is of order h ?1 , the order of convergence in u remains k + 1 but the order of convergence in q degrades from k + 1 2 to only k, as predicted by our analysis; see section 3.5.
We also see that taking C 11 = h ?1 at the out ow boundary and C 11 of order one elsewhere only results in a slight reduction of the L 1 -orders of convergence.
In the remaining cases, we take C 11 to be of order h in all the domain and then in all but the out ow boundary where it is taken to be of order h ?1 . We observe a slight degradation of all the orders of convergence.
These results indicate that the best choice of the stabilization parameter C 11 for the LDG method is to take it of order one, as predicted by our analysis.
4.3.
Piecewise polynomial boundary conditions. The purpose of these numerical experiments is to show that if the boundary data are piecewise polynomials of degree k, the order of convergence of the L 2 -norm of the error in q is optimal, that is, k + 1, and not only k + 1 We consider two test problems. In the rst, we take homogeneous Dirichlet boundary conditions and f such that the exact solution is u(x 1 ; x 2 ) = cos( 2 x 1 ) cos( 2 x 2 ). In the second, we take piecewise quadratic Dirichlet boundary conditions and f such that the exact solution is u(x 1 ; x 2 ) = x 2 1 + x 2 2 + cos( 2 x 1 ) cos( 2 x 2 ).
The results of the rst problem are reported in Table 4 .5 where we can see that the optimal order of convergence of k + 1 for the L 2 -and L 1 -norms of the errors in both u and q are obtained; the results for k = 0; 1; 2; 3 are displayed.
The results of the second problem are reported in Table 4 .6, where we see that the optimal order of convergence of k + 1 for the L 2 -and L 1 -norms of the errors in both u and q are obtained for k 2, as claimed. For k < 2, the order of convergence in the L 2 -norm of the error in q is k + 1 2 only which nothing but the order of convergence predicted by Theorem 2.1.
To better understand this phenomenon, we plot the errors in q 1 for Q 1 and Q 2 elements in Figs. 4.1 and 4.2, respectively; the triangulation has 16 16 elements and corresponds to the index`= 4. We immediately see the oscillatory behavior of the error typical of nite element methods. In Fig. 4 .1, we see that the error obtained with Q 1 elements is bigger at the boundary than at the interior. This, together with the fact that the order of convergence in L 2 is 3 2 whereas the order of convergence in L 1 is only 1, suggests that the error at the boundary is a factor of order h ? 1 2 bigger than the error at the interior of the domain. On the other hand, the behavior of the error with Q 2 elements is rather di erent, as can be seen in Fig. 4.2 . Indeed, the error behaves in the same way at the boundary and at the interior; this is further con rmed by the fact that both the the order of convergence in L 2 and the one in L 1 are equal to k + 1.
These experiments justify our contention that the optimal order of convergence in q can be reached if the boundary conditions are piecewise polynomials of degree k. Our theoretical analysis does not explain this phenomenon. The results are displayed in Table 4 .7; the computation on level 5 with Q 2 did not t into the computers available to us. We can see that the orders of convergence are similar to those obtained in the corresponding two-dimensional test problem in the previous sub-section, cf. Table 4. 6. This gives an indication that the orders of convergence of the LDG method in three space dimension behave in the same way they do in the two-dimensional case. 
