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1 Úvod
Tato práce se zabývá klasifikací obsahu dokumentů. K čemu to může být uži-
tečné? Nejprve si musíme říci, co si pod klasifikací představit. Klasifikace dokumen-
tů má za úkol dokumenty třídit do předem daných kategorií. Představme si situaci, 
kdy  potřebujeme  mnoho  dokumentů  roztřídit  podle  oborů,  kterými  se  zabývají. 
V tomto případě bude každý obor představovat jednu kategorii a my budeme hledat 
algoritmus, který dokáže dokumenty co nejlépe automaticky roztřídit. Kategorie však 
mohou být velmi různorodé. Dokumenty nemusíme chtít třídit pouze podle oboru, 
kterým se zabývají, můžeme je chtít třídit například podle toho, jak jsou napsány (se-
riózní vs. bulvár), nebo podle literárního stylu.
1.1 Motivace
Proč ale automatickou klasifikaci potřebujeme? V dnešní době vzniká množ-
ství dat jako nikdy dříve a podle všech očekávání bude jejich množství stále růst. 
Dne 27. 5. 2009 bylo na internetu 80 799 889 aktivních .com domén [3] a většina 
z nich obsahuje mnoho stránek. Abychom dokázali hledat informace v tomto množ-
ství  stránek,  potřebujeme nástroje,  které nám usnadní vyhledávání.  K tomu slouží 
tzv.  vyhledávače.  Tyto vyhledávače potřebují algoritmy, podle kterých nám budou 
nabízet stránky, které opravdu obsahují hledanou informaci. Ale protože vyhledávače 
nemohou vědět, co přesně jsme chtěli vyhledat, a protože ani my často neumíme vy-
hledávací dotaz položit zcela přesně, jejich úspěšnost není vždy optimální. Jistě by 
pomohlo, kdyby vyhledávače dokázaly při sběru stránek tyto stránky automaticky 
klasifikovat a při vyhledávání by nám nabízely stránky z různých kategorií, aby se 
zvýšila šance, že některá z nich je opravdu tou, kterou jsme hledali. Pokud uživatel 
zadá do vyhledávače název knihy, bylo by jistě vhodné, pokud by mu vyhledávač na-
bídl stránky e-shopu, kde si může knihu zakoupit, stránku s recenzí, stránku o filmu 
natočeném podle knihy atd. V dnešní době je bohužel praxe taková, že se na předních 
pozicích často objevují pouze stránky e-shopů, protože jsou nejlépe optimalizované 
pro vyhledávače.
Dalším příkladem je nadnárodní firma, která má manažery,  kteří  musí dělat 
mnoho rozhodnutí. Aby byla rozhodnutí co nejlepší, potřebují k nim co nejvíce infor-
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mací. Zde nám opět může pomoci automatická klasifikace, protože dokáže-li vyhle-
dávat související dokumenty, může nabízet manažerům další podklady pro jejich roz-
hodnutí.
1.2 Základní informace
Z uvedených příkladů jasně vidíme, že jednotlivé kategorie, do kterých chceme 
dokumenty klasifikovat, mohou být velmi různorodé a navíc nemusí být ani disjunkt-
ní. Představme si například, že máme kategorie automobily a vlaky. Jistě si dokážeme 
představit  dokument,  který  pojednává  o obou  těchto  tématech.  A jak  ohodnotíme 
dokument, který se daného tématu dotýká pouze okrajově? Je zřejmé, že určit přesné 
hranice je téměř nemožné. Proto budeme raději používat termín  příslušnost ke ka-
tegorii. [7] Ten určuje, jakou mírou náleží daný dokument do příslušné kategorie. 
Dále tímto systémem nejsme omezeni v množství kategorií, do kterých dokument ná-
leží.
Ještě musíme přesněji specifikovat, co v této práci považujeme za dokument. 
Dokumentem budeme  rozumět  libovolná  data  převedená  na  text.  Jejich  zdrojem 
může být textový dokument stejně dobře jako webová stránka nebo jiný zdroj, který 
může obsahovat i netextové informace, čistý text z něj však lze vyextrahovat. Jistě by 
šlo klasifikovat i zcela netextové zdroje dat. U těch se však uplatňují jiné metody a ty 
již nejsou předmětem této práce.
Nakonec musíme zmínit, odkud můžeme brát data pro automatickou klasifika-
ci. Zcela zřejmě to bude vlastní obsah dokumentu. Pro některé metody nám bude ten-
to zdroj stačit,  ale někdy můžeme chtít použít ještě další informace o dokumentu, 
které však nejsou přímo jeho obsahem – tzv.  metainformace. Mezi ně patří vše, co 
můžeme o daném dokumentu zjistit, tedy například datum vytvoření, zdroj, z jakého 
pochází, nebo související dokumenty. O různých dokumentech jsme schopni zjistit 
různé metainformace. Zatímco z faktury ve firmě snadno zjistíme, kdy byla vytvoře-
na, u webové stránky to již tak jednoduché nebude. Proto při volbě metody automa-
tické klasifikace musíme zvážit, zda jsme schopni zjistit všechny potřebné metainfor-
mace.
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2 Druhy klasifikace
2.1 Kategorie
Již  jsme  si  řekli,  co  to  je  kategorie,  a viděli  jsme,  že  jednotlivé  kategorie 
mohou být diametrálně odlišné a je k nim třeba přistupovat různě. Jak tedy v algorit-
mu nadefinovat jednotlivé kategorie? Pokud chceme zachovat potřebnou univerzalitu 
jednotlivých kategorií, jeví se jako nejlepší přístup ruční ohodnocení malého vzorku 
dokumentů a na tomto vzorku dále algoritmus trénovat.
2.2 Klasifikace pomocí analýzy propojení
Propojením označme metainformaci, která určuje vztah konkrétního dokumen-
tu s jinými dokumenty.  U papírové smlouvy to může být informace o tom, kterou 
smlouvu nahrazuje,  u webové stránky to  mohou být  hypertextové odkazy na jiné 
stránky. Pokud soubor dokumentů chápeme jako graf, ve kterém je každý dokument 
jedním vrcholem, pak propojením označíme jednotlivé hrany grafu.
Při této reprezentaci se již můžeme pokusit o automatickou klasifikaci. Bude-
me vycházet z toho, že dokumenty, které mají vzájemnou vazbu, mají něco společné-
ho. Budeme se tedy v tomto univerzu dokumentů snažit hledat lokální skupinky, kte-
ré vykazují nadprůměrnou hustotu hran.
Tato klasifikace však trpí řadou nedostatků. Předně nejsme schopni klasifikovat 
dokumenty do jiných skupin, než jsou ty, které vyplývají z jejich uspořádání. Jediné, 
co můžeme měnit, je citlivost, která ovlivní množství dokumentů, které se do katego-
rie dostanou. Jak je vidět, toto není klasifikace, kterou bychom chtěli.
Abychom  tento  nedostatek  napravili,  můžeme  použít  zmíněné  manuální 
ohodnocení malého množství stránek a poté již automaticky hledat dokumenty, na 
které se z nich často odkazuje. Tímto způsobem jsme schopni zařídit klasifikaci do 
kategorií, které sami navrhneme, pokud jejich podstata alespoň částečně odpovídá 
podstatě propojení. Pokud bychom chtěli hledat dokumenty, které obsahují co nej-
více samohlásek, tato metoda nám nijak nepomůže. Naopak bude úspěšná, pokud bu-
deme na webu hledat informace o konkrétním oboru (protože webové stránky prav-
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děpodobně  odkazují  na  podobně  zaměřené  stránky)  nebo  dokumenty  se  stejným 
stylem psaní (protože seriózní zpravodajství nebude odkazovat na bulvár a naopak).
Jak bude probíhat samotná klasifikace? Využijeme upraveného systému Page-
Rank [6], který slouží k ohodnocení význačnosti stránek na webu. Je zřejmé, že vý-
značnost stránky je spojena s počtem odkazů, které na ni odkazují. Pokud je pro něja-
kou skupinu lidí stránka důležitá, lze předpokládat, že na ni budou odkazovat daleko 
více než na stránku, která je důležitá méně. Tvůrci PageRanku šli ještě dále. Řekli si, 
že prosté spočítání odkazů má tu nevýhodu, že nereflektuje, z jaké stránky je na ni 
odkazováno. Přišli proto s myšlenkou, že váha odkazu by měla být spojena s váhou 
stránky, ze které je odkazováno, a s počtem odkazů na stránce. Tento princip má na-
podobit  uživatele  webu,  který  po  přečtení  stránky  obvykle  odchází  po  jednom 
z odkazů. Pokud tedy povede ze stránky sto odkazů, každý z nich má v průměru pou-
ze 1% šanci, že jej uživatel bude následovat. Proto je v systému PageRank zohledněn 
počet odchozích odkazů.
Jak je tedy PageRank definován? Mějme stránku u. Potom Fu je množina všech 
stránek,  na  které  u odkazuje,  a Bu množina  stránek,  které  odkazují  na  u.  Nechť 
N u=∣F u∣ , tedy počet odkazů z u. Dále nechť c je normalizační faktor (aby celkový 
rank byl konstantní). Potom PageRank stránky  u můžeme vyjádřit tak, jak je zob-
razeno na Obr. 1:
Příklad ohodnocení stránek pomocí PageRanku můžeme vidět na Obr. 2, kde 
čísla u šipek značí rank přenášený ze stránky v, tedy Rv/N v :
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Obr. 1: Funkce 
PageRank
Ru=c∑
v∈Bu
Rv
N v
Obr. 2: Příklad ohodnocení PageRankem
Jak ale můžeme PageRank spočítat? Zjevné řešení je sestavit soustavu rovnic 
a vyřešit ji. Pro výše uvedený příklad (Obr. 2) by to byly tyto rovnice (Obr. 3):
Tuto soustavu můžeme vyjádřit maticí, jak je zobrazeno na Obr. 4:
Vyřešením této soustavy rovnic přímo získáme jednotlivé hodnoty PageRanku. 
Tento způsob však výpočetně velmi náročný pro větší množství stránek.
Druhou možností je simulovat všechny náhodné procházky po grafu stránek, 
kde při příchodu přidáme stránce určitý rank. Protože v praxi nemůžeme simulovat 
všechny existující procházky, opakujeme postup pouze do doby, než všechny hodno-
ty dostatečně nezkonvergují.
Při simulaci náhodné procházky můžeme narazit na problém zvaný rank sink, 
což je úkaz, ve kterém existuje malá množina stránek, které odkazují pouze jedna na 
druhou. Blíže je to znázorněno na Obr. 5. Pokud se při procházení dostaneme na ně-
jakou z těchto stránek, již se nemůžeme dostat pryč.
Další  problém může nastat,  pokud budeme mít  graf,  který  se  skládá pouze 
z několika bipartitních komponent. V tomto případě si budou jednotlivé komponenty 
pouze předávat rank a nikdy nedojde ke zkonvergování ranku.
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Obr. 4: Matice vedoucí k vypočítání PageRanku
−1 1 0 0
0,5 −1 1 0
0,5 0 −1 0
1 1 1 1
Obr. 5: Rank sink
Obr. 3: Soustava rovnic vedoucí k vypočítání PageRanku
x= y
y=x
2
z
z=x
2
x yz=1
Abychom zamezili  těmto problémům, zavádíme jev nazvaný  náhodný skok. 
Ten  způsobí  to,  že  místo  přechodu  na  další  stránku  se  s určitou  nízkou  pravdě-
podobností přesuneme na zcela náhodnou stránku. V praxi to odpovídá tomu, že se 
návštěvník webových stránek nudí a zadá zcela jinou adresu, místo aby pokračoval 
po odkazech ze stránky. Tímto skokem dokážeme uniknout i z uvedeného rank sinku 
a zavedeme nepravidelnost do pouhého předávání ranku mezi bipartitními kompo-
nentami.
Po  zavedení  náhodných  skoků  s pravděpodobností  p a celkovým  počtem 
hodnocených stránek U se nám upraví vzorec PageRanku následovně (Obr. 6):
Další možností, jak se vypořádat s rank sinkem, je předem zpracovat celý graf 
a odtrhnout všechny části, ze kterých se nelze dostat zpět. Tyto odtržené vrcholy mů-
žeme potom zpracovat dodatečně po ohodnocení všech ostatních.
My  pro  klasifikaci  dokumentů  využijeme  trochu  upraveného  PageRanku. 
Pokud bychom totiž implementovali přímo PageRank, zcela bychom smyli původní 
ohodnocení a dostali bychom právě ohodnocení význačnosti dokumentů. Co tedy po-
třebujeme  pozměnit?  Samozřejmě  musíme  zachovat  zvýhodnění  ohodnocených 
dokumentů.  To  provedeme  tak,  že  při  náhodném  skoku  budeme  upřednostňovat 
dokumenty s vyšším aktuálním rankem oproti dokumentům s rankem nižším. Skok 
tedy budeme realizovat tak, že dokumenty seřadíme podle ranku a poté pomocí něja-
ké funkce s vhodným rozložením pravděpodobnosti vybereme dokument, na který 
přejdeme. Tím zajistíme, že budeme zkoumat oblast dokumentů, které byly původně 
pozitivně ohodnoceny.
Další  změnu, kterou budeme muset udělat,  je zvýšení pravděpodobnosti  ná-
hodného skoku. Pokud by totiž náhodný skok nastával příliš řídce, algoritmus by se 
dostával příliš daleko od dokumentů, které jsme mu doporučili. Zvýšením pravdě-
podobnosti  náhodného  skoku  navíc  potlačíme  problém rank  sinku,  takže  nebude 
nutné se jím tolik zabývat.
10
Obr. 6: PageRank s náhodnými skoky
Ru=c 1−p ∑
v∈Bu
Rv 
N v
 p∑
w∈U
Rw
∣U∣

A na jaká data je tato metoda vhodná? Lze ji použít pouze u dokumentů, u kte-
rých  existují  metainformace  určující  jejich  vztah.  Dále  tento  vztah  musí  alespoň 
částečně odpovídat kategoriím, které chceme použít pro klasifikaci, protože algorit-
mus se řídí právě podle nich.
2.3 Klasifikace pomocí analýzy termů
Předně bychom měli vysvětlit, co myslíme pojmem term. Jako term označíme 
jedno nebo více po sobě následujících slov v dokumentu, které mohly projít nějakou 
transformací. V základní podobě budeme jako term používat jednotlivá slova v doku-
mentu, ale později se budeme zabývat i variantami, kde term představují dvě slova, 
která mohou být například převedena do základní formy.
Při  klasifikaci  budeme  vycházet  z bayesovského  filtrování.  Bayesovské  fil-
trování  je  založeno  na  Bayesově  větě  [2],  (Obr. 7),  kde  P(A|B)  značí  pravdě-
podobnost jevu A za podmínky B.
Bayesova věta popisuje jak podmíněná pravděpodobnost nějakého jevu souvisí 
s opačnou podmíněnou pravděpodobností. A to je přesně to, co nás zajímá. Můžeme 
statisticky spočítat,  s jakou pravděpodobností  se  konkrétní  term vyskytuje  v pozi-
tivně ohodnocených dokumentech.  Poté se snažíme zjistit,  zda dokument patří do 
dané kategorie za podmínky, že nějaký konkrétní term do ní patří s danou pravdě-
podobností.
Nejprve tedy musíme opět ručně klasifikovat základní množinu dokumentů, ze 
které se bude filtr učit. Poté je potřeba dokumenty rozdělit na jednotlivé termy. Pro 
každý term spočítáme pravděpodobnost,  s jakou se nachází  v cílové kategorii.  Tu 
spočítáme jednoduše jako poměr výskytů ve zvolené kategorii ku počtu výskytů ve 
všech kategoriích.  Nyní,  když máme ohodnocení jednotlivých termů, můžeme již 
dále  hodnotit  dokumenty automaticky.  Každý dokument  opět  rozdělíme na termy 
a pro každý term nalezneme pravděpodobnost, se kterou patří do výsledné kategorie. 
Z těchto  pravděpodobností  poté  uděláme  průměr  (aritmetický  či  geometrický) 
a dostaneme pravděpodobnost příslušnosti dokumentu do dané kategorie.
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Obr. 7: Bayesova věta
P A∣B=P B∣A⋅P A
P B
Abychom mohli danou metodu označit jako bayesovskou, musíme po ohodno-
cení každého dokumentu zpětně promítnout termy v dokumentu mezi termy, pomocí 
kterých se provádí porovnání.  Tento přístup se velmi dobře uplatňuje např.  u kla-
sifikace mailového spamu, protože tím můžeme algoritmus učit „za pochodu“. V naší 
situaci jsme však získali ohodnocené dokumenty předem a záleží na konkrétní situa-
ci, zda budeme chtít, aby se algoritmus nadále přizpůsoboval. V některých situacích 
to může být vhodné, zejména pokud máme nedostatečnou množinu předem ohodno-
cených dokumentů, jindy, pokud máme ohodnocenou nadstandardní množinu doku-
mentů,  to  zase  může být  na  škodu.  Přístup  se  zpětným promítáním výsledků do 
ohodnocování má ještě jednu nevýhodu: pořadí hodnocení ovlivňuje výsledek. Jinak 
řečeno, konkrétní ohodnocení dokumentu je ovlivněno tím, zda je dokument hodno-
cen jako první, či jako poslední.
Pokud nám tyto vlastnosti nevyhovují, můžeme se spokojit pouze s první částí 
algoritmu a rozložení pravděpodobností u jednotlivých termů nechat pevné.
Tato metoda klasifikace nevyžaduje žádné metainformace, ale využít je doká-
že. V nejjednodušším případě jí stačí pouze textový obsah. Ale do termů můžeme za-
řadit i některé textové metainformace, jako například doménu, ze které dokument po-
chází, či autora, který ji vytvořil.
A kde se metoda uplatní? Ve všech případech, ve kterých lze kategorie rozlišit 
s pomocí textu, kterým je dokument psán. Pomůže nám tak hledat dokumenty psané 
konkrétním stylem či dokumenty o konkrétním tématu (vyskytují se v něm specifická 
slova). Naopak nám nepomůže v klasifikaci podle určitých metainformací (např. pro-
linkování), protože je využívá jinak než potřebujeme.
2.4 Klasifikace pomocí If-then pravidel
Tato metoda klasifikace je založena na nejjednodušším principu. Podstatou je 
tvorba jednotlivých konkrétních pravidel, na jejichž základě dokážeme rozeznat co 
nejvíce dokumentů náležejících do požadované kategorie. Vzhledem k tomu, že si 
tato metoda neklade žádná další pravidla, je velmi univerzální. Univerzalita je ale vy-
vážena složitostí vytváření pravidel. Pro kvalitní výsledky se jich často musí vytvářet 
velké množství, mnohdy netriviálním způsobem. Vzhledem k nutnosti ruční přípravy 
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těchto pravidel jde o náročnou a zdlouhavou práci, u které nemusí výsledek odpoví-
dat vynaložené námaze. Kromě toho se musí pravidla i při drobné změně kategorií 
zcela předělat.
Jak je vidět, tato metoda má hodně nevýhod, i přesto by se ale možnosti jejího 
využití neměly ignorovat. Výborně se hodí na specifické případy a na rozdíl od ostat-
ních metod dokáže přinést zcela přesné výsledky. Například vytřídit  na webovém 
serveru všechny stránky starší  než jeden rok dokážeme s jediným pravidlem a se 
100% přesností (pokud máme přístup k času vytvoření jednotlivých stránek).
Hlavní síla této metody ale spočívá ve společném využití s jinými metodami. 
Pokud potřebujeme dokumenty rozdělit  do netriviálních kategorií,  můžeme využít 
toho, že bude rozdělení do mírně pozměněných kategorií mnohem jednodušší. Poté 
vytvoříme pravidla, která zajistí překlasifikování do původních kategorií právě po-
mocí if-then pravidel. Taková pravidla mohou vypadat například takto:
if (prob(prvni-osoba)>0.8 && prob(prodej)<0.1) then:
blog
Tímto způsobem můžeme ve specifických případech snadno vylepšit výsledky 
ostatních metod.
Tato metoda je poměrně odlišná od ostatních, protože se hodí na jiné typy pří-
padů, než ty které popisuje tato práce. Proto tuto metodu nebudeme podrobněji roze-
bírat a pouze odkážeme případné zájemce na práci [7], která se těmito technikami 
více zabývá.
2.5 Klasifikace pomocí neuronových sítí
Další možností je použití některé z technik umělé inteligence. Můžeme využít 
například neuronovou síť, která bude na vstup dostávat obsah jednotlivých dokumen-
tů  včetně  metainformací  a na  výstupu bude vracet  příslušnost  do  dané  kategorie. 
Problémem je dlouhá doba trénování neuronové sítě a nutnost natrénovat pro každou 
kategorii jednu neuronovou síť.
Dále můžeme využít genetického programování, které nám s pomocí evoluce 
může vybírat buď vhodná if-then pravidla, nebo neuronovou síť.
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Tyto metody mají své výhody i nevýhody. Mezi výhody lze rozhodně zařadit 
velkou přizpůsobivost  oproti  učení  s pomocí  propojení  či  analýzy termů,  protože 
neuronové sítě je možné naučit mnoho typů vzorů.
Na druhou stranu trpí neuronové sítě i genetické programování řadou známých 
problémů. Předně je to dlouhá doba učení a problém algoritmů umělé inteligence vy-
pořádat se s některými triviálními problémy. Zda by byl evoluční algoritmus vhodný 
či nikoliv, by velmi záleželo na konkrétních kategoriích.
Algoritmy umělé inteligence nabízejí zajímavou alternativu pro problémy, kte-
ré nejsou vhodné pro žádnou z předchozích metod, ale pro problémy řešitelné jinou 
metodou bych je pro jejich těžkopádnost, složitost vyladění a další problémy, které 
by se musely řešit, spíše nedoporučoval. Pokud však selžou ostatní metody, je použití 
algoritmů  umělé  inteligence  dobrou  volbou,  protože  dokáží  řešit  i velmi  složité 
problémy, pouze je velmi náročné jejich správné nasazení.
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3 Existující práce a nasazení
Asi nejznámější nasazení automatické klasifikace dokumentů jsou antispamové 
filtry. Ty pracují na principu bayesovské analýzy slov [4]. Antispamové filtry mají 
několik odlišností od klasifikace, kterou jsme si představili my. Za prvé tyto filtry po-
rovnávají jednotlivé e-maily průběžně tak, jak přicházejí. To znamená, že nepotřebují 
všechny e-maily ohodnotit  podle  stejného měřítka,  ale naopak je žádoucí,  aby se 
s časem zlepšovaly. Druhý rozdíl je v tom, že i když antispamový filtr také počítá in-
dex příslušnosti,  nakonec se musí rozhodnout, zda e-mail zařadí do spamu, či do 
hamu (opak spamu).  My můžeme využít  toho,  že všechny dokumenty hodnotíme 
najednou, takže hranici, od které dokumenty zařadíme do dané kategorie, můžeme 
zvolit až po ohodnocení všech dokumentů dynamicky, podle výsledků.
Jednotlivé nástroje na filtrování spamu využívají často kromě bayesovského 
filtrování  další  metody:  analýzu  hlaviček,  kontrolu  odesílajícího  serveru,  analýzu 
HTML e-mailů, black listing a další. Tyto rozšiřující techniky jsou ovšem příliš za-
měřené na filtrování spamu a většinou nám s tříděním do univerzálních kategorií ne-
pomohou.
Ačkoliv  má antispamové filtrování  několik  odlišností,  je rozhodně nejrozší-
řenější implementací jakékoliv kategorizace. Ukázalo se, že dokud se nezmění pod-
stata mailové komunikace tak, aby vyloučila spam, je bayesovské filtrování jednou 
z nejúčinnějších  zbraní  proti  spamu  a proto  je  nasazováno  téměř  ve  všech  an-
tispamových řešeních.
Existují i projekty, které se snaží k filtrování spamu využít neuronové sítě [1]. 
Výsledky vypadají poměrně dobře, přesto nedošlo k takovému rozmachu jako v pří-
padě bayesovského filtrování. To je pravděpodobně způsobeno tím, že nasazení neu-
ronové sítě je výrazně obtížnější a její natrénování náročnější na čas než vytvoření 
statistiky pro bayesovské filtrování.
V teoretické rovině se problematikou automatické klasifikace žánrů webových 
stránek zabývala Marina Santini v práci Identifying Genres of Web Pages [7]. Vybra-
la necelých 5 000 webových stránek složených z předem daného množství jednot-
livých žánrů (blogy, e-shopy, zpravodajství, osobní stránky atp.) a poté zkoumala, jak 
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se zlepší klasifikační schopnosti analýzy slov, pokud se přidá několik dobře posta-
vených if-then pravidel. Zjistila, že úspěšnost klasifikace se zvýšila z 67% na 86%, 
což je poměrně zajímavý výsledek.
V komerční  rovině  zatím  kromě  filtrování  spamu  na  mnoho  implementací 
nenarazíme. Částečně se o něco podobného pokouší webový vyhledávač Bing od fir-
my Microsoft [5]. Ten při vyhledání obecné fráze nabízí související kategorie. Bohu-
žel Microsoft zatím neuvolnil žádné podrobnější informace o konkrétní implementa-
ci, takže můžeme pouze spekulovat, zda opravdu třídí stránky do kategorií. Podobné-
ho efektu dosahují i ostatní vyhledávače, ale dosud to vždy fungovalo pouze jako 
upřesnění dotazu na základě jiných, často kladených dotazů.
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4 Vlastní práce
Na otestování dříve uvedených metod jsem vyvinul program Classifier, který 
dokáže  klasifikovat  dokumenty  pomocí  propojení  a analýzy  slov.  Program  jsem 
testoval na více než 100 000 náhodných stránkách z české Wikipedie [8]. Je napsán 
v jazyce Python 2.5 a jako úložiště dat používá databázi mySQL. Rozdělen je do 
několika nezávislých modulů, jak ukazuje Obr. 8.
V první  části  programu se testuje  klasifikace dokumentů pomocí  propojení. 
Nejprve je třeba naimportovat data do databáze, o to se stará modul Importer. Když 
máme data uložená v databázi, můžeme z nich vyparsovat jednotlivé odkazy a vytvo-
řit  tak graf  struktury stránek,  což  dělá  modul  Link Parser.  Počáteční  ohodnocení 
stránek provádí modul Link First Rater, který dokáže nalézt všechny stránky, ve kte-
rých se vyskytuje konkrétní klíčové slovo, a těm udělit počáteční rank. Poté již mů-
žeme spustit hlavní klasifikaci, kterou má na starosti modul Link Rater. Ten postupně 
prochází stránkami a občas provede náhodný skok. Při výběru náhodné stránky zo-
hledňuje již získaný rank. Při příchodu na novou stránku této přidá rank. Výsledky 
testování konkrétních nastavení parametrů je popsáno v kapitole 5.1.
V druhé části programu testujeme klasifikaci pomocí analýzy termů. Nejprve je 
potřeba jednotlivé stránky na termy naparsovat. O to se stará modul  Word Parser. 
Poté,  co  jsou  termy naparsovány,  lze  určit  počáteční  ohodnocení.  To  provedeme 
manuálním výběrem několika stránek, které přísluší do dané kategorie. Modul Word 
First Rater pak spočítá všem termům, které tyto stránky obsahují, jejich rank. Nako-
nec přijde na řadu modul  Word Rater, který projde všechny stránky a vyhledá rank 
pro všechny termy, které stránka obsahuje. Celkový rank stránky je pak vypočítán 
jako průměr těchto ranků.
Nyní se blíže podíváme na implementaci jednotlivých modulů:
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Obr. 8: Struktura modulů
4.1 Importer
První modul slouží pro import dat do databáze. Protože cílem bylo kvalitu po-
psaných  algoritmů  na  reálných  webových  stránkách,  pracuje  program  s vygene-
rovanými stránkami české Wikipedie. V první řadě je třeba tato data naimportovat do 
databáze. V databázi vytvoříme tabulku pages se strukturou, podle Obr. 9.
Data  z Wikipedie  je  možné  stáhnout  v archivu,  který  obsahuje  adresářovou 
strukturu, tvořenou z prvních písmen nadpisů článků do úrovně 3. Je tedy potřeba 
projít všechny soubory ve všech adresářích a všechny postupně uložit. Pro usnadnění 
práce je během importu stránka naparsována a do databáze je uložen nadpis stránky 
a její text. Menu a ostatní části stránky se neukládají, aby nezkreslovaly testy.
4.2 Link Parser
Další  modul  slouží  k získání  grafu  z odkazů.  Link  Parser  postupně  načítá 
všechny  stránky  a hledá  v nich  odkazy  na  jiné  stránky  na  Wikipedii  s pomocí 
regulárního výrazu. Pokud takový odkaz nalezne, uloží id zdrojové a cílové stránky 
do tabulky links (Obr. 10).
Z těchto dat jsme již schopni vytvořit celý graf.
Je  potřeba  poznamenat,  že  tím,  že  jsme  vybrali  pouze  náhodných  111 946 
stránek z celkových 327 273, jsme rozbili  některé  vazby.  V praxi  však algoritmus 
také zpravidla nemá k dispozici všechna data, takže tímto omezením lépe otestujeme 
algoritmus pro reálné podmínky. Tento fakt je však třeba brát v úvahu při finálním 
hodnocení, protože pokud bychom měli k dispozici všechna data, výsledky by byly 
pravděpodobně o trochu lepší.
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Obr. 9: Struktura tabulky pages
Obr. 10: Struktura tabulky links
4.3 Link First Rater
Tento modul je určen k prvotnímu ohodnocení stránek. Jak jsme si řekli v kapi-
tole 2.1, výrazně zlepšíme možnosti klasifikace, pokud nejprve ohodnotíme některé 
stránky manuálně a teprve poté budeme pomocí prolinkování upřesňovat výsledky. 
Abychom nemuseli stránky hodnotit sami, můžeme využít tento modul. Ten postupně 
projde všechny stránky a pokud se v některém textu vyskytuje klíčové slovo, dostane 
příslušná stránka základní ohodnocení – rank. Pokud se toto slovo vyskytuje dokonce 
i v jejím nadpisu, dostane navíc další rank. Tento způsob odpovídá tomu, že nezjiš-
ťujeme,  která  stránka  do  kategorie  patří  a která  ne,  ale  pouze  skóre  příslušnosti 
stránky do kategorie, což si můžeme představit jako příslušnost ke kategorii, jak bylo 
popsáno v kapitole 1.2. Vyšší rank tedy značí, že stránka patří do kategorie s větší 
pravděpodobností.
Tento způsob nebere žádným způsobem v úvahu počet výskytů klíčového slova 
na stránce ani případné skloňování. Stránka, na které se slovo vyskytuje pouze sklo-
ňované, tak nedostane žádný počáteční rank a stránka, na které je 100 výskytů klí-
čového slova, dostane stejný rank jako stránka, na které se slovo vyskytuje pouze 
jednou.  To vypadá  jako velká nevýhoda,  ale  ve  skutečnosti  nám to pomůže lépe 
otestovat kvality klasifikace. Pokud totiž algoritmus dokáže dobře zařadit i stránky, 
které byly takto znevýhodněny, pak uvidíme, že metoda opravdu funguje. Pokud by 
naopak metoda nefungovala dostatečně dobře, nebudou výsledky zkresleny tím, že 
už počáteční ohodnocení bylo příliš dobré.
4.4 Link Rater
Toto je modul, který provádí vlastní ohodnocení podle prolinkování. Nejprve 
vybere z databáze náhodnou stránku. Poté v tabulce odkazů vyhledá všechny odkazy, 
které z této stránky vedou, a náhodně nějaký vybere. Přesune se na stránku, na kterou 
odkaz vedl, a této stránce přidá rank. Poté opět vybere jeden z odkazů z této stránky 
a po něm se přesune na další stránku a té opět přidá rank. Takto se postupuje sstále 
dál s jedinou výjimkou: na každé stránce existuje pravděpodobnost, že se nebude po-
stupovat po odkazu, ale že se opět skočí na náhodnou stránku. Konkrétní nastavení 
všech částí algoritmu a podrobné výsledky jsou uvedeny v kapitole 5.1.
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4.5 Word Parser
Nyní se již dostáváme k druhé části  programu, tedy analýze termů. Nejprve 
musíme stránky rozdělit na jednotlivé termy. To provedeme tak, že postupně načítá-
me jednotlivé stránky, poté z nich odstraníme HTML tagy a pomocí regulárních vý-
razů naparsujeme stránku na jednotlivé termy. Ty poté uložíme do tabulky words se 
strukturou, kterou ukazuje obrázek Obr. 11.
Pokud se  na  stránce  vyskytuje  více  stejných termů,  uložíme je  do  jednoho 
řádku a příslušně zvýšíme hodnotu ve sloupci count. V této fázi také odstraníme dia-
kritiku, abychom se vyhnuli problémům s různým kódováním.
4.6 Word first rater
Nyní je již možné ohodnotit  referenční stránky.  K tomu slouží právě modul 
Word first rater. Pracuje tak, že vybere všechny termy ze stránek, které jsme označili 
jako patřící do dané kategorie, a spočítá poměr jejich výskytu na těchto stránkách 
k výskytu na všech stránkách. Získáme tedy pravděpodobnost, s jakou stránka ob-
sahující  tento  term  patří  do  zvolené  kategorie.  Tyto  výsledky  uloží  do  tabulky 
word_rank, jejíž struktura je na obrázku Obr. 12.
4.7 Word rater
Modul Word rater již provádí klasifikaci ostatních stránek. Nejprve jsou vybrá-
ny všechny termy z testované stránky a postupně je zjišťen jejich rank. Pokud term 
nebyl vůbec hodnocen, lze jej přeskočit nebo mu započítat rank 0. Záleží na míře 
pesimismu, s jakou k problému přistupujeme. Buď můžeme předpokládat, že je term, 
který neznáme, prostě neobvyklý a budeme jej proto ignorovat, nebo můžeme před-
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Obr. 11: Struktura tabulky words
Obr. 12: Struktura tabulky word_rank
pokládat, že term, který se nevyskytoval v žádném z pozitivně ohodnocených doku-
mentů, do hledané kategorie nemůže patřit. Tento modul umí provádět obě možnosti.
Po spočítání ranku všech termů na stránce spočítáme jejich průměr a vyjde nám 
rank příslušnosti stránky do kategorie.
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5 Výsledky
Již jsme rozebrali principy, na kterých program pracuje, a nyní se podíváme na 
výsledky, kterých bylo dosaženo s pomocí různých nastavení.
5.1 Metoda analýzy propojení
V případě metody pomocí prolinkování je možné nastavit tyto vlastnosti:
• pravděpodobnost náhodného skoku na jinou stránku místo běžného pokra-
čování po odkazu – označme ji p
• funkci, která bude vybírat stránku při náhodném skoku
• celkový počet iterací, které provedeme – označme jej c
• prvotní ohodnocení
• způsob, jakým předáváme rank
My zde vyzkoušíme různé kombinace, abychom nalezli optimální nastavení. Je 
však jisté, že by jiné druhy kategorií či dokumentů vyžadovaly jiné nastavení. Proto 
je vhodné nejprve na menší sadě dat otestovat kvalitu výsledků s různým nastavením 
a teprve poté nechat algoritmus klasifikovat celé univerzum dokumentů.
Budeme vycházet z předpokladů, které byly popsány v kapitole 2.2: je třeba 
dělat skoky často a silně upřednostňovat již dobře ohodnocené dokumenty, abychom 
nedosáhli  pouhého PageRanku. Funkce,  která vybírá náhodné dokumenty,  je zob-
razena na Obr. 13, kde a označuje pořadí vybrané stránky v seznamu stránek setřídě-
ných podle ranku,  total je celkový počet stránek, ze kterých vybíráme, a e je expo-
nent, který určuje, jak moc má funkce upřednostňovat první pozice.
Prvotní ohodnocení stránek nehraje příliš velkou roli, protože se již po pár de-
sítkách iterací setře. Konkrétní hodnoty můžeme volit téměř libovolně, vhodné je, 
aby byly maximálně cca desetinásobkem průměrného přidaného ranku. My budeme 
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Obr. 13: Funkce na výběr náhodné 
stránky
a=round rand 1, etotal e
volit pro klíčová slova v textu rank přibližně stejný jako průměrný přidaný, pro klí-
čová slova v nadpisu přibližně pětinásobek.
U náhodných  skoků  ještě  chvíli  zůstaneme.  Je  totiž  potřeba  upřesnit,  z jak 
ohodnocených  stránek  vybíráme.  Dosud  jsme  uvažovali  pouze  nad  aktuálním 
ohodnocením,  které  se  v průběhu  hodnocení  mění.  Můžeme  ale  zkusit  prvotní 
ohodnocení  zafixovat  a náhodné  skoky  provádět  právě  podle  něj.  Tím  budeme 
vlastně více prosazovat původní ohodnocení stránek, takže se vyplatí použít tuto va-
riantu v případě, že jsme si původním ohodnocením jisti a chceme jej pouze jemně 
upravit, případně vyhledat malé procento chybějících stránek. Srovnání těchto dvou 
metod můžeme vidět na Obr. 14. My však nyní budeme zkoušet plnou sílu ohodno-
cování pomocí prolinkování, proto zbylé testy počítají s výběrem podle aktuálního 
ohodnocení.
Ještě je potřeba zvolit způsob, jakým je možné přidávat rank po příchodu na 
dokument. Celkem vyzkoušíme tři možnosti. Když zkusíme předávat novému doku-
mentu poměr ranku odkazujícího dokumentu ku počtu odchozích odkazů, ukáže se 
toto řešení jako nevhodné, protože přední stránky brzy získají ohromný rank, který 
roste příliš rychle. Je to dáno tím, že při náhodných skocích vybíráme stránky s nej-
vyšším rankem a proto stránkám na počátečních pozicích roste rank rychleji.
Další možností je nebrat v úvahu aktuální rank stránky a přidaný rank počítat 
jako podíl konstanty ku počtu zpětných odkazů. Toto řešení již dává výrazně lepší 
výsledky. Ovšem i zde narážíme na problém v tom, že do výsledků se přidávají zdán-
livě nesouvisející stránky, protože pokud se najde nesouvisející stránka, na kterou 
odkazují stránky s pouhými několika odkazy, pak tato stránka bude mít velké pří-
růstky, i když budou nastávat méně často. Je to způsobeno tím, že PageRank hledá 
relevanci stránek, což není to, co potřebujeme my.
Jako nejlepší řešení se osvědčilo naprosté oproštění od PageRanku a přidávání 
konstantního přírůstku, který nezávisí na počtu odchozích odkazů. Na druhou stranu, 
předchozí řešení dávalo pouze o málo horší výsledky a nemůžeme vyloučit,  že by 
mohlo být v některých případech vhodnější. Je tedy vhodné vždy zvážit, která meto-
da bude pro daný problém nejvhodnější.
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Obr. 14: Porovnání typů náhodného výběru s parametry: p=33%; c=10 000; e=100
Porovnání typů náhodného výběru
Aktuální hodnocení Pevné hodnocení
rank  rank  
Hudba 429 Hudba 665
Harmonie (hudba) 423 Kategorie:Hudba 270
Melodie 332 Interval (hudba) 249
Kategorie:Melodie a harmonie 321 Latina 193
Disharmonie 288 Modalita 157
Kategorie:Hudba 282 Kvinta (hudba) 148
Disonance 261 Melodie 147
Kvinta (hudba) 150 Kvarta (hudba) 108
Akord 121 Harmonie (hudba) 95
Interval (hudba) 112 Muzikologie 94
Gospel 112 Kvartdecima (hudba) 93
Kvarta (hudba) 97 Decima (hudba) 89
Latina 95 Koma (hudba) 87
Muzikologie 91 Duodecima (hudba) 85
Duodecima (hudba) 86 83
84 Kvintdecima (hudba) 82
Decima (hudba) 84 Gospel 75
Koma (hudba) 81 70
Kvintdecima (hudba) 68 Kategorie:Intervaly 61
Kvartdecima (hudba) 66 Kategorie:Melodie a harmonie 60
64 59
Kategorie:Intervaly 57 Akord 59
Kytara 56 Kytara 52
Kategorie:Akustika 52 Dynamika (hudba) 45
Kategorie:Hudba podle let 51 Cent (hudba) 42
Dynamika (hudba) 47 2006 41
46 Kategorie:Hudba podle let 40
Kvintakord 43 Disharmonie 40
42 39
Harmonie 39 Modus (hudba) 38
Literatura 37 Kategorie:Akustika 36
37 Disonance 35
Improvizace 35 2007 35
Kategorie:Dynamika (hudba) 31 Kategorie:Kultura ve Skotsku 34
Housle 29 Housle 34
Film 29 34
Biografie 29 2003 34
Cent (hudba) 28 Modulace (hudba) 33
Jazz 27 Improvizace 33
Aktuality 27 2002 32
Komedie 25 John Adams (skladatel) 31
heading heading 
Diesis
Diesis
Limma
Limma Funk
Hammondovy varhany
Mahalia Jackson Blondie
Cubase SX
Cubase SX
Ve své práci jsem zkoušel různé kombinace nastavení  p,  c a e. Výsledky není 
snadné porovnávat, protože neexistuje žádný ideální výsledek, kterého bychom chtěli 
dosáhnout, vše se odehrává v subjektivní rovině. Pro někoho může do výsledné ka-
tegorie patřit jeden dokument více než druhý, pro někoho jiného zase naopak. Proto 
není naší snahou získat přesné výsledky, ale spíše obecně platná pozorování.
Algoritmus  budeme  testovat  na  klasifikaci  podle  oboru,  kterým se  text  na 
Wikipedii zabývá. Testy budeme provádět na kategorii Hudba, ačkoliv byly vyzkou-
šeny i jiné obory (Atom, Japonsko, Strom – myšlen matematický kontext), abychom 
vyloučili nepřesnosti na jedné konkrétní kategorii.
Nejprve zkusíme, jaké je vhodné zvolit  e. Podle předpokladů se ukázalo, že 
pokud je e nízké, nedává metoda dobré výsledky. Nejlépe se osvědčilo, pokud bylo 
e velmi vysoké (např. 100). Potom byly značně upřednostňovány stránky, které již 
nějaký rank měly, a docházelo tak pouze k dohledávání chybějících stránek, které ne-
dostaly původní ohodnocení, a k seřazení původně vybraných stránek podle relevan-
ce.
Dále vyzkoušíme vliv počtu iterací  c na výsledku. Toto pozorování bylo nej-
jednodušší: poté, co se vytvoří pořadí stránek s nezanedbatelnými rozestupy ranku, 
se toto pořadí již téměř nemění a můžeme algoritmus ukončit. Vhodná hodnota je 
10 000 iterací, kde je výsledek již zřejmý.
Poslední vlastnost, kterou můžeme nastavovat, je pravděpodobnost náhodného 
skoku p. Pokud se nastaví příliš nízká, odchází algoritmus při procházení příliš dale-
ko od ohodnocených stránek. Pokud se naopak nastaví příliš vysoká, pak algoritmus 
vlastně nedělá nic jiného, než že zvyšuje rank stránkám s vysokým rankem. Zde je 
nutné  zvolit,  co  přesně  od  klasifikace  potřebujeme.  Pokud  předem  ohodnocené 
stránky pokrývají většinu výsledné kategorie a potřebujeme pouze dohledat několik 
procent chybějících stránek a stránky správně seřadit, pak můžeme použít vysoké p. 
Čím náročnější budeme na algoritmus, tím více musíme snižovat p, ale musíme také 
zkvalitňovat ostatní parametry algoritmu. Především bude třeba lépe vyřešit problém 
rank sinku a bude vhodné zvážit předávání ranku jako poměru konstanty ku počtu 
odchozích odkazů.
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Náhled výsledků běhu programu na všechny stránky můžeme vidět na Obr. 15. 
Kompletní výsledky se nacházejí na přiloženém DVD.
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Obr. 15: Celkové výsledky s různým nastavením
Celkové výsledky
p=20%; c=10 000; e=100 p=50%; c=10 000; e=50
heading rank  heading rank  
Hudba 465 Hudba 529
Kategorie:Hudba 315 Kategorie:Hudba 334
Harmonie (hudba) 293 Kvinta (hudba) 255
Melodie 229 Interval (hudba) 241
Kategorie:Melodie a harmonie 223 Koma (hudba) 177
Disharmonie 214 Kvarta (hudba) 173
Disonance 179 Kvintdecima (hudba) 164
Gospel 126 Limma 158
Dynamika (hudba) 123 Kvartdecima (hudba) 153
Kategorie:Dynamika (hudba) 96 Decima (hudba) 152
Kvinta (hudba) 90 Duodecima (hudba) 151
Muzikologie 85 Latina 148
Latina 82 Diesis 146
Akord 79 Melodie 130
Kategorie:Akustika 71 Kategorie:Intervaly 123
Interval (hudba) 60 Harmonie (hudba) 115
Kategorie:Hudba podle let 56 Gospel 110
Harmonie 54 Muzikologie 103
Cubase SX 50 Kategorie:Akustika 78
Kvintakord 49 Kategorie:Melodie a harmonie 76
Kvarta (hudba) 49 Kategorie:Hudba podle let 73
Hammondovy varhany 49 Cent (hudba) 70
Aktuality 49 Akord 70
Improvizace 45 Improvizace 69
Wikipedista:Che/ACinit 45 Kytara 58
Wikipedista:Che/ACinit/Workshop 43 Cubase SX 55
Kvintdecima (hudba) 42 Disonance 54
Limma 41 Housle 53
Duodecima (hudba) 41 Jazz 44
Decima (hudba) 39 Hammondovy varhany 40
Koma (hudba) 37 Film 40
Mahalia Jackson 36 Disharmonie 39
Kvartdecima (hudba) 35 Dynamika (hudba) 37
Diesis 28 Mahalia Jackson 32
Akustika 28 Kvintakord 32
Housle 27 Biografie 30
Kytara 26 Kategorie:Dynamika (hudba) 29
Kategorie:Intervaly 26 2007 27
Dominanta (hudba) 25 Harmonie 26
Hlasivky 24 Aktuality 26
Jazz 22 Kontrabas 25
Ještě je nutné zjisti, zda tato metoda příliš nezkresluje výsledky tím, že by na 
některé stránky vedlo příliš mnoho odkazů i z nesouvisejících stránek. V tom případě 
by tyto stránky získávaly vysoký rank ve všech kategoriích, což není to, co bychom 
chtěli. Hledáme tedy míru šumu, kterou nám do výsledku přináší tato metoda. Nech-
me si tedy zobrazit stránky, které se umístily najednou v kategoriích Atom, Japonsko 
i Strom, seřazené podle ranku, který získaly v kategorii Atom (Obr. 16). Podle ranku 
který získaly v ostatních kategoriích můžeme usoudit, jak moc jsou zvýhodněny ne-
souvisejícími odkazy.
Jak vidíme na  obrázku,  rank v ostatních  kategoriích odpovídá číslům,  která 
bychom čekali – míra šumu je zde tedy malá a výsledky jsou z tohoto hlediska kva-
litní. Je to dáno tím, že procházíme pouze stránky z jednoho webu a navíc jsme ne-
brali v potaz menu, které by zcela jistě velmi zvýhodnilo stránky, na které odkazuje. 
V některých situacích by se mohlo stát, že míra šumu by byla tak vysoká, že by se 
tato metoda stala nepoužitelnou.
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Obr. 16: Míra šumu
heading atom japonsko strom
Hmotnost 86 6 7
Biologie 84 18 12
Atom 77 12 3
Energie 73 11 6
Fyzika 71 9 13
Neutrino 68 5 4
Hmota 61 2 1
Neutron 58 7 4
Elektron 58 4 5
Biochemie 42 9 4
Metadata 41 1 57
Gravitace 41 6 4
Hustota 39 8 5
Ekologie 39 5 2
Kilogram 38 5 4
Anatomie 38 6 1
Chemie 37 6 2
Ion 34 4 1
Baryon 34 1 2
Molekula 33 5 2
Filosofie 31 9 15
Botanika 31 3 6
Aktuality 31 65 49
Metr 30 14 10
Mikrobiologie 28 8 2
Joule 28 6 1
Genetika 27 8 2
2006 27 39 35
Lepton 26 1 1
Fyziologie 26 4 2
Matematika 25 11 30
Graviton 23 3 1
Latina 22 12 22
Film 22 22 21
Biografie 22 24 19
Helium 21 4 1
Etologie 21 2 2
Kapalina 20 3 3
Imunologie 20 1 1
Eukaryota 20 4 5
Cytologie 20 4 1
5.2 Shrnutí
I když popsaná metoda může přinést kvalitní výsledky, kvalita je velmi závislá 
na počátečním ohodnocení, proto se jeví jako vhodné využívat ji v kombinaci s jinou 
metodou, která toto počáteční ohodnocení připraví. Na druhou stranu však tato meto-
da dává velmi dobré výsledky v závěrečném ohodnocení stránek, takže pro výsledné 
sestavení je její použití velmi výhodné.
5.3 Metoda analýzy termů
V této metodě nemáme tolik parametrů k nastavení jako u metody předchozí. 
Můžeme volit pouze délku termu, způsob, jakým se bude zacházet s nenalezenými 
termy, a způsob, jak z ranků jednotlivých termů vypočítat rank celé stránky.
Délku termu je vhodné volit podle množství referenčních dokumentů. Pokud 
by dokumentů bylo málo a délka termu by se zvolila příliš dlouhá, porovnávání kaž-
dého dokumentu by se provádělo podle několika málo termů a výsledek by byl velmi 
špatný.  Term o délce dvou slov je  proto vhodné volit  pouze  v případě,  že  máme 
opravdu velké množství referenčních stránek (minimálně desetitisíce), a ještě delší 
termy už jen v naprosto specifických případech.
Tomu  také  odpovídá  nastavení  způsobu  zacházení  s nenalezenými  termy. 
Pokud  neexistuje  dostatek  referenčních  dokumentů,  je  vhodné  nenalezené  termy 
ignorovat,  aby  neznámé termy nesrážely  rank  a nedocházelo  k tomu,  že  všechny 
dokumenty budou mít téměř nulový rank. Pokud je referenčních dokumentů dosta-
tek, můžeme si vybrat variantu, která nám bude lépe vyhovovat. Nejlepší asi bude 
zkusit obě možnosti hodnocení a vybrat tu s lepšími výsledky. Pro test ohodnocení 
lze využít stejná připravená data, změní se pouze poslední fáze.
Pokud nemáme specifické požadavky, je vhodné použít jako způsob, pomocí 
kterého se počítá celkový rank stránky, prostý průměr ranků jednotlivých termů. Pro 
výpočet můžeme použít průměr aritmetický nebo geometrický.
Výsledky aritmetického průměru dávaly na menší množině dat (cílová katego-
rie  Hudba) lepší výsledky (viz Obr. 17 a Obr. 18), proto byla tato metoda použita 
i pro ohodnocení celého univerza. Zajímavé je, že ohodnocení geometrickým průmě-
rem mělo při započítání neznámých termů velmi špatné výsledky.
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Celkový výpočet tedy uděláme s aritmetickým průměrem a náhled výsledků si 
můžeme prohlédnout na Obr. 19. Kompletní výsledky jsou uvedeny na přiloženém 
DVD.
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Obr. 17: Výsledné pořadí při geometrickém průměru
Geometrický průměr
Počítání neznámých Vynechání neznámých
heading rank  heading rank  
Magic Tour 0,5797100 Kategorie:Hudba podle let 0,4887040
10. duben 0,5710010 Interval (hudba) 0,1125440
10. leden 0,5617640 Diskuse:(a,b)-strom 0,0978997
(One Glance Is) Holy 0,5039830 Magic Carpet 0,0486724
Kategorie:Hudba podle let 0,5026210 Akord 0,0472479
(You Drive Me) Crazy 0,4683810 1,4-dioxan 0,0413891
Magic Touch 0,4594920 Magic Knights Rayearth 0,0411321
Interval (hudba) 0,4504280 (You Drive Me) Crazy 0,0385765
Vol. 3: (The Subliminal Verses) 0,4404880 (One Glance Is) Holy 0,0278068
1,4-dioxan 0,4344520 Magic Touch 0,0276566
Diskuse:(a,b)-strom 0,4056820 39823 0,0151769
Magic Carpet 0,4034010 Harmonie 0,0150507
Magic Knights Rayearth 0,3558670 100 0,0135592
100% (Sonic Youth) 0,3191550 Vol. 3: (The Subliminal Verses) 0,0126177
Akord 0,3077000 (a,b)-strom 0,0121759
100 0,2983260 609 0,0120486
10,000 Days 0,2635760 39913 0,0097636
Cubase SX 0,2455720 Magid 0,0086288
$20 Million Club 0,2396760 Kategorie:Akustika 0,0083576
0609 0,2218690 Kvintakord 0,0080964
Magic Johnson 0,2081770 Kvinta (hudba) 0,0071878
-123 min. 0,1948820 44 0,0068022
Kvinta (hudba) 0,1929890 Magic Tour 0,0063474
Magic Kingdom 0,1836740 Muzikologie 0,0058273
Magid 0,1806930 -123 min. 0,0053132
(a,b)-strom 0,1778910 Cubase SX 0,0044446
+44 0,1572480 Diskuse:%s 0,0043897
1,039 Smoothed Out Slappy Hours 0,1478650 10,000 Days 0,0033195
0G 0,1364810 100% (Sonic Youth) 0,0029540
Kvintakord 0,1274330 1,039 Smoothed Out Slappy Hours 0,0022541
Diskuse:%s 0,1202190 Magie 0,0021651
Kategorie:Akustika 0,1131890 Magic Johnson 0,0015989
Magie 0,1069920 7 0,0014418
Harmonie 0,1066670 Magic Kingdom 0,0013375
07 0,0973638 1 0,0011008
100% 0,0655674 $20 Million Club 0,0009773
- 0,0596440 0G 0,0006619
Muzikologie 0,0435630 - 0,0004119
Magie (esoterismus) 0,0000000 Magie (esoterismus) 0,0000000
Latina 0,0000000 Latina 0,0000000
(50000) Quaoar 0,0000000 (50000) Quaoar 0,0000000
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Obr. 18: Výsledné pořadí při aritmetickém průměru
Aritmetický průměr
Počítání neznámých Vynechání neznámých
heading rank  heading rank  
Harmonie 0,0127199 Harmonie 0,0238498
Akord 0,0045169 Akord 0,0116975
Kvintakord 0,0033739 Cubase SX 0,0115116
Muzikologie 0,0031005 Kvintakord 0,0078877
Kategorie:Hudba podle let 0,0029986 Kvinta (hudba) 0,0078856
Cubase SX 0,0029845 Muzikologie 0,0050909
Kvinta (hudba) 0,0026285 Kategorie:Hudba podle let 0,0031210
Kategorie:Akustika 0,0009468 10,000 Days 0,0024774
10,000 Days 0,0005787 Kategorie:Akustika 0,0020794
Interval (hudba) 0,0005466 Interval (hudba) 0,0014969
0609 0,0004072 0609 0,0011949
-123 min. 0,0002558 -123 min. 0,0008194
+44 0,0002329 +44 0,0006283
07 0,0001603 07 0,0004503
Magie (esoterismus) 0,0001387 Magie (esoterismus) 0,0004013
Latina 0,0001212 100% (Sonic Youth) 0,0003863
Diskuse:%s 0,0001139 Latina 0,0003729
Magid 0,0001004 Magic Tour 0,0003587
100% 0,0000990 1,4-dioxan 0,0003229
1,039 Smoothed Out Slappy Hours 0,0000926 Magic Carpet 0,0003074
Magic Carpet 0,0000923 1,039 Smoothed Out Slappy Hours 0,0002952
1,4-dioxan 0,0000845 Diskuse:%s 0,0002919
(a,b)-strom 0,0000843 Magid 0,0002788
100% (Sonic Youth) 0,0000757 100% 0,0002475
Magie 0,0000717 (You Drive Me) Crazy 0,0002413
- 0,0000703 (a,b)-strom 0,0002151
Magic Knights Rayearth 0,0000682 Magic Knights Rayearth 0,0002106
Diskuse:(a,b)-strom 0,0000569 (One Glance Is) Holy 0,0002069
(You Drive Me) Crazy 0,0000562 10. leden 0,0002050
100 0,0000436 Vol. 3: (The Subliminal Verses) 0,0002017
Magic Touch 0,0000422 Magie 0,0001969
(50000) Quaoar 0,0000401 Magic Touch 0,0001947
(One Glance Is) Holy 0,0000396 - 0,0001944
Magic Tour 0,0000386 (50000) Quaoar 0,0001567
Vol. 3: (The Subliminal Verses) 0,0000378 100 0,0001551
0G 0,0000347 Diskuse:(a,b)-strom 0,0001466
Magic Johnson 0,0000337 Magic Johnson 0,0001382
10. leden 0,0000282 0G 0,0001276
Magic Kingdom 0,0000250 10. duben 0,0001201
$20 Million Club 0,0000228 $20 Million Club 0,0001107
10. duben 0,0000145 Magic Kingdom 0,0000977
33
Obr. 19: Výsledné pořadí při ohodnocení všech stránek
Celkové výsledky
Počítání neznámých Vynechání neznámých
heading rank  heading rank  
Kategorie:Hudba 0,1135470 Kategorie:Hudba 0,1135470
Dynamika (hudba) 0,0930636 Dynamika (hudba) 0,0930636
Disonance 0,0660194 Disonance 0,0660194
Kategorie:Melodie a harmonie 0,0571091 Kategorie:Melodie a harmonie 0,0571091
Disharmonie 0,0520478 Disharmonie 0,0520478
Harmonie (hudba) 0,0455743 Harmonie (hudba) 0,0455743
Gospel 0,0365420 Gospel 0,0365420
Melodie 0,0328815 Melodie 0,0328815
Kategorie:Dynamika (hudba) 0,0234380 Kategorie diskuse:Dynamika (hudba) 0,0298171
Hudba 0,0210540 Harmonie 0,0238498
Harmonie 0,0127199 Kategorie:Dynamika (hudba) 0,0234380
Kategorie:Intervaly 0,0084171 Wikipedista:Bowlahoolla 0,0223831
Kategorie diskuse:Dynamika (hudba) 0,0081319 Hudba 0,0210540
Wikipedista:Bowlahoolla 0,0074610 Soubor:Abendsterne-Night of Gos... 0,0205086
Kategorie:Estetika 0,0062421 Wikipedista:Candide 0,0157112
Soubor:Abendsterne-Night of Gos... 0,0056188 Kategorie:Intervaly 0,0129374
Wikipedista:Brasul 0,0056097 Diskuse:Dynamika (hudba) 0,0123261
Dominanta (hudba) 0,0055650 Atonalita 0,0119480
Diskuse:Interval (hudba) 0,0053386 Akord 0,0116975
Diskuse:Dynamika (hudba) 0,0051005 Cubase SX 0,0115116
Atonalita 0,0047548 Diskuse:Interval (hudba) 0,0112703
Akord 0,0045169 Wikipedista:Brasul 0,0112195
Wikipedista:Candide 0,0044889 Modus (hudba) 0,0106824
Kategorie:Akordy 0,0044062 Diskuse:Muskarin 0,0106124
Kategorie:Neonacismus 0,0041806 Jamb 0,0101822
Modus (hudba) 0,0039356 Limma 0,0101496
Modulace (hudba) 0,0039218 Kategorie:Estetika 0,0090163
Limma 0,0038958 Diesis 0,0089008
Mahalia Jackson 0,0036710 Kategorie:Akordy 0,0088123
Jamb 0,0035610 Wikipedista diskuse:Fulan 0,0087436
Intonace (lingvistika) 0,0035588 Mahalia Jackson 0,0086677
Kvintakord 0,0033739 Dominanta (hudba) 0,0085616
Instrumentace 0,0033560 Cent (hudba) 0,0083312
Chorologie 0,0032048 Wikipedista:Lopaka 0,0081073
Diesis 0,0032012 Kvintakord 0,0078877
Modalita 0,0031408 Kvinta (hudba) 0,0078856
Muzikologie 0,0031005 Lapacho 0,0076815
Soubor:Musical note nicu bucule 0... 0,0030101 Kategorie:Neonacismus 0,0076340
Kategorie:Hudba podle let 0,0029986 Wikipedista:Kudrlinka 0,0074982
Cubase SX 0,0029845 Soubor:Musical note nicu bucule 0... 0,0073884
Diskuse:Hlas 0,0029524 Modulace (hudba) 0,0072834
5.4 Shrnutí
Výsledky popsané metody jsou dobré, většina stránek je zařazena správně. Me-
toda se hůře vyrovnává se stránkami,  které obsahují  málo textu.  Některé důležité 
dokumenty může vynechat nebo jim dát nepřiměřené ohodnocení. Penalizaci doku-
mentů s malým množství textu je možné snadno udělat úpravou algoritmu, je však 
nutné si rozmyslet, zda to opravdu povede ke zlepšení výsledků. Také výsledné pořa-
dí není úplně přesné. Tyto slabiny jsou však zároveň silnými stránkami předchozí 
metody, proto můžeme dosáhnout velmi dobrých výsledků kombinací obou metod. 
Nejprve dokumenty ohodnotit analýzou termů a poté dohledat chybějící dokumenty 
a vytvořit výsledné pořadí pomocí metody na zpracování propojení.
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6 Závěr
6.1 Možná vylepšení
Pokud bychom chtěli výsledky dále zkvalitnit, můžeme aplikovat některé z ná-
sledujících změn. Ne všechny musí nutně přinést zlepšení, vždy záleží na konkrétní 
úloze. Všechny body uvádím pouze jako náměty k dalšímu vývoji algoritmu.
V našem testu  jsme  pracovali  přibližně  s 1/3  všech  dostupných  dokumentů 
z důvodů hardwarové náročnosti testu. Pokud bychom pracovali s více dostupnými 
dokumenty, nepřišli bychom o tolik propojení a výsledky s pomocí analýzy propojení 
by byly pravděpodobně lepší. Dále jsme mohli o některé stránky přijít proto, že jsme 
je  vůbec  nepoužívali.  V reálných  podmínkách  je  vždy vhodné  využít  co  nejvíce 
dostupných dat, aby byl výsledek co nejpřesnější.
Při  analýze  dokumentu  se  můžeme  snažit  porozumět  struktuře  konkrétní 
stránky. V některých situacích může být výhodné rozlišení, zda odkaz či slovo po-
chází z těla dokumentu, či z menu. V těchto situacích nám může pomoci sémantická 
struktura dokumentů, na webu tuto možnost přinese HTML5.
I  při  analýze  s pomocí  termů můžeme zapojit  if-then pravidla,  která  kromě 
samotného  obsahu  dokumentu  využijí  i další  informace  o dokumentu.  Užitečné 
mohou být například informace o zdroji, metainformace atp.
6.2 Shrnutí
Ukázali jsme si několik metod na automatickou klasifikaci a předvedli jejich 
silné i slabé stránky. Zde bych rád provedl srovnání výsledků.
Všechny metody (kromě if-then pravidel, která jsou zcela specifická) potřebují 
předem ohodnocení některých dokumentů. To slouží k definování kategorií, o které 
máme zájem. Jednotlivé metody se ale liší v množství stránek, které musí být, pro 
kvalitní práci klasifikátoru ohodnoceny. Zatímco pro ohodnocení pomocí propojení 
potřebujeme znát většinu dokumentů, které chceme ve výsledné kategorii mít, u me-
tody pomocí analýzy termů nám stačí poměrně malá skupinka dokumentů.
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Jak již bylo zmíněno v kapitole 5.4, za nejsilnější můžeme považovat kombina-
ci  obou  metod.  Výpočetní  náročnost  se  příliš  nezvýší  a výsledky budou  výrazně 
lepší.
Vzhledem k tomu, jak široké spektrum kategorií můžeme chtít pokrýt, je jisté, 
že nemůže existovat ideální metoda, která dá vždy dokonalé výsledky. Myslím si 
však, že metody představené v této práci jsou schopny dávat při běžných úlohách 
velmi dobré výsledky. Věřím, že se v blízké době začneme setkávat stále častěji s ná-
stroji, které budou automatickou klasifikaci využívat, protože tato klasifikace nám 
může přinést mnoho zajímavých informací. V dnešní době je produkováno takové 
množství informací, že každá metoda, která nám je pomůže jakýmkoliv způsobem 
zpracovávat či třídit, je užitečná.
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