This article is devoted to the study of the Hele-Shaw equation. We introduce an approach inspired by the water-wave theory. Starting from a reduction to the boundary, introducing the Dirichlet to Neumann operator and exploiting various cancellations, we exhibit parabolic evolution equations for the horizontal and vertical traces of the velocity on the free surface. This allows to quasi-linearize the equations in a very simple way. By combining these exact identities with convexity inequalities, we prove the existence of hidden Lyapounov functions of different natures. We also deduce from these identities and previous works on the water wave problem a simple proof of the well-posedness of the Cauchy problem. The analysis contains two side results of independent interest. Firstly, we give a principle to derive estimates for the modulus of continuity of a PDE under general assumptions on the flow. Secondly we prove a convexity inequality for the Dirichlet to Neumann operator.
Introduction
Consider a d-dimensional fluid domain Ω, located underneath a free surface Σ given as a graph, so that at time t ≥ 0 Ω(t) = {(x, y) ∈ T n × R ; y < h(t, x)}, n = d − 1, Σ(t) = {(x, y) ∈ T n × R ; y = h(t, x)}, where T n denotes a n-dimensional torus (our analysis applies also when T n is replaced by R n ). In the Eulerian coordinate system, the unknowns are the velocity field v, the scalar pressure P and the free surface elevation h. The Hele-Shaw equation described the dynamics of an incompressible liquid whose velocity obeys Darcy's law, so that (1.1) div x,y v = 0 and v = −∇ x,y (P + gy) in Ω, where g is the acceleration of gravity. These equations are supplemented by the boundary conditions:
(1.2) P = 0 on y = h(t, x), ∂ t h = 1 + |∇h| 2 v · n on y = h(t, x),
where ∇ = ∇ x and n is the outward unit normal to Σ, given by n = 1 1 + |∇h| 2 −∇h 1 .
This paper contains various complementary results whose statements are gathered in the next section to highlight the links between them. They are of different kinds:
(1) Identities and the Cauchy problem: we derive several new exact equations for the Hele-Shaw equation (see Proposition 2.10). Moreover, we deduce a simple proof of the well-posedness of the Cauchy problem in H s with s > 1 + n/2 in any dimension n, by combining the above mentioned identities with the paradifferential analysis of the Dirichlet-to-Neumann operator introduced in [5, 1, 3] (see Theorem 2.1); (2) Lyapounov functionals: this is the most original part of this work. We derive several hidden decaying functionals which are of different natures.
Firstly we derive by an abstract general principle of independent interest a maximum principle for the slope. We also prove the same result by an L 2 -type energy estimate which allow us to prove: i) a new maximum principle for the time derivative, ii) L p -decay estimates for some special derivatives. As an application, we deduce a third maximum principle which gives a maximum principle for the inverse of the Rayleigh coefficient. Eventually, we obtain new Lyapounov functionals which give control of a higher order energy.
Main results

Cauchy problem.
The main goal of this paper is to find exact identities and Lyapounov functionals for the Hele-Shaw equation. As a by-product of this analysis, we shall obtain a simple proof of the well-posedness of the Cauchy problem. We begin by the latter result, since it justifies the existence of the regular solutions we will consider.
As recalled in the introduction, the Cauchy problem for the Hele-Shaw equation has been studied in three different cases: for weak solutions, for viscosity solutions and also for classical solutions. Here we are interested in classical solutions with initial data in Sobolev spaces. Let us recall that H s (T n ) is the Sobolev space of periodic functions h such that (I − ∆) s/2 h belongs to L 2 (T n ), where (I − ∆) s/2 is the Fourier multiplier with symbol (1 + |ξ| 2 ) s/2 . Cheng, Granero-Belinchón and Shkoller [16] studied the Cauchy problem in a very general setting. In particular, their results show that the Cauchy problem for the Hele-Shaw equation is well-posed for initial data in H s (T) with s ≥ 2. We will prove that the same result holds for any n ≥ 1 and any s > n/2 + 1. A key remark here is that the proof will be in fact a straightforward consequence of identities obtained later in this paper and the easy part of the paradifferential analysis in [5, 1, 3] . ( We refer the reader to [34, 35, 22, 4] for related results for the Muskat equation, as well as the references therein.) Theorem 2.1. Let n ≥ 1 and consider a real number s > n/2 + 1. For any initial data h 0 in H s (T n ), there exists a time T > 0 such that the Cauchy problem (2.1)
has a unique solution satisfying
Morevoer, h belongs to C ∞ ((0, T ] × T n ).
Definition 2.2.
We say that h is a regular solution to (2.1) defined on [0, T ] if h satisfies the conclusions of the above result. 
2.2.
Maximum principles for the graph elevation. The Hele-Shaw equation is a nonlinear parabolic equation, so a natural question is to find maximum principles. We begin by the simplest question which is to study maximum principle for h itself. It is known that
On the other hand, by performing an elementary L 2 energy estimate, one gets
We will complement this result in three directions. Firstly, by proving L p estimates which include the above energy estimate and allow to obtain the maximum principle when p goes to +∞.
Proposition 2.3. Let n ≥ 1 and consider an integer p in {1} ∪ 2N. Assume that h is a regular solution to
Notice that one may deduce (2.2) from (2.3) by arguing that the L ∞ -norm of h is the limit of its L 2p -norms when p goes to +∞.
We shall improve the maximum principle (2.3) to a comparison principle.
Proposition 2.4. Let h 1 , h 2 be two regular solutions of the Hele-Shaw equation
Eventually, we will prove that the L 2 -norm decays in a convex manner.
Proposition 2.5. Let n ≥ 1 and a regular solution h to
2.3. Maximum principle for modulus of continuity. We are interested in giving maximum principles for the derivatives of h. These bounds are interesting since they involve quantities which are scaling invariant. In this direction, we begin by recalling the following result.
Proposition 2.6 (from [31, 14] ). Let n ≥ 1 and assume that h is a regular solution to
We shall provide later a generalization of this result (see Theorem 2.11) . In this paragraph we give in details an alternative proof and also a slight generalization which we believe is of independent interest, since it relies on a general principle which could be used in a broader context. Indeed, this proof relies only on a comparison principle at the level of functions, as given by Proposition 2.4, with an abstract result pertaining to classes of monotone mappings which are equivariant under suitable group actions. We first explain the latter in its broader framework in order to better highlight the properties at play.
Let (X, d) be a metric space.
Definition 2.7. A non decreasing function ω : (0, +∞) → (0, +∞) is a modulus of continuity for a function f : X → R if and only if
In the sequel we assume that G is a group acting on X and which satisfies the following property
The action of G on X induces an action of G on R X classically defined by
where G −1 denotes the inverse of G in G.
Lemma 2.8. Let F ⊆ R X be a G-invariant vector space which contains the constants, and suppose that Φ : F → F is a mapping which satisfies:
3) Φ(f + c) = Φ(f ) + c, ∀f ∈ F, ∀c ∈ R (equivariance through constants).
Then, whenever f ∈ F and ω is a modulus of continuity for f , ω is also a modulus of continuity for Φ(f ).
Proof. Let x 1 , x 2 be arbitrary points in X, and let G be given by assumption (H 0 ) for that specific choice of x 1 , x 2 . The functionf := G(f ) + ω(d(x 1 , x 2 )) belongs to F (by assumption on the latter) and satisfies f ≤f . Indeed, since ω is a modulus of continuity for f , for an arbitrary x ∈ X we have
where for the last inequality we have used the monotonicity of ω combined with assumption (H 0 ). From the monotonicity of Φ, it follows that Φ(f ) ≤ Φ(f ). On the other hand, from both equivariances of Φ we obtain
Specified at the point x = x 2 , the previous identity together with the inequality
, from which the conclusion follows by arbitrariness of x 1 and x 2 . Proposition 2.6 is an immediate consequence of the following. Proposition 2.9. Let n ≥ 1 and assume that h is a regular solution to ∂ t h+G(h)h = 0 defined on [0, T ]. Then, whenever ω is a modulus of continuity for h(0, ·), ω is also a modulus of continuity for h(t, ·), for any t ∈ [0, T ].
Proof. We apply Lemma 2.8 with X = T n , F = C ∞ (T n ) and Φ being the solution map for the Hele-Shaw equation from time 0 to some fixed arbitrary time t ≥ 0. The group G acting on X is simply R n and the action is by translation. The fact that Assumption 1) in Lemma 2.8 is satisfied is precisely the statement of Proposition 2.4. Assumption 2) follows from the invariance of the Hele-Shaw equation under translation in the space variables, and assumption 3) is an easy consequence of our setting with an infinite depth.
2.4.
Identities and Lyapounov functionals. Proposition 2.6 gives a maximum principle for the L ∞ -norm of the spatial derivatives. Such results are quite classical for parabolic equations. We shall see in this section that there are other hidden Lyapounov functionals which, to the authors knowledge, cannot be derived from general principles for parabolic equations. These functionals will allow us to control other derivatives.
The main difficulty is to find good derivatives, for which one can form simple evolution equations. Guided by the analysis in Alazard-Burq-Zuily [1, 3] , we work with the horizontal and vertical traces of the velocity at the free surface:
They are given in terms of h by the following formulas (see Proposition 5.1),
Proposition 2.10. For regular solutions, the derivatives B and V satisfy
where γ is given explicitly by
The above proposition lies at the heart of our analysis. Indeed, we shall use it to study the Cauchy problem for the Hele-Shaw equation. To explain this, we need to introduce another important physical quantity: the Rayleigh-Taylor coefficient
The sign of a dictates the stability of the Cauchy problem. In our setting, the wellposedness of the Cauchy problem follows from the fact that a = 1 − B is always positive, so that aG(h) is a positive elliptic operator of order one. The latter claim will be made precise in Section 9.1. This implies that the equations for B, V are parabolic and the well-posedness follows. Recall that the positivity of a is a wellknown property which can be deduced from Zaremba's principle (see §4).
We shall also use the equations for B and V to obtain a sharp maximum principle, including the time derivative. 
Our main results give decay estimates for the L p -norms of the inverse of the RayleighTaylor coefficient a and for the horizontal velocity V when n = 1.
Theorem 2.12. Let n ≥ 1 and consider a real number p in [1, +∞) . Assume that h is a regular solution to
Proposition 2.13. Assume that n = 1 and consider an integer p in {1}∪2(N\{0}). Let h be a regular solution to
where h x = ∂ x h. Then, for all time t in [0, T ], there holds
Remark 2.14. We shall prove a stronger result which includes a parabolic gain of regularity in L p -spaces, see (8.5) . By Proposition 2.6, assumption (2.9) can also be reduced to an assumption at time t = 0.
2.5. Convexity inequalities. We conclude this section by discussing additional identities which will be derived along the proofs.
In [19, 20] , Córdoba and Córdoba proved that, for any exponent α in [0, 1] and any C 2 function f decaying sufficiently fast at infinity, one has the pointwise inequality
Then Ju proved in [30] that, under the same assumptions,
When α = 1/2, we shall generalize the previous pointwise bounds in two directions: we can consider any convex functions and we can consider the Dirichlet to Neumann operator associated to any non flat domains instead of (−∆) 1/2 . Namely, we shall prove the following result, which is of independent interest.
Proposition 2.15. Let s ∈ (1, +∞) and consider two functions f, h in C s (T n ). For any C 2 convex function Φ : R → R, it holds the pointwise inequality
In particular, for any function f , one has 2f G(h)f ≥ G(h)(f 2 ) and hence the coefficient γ defined by (2.8) in the equations for B, V satisfies:
Now, to obtain the L p -estimate for the inverse of a = 1 − B, we begin by computing that the function ζ := a −p solves
and then we integrate over T n . Since we want to prove that the integral of ζ p decays and since γ ≤ 0, the contribution of the last term has a favorable sign. We then observe that the convexity inequality (2.11), applied with Φ(r) = r −p+1 , implies that
So to complete the proof, it remains only to relate the integral of V · ∇ζ p and the one of ζ p G(h)a. To do so, we integrate by parts to make appear the integral of − div(V )ζ p . Then the desired decay estimate for the L p -norm of ζ follows from the identity (see §5.1) G(h)a = div V. The maximum principle for a then easily follows from the property that the infimum of a is the supremum of 1/a, which is the limit of its L p -norms when p goes to +∞.
The proof of Theorem 2.13 is quite delicate. We begin by establishing the following conservation law:
T γV 2p a 2 dx = 0 (here the space dimension is n = 1). As in (4.6), the inequality (2.11) implies that (2.13) 2p
Compared to the proof of Theorem 2.12, the main difficulty is that the contribution of the term coming from γ has not a favorable sign. Indeed, since γ ≤ 0, one has T γV 2p a 2 dx ≤ 0, so that one cannot deduce the wanted decay estimate (2.10) from (2.12) and (2.13). To overcome this difficulty, we shall prove that the positive contribution (2.13) dominates. To do so, we need a new identity relating γ and V . This is where we need to restrict the problem to space dimension n = 1. Indeed, if n = 1, then one can exploit the fact that
The assumption (2.9) then allows to absorb the contribution of V G(h)V by the parabolic gain of regularity (2.13). On the other hand, the convexity inequality (2.11) and the positivity of some coefficient imply that the contribution of G(h)(V 2 ) has a favorable sign, giving some extra parabolic regularity. Then we conclude the proof using again the identity G(h)B = − div V .
2.6.
Organisation of the paper. We begin in Section 3 by recalling various results for the Dirichlet to Neumann operator. Then in Section 4 we recall the Zaremba principle and apply this result to prove that: i) the Taylor coefficient 1 − B is always positive (this is a classical result), ii) the comparaison principle
The identities for B and V stated in Proposition 2.10 are proved in Section 5. In the same section, we use these identities to prove Proposition 2.5 (see §5.3).
The sharp maximum principle for all derivatives is proved in Section 6. Then Theorem 2.12 is proved in Section 7 and Proposition 2.13 in Section 8.
The Cauchy problem is studied in Section 9.
The Dirichlet to Neumann operator
We gather in this section some results about the Dirichlet to Neumann operator in domains with Hölder regularity. Proposition 3.1. Consider two numbers s, σ such that
Let h ∈ C s (T n ) and introduce the domain
Proof. This is classical when s = +∞ (which is the only case required to justify the computations in this paper).
In the sequel we shall call the unique such φ the variational solution.
Corollary 3.2. Consider two numbers s, σ such that
Proof. Since G(h)ψ = (∂ y φ − ∇h · ∇φ)| y=h , this result follows from Proposition 3.1. Indeed, since ∇φ belongs to C σ−1 (Ω) with σ − 1 > 0 by assumption (3.2), one can take the trace on the boundary {y = h}.
The expression G(h)ψ is linear in ψ but depends nonlinearly in h. This is the main difficulty to study the Hele-Shaw equation. The following result helps to understand the dependence in h. Proposition 3.3. Consider two real numbers s, σ such that
is differentiable. Moreover, for all ζ ∈ C s (T n ), we have
where
Proof. This is proved by Lannes (see [33] ) when the functions are smooth, which is the only case required to justify the computations in this article.
Maximum principles
In this section, we discuss several applications of Zaremba's principle. We begin by recalling the classical maximum principle.
The original version of the Zaremba principle (see [44] ) states that, if ∂Ω is C 2 and x 0 ∈ ∂Ω, then
We shall use a version which holds in domain which are less regular (see Safonov [39] , Apushkinskaya-Nazarov [25] and Nazarov [37] ).
satisfying ∆u ≤ 0. If u attains its minimum at a point x 0 of the boundary, then
In this section, we shall work out three applications of this argument.
4.1.
Positivity of the Rayleigh-Taylor coefficient. Our first application of Zaremba's principle is not new: we prove that the Rayleigh-Taylor stability condition is satisfied (see [13, 11, 12, 16] ).
Corollary 4.3. Let h ∈ C s (T n ) with s ∈ (1, +∞) and set
Define φ as the variational solution to
and set B = (∂ y φ)| y=h . Then 1 − B > 0.
Proof. As already mentioned this result is not new when the free surface is smoother. We repeat here a classical proof in the water-waves theory (see [41, 33] ), in order to carefully check that the result remains valid when the boundary is only C s with s > 1.
and introduce
Then P is an harmonic function in Ω ℓ vanishing on Σ := {y = h(x)}. Moreover, since ∂ y φ goes to 0 when y goes to −∞, one gets that, if ℓ is large enough, then
Since ∂ n P = −∂ y P on {y = −ℓ}, one infers from the Zaremba principle that P cannot reach its minimum on {y = −ℓ}. So P reaches its minimum on Σ. On the other hand, P is constant on Σ. This shows that P reaches its minimum on any point of Σ. Using again the Zaremba principle, one concludes that ∂ n P < 0 on any point of Σ. So, to conclude the proof, it remains only to relate ∂ n P and ∂ y P on Σ.
To do so, we apply the chain rule to the equation P (x, h(x)) = 0. This gives
Recalling that n = (1 + |∇h| 2 ) −1/2 −∇h 1 , and using the previous identity, one has
This proves that (∂ y P )| y=h < 0 on Σ, which means that B − 1 = (∂ y φ)| y=h − 1 < 0, which is the desired inequality.
4.2.
A comparison principle. Our second application of the Zaremba principle gives a comparison principle for solutions of the Hele-Shaw equation.
Proof. Define the set
so that the statement of Proposition 4.4 reduces to the fact that T = [0, T ].
We claim that whenever t * ∈ T , T contains an open neighborhood of t * in [t * , T ].
Since 0 belongs to T by assumption, and since T is a closed subset of [0, T ] by continuity of h 1 and h 2 , the proof of Proposition 4.4 will follow from the claim.
For the later, we distinguish three cases.
, for all x ∈ T n . This is the easiest case: by compactness and continuity it follows that the same inequality holds for all t in an open neighborhood of t * in [t * , T ] (and actually also in [0, T ]).
Case ii): h 1 (t * , ·) = h 2 (t * , ·). By local well-posedness of the Hele-Shaw equation (see Theorem 2.1), it follows that h 1 (t, ·) = h 2 (t, ·) for all t ∈ [t * , T ], and in particular [t * , T ] ⊆ T .
Case iii): None of the latter. In that situation, the set C * := {x ∈ T n : h 1 (t * , x) = h 2 (t * , x)} is a non empty proper subset of T n . Consider an arbitrary element x * ∈ C * , and for notational convenience set z * := (x * , h 1 (t * , x * )) = (x * , h 2 (t * , x * )). The function h 2 (t * , ·) − h 1 (t * , ·) being non negative on T n and vanishing at the point x * , we deduce that Dh := ∇ x h 1 (t * , x * ) = ∇ x h 2 (t * , x * ) and also that n := n 1 = n 2 , where for i = 1, 2 we denoted by n i the outward unit normal to Ω i at the point z * . For i = 1, 2, let P i be the unique harmonic function defined in Ω i := {(x, y) ∈ T n × R : y < h i (t * , x)} and which satisfies P i = 0 on ∂Ω i and P i + y is bounded on Ω i . From the maximum principle we infer that P i is positive in Ω i , and in particular since t * ∈ T and since C * is proper it follows that P 2 is non negative and not identically zero on ∂Ω 1 . A further application of the maximum principle yields that P 2 > P 1 on Ω 1 , and from Zaremba's principle it then follows that (4.1)
On the other hand, subtracting the Hele-Shaw equations satisfied by h 2 and h 1 we obtain ∂ t (h 2 − h 1 )(t * , x * ) = − 1 + |Dh| 2 ∂ n (P 2 − P 1 ) (z * ), and therefore by (4.1) this implies
By compactness of C * , and the fact that ∂ t h 1 and ∂ t h 2 are continuous functions, we derive the existence of ε > 0 such that
On the other hand, on the compact set T n \ O, the function h 2 (t * , ·)−h 1 (t * , ·) is positive and therefore bounded from below by some positive constant. By elementary real analysis, this also implies that T contains an open neighborhood of t * in [t * , T ].
4.3.
A convexity inequality for the Dirichlet to Neumann operator. As explained in the introduction, our third application of the Zaremba principle is a convexity inequality which we believe is of independent interest.
Proposition 4.5. Let s ∈ (1, +∞) and consider two functions f, h in C s (T n ). For any C 2 convex function Φ : R → R, it holds the pointwise inequality
Remark 4.6. We consider only periodic functions but the proof is extremely simple and easy to adapt to other settings.
Proof. Denote by ζ (resp. ξ) the harmonic extension of f (resp. Φ(f )), so that
By assumption, ζ and ξ belong to C 2 (Ω) ∩ C 1 (Ω). By definition of the Dirichlet to Neumann operator and using the chain rule, one has
It suffices then to prove that the difference u = ξ − Φ(ζ) satisfies ∂ n u ≤ 0 on ∂Ω.
To do so, using that Φ is convex, we observe that
Thus, we deduce that
It follows from the maximum principle that u ≥ 0 in Ω. Since u vanishes on ∂Ω, we infer that
where n is the outward unit normal to the boundary. Since u belongs to C 1 (Ω), this immediately implies that ∂ n u ≤ 0, which completes the proof.
There are several applications that one could work out of this convexity inequality. We begin by proving the version of the maximum principle for the Hele-Shaw equation stated in §2.2.
Proposition 4.7. Let n ≥ 1 and consider an integer p in {1} ∪ 2N. Assume that
Consequently, for all time t in [0, T ],
the decay estimate (4.4) will be proved if we justify that (4.6) 2p
To do so, write h 2p−1 G(h)h = h p h p−1 G(h)h and then use the inequality (4.3) applied with Φ(f ) = f p (the function Φ is convex since p ∈ {1} ∪ 2N): this gives that ph p−1 G(h)h ≥ G(h)h p . We thus have proved (4.6) and hence (4.4). Now, we
where ϕ is the harmonic extension of ψ (see (1.3) ). This implies that the L 2p -norm of h decays. Then we deduce (4.5) by arguing that the L ∞ -norm of h is the limit of its L 2p -norms when p goes to +∞ (see the end of the proof of Theorem 7.1 for details).
Evolution equations for the derivatives
We now consider the evolution equation ∂ t h + G(h)h = 0. We denote by φ(t, x, y) the unique solution to
and we use the notations
In this section we derive two key evolution equations for B and V .
Some known identities.
We begin by recalling some key identities relating B, V and h. ii) B and V are related by
iii) Moreover, for any integer 1 ≤ i ≤ n, there holds
Proof. These results are not new. Indeed, these identities play a crucial role in the water-wave theory (see [3, 8, 33] for (5.3)-(5.4) and [3] for (5.5)). We recall the proof of this proposition for the sake of completeness.
In this proof the time variable is seen as a parameter and we skip it.
i) The chain rule implies that Directly from the definition of the Dirichlet to Neumann operator, we have
So it suffices to show that ∂ y Φ − ∇h · ∇Φ   y=h = − div V . To do that we first write that ∂ y Φ = ∂ 2 y φ = −∆φ to obtain
which implies the desired result by using the chain rule:
This proves statement ii).
iii) Directly from the definitions of B and V (B = ∂ y φ| y=h , V = ∇φ| y=h ), and using the chain rule, we compute that
Similarly, as already seen, one has
We thus have proved that
which completes the proof of (5.5). Now notice that, if n = 1, then (5.5) reduces to
This completes the proof of statement iii).
Parabolic equations.
We are now in position to derive the parabolic evolution equations for B and V . We begin by studying B.
Moreover, the coefficient γ satisfies
Proof. Assuming (5.7), the fact that γ is negative follows from the convexity inequality (4.3). Indeed, this inequality implies that
, which implies the desired inequality (5.8).
It remains to obtain the identity (5.7). Since
the fact that B belongs to C ∞ ([0, T ]×T n ) follows from the properties of the Dirichlet to Neumann operator recalled in Section 3. To obtain (5.6), we first notice that, for any derivative ∂ ∈ {∂ t , ∂ 1 , . . . , ∂ n } where ∂ j = ∂ x j , one has
This yields
We begin by computing the term A 2 . To do so, we use
to write A 2 = 2V · ∇∂ t h − V · ∇∇h and hence
We now move to A 1 . We shall exploit the shape derivative formula (3.3) . This formula implies that
and similarly
Recall also that (1 − B)∂ j h = V j and notice that
By combining the previous observations, we get that
As already mentioned, one has
and for the same reason,
where we used (1 − B)∇h = V in the last identity. Consequently, we deduce that
By combining this with (5.10) and simplifying the result, we have
The key point is that one can further simplify this expression by means of Lemma 5.1, which implies that
Consequently,
and hence, since V · ∇h = (1 − B) |∇h| 2 , we conclude that
As a result,
Now we write G(h)B = (1 − B)G(h)B + BG(h)B to obtain
So the desired formula follows from the identity div V = −G(h)B and (5.9).
Furthermore, the unknown
Proof. Let 1 ≤ j ≤ n and set h j = ∂ j h. Since
and since V j = (1 − B)h j , we have
Now we multiply this equation by (1 − B) and commute (1 − B) with ∂ t , to obtain, using again
Consequently, we have
, which is the desired result (5.11).
The exact same arguments apply when h j is replaced by ∂ t h. Indeed,
Therefore, we obtain (5.12) by repeating the previous computations.
5.3.
A higher order energy. The aim of this paragraph is to prove that the L 2 -norm of h is a convex decreasing function. This will be an immediate corollary of the following proposition.
Proof. The first identity is the energy identity obtained by multiplying the HeleShaw equation by h. To prove the second one, we start from
Since G(h) is self-adjoint, we have
On the other hand,
Integrating by parts the last term gives
Now, by definition of G(h)h, there holds
Next, we claim that we have the following elementary Rellich identity
To see this, one verifies that ∆ x,y φ = 0 implies that
and then applies the divergence theorem on Ω with the vector field
By combining the above results, we end up with
Since V = (1 − B)∇h, this gives
which concludes the proof.
Maximum principle for all the derivatives
We prove maximum principle by adapting the Stampacchia method. To do so, we begin by symmetrizing the equation.
6.1. Symmetrization of the equation.
Recall the notation a = 1 − B and introduce the operator L(h) defined by
Remark 6.2. Compared to the equation (5.11) for V = a∇h, the two improvements are that
This is used later on to perform L 2 -energy estimates.
Proof. Since V = √ 1 − BW , one has
Now, it follows from the equation (5.6) and the identity G(h)B = − div V (see (5.4)) that
As a result, it follows from the previous computations and the equation (5.11) for V that
We immediately obtain identity (6.1) for W by simplifying this equation. One obtains the equation (6.2) (resp. (6.3)) for Z (resp. √ a) by repeating the same arguments starting from the equation (5.12) (resp. (5.6)) for Y (resp. B).
6.2. Application of the Stampacchia multiplier method. We now prove Theorem 2.11 whose statement is recalled here.
Proof. Consider a derivative D in {∂ t , ∂ x 1 , . . . , ∂ xn } and set U = √ aDh. It follows from (6.1), (6.2) and (6.3) that
To obtain the bound (6.4), we shall use Stampacchia's method. Introduce
The idea is that, since
, and since √ a > 0, to prove that Dh ≤ M it is equivalent to prove that (U −M √ a) + = 0. To prove the latter result, we shall multiply the equation (6.5) by (U − M √ a) + and perform an L 2 -energy estimate. To do so, we use the three following properties: i) one has
and thirdly, the convexity inequality (4.3) implies that
where Φ + is the W 2,∞ convex function whose derivative is Φ ′ + (r) = max{0, r}. Since G(h)Φ + (U ) dx = 0, as already seen, this proves that
As a consequence, we deduce that 1 2
Now, it follows from Theorem 2.12 (whose proof is independent of the maximum principles proved here) that, for all t and all x, Consequently,
Since y(0) = 0 by assumption, the Gronwall's lemma implies that y(t) = 0 for all time t, which terminates the proof.
Decay of the inverse of the Rayleigh-Taylor coefficient
In this section we prove Theorem 2.12 whose statement is recalled here. 
ii) For any positive constant c, if initially
Proof. i) Recall that
Since B is smooth, the function ζ belongs to C ∞ ([0, T ] × T n ) and one verifies that
Our goal is to prove that for, all p ≥ 1,
To do so, we multiply the equation (7.3) by pζ p−1 to obtain
By combining the two inequalities we get |A| ≤ δ p |T n | for any p ≥ 1. Since δ < 1, this proves that |A| = 0 and hence A = ∅ since A is open. This implies that a(t, x) ≥ c for all (t, x) in [0, T ] × T n , which completes the proof.
Decay estimate for the slope
In this section, we prove Proposition 2.13. To do so, we shall exploit the following conservation law which holds in any space dimension.
Then, for any integer p ∈ N \ {0}, there holds
Proof. It follows from the chain rule that
Thus, using the equation for B and recalling that
we deduce that
which yields
On the other hand, using the equation for V , one has
which implies that
(1 − B) 2 . By combining these two formulas we obtain that 1 2p
We deduce the desired result (8.1) by integrating in x the previous identity.
We are now in position to prove decay estimates for the L p -norms of V .
ii) Consider an even integer p ∈ 2(N \ {0}). If
then, for all time t in [0, T ], there holds
Proof. Recall that the strategy of the proof is explained in §2.5, and that the bounds (8.2) and (8.4) immediately extend to all times t ∈ [0, T ] in view of Proposition 2.6. The first key step is then to obtain a new identity relating γ and V . This is where we need to restrict the problem to space dimension n = 1.
Lemma 8.3. If n = 1, then there holds
Proof. Since
the identity for γ is a straightforward consequence of (8.6).
We now prove (8.6). Denote by φ the harmonic extension of h (so that ∆φ = 0 in Ω := {y < h} and φ| y=h = h). Then, by definition (see (2.5)), one has V = φ x | y=h and B = φ y | y=h , where φ x = ∂ x φ and φ y = ∂ y φ. Introduce ϕ = φ 2 x − φ 2 y . Since ϕ is the real part of the holomorphic function (φ x (x, y) + iφ y (x, y)) 2 , it is harmonic:
On the other hand, one has
It follows that
Consequently, using the chain rule, one finds that
which completes the proof.
We now prove the main result. We begin by recalling that, when n = 1, the conservation law (8.1) reads d dt
We want to prove that, if p = 1 then Σ 1 + Σ 2 ≥ 0 and if p ∈ 2(N \ {0}) then
we have
By definition one has V = (1 − B)h x , thus one may write
Now the key point is that, in light of (4.3), one has the pointwise bound
So, if we set
then we infer that
Now, the assumption (8.4) on the slope implies that
and hence,
which yields, by definition of Σ 1 ,
We want to estimate h X s (I) . Since we have an estimate in X 0 (I) by using the energy inequality (5.13),
it will suffice to estimate the X s−1 (I)-norm of ∇h = ∇ x h. To do so, we exploit the fact that
Recall that the Rayleigh-Taylor coefficient 1 − B is positive so that we can divide by 1 − B. By compactness of T n , this coefficient is bounded from below by a positive constant a at initial time and hence, by a continuity argument, we can assume that a is bounded from below by a/2 to prove a priori estimates 1 . Now, since s −1 > n/2, the Sobolev spaces H s−1 (T n ) and H s− 1 2 (T n ) are algebras, and we have the classical Moser tame estimates for σ > n/2,
This easily implies that, to estimate ∇h in X s−1 (I), it will suffice to estimate B and V and X s−1 (I). To do this, we shall paralinearize their equations.
Lemma 9.5. Assume that h solves the Hele-Shaw equation. Then
and
, for some nondecreasing function F : R + → R + .
Remark 9.6. This means that B and V solve parabolic evolution equations of order 1 with remainder terms of order 1 − ε. These remainder terms are harmless since they can be absorbed by classical interpolation arguments and energy estimates.
Proof. We say that F is an admissible remainder provided that its H . Given two expressions A 1 , A 2 depending on h, we write A 1 ∼ A 2 to say that A 1 − A 2 is an admissible remainder. We shall make extensive use of the estimate On the other hand it follows from Proposition 9.3 applied with σ = s − 1/2, that
Consequently, by using the classical results from paradifferential calculus (namely the continuity property of paradifferential operators and symbolic calculus, see points 1 and 2 in Theorem 9.2), we successively verify that
Similarly, one has aG(h)v ∼ T aλ V . We thus have proved that
It remains only to prove that the above right-hand side are equivalent to 0. To do so, it suffices to prove that γ ∼ 0. Indeed, since s − 1 > n/2, γ 1 − B V To study γ we use again the product rule in Sobolev spaces (9.6), the bound (9.8) and Proposition 9.3 to infer that
We then paralinearize the products:
We conclude thanks to symbolic calculus (see point 2 in Theorem 9.2) that
which proves that γ ∼ 0. This completes the proof.
We are now in position to apply immediately another result proved in [3] for paradifferential parabolic evolution equations. and any intial data w 0 ∈ H r (T n ), there exists w ∈ X r (I) solution of the parabolic evolution equation , for some positive constant K depending only on r, ρ, c and M 1 ρ (p). Furthermore, this solution is unique in X s (I) for any s ∈ R.
We apply this proposition with p(t; x, ξ) = −iV (t, x) · ξ + a(t, x)λ(t; x, ξ), where recall that λ = (1 + |∇h| 2 ) |ξ| 2 − (∇h · ξ) 2 . Then (9.12) is clearly satisfied and, since Re p = aλ, the assumption (9.13) is also satisfied. Now, the key point is that the estimate (9.7) for (F 1 , F 2 ) means F 1 and F 2 belong to L 2 (I; H s− 3 2 +ε (T n )) provided that B, V belong to X s−1 (I). So, by using the previous proposition with r = s − 1 and p chosen so that
it follows from the Hölder inequality in time that there exists θ ∈ (0, 1) such that B and V satisfies an a priori estimate of the form (B, V ) X s−1 (I) ≤ K (B(0), V (0)) H s−1 (T n )
+ T θ F h L ∞ (I;H s ) 1 + (B, V ) X s−1 (I) .
Then, as explained above,
This shows that, for T small enough, one has a uniform estimate for h. Which concludes the analysis.
