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“We shall not cease from exploration and the end of
all our exploring will be to arrive where we started
and to know the place for the first time.”
T.S. Eliot (1888–1965)
“Simplicity is the ultimate sophistication.”
Leonardo Da Vinci (1452–1519)
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Abstract
Head mounted displays (HMDs) and virtual reality (VR) headsets have
become more affordable and accessible to a broader population that includes
young adults and children. In a few years, it turned from expensive devices
that needed extensive setup and expertise into an affordable, easy at-home
setup headset which has a fast growing market of technologies and appli-
cations. However, the prolonged immersion in virtual environments is still
associated with visual fatigue symptoms like eye-strain, nausea, dizziness,
headache and double vision, despite of the rapidly developing technology.
Vergence-accommodation conflict (VAC) is one of the challenges facing the
design of virtual environments which, with extended immersion, causes vi-
sual fatigue. In addition, the vibrational motion during use of HMD might
cause loss of visual acuity which also increased visual fatigue. Therefore, it
is essential to find an objective measure for visual fatigue that do not de-
pend on subjective feedback which might be misleading and also difficult to
measure continuously and in real time during immersion.
We present an ocular biomechanical model for dynamic simulation and
analysis. The proposed model is easily integrable into full-body muscu-
loskeletal models. It contains kinematic and physiological characteristics
of the human eye; it can also, be used to simulate eye-head coordination,
different viewing conditions and the different eye movement systems. In
addition, recorded eye movement data can be analysed dynamically into ro-
tational angles, muscle forces and muscles neural control. The proposed
model is validated using synthesised data and recorded eye movement data.
The simulation results show that the proposed model is suitable to generate
eye movement simulations with results comparable to other musculoskele-
tal models. The maximum kinematic root mean square error (RMSE) was
4.35◦. With the real data recorded from eye trackers embedded in VR head-
set, we performed a regression analysis between the recorded eye movement
and the muscle-driven eye movement. It showed a strong significant posi-
tive correlation. In addition, the computed extraocular muscle controls show
agonist-antagonist relationships which is in accordance with the normal re-
alistic behaviour of extraocular muscles.
We use the proposed model to assess the effect of immersion using con-
sumer grade VR headsets. Eye movement of users during immersion were
analysed and the real vergence angle was calculated. To compare it to the
vergence angle expected in the natural viewing environments, we simulated
similar but ideal eye movements, where the eyes are not exposed to conflict-
ing conditions (VAC). From the statistical tests performed we found that
the variability of the vergence angle during immersion is significantly higher
than in the ideal case; and thus, the constant high variability of the vergence
angle is the result of conflicting conditions which is the main source of visual
fatigue.
Finally, we derived an objective measure based on the neural control of
the extraocular muscles. The objective measure is calculated based on the
variability of the difference between the neural control of the horizontal mus-
cles of the left and right eyes. We tested our objective measure against the
variability of the vergence angle and the distance between the ideal and real
eye movements and they exhibited a significant positive correlation. There-
fore, the objective measure could be used as an indicator of the likelihood of
the occurrence of visual fatigue. The proposed measure is based on the dif-
ference in neural control of the extraocular muscles of the left and right eye,
and it is dependent on the duration of immersion; the longer the immersion,
the higher the likelihood of occurrence of visual fatigue.
In this research, we propose using ocular biomechanical simulation and
analysis as a visual ergonomics tool for virtual environments. This is achieved
through proposing an ocular biomechanics model and validating the model
through synthesised and real data recorded from subjects. We further use the
model to assess the effect of immersion using consumer-grade VR headsets
on the vergence movement system. Based on the study results, we derived a
formula from the extraocular muscles neural control to measure the likelihood
of the occurrence of visual fatigue.
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Chapter 1
Introduction
“The key to growth is the
introduction of higher
dimensions of consciousness
into our awareness.”
Lao Tzu
Our perception of the external environment comes primarily from our
visual system, where eyes are the main sensory organs. They provide the
brain with updated images of the surroundings that help in creating our un-
derstanding of the external world around us. For a clear acute vision, the
image of the object must be held steadily on the central foveal region of the
retina. To maintain this objective, the human eye changes its orientation
rapidly [1]. The human eye movement can be categorised into two cate-
gories; movements that hold the image of an object steady on the retina and
movements that change gaze direction to bring the image of an object onto
the fovea. Fixation, vestibulo-ocular reflex (VOR) and optokinetic reflex fall
in the first category, while saccade, smooth pursuit and vergence are in the
second category [1,2]. Motion of the head and body or the visual scene makes
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maintaining this clear acute image objective a more complex task. VOR and
optokinetic movement systems are used to compensate the movement of the
head or the visual scene.
Virtual environments are built on creating illusions of depth and motion
to give the users a virtual experience similar to real life. This illusion cre-
ation has its limitation and side effects [3, 4]. As the VR technology grows
rapidly [5], it becomes an integral part of life of a broad population of young
adults and children [6–8]. Therefore, understanding their effect on our ocular
system is of great importance.
Biomechanical analysis has been used in assessing human gait and pos-
ture [9–13]. Extending the biomechanical analysis to include eye movement
can be a useful tool to assess virtual environments. In addition, insights into
coordination between eyes and posture can be presented through biomechan-
ical models that incorporate extraocular muscles and eye movements with the
full-body musculoskeletal model.
In this chapter, we will discuss the scope of the problem that this research
is going to address. The chapter is organised as follows. Section 1.1 illus-
trates the motivation behind the work and the research gap is highlighted.
Section 1.2 presents a formulation of the research question. Section 1.3 dis-
cusses the proposed methodology used to answer the research question. Fi-
nally, Section 1.4 presents a summary of contributions included in this work
and Section 1.5 presents the outlines of the thesis.
1.1 Motivation and Research Gap
Users immersed in different virtual environments for extended periods may
experience visual fatigue, due to the vergence-accommodation conflict (VAC) [4]
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present, where the perceived depth and virtual depth mismatch. In many
military applications, users wear helmet mounted displays (HeMDs) while
driving in unstable terrains. This induces vibration on the body and helmet
causing visual acuity degradation [14]. While using flight or driving simula-
tors [15], discomfort is induced by simulator sickness. All these discomfort
cases are related to eye movement in response to the change in the visual
context and/or human posture; they represent some of the challenges that
face the design of virtual environments hardware and software.
A quantitative study of eye movement as a response to different experi-
ences in virtual environments could help highlight new innovative solutions to
those design challenges. Moreover, although a lot of studies were performed
on the effects of head mounted displays (HMDs) [16–18] since its concep-
tion by Sutherland [19] in 1968. There are limited recent studies concerning
modern consumer-grade headsets; and therefore quantifying visual fatigue in
virtual experience based on the force profile and neural control of the ex-
traocular muscles (EOMs) is beneficial. Using biomechanical simulation and
muscle force analysis, an objective visual fatigue measure can be derived.
The main challenge here is developing an ocular biomechanics model that in-
cludes kinematic and physiological characteristics of the extraocular muscles
and then use it to derive an objective fatigue measure.
In order to develop an ocular model we are faced by the fact that skeletal
and ocular muscles have different structural and performance characteris-
tics [1,2,20–22]. Several ocular biomechanics models have been published in
literature [23–27] but the ability to integrate these models with musculoskele-
tal human body models is still not fully available. Therefore, these available
models are not suitable for simulation of eye movement in coordination with
human pose to study vestibulo-ocular or optokinetic reflex of the eye. Addi-
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tionally, none of them implements active pulleys in both rectus muscles and
the inferior oblique muscle.
There are two challenges in integrating ocular and skeletal biomechanics
models. First, in all the eye movements as will be described in more details
in Chapter 2, the rapidness to stabilise the image is the main target. Velocity
may increase or decrease according to the object of interest being tracked.
This is done by means of a closed loop feedback system where lag between eye
velocity and object velocity causes retinal image slip. We can, thus, safely
imply that most eye movements has a very rapid instantaneous acceleration
and most commonly a constant or linearly increasing or decreasing velocity
to sustain clear vision [1, 2]. For example, saccades is an initial rapid move-
ment followed by a fixation with an initial nearly instantaneous (30-100 ms)
acceleration followed by nearly zero velocity. Therefore, movement of the eye
is very rapid, in contrast to the skeletal motion which rely on slow accelerat-
ing motion. This means that the inverse dynamics optimisation algorithms
designed for postural movements may not be suitable for ocular movements.
The second challenge is the difference in the dynamic range of forces and joint
angles between ocular and skeletal muscles; where the range of forces in oc-
ular muscles is in grams or milliNewtons (mN) while most skeletal muscles,
involved in human motion, could produce forces in the range of hundreds
of Newtons. This causes the optimisation of inverse dynamics equations to
converge prematurely and produce higher error in ocular results, especially
when using computed muscle control (CMC) method [28].
The aforementioned challenges highlight the need for an ocular biome-
chanics model that is easily integrated into musculoskeletal model and that
accommodate the characteristics of the extraocular muscles and the the ocu-
lomotor movement profile. The developed ocular model should be validated
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with synthesised and real data. After validation, the ocular model can be
used to study the effect of immersion using VR headsets on the ocular system
and, from there, derive an objective visual fatigue measure.
1.2 Research Question
The aim of this research is to derive an objective visual fatigue measure for
virtual environments. In order to achieve this, a biomechanics model capa-
ble of accommodating extraocular muscle characteristics will be designed.
Deriving such a model requires resolving several design and optimisation
challenges. In addressing these challenges, we must answer the following
research question.
“How to develop a biomechanical model that simulates and analyses oc-
ular motility using extraocular muscles, and derive an objective measure of
visual fatigue in virtual environments?”
To answer this question, we have to investigate the following sub-questions:
1. How to use the available biomechanics modelling tools to accommodate
the unique characteristics of extraocular muscles?
2. How do vergence-accommodation conflict, induced in HMDs and VR
headsets, affects our ocular system?
3. How to objectively quantify visual fatigue in virtual environments through
biomechanical analysis?
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1.3 Proposed Methodology
To answer our research question and the sub-questions, we propose a se-
quential approach in the derivation. We can divide the approach into three
stages.
The first stage will mainly focus on designing an ocular biomechanics
model that contains the eye-globe, the orbital suspension tissues and the
extraocular muscles, then the model will be extended to incorporate pulleys.
We will have by then two versions of the model, one with passive static pulleys
and the other with active moving pulleys. The models have to be based on
physiological and kinematic properties provided from clinical trials performed
by Robinson [29] and Collins [30–32] and also using results deducted from
magnetic resonance imaging (MRI) [33–35]. Derivation of the displacement
of active pulley location with gaze based on [34] will be needed in this stage.
Next, synthesised motion that represent the different eye movement systems
will be generated and used to validate the model.
The second stage will focus on validating the ocular model using real data
recorded from subjects. In this stage, data collection will be essential. Eye
tracking data for subjects performing different eye movement systems will be
collected for further validation of the model.
The final stage will focus on defining an objective visual fatigue measure
for virtual environments. Biomechanical analysis of the captured data will
be used to calculate EOMs neural control for different visual tasks and it
will be used to derive a visual fatigue measure. To be able to measure visual
fatigue objectively, we need first to study how VAC-inducing VR headsets
affects our eye movements. This will help us formulate an objective measure
of visual fatigue based on the neural control of EOMs.
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1.4 Summary of Contributions
This research includes multiple contributions as summarised next.
• A novel ocular biomechanics model that implements the active pulley
theory is presented and it is integrated into a human-body muscu-
loskeletal model.
• The effect of consumer-grade VR headsets on the vergence angle and
eye-gaze performance during VR immersion is investigated.
• An objective visual fatigue measure is introduced. The derivation of the
objective measure is based on the increased variability of the vergence
angle during VR immersion.
1.5 Thesis Outline
The rest of the thesis is organised as follows. Chapter 2 provides an in-depth
review of the literature on the kinematics of the eye and the extraocular
muscles, visual fatigue especially during immersion in virtual environments,
biomechanics simulation and analysis, as well as applications of eye biome-
chanics in virtual environments.
Chapter 3 presents the development of the ocular model, starting from
Model-0 reaching to Model-4 which contains an ocular model with movable
pulleys and integrated into a head and neck human musculoskeletal model.
Chapter 4 discusses the validation of the model through synthesised and
real data recorded using eye trackers embedded inside the VR headset. Val-
idation is done in three steps. First, regression analysis between the desired
and the muscle-driven kinematics is performed. Next, we ensured that the
movement produced by the model obeys Listing’s Law by testing the ocular
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torsion at different eye orientations. Finally, the investigation of the neu-
ral control produced and its similarity to realistic behaviour of extraocular
muscles is presented.
Chapter 5 presents an investigation of the effect of immersion on the ver-
gence eye movement system through biomechanical analysis and simulation.
The study results are used to derive a time dependent objective measure
of visual fatigue. The measure is derived from the difference in the neural
control of the extraocular muscles of the left and right eyes.
Finally, concluding remarks and directions for future work are presented
in Chapter 6. We discussed the proposed ocular biomechanics model and the
challenges posed by the static optimisation technique available.
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Chapter 2
Literature Review
“I believe that the more you
know about the past, the better
you are prepared for the future.”
Theodore Roosevelt
2.1 Introduction
Affordable virtual reality (VR) headsets have changed the way we interact
with the environment around us. With their rapid development, applications
for virtual environments (VEs) will spread to all aspects of life. Initially, VEs
needed expensive setup, and thus they were only used in military training
and in flight simulators. However, nowadays, inexpensive headsets use smart
phones to give users a virtual experience such as Google Daydream and
Samsung Gear. This made it easier to integrate VEs in education [36–39],
psychology [6, 40], in addition to military [41], law-enforcement [42], even
rehabilitation [43, 44] and evaluation of social skills for children [45]. This
makes assessing the effect of VEs essential for a safer experience.
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The extensive use of VEs in our lives raised rapid concerns regarding their
effects on cognitive load and the human visual system (HVS) [4]. Poorly cal-
ibrated optics and hardware in HMDs can cause poor binocular synchronisa-
tion between the left and right eye. This, in return, is perceived as headache
and nauseating uncomfortable experience. Recent hardware advancements
solved these problems by redesigning the head mounted display (HMD) and
helmet mounted display (HeMD) systems with more HVS-compatible optics
modules. HMDs are now equipped with Inertial Measurement Units (IMU)
for high speed head tracking. They also have stereoscopic micro-displays with
optical lenses that have high resolution and large field of view [16–18,46–48]
and some VR headsets now come with embedded eye-trackers [49]. These
advancements lead to ground breaking products such as Microsoft HoloLens,
HTC Vive and Oculus Rift. However, subjective experimental trials show
that visual discomfort is still apparent in the extended usage of HMDs and
HeMDs [4]. This creates a need to define objective methods that can assess
visual fatigue. Real-time fatigue detection can provide a useful tool for VE
designers to create more fatigue-resistant environments.
Visual fatigue in VE is caused mainly by the vergence-accommodation
conflict (VAC) [4,48] or mismatch between perceived and virtual depth. An-
other cause of fatigue is motion, especially vibrational motion experienced
while using helmet mounted displays (HeMDs) [14] while driving on rough
terrains, as in military training. Motion sickness can be experienced in virtual
environments whether due to visually moving backgrounds without physical
movement (cybersickness) or due to simulated motion (simulator sickness)
or bending the head out of the axis of the rotation of the visual background
(optokinetic motion sickness) [50–53].
Studying eye movement has been a tool to gain insights into human be-
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haviour, muscular and mental disorders and dementia [1, 54–57]; and it has
been related to visual fatigue [58–72]. Therefore, investigation of eye move-
ment in virtual environments and the quantification of visual fatigue through
eye movement is an interesting method for a safer immersive experience. It
can be used as a tool for visual ergonomics, especially through the use of
biomechanical analysis.
Biomechanical analysis and simulation has been used in ergonomic eval-
uation of various activities, which can be extended into visual tasks. Open
source platform OpenSim [9], developed and supported by The National Cen-
ter for Simulation in Rehabilitation Research (NCSRR), provides biomechan-
ical tools and models for different movement systems [24,73–77].
In this chapter, we review the development and progress of biomechanical
ocular models and the challenges to integrate them into full human body
biomechanical models to perform analysis and simulation of different eye
movement systems for visual ergonomics applications. The sources of visual
fatigue during immersion in virtual environments are presented. The benefits
and challenges of using ocular biomechanics to measure visual fatigue are
discussed.
The chapter is organised as follows. Section 2.2 describes the anatomy
and the kinematics of the human eye. The characteristics of the extraocular
muscles (EOMs) are presented in Section 2.3 with a highlight on the difference
between EOMs and skeletal muscles. Section 2.4 describes visual fatigue and
the methods used for assessing it, with a highlight on visual fatigue caused
during immersion in virtual environments. The studies done on the effect
of the vergence-accommodation conflict on the ocular system are presented.
Section 2.5 presents an overview of biomechanical simulation and analysis.
A review on the available ocular models and the benefits of using ocular
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biomechanics in assessing of visual fatigue are discussed in Section 2.6 and
finally, Section 2.7 presents a critical review of literature.
2.2 Kinematics of Eye Movement
The kinematics of the eye movement focus on the different rotations an eye
can perform. The left and right eye move in coordination with each other.
Each eye presents a slightly different image of the environment to the brain.
As long as the difference between the two images, known as binocular dis-
parity is not too large, the brain can interpret depth and fuse the two images
into a sharp single image. For that to happen, the eyes move in one of two
modes with respect to each other. Either in the conjugate mode, where both
eyes move in the same direction, or in opposite directions as in the disjunc-
tive mode (converging or diverging) [1, 2, 24]. A brief introduction on the
anatomy of the human eye and the different eye movement systems will be
described next.
2.2.1 Anatomy of the Human Eye
The human eyes are nested in two bony cavities called orbits [78]. Using
six extraocular muscles, the eyes perform different rotational movements. In
addition, connective tissues, smooth muscles, nerves, blood vessels and other
visual structures are enclosed in the orbit surrounding the eye as shown in
Fig. 2.1(a).
Investigations of the anthropometry of the human eye found that the ra-
dius of the eye-globe is, approximately, 24 mm. Post-mortem human eyes
were studied [81], with donors ranging in age from 1 day to 104 years, the
study showed no significant difference between the globe horizontal and ver-
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(a) (b)
Figure 2.1: Anatomy of the human eye. (a) Superior view of the human
eye inside the orbit cavity, only the medial rectus and lateral rectus muscles
shown. The Tenon’s capsule that enclosed the eye-globe and the ligaments of
some of the muscles are shown [79]. (b) Superior view of a horizontal section
of the right human eye. The visual axis passes through the fovea which is
positioned in the centre of the macula lutea of the retina [80].
tical diameter as assumed earlier. The average vertical and horizontal diam-
eters for all eyes over two years of age were 24.26±0.96 and 24.16±0.97 mm,
respectively. The interpupillary distance, that is the distance between the
centres of the pupils, range from 53 to 78 mm [82]. Figure 2.1(b) is a closer
look into the eye-globe showing the different constituents of the eye. The
constituent responsible for sharp central vision (foveal vision) is the retinal
fovea. It is a small central pit in the centre of the macula lutea of the retina.
The visual axis passes through the centre of the fovea and the centre of the
pupil.
For a clear acute vision, the image of the object must be held steadily on
the central, foveal region of the retina. This imposes a two-fold limitation
problem; the steadiness of the object and the distance from the fovea. Visual
acuity deteriorates if retinal image move more than 2◦/s especially for objects
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with high spatial frequency. It also declines if the image falls away from the
retina, it can decrease by 50% if the image moves only 5◦ away from the
foveal centre [1]. For a clear, sharp vision, the image has to lie within 0.5◦
of the foveal centre. This is why eye movements have one of two objectives,
either to stabilise the image on the retina even with head movement, or to
shift the gaze to a new point of interest. It is also important to note that
eye movements, are coupled to head movements since the orientation of the
eye-globe is limited by the orientation of the head. The movement of the
head has to be compensated with eye movement or else the image will slip
off the retinal foveal [1, 2].
2.2.2 Eye Movement Systems
Eye movement systems can be categorised into two categories; movements
that hold the image of an object steady on the retina and movements that
change gaze direction to bring the image of an object onto the fovea. Fixa-
tion, vestibulo-ocular reflex and optokinetic reflex fall in the first category,
while saccade, smooth pursuit and vergence are part of the second cate-
gory [1, 2, 83].
Fixation
Fixation holds the image of an immobile object on the fovea while the head is
steady. If the image of the object is perfectly stabilised on the retina, vision
fades due to habituation, which is a decrease in response to a stimulus after
repeated presentations. Thus, fixation has motions that are less than 1◦ and
may include drift (slow random motion away from fixation point at very low
velocity) and micro-saccades (small rapid motion to redirect eye to fixation
point) [1, 83].
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Vestibulo-Ocular Reflex (VOR)
During brief head movement, eye movement is induced by the vestibular
system to stabilise gaze and thus, ensure visual acuity especially during loco-
motion. The eye movement must compensate head movement by rotating at
the same speed in the opposite direction. Angular (rotational) VOR stabilises
retinal image during head rotation and depends on the semicircular canals
in the inner ear. Linear (translational) VOR, originated from the otolithic
organs of the inner ear, induce eye rotation to compensate for translational
movement of the head while fixating at a point [1, 84,85].
Optokinetic Reflex
Optokinetic reflex stabilises the retinal image during a sustained head rota-
tion. It is, also, induced by a large visual mobile scene, causing an illusion
of self-motion. This reflex is very common when observing a scenery or
poles on the side of the road, out of a moving car or train. With sustained
head rotation, the vestibular response fades due to mechanical properties of
the semicircular canals. VOR responds to high frequency head movement
while optokinetic reflex complements the VOR and responds to sustained
low-frequency head rotation [1, 2].
Smooth Pursuit
Smooth pursuit is slow tracking of a moving target in the range of 1 to 70◦/s.
Its purpose is to hold the image of a small, moving object on the fovea. It is
similar to optokinetic as the eye moves due to a moving object, but smooth
pursuit is a voluntary eye movement to track a small moving target and
cannot be induced voluntarily without a target, while optokinetic is a reflex
induced by large moving visual scenes. Smooth pursuit predominates over
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VOR and Optokinectic reflex. It cancels VOR in case of eye-head tracking,
where the target moves in the direction of head movement. It also cancels
optokinetic reflex when tracking a small moving target against the large
background [1,2, 83].
Saccade
A saccade is a rapid conjugate eye movements that changes fixation from
one point to another of both eyes simultaneously, usually occurs in scanning
scenes or reading. It can also be an involuntary consequence (reflex). It is
characterised by very high initial acceleration (up to 40, 000◦/s2) and peak
velocity (up to 600◦/s). Saccades may span from 30 to 120 ms. Head motion
is involved when target motion exceeds 30◦. The main purpose of saccades
is to bring the image of a new target onto the retinal fovea rapidly [1, 2].
Vergence
Vergence is a disjunctive movement of the two eyes in opposite directions
to each other, to stabilise the image of near or far objects on both foveae.
It reach maximum velocity of 10◦/s over a range of motion of 15◦. This
movement is stimulated by focusing error and binocular disparity. Eyes con-
verge when moving from a far to a near target and diverge when the opposite
happens, maintaining parallel lines of sight when target is at optical infin-
ity [1, 2, 83,86].
2.2.3 Eye Translational and Rotational Movement
Translational movement is negligible because of the stiffness of the Tenon’s
capsule which surrounds the eye-globe as shown in Fig. 2.1(a) [1]. The rota-
tional movement occurs around one of three axes intersecting at the centre
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of the eye-globe and perpendicular to one-another. The antero-posterior (x-
axis), coincide with the gaze direction, the vertical (y-axis), and the horizon-
tal, lateral-medial (z-axis). The vertical and the horizontal axes are assumed
to lie in Listing’s plane [1, 79], which is a plane fixed in the orbit passing
through the centre of rotation and the equator of the globe when the eye
is in the primary position and perpendicular to the gaze direction (x-axis).
Many attempts had been made to define the primary position. In [87–89], it
Y
Abduction
Right EyeLaterally Medially
Adduction
Z
X
Listing Plan
Infraduction
Supraduction
Excyclotorsion
Incyclotosion
Figure 2.2: Right eye showing the axes and the different rotation directions
used. Listing plane is illustrated, it is the Y-Z plane.
was defined as the position from which any pure horizontal or pure vertical
rotation is not associated with any torsion of the eye-globe. It is the position
from which all other ocular movements are initiated. In [90], the primary po-
sition is defined as the position with erect head and eye looking at an object
at infinity and lies at the intersection of the sagittal (antero-posterior) plane
of the head and a horizontal plane passing through the centres of rotation
of the two eye-globes. Another definition for the primary position is with
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reference to Listing Law [1]. It is the position where the line of sight is per-
pendicular to Listing’s plane and from which any purely horizontal or purely
vertical movement initiated, will not have any torsional component. Fig-
ure 2.2 shows the right eye with its rotational axis. Listing’s plane is the Y-Z
plane, and thus the x-axis is the direction of the primary position. Listing’s
primary position does not coincide with central gaze which is looking ahead
with no rotation in any direction. It is approximately 11◦ − 12◦ temporal to
central gaze [35, 89]. To avoid confusion, we will use the primary position
to refer to central gaze, conforming with most literature and Listing’s pri-
mary position to refer to the eye position with line of sight perpendicular to
Listing’s plane, when needed.
(D)(C)(A) (B)
Figure 2.3: Secondary positions of the right eye: (A) Adduction, (B) Abduc-
tion, (C) Supraduction, (D) Infraduction.
The rotations of one eye is called a duction movement. Adduction is ro-
tation around vertical y-axis nasally, i.e. towards the nose, while abduction
is the rotation temporally, i.e. towards the temple. Rotations around the
horizontal z-axis upwards is called supraduction (elevation), while when ro-
tated downwards, it is infraduction (depression). Torsional rotation (can also
be called cyclotorsions) around the line of fixation towards the nose is called
incycloduction while torsion towards the temple is called excycloduction. A
secondary position is a purely horizontal or vertical position as shown in
Fig. 2.3. A tertiary position, also called oblique position, is a combination of
horizontal and vertical rotations.
Ocular torsion has been a controversial issue concerning the contribution
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of neural versus mechanical control [33, 91, 92]. Ocular torsion happens in
response to head movement. Roll, pitch and yaw of head causes a compen-
satory eye movement (VOR) in the opposite direction. Experimental studies
in [93–98] have shown that when a head is inclined towards the shoulder
(roll), this causes an ocular counter-roll (OCR). The OCR lags behind the
head is about 10% of the tilt. In gaze changing movements, like saccades and
smooth pursuit, only horizontal and vertical rotations of the eye are function-
ally needed. In [99], a prolonged 10-minute head-tilt test was performed by
five male subjects to study OCR. The study showed that OCR during static
head tilt was not constant. At first, a slow drift in the opposite direction to
the head roll was found. After that, the drift changed its direction towards
the direction of rotation of the head. By the end of the 10-minutes, the OCR
was significantly decreased.
2.2.4 Listing’s Law
In theory, since the eye rotates in three-dimensions then it can take an infi-
nite number of torsional positions at any eye orientation. However, Donder,
in 1848, demonstrated using after-images [100] that this does not occur in
reality. In his experiment, he looked at a red cross for a long period of
time. After that, he looked at a blank screen in front of him. He found that
the after-image cross stayed vertical when he looked up, down, right or left.
However, the cross was inclined once he looked obliquely (e.g. up-right or
down-left). Donder’s law stated that for each gaze direction, there is only
one torsional angle as illustrated in Fig. 2.4(a). Listing’s law [101] quantified
this torsional angle for each direction of gaze, by stating that the eye takes
only gaze positions initiated from Listing’s primary position by one rotation
through an axis enclosed in Listing’s plane. Listing’s plane is orthogonal to
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(a) (b)
Figure 2.4: (a) Torsional positions of the eye as described by Listing’s law,
such that for each gaze direction, there is only one torsional angle. Nine
eye positions are demonstrated. CW means clockwise from the subject’s
reference and CCW means counter-clockwise [103]. (b) Listing’s half-angle
rule demonstrated, such that the velocity plane is rotated by half the angle
of the gaze rotation. Listing’s primary position and plane are shown [103].
the gaze direction with the eye in Listing’s primary position [102].
To formulate a Listing’s law equation, Robinson in [23, 104] used Fick’s
coordinate system that defines axes moving with the eye, where θ, φ and ψ
are horizontal, vertical and torsional angles of the eye positions, respectively.
Positive rotation is in the abduction, supraduction and excycloduction di-
rections, respectively. Thus, Listing’s law was defined such that ψ is a single
valued function of the θ and φ,
ψ = sin−1(
sin θ sinφ
1 + cos θ sinφ
). (2.1)
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Using Helmholtz coordinates, the eye position can be described by a se-
quence of rotations starting from primary position. First, the eye undergoes
a torsional rotation T around the gaze direction, then a horizontal rotation
H and finally a vertical rotation V . So, from Wong et al. [102,103], Listing’s
law can be expressed as,
T = −HV
2
, (2.2)
where T , H and V are all angles in radian. Positive values are clockwise, right
and up, respectively. Figure 2.4(a) shows torsional angles at nine different
positions [103].
The torsional angle of the eye varies with the horizontal and vertical
positions. This expresses Listing’s law with reference to the primary position.
If the eye starts at an eccentric gaze, as shown in Fig. 2.4(b), the rotation
axis lies in a plane that is inclined by half the angle of inclination of the gaze
direction. This plane is called the velocity plane [102, 105–107]. Therefore,
we can say that Listing’s plane is a special case of velocity plane, orthogonal
to the gaze direction [102,103].
Another way to describe Listing’s law is using quaternions and rotation
vectors [108]. This can be done by defining eye orientation in terms of vectors
aligned with the axes of rotation from the primary position, scaling these
vectors to the angle of rotation, and defining torsion using head-fixed axis
as rotation about the gaze direction in Listing’s primary position [102, 109].
Using this coordinate system, Listing’s law can be simplified as maintaining
a zero torsion at all gaze directions [105,107,108,110].
Experimental studies confirmed that the eye obeys Donder’s and Listing’s
laws approximately at static tertiary gaze as well as under dynamic condi-
tions [111, 112]. Saccades and smooth pursuit obey Listing’s law. However,
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in horizontal and vertical vestibulo-ocular reflex (VOR), the rotation axis is
inclined only by a quarter to a third angle as much as the gaze direction.
During head roll, the axis is inclined as much as the gaze direction but in op-
posite direction to the head roll. However, translational vestibular response
obeys Listing’s law [1,102,113–115].
2.3 Extraocular Muscles
Each eye-globe has six extraocular muscles (EOMs) controlling its movement
as shown in Fig. 2.5. The four rectus muscles are lateral rectus (LR), medial
rectus (MR), superior rectus (SR), inferior rectus (IR), and the two oblique
muscles are superior oblique (SO), and inferior oblique (IO).
Annulus of Zinn
SO
SR
LR
MR
Trochlea
LR
SR
SO
MR
IO
IR
Trochlea
(A) (B)
Figure 2.5: Left eye extraocular muscles shown from (A) Superior view, (B)
Anterior view. The six muscles are shown along with the annulus of Zinn
and the trochlea. The names and abbreviations of each muscle is shown in
Table 2.1 along with their actions.
The four rectus muscles originate at the annulus of Zinn. The annulus
of Zinn encircles the optic nerve of the eye at its entrance at the apex of
the orbit. The rectus muscles, as their names show, inserts medially, lat-
erally, superiorly and inferiorly onto the globe. Insertion and origin points
were determined by Volkmann [116] and modified by Helmholtz [87] through
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measurements in cadavers. These points were used by [23–25,35,73,117,118]
in their ocular models.
The role of each of the six extraocular muscles is summarised in Table 2.1
and the agonist-antagonist relationship between the extraocular muscles is
summarised in Table 2.2. The primary action is the eye movement that
is initiated from the primary position. The secondary action is related to
secondary eye position were the eye is purely abducted, adducted, supra-
ducted or infraducted as shown in Fig. 2.3. The tertiary action is related to
oblique eye positions also called tertiary position where eye orientation has
a horizontal (ab/adduction) and vertical (supra/infraduction) component.
MR and LR muscles are responsible for the horizontal adduction and
abduction of the eye-globe, respectively. The SR and IR muscles are primar-
ily responsible for vertical supraduction and infraduction of the eye-globe,
respectively. And as a secondary action, they cause incycloduction and ex-
cycloduction of the eye-globe, respectively. Moreover, as tertiary action they,
both, adduct the globe.
The action and anatomy of the oblique muscles were always a chal-
lenge [119], due to their mechanical complexity. The SO muscle originates
from the annulus of Zinn. However, from a physiologic and kinematic stand-
Muscle Primary Secondary Tertiary
Lateral Rectus (LR) Abduction - -
Medial Rectus (MR) Addution - -
Superior Rectus (SR) Supraduction Incycloduction Adduction
Inferior Rectus (IR) Infraduction Excycloduction Adduction
Superior Oblique (SO) Incycloduction Infraduction Abduction
Inferior Oblique (IO) Excycloduction Supraduction Abduction
Table 2.1: Actions of extraocular muscles. The table shows the action direc-
tion of each muscle in each of the three positions [79].
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point [120], the trochlea acts as the origin of the muscle. That is because
the muscle runs from the annulus of Zinn anteriorly parallel to the upper
part of the medial wall of the orbit, reaching the trochlea. The trochlea is
a tube, 4 to 6 mm long, formed mainly of cartilaginous or bony elements.
After passing the trochlea, the SO muscle turns into laterally to its insertion
on the eye-globe. SO has a primary action to incycloduct the globe. It also
has a secondary action of depression and a tertiary action of abduction [1,2].
The IO muscle is the shortest of all the eye muscles. It originates near the
lateral edge of the entrance into the nasolacrimal canal. The muscle runs from
its origin backward, upward, and laterally, between the floor of the orbit and
the IR muscle. It inserts by a short tendon laterally onto the globe. Unlike
the other EOMs, the IO is almost wholly muscular, as it has the shortest
tendon. IO has a primary action to excycloduct the globe. It also has a
secondary action of supraduction and a tertiary action of abduction [1, 2].
2.3.1 Experimental Procedures to Investigate EOMs
Attempts to understand the extraocular muscles and their role in different eye
movement systems were performed during strabismus corrective surgery [29–
31,121–123] at first then more non-invasive techniques [32] were used on nor-
mal patients during clinical experimental trials. MRI imaging has been used
Position Agonist Synergist Antagonist
Adduction MR SR and IR LR, SO and IO
Abduction LR SO and IO MR,SR and IR
Supraduction SR IO IR and SO
Infraduction IR SO SR and IO
Incycloduction SO SR IR and IO
Excycloduction IO IR SO and SR
Table 2.2: Agonist, synergist and antagonist relationships.
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extensively to understand the inflection of muscle path with gaze change and
location of pulley. It helped confirm the active pulley hypothesis (APH) [33,
34].
In [29], Robinson et al. obtained length-tension relationship of human LR
at different innervation levels by studying patients under topic anesthesia for
strabismus surgery. During the surgery, the MR and LR muscles, of the
operated eye, were detached from the eye-globe and the LR was attached to
a strain gauge to measure the isometric force. The vision of the operated eye
was occluded and three procedures were performed.
In the first procedure, the strain gauge, connected to the muscle, cause it
to changes length from its initial normal length at the primary position by
±2, ±5, and ±8 mm. At each length, the patient is asked to make saccadic
fixation of 2 seconds with their normal eye to targets at angles ±50◦ and
±30◦.
The second procedure is similar to the first procedure. It is used to
measure length-passive tension relationship. The patient is asked to fixate
the normal eye at a target that is positioned at an extreme gaze, out of field
of action of the muscle under study. This is done to ensure that the muscle
is completely relaxed. The length of the muscle of the operated eye is then
changed using the strain gauge, as done previously.
The third procedure used the detachment of both horizontal recti muscles
to measure the force needed to rotate the globe by steps up to 40◦. The strain
gauge is attached to the globe at the insertion point of the detached muscle
and then it is used to abduct the eye and measure the produced tension
needed. During all procedures, the head movement was kept minimum by use
of vacuum sandbag pillow. The results of the three procedures can be shown
in Fig. 2.6. Collins et al. [30–32] investigated the length-tension relationship
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of the horizontal rectus muscles (LR and MR) during fixation and saccadic
eye movement using similar procedures. The length-tension curves were used
to represent all EOM muscles by scaling them using relative strength (λ) of
each muscle with respect to LR.
For the eye-globe to rotate, moment of force is needed to overcome the
resistive tension of orbital suspension tissues. The steady state tension re-
quired to rotate the globe inside the orbital suspension tissues described in
the third procedure above is shown in Fig. 2.6(b) [29]. The slope of the curve
at the origin was reported as 0.5 gm/◦; and the curve was determined as non-
linear. The experiment was done on horizontal abduction (temporal) motion
only while the horizontal adduction (nasal) motion was assumed symmetric.
In [32], the tissues stiffness were studied again using a non-invasive tech-
niques on normal subject not strabismus patients, to be more representative
of the normal eye behaviour. The mean tissues stiffness restraining the globe
movement in the nasal direction (1.05 gm/◦) was reported as 11% greater
than in the temporal direction (0.94 gm/◦). These measurements were done
with all muscles intact and right eye fixed at a target at 30◦ to the right,
while the left eye is moved with forceps from right to left and back. Thus,
the stiffness of the agonist muscle and the antagonist muscle contribute to
the mean tissue stiffness measured.
2.3.2 EOMs in comparison to skeletal muscles
EOMs are identified as the fastest and the most fatigue resistant muscles [20,
124]. They are very fatigue-resistant because, on average, an eye makes
at least 100,000 saccades per day. Saccadic movements make EOMs the
fastest contracting muscles as they also have more mitochondria and a higher
metabolic rate than other skeletal muscles. In addition to that, eye muscle
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(a)
(b)
(c)
Figure 2.6: Resultant curves from clinical experiments during corrective surg-
eries from Robinson et al. [29]. (a) The curves show the length-tension for
a partially innervated human extraocular lateral rectus muscle. The x-axis
label shows the change of muscle length from the primary position length
(mm) and the equivalent value in eye rotation (◦). Curve PM is the passive
muscle tension. Solid lines represent the total tension while dashed lines are
the active tension. (b) Steady-state relationship between tension applied to
the human eyeball and its subsequent horizontal rotation illustrated. Both
horizontal rectus muscles were detached in this procedure. (c) Time course
of isometric tension of a human LR muscle during saccadic eye movement of
15◦ and 30◦ of the un-operated eye directed temporally (T) or nasally (N)
and back again to the primary position (0◦) with muscle held at its primary
position length. High tension is developed when moving temporally since LR
is responsible for this rotation (agonist) while it drops when moving nasally
(antagonist). All figures from [29].
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fibers are richly innervated since each motoneuron innervates only 10-20 mus-
cle fibers [2].
EOMs are bilaminar; they consist of two layers of different fiber type
content [20,125]. The unique constituent fiber types of EOMs make it difficult
to draw exact similarities to skeletal muscle fiber types. The orbital layer lay
close to the periorbital and orbital bone. The global layer lay close to the
eye-globe and optic nerve. There is clear evidence that there is no true slow
twitch fiber types in the six EOMs.
The orbital fibers are 80% singly-innervated, which are the most fatigue-
resistant skeletal muscle fiber type. It is the main factor contributing to
the sustained force levels, since EOMs tension levels never fall beyond 8 -
12 grams [31]. Thus, there is no rest position for EOM; they are always
innervated even at the primary position. The rest of this layer of fibers are
multiply-innervated. They also show evidence of structural variation along
its length, where the central part shows moderately fast twitch fiber profiles
while the proximal and distal ends show slowly contracting fiber profiles.
The global fiber layer can be divided into four fiber types. More than
30% are singly innervated fibers, that are fast twitched and highly fatigue
resistant. Approximately 25% are singly innervated fast twitch fiber type but
with intermediate fatigue resistance. Another 30% are singly innervated fast-
twitch fibers and have low fatigue resistance with high anaerobic metabolic
capacity. They are used only sporadically. The rest of the fibers are mul-
tiply innervated that exhibits a slow graded, non-propagated response on
activation and they are highly fatigue resistant [20].
All fiber types participate in every type of movement, the activity of a
single motor unit is correlated to eye position regardless of the eye movement
system that attained this eye position [20, 125]. This does not follow the
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proven correlation between fiber types and various movement systems found
in skeletal muscles [126,127].
2.3.3 Pulley Theories
The role of the connective tissue, known as pulleys, in the kinematics of eye
rotation has been subject to controversial argument for some time. We can
divide the development and progress of the pulley theory into four conse-
quent theories; classical, traditional, passive pulley and finally active pulley
theory [128].
Classical Theory
In the work of Boeder [129] and Krewson [130], the rectus EOMs were as-
sumed to be constrained only at its origin and moving in a straight line to
its tangential point on the globe then to its insertion point. However, in his
mathematical model to calculate muscle forces and innervation at different
gaze positions, Robinson [23] concluded that the classical model cannot be
correct because it might cause muscle side-slip during rotation which was
unrealistic and never observed in surgeries.
Traditional Theory
Miller and Robinson [24] built SQUINT, a computer model that calculates
the static mechanics of the human eye, built as an extension to Robinson
mathematical model [23]. They attributed the restrained side-slip to elastic
connective tissues surrounding the eye-globe and the EOMs. This model
assumed the axis of rotation of the eye-globe fixed in the orbit and assuming
that the brain was responsible for the kinematics that obey Listing’s Law.
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Passive Pulley Theory
Using different imaging techniques, it was evident that the posterior section
of rectus EOMs were stabilised with respect to the orbit with gaze change.
An intermuscular harness or pulley was hypothesised to control muscle side-
slip, this was proven by observation during surgery [131, 132]. This theory
made the axis of rotation a function of gaze. The passive pulley effect, shown
in Fig. 2.7, describes how correctly located pulleys could cause muscle axis
to incline by half the angle of rotation which satisfies Listing’s Law, thus, eye
movement looks commutative to the brain when moving from the primary
position to a secondary gaze position. However, passive pulley theory fails
in tertiary positions.
Pulley location and stability were studied further from rectus EOMs mus-
cle path inflection with gaze change in secondary position [35,133].
Active Pulley Theory
The Active Pulley Hypothesis (APH) [33] stated that the connective tissues,
constituting the pulleys, work as the functional origin of the rectus EOMs.
Histology studies showed that the orbital layer of rectus EOMs are inserted
on the pulley not the eye-globe [20, 21]. Thus, the global layer (GL) of the
EOMs are the main rotator of the globe, while the orbital layer (OL), which
inserts on the pulley, influences the rotational axis by linear antero-posterior
translation of the pulley location that is gaze dependent. In tertiary gaze po-
sitions, the EOM path inflections obtained from magnetic resonance imaging
(MRI) supported APH and thus, the hypothesis that rectus pulleys shift oc-
ular rotation axis to attain commutative behaviour of the ocular motor was
proven [34].
Kono et al. [34] defined two versions of APH which include the coor-
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Figure 2.7: Effect of pulleys on the rotational axis of horizontal rectus EOMs.
Top: eye in looking straight ahead. Middle: Eye in secondary position dur-
ing saccades/pursuit eye movements with α as elevation angle, D1 as the
distance from the pulley to the globe centre and equal to distance D2 from
the insertion to the globe centre. The rotational axis of the EOM is inclined
posteriorly by approximately α/2, satisfying the Listing’s half-angle rule.
Bottom: During VOR, the half-Listing’s quarter-angle rule can be satisfied
if posterior displacement of the pulley occurs such that D1 = 3D2. Image
from [33].
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dinated APH and differential APH. The coordinated APH stated that the
rectus pulley location changes such that the distance from the pulley to the
eye-globe centre is equal to distance from the eye-globe to the insertion point
of the muscle, thus, obeying the half-angle rule of Listing’s law, and imple-
menting a linear commutative ocular system as shown in Fig. 2.7. The entire
EOM, in this hypothesis, contract in coordination. The differential APH
stated that, to account for VOR and convergence not obeying Listing’s law,
there is differential innervation by brain-stem in rectus OLs and GLs. That
implies that OL and GL are mechanically independent which was denied by
Lennerstand at al. [34, 122] and thus, this notion of strong differential APH
was abandoned. Another proposal for the differential APH, known as weak
differential APH [128], hypothesised that instead of completely independent
innervation, a gradual change of innervation between different layers of the
EOM. Differential APH is still being investigated according to Millers [128].
2.4 Visual Fatigue and Virtual Environments
Fatigue has been defined mostly relative to muscle performance [134–136] or
to decreased mental performance [137]. Fatigue has also been associated with
nearly all important diseases [138]. It has been measured through subjective
evaluation and objective performance determinants [139].
In the case of muscle fatigue, muscle soreness from overuse is only tempo-
rary, and with repeated exercise the muscle fatigue is gradually eliminated.
In eye muscles, the same case can be assumed since eye movement is habitual
from birth which eliminates symptoms of muscle fatigue [140]. This section
explains the visual fatigue and discusses its relationship with mental fatigue.
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2.4.1 Visual Fatigue
Visual fatigue can be attributed to fatigue of the retina or coordination fa-
tigue according to Jackson [140]. Retinal fatigue is accompanied by lowered
visual acuity. It is increased by great difference in the intensity of objects at
which the eye gaze is pointed [140]. The coordination fatigue is related to
the neural control of the six EOMs. An elaborate system of coordination be-
tween the EOMs of both eyes and the retina is required to move the eye and
satisfy the conditions for visual acuity. The extraocular muscles (EOMs)
are highly fatigue-resistant due to their fiber structure [20]. Therefore, it
had been considered that visual fatigue is not attributed to muscular fatigue
but to mental fatigue (or tiredness) [141,142]. Thus, determining the neural
control of the EOMs can be an important determinant of fatigue levels.
An important point noted in [140] is that normal visual fatigue rarely
comes into consciousness in normal conditions; only in the cases of long con-
tinued or repeated excessive fatigue does the brain translate it into discomfort
or pain. Also, the characteristics and adaptability of the ocular system dif-
fer between individuals, making the symptoms of visual fatigue more or less
severe; it also affects the duration before which fatigue symptoms might be
felt [143]. On another note, the excitement of immersion or the involvement
in the virtual reality may delay the perception of visual fatigue symptoms
until later, or even until exit from VR. This is why we need an objective way
that can assess visual fatigue.
Therefore, subjective evaluation of fatigue may not be an accurate mea-
sure of the level of fatigue that may have manifested already. Other phys-
iological determinants like eye movement can be used to better determine
fatigue levels in an objective manner. In studies of subjective visual fatigue
associated with visual tasks on 3D displays and HMDs [16–18,144–147], they
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identified symptoms related to visual fatigue, motion sickness and ocular
surface. Visual fatigue related symptoms include double vision, difficulty in
focusing and/or eye strain while motion sickness related symptoms include
headache, nausea, dizziness and/or drowsiness. Ocular surface-related symp-
toms included watery eyes, sting and eye-ache. Simulator Sickness Question-
naire (SSQ) has been developed to measure simulator sickness [148] and
in [149], a VR motion sickness questionnaire (VRSQ) is proposed through a
modified version of the SSQ. VRSQ comprised of two components, oculomo-
tor and disorientation and the nausea component was ignored, as it does not
contribute to motion sickness in VR.
Visual fatigue has a significant effect on eye movement kinematics. Sac-
cadic speed decrease and increase in fixation duration has been found during
performing long tasks and in sleep deprivation trials [60,66,67]. Bahill et al.
identified the different types of saccadic movements and attributed glissadic
undershooting and multi-step saccades to fatigue [150,151]. An undershoot-
ing occurs when the eye tries to fixates at a new point but fails short of
reaching the target. A glissadic eye movement is a gradual sliding movement
of the eye to reach the target. A multi-step or overlapping saccade is when
two or more closely spaced saccades follow each other to reach the target.
These types of saccades were reported in sleepy or fatigued subjects, also in
drug intoxication in addition to ocular diseases [60,67,68,150,151].
2.4.2 Determinants of Visual Fatigue
Different determinants were used to measure visual fatigue and discomfort.
Eye blinking rate (BR), electrooculography (EOG) or electroencephalog-
raphy (EEG) bio-signals, and most commonly, subjective evaluation were
used [58–64, 144, 152]. Also, combinations of these determinants and oth-
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ers were correlated to determine visual fatigue [65]. The disadvantages of
measurements based on bio-signals include the subject’s discomfort during
experiments due to sensors and also the fact that bio-signals are highly sus-
ceptible to artefacts caused by muscular movements.
The rapid development and increased performance of eye trackers made
fatigue detection by eye movement a more inviting method. It can be an ef-
ficient and easy-to-use tool for visual ergonomics [153–155]. Real-time driver
vigilance has been detected through eye-movement, by determining blink
rate and blink duration [156–161]. When combined with ocular biomechan-
ics, eye trackers and VR embedded eye-trackers determines more than just
blink parameters of eye movement, which can be used for real-time quanti-
tative measurement of visual fatigue.
Finally, visual fatigue is not a muscular fatigue but more related to mental
fatigue. However, the use of tools related to brain imaging such as EEG, EOG
or other bio-signals has the disadvantage of having to be worn and thus, hin-
ders normal behaviour. Moreover, the complexity of such signals extremely
exceeds eye movement signals. That is why using biomechanical analysis
of eye movements, which can be captured through remote eye-trackers or
eye-trackers embedded inside HMDs, is a very inviting and exciting solution.
The biomechanical analysis will convert eye movement into muscular forces
that are further converted into neural control.
2.4.3 Vergence Accommodation Conflict (VAC)
How do vergence and accommodation relate?
Our vision system presents the world to us in a 3D layout where depth
is perceived through monocular and binocular cues [162]. Time needed to
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perceive depth could take from a few milliseconds to a few minutes depending
on the depth cues provided; smaller area size, and large parallax shift increase
time required [163,164].
When our fixation point changes from an object in one depth plane to
another, our eyes move in opposite (disjunctive) directions [86, 165]. This
disjunctive movement is called vergence, when the depth plane changes from
near to far, our eyes diverge and similarly, when the depth plane changes from
far to near, our eye converge. The vergence angle (VA) is the angle between
the visual axes of both eyes as shown in Fig. 2.8, thus VA approaches zero
when the visual axes are parallel which occurs when the observer is looking
at optical infinity [1, 165]. VA increases when the observer eyes converge,
the nearest distance for comfortable convergence is about 25cm [1, 165]. In
Figure 2.8: Vergence angle (θV A) is illustrated, where it is the angle between
the visual axes of both eyes when they converge at a point.
3D space, eye movements will include vergence and saccades. Separately,
saccades are very fast, high instantaneous-velocity eye movements while ver-
gence are normally slower movements. However, when combined vergence
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becomes faster as they are accelerated by the saccades [166, 167]. It was
also noted that latency of saccades was shorter at near viewing planes and
increased for distant viewing. In addition, divergence latency was found to
be shorter than convergence latency [166]. Normally, latency in human sac-
cades range between 200 to 250 ms, i.e. a human takes this amount of time
to respond to a change in target position [166].
Another depth change related eye response is the change to the shape of
the lens. The dioptic power of the lens increases to deblur the image and
bring it back to focus, which is called accommodation [1].
As the object of interest moves nearer/further, vergence eye movement is
induced to return the object to the centre of the retinal fovea for a focused
image, determining the new distance of the object. Vergence stimulate ac-
commodation to change the power of the lens by increasing/decreasing the
light intake, to accommodate the change in distance [168, 169]. Accommo-
dation can, also, be stimulated without vergence by a blurred image, thus
vergence is not a necessary condition [170]. In addition, accommodation can
induce vergence too [171]. The two responses are coupled by a feedback
loop [169, 172], making them work as secondary cues for each other. Thus,
vergence and accommodation work together to create a single sharp image
of the object, they roughly proceed each other and are controlled with a
negative feedback mechanism. The vergence is controlled through the ex-
traocular muscles while the accommodation through the ciliary muscles and
the lens [1, 173].
The neural cross-linkage between vergence and accommodation is, also,
adaptable [173]; that is, the change in vergence per unit change in accom-
modation can be modified and so is the vergence-induced accommodation
(V-A) and the accommodation-induced vergence (A-V) [173]. It has been
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noted that the coupling between the vergence and the accommodation is a
function of the distance between the line of sights [173,174].
Vergence accommodation conflict (VAC) in VR
Vergence-accommodation conflict (VAC) is one of the main factors causing
the visual discomfort. It occurs when there is a conflict between the depth
perceived and the 3D rendered depth. This affects our binocular ability and
with time causes visual fatigue. It occurs when viewing 3D displays or using
HMDs or VR headsets. Figure 2.9 illustrates the vergence-accommodation
relationship under matching and conflicting conditions [4, 73].
(a) (b)
Figure 2.9: (a) The natural match between vergence and accommodation,
in the real-world, is presented. Retinal image blur changes according to
the accommodation depth which coincides with the vergence depth. The
vergence angle at near distance (θV AN) is larger than the vergence angle
at far distance (θV AF ) [4]. (b) Conflicting condition is presented where the
vergence distance is different from the focal distance. The vergence distance
depends on the simulated 3D object, whereas the focal distance depends on
the display screen. This is one of the main sources of visual fatigue [168].
Mon-Williams et al., in 1993, demonstrated that the use of a VR headset
or a head mounted display (HMD) can cause deficits in the binocular function
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after a period as short as 10 min [16]. Symptoms associated with 10-minutes
immersion in VR include headache, diplopia (double vision), blurred vision,
sore eyes or eyestrain and nausea [4, 16]. Most of the symptoms, except
headaches, disappeared after 5-minutes [16]. However, recently, the effect of
a 40-minute immersion in VR, using Oculus Rift, found no evident long-term
change on the binocular vision system [175] and also no evidence for myopia
development was found. But this does not eliminate the visual discomfort
and fatigue that still accompanies extended immersion.
Visual fatigue was assessed when viewing stereoscopic TV in [164], through
optometry tests after a 1-hour viewing session. The study concluded that a
significant increase in visual fatigue was found when using stereoscopic TV
in comparison to using 2D TV. It was also noted that after a short relax-
ation period the eyes returned to their normal state prior to the experiment.
Therefore, visual fatigue is associated to stereoscopic viewing. The large
amount of binocular parallax leads to an increased fusion effort which when
exceed the zone of comfort causes visual fatigue [164,176].
Many studies investigated the effect of vergence-accommodation conflict
on the ocular system and especially the vergence eye movement system [168,
177] through measuring changes in the vergence and accommodation system.
However, they used specific controlled apparatus to induce VAC conditions or
natural matching conditions or used 3D stereoscopic displays [143,178,179].
Studies have been conducted on the effects of VR headsets or head mounted
displays (HMD) on the visual system [16–18,180,181], since it’s conception by
Sutherland [19] in 1968. However, there is a limited number of recent studies
investigating the effects of the modern consumer-grade VR headsets. In [182],
visual discomfort was estimated using electroencephalography (EEG). They
proposed EEG as an objective measure to substitute traditional methods
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of measuring accommodation power or visual acuity. The traditional meth-
ods requires specialised optometry instruments which cannot be used during
immersion, only before and after immersion.
A less invasive method than EEG will provide an inviting solution to
measurement of visual fatigue in VR. In Chapter 5, we propose using eye
tracking and biomechanics simulation to study the effect of VR immersion
on vergence angle. Using ocular biomechanics simulation is an easy, more
flexible alternative to complex experimental setups. It could provide accurate
estimates to eye movements under different conditions. And we further use
it to derive an objective measure of visual fatigue in VR.
2.4.4 Vibration Induced Vestibulo-Ocular Reflex
Motion during immersion is another factor causing discomfort. Vibrational
motion in virtual environments can increase the level of discomfort as ex-
perienced while using helmet mounted displays (HeMDs) over rough ter-
rains [14, 183, 184]. This affects situational awareness and overall perfor-
mance [185].
As a moving object is being tracked, the eyes move in smooth pursuit.
Smooth pursuit movement dominates, even when low frequency vibration of
less than 1 Hz of the head occurs. However, when the vibration frequency
increases, VOR takes over, causing an opposite eye movement. VOR is acti-
vated mainly to decrease retinal blur due to vibration [185].
HeMDs are usually stabilised with respect to the head due to head track-
ing mechanisms, therefore when VOR is activated, the display is displaced
with respect to eyes movement. Consequently, visual acuity and visual per-
formance decrease and thus visual fatigue occurs [186–189].
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2.4.5 Visually-Induced Motion Sickness
Visually induced motion sickness (VIMS) is induced not by physical move-
ment but due to viewing a moving scene. VIMS is triggered by visual stim-
ulus while physical movement may be limited or completely absent. It is
related to illusory self-motion which is accompanied with mismatching body
motion [50, 51]. VIMS during motion simulations such as flight simulators
is called simulator sickness [190] while VIMS caused in virtual environments
are called cybersickness. Since some types of movement can be provided
in virtual environment and simulators thus sickness induced maybe through
visual stimulus and non-visual stimulus as physical movement or haptic feed-
back [15,191–194].
Semicircular 
Canals
Otolith Organs
Vestibular 
System
Visual system
Non-vestibular proprioception system
Self-motion 
perception
Spatial Orientation
Figure 2.10: The different systems that contribute to the perception of self-
motion are illustrated. The semicircular canals and the otolith organs are
parts of the vestibular system that detect neck rotation and translation. The
eyes and the visual system are stimulated by motion of large scenes. In
addition, non-vestibular proprioceptive inputs and motor control commands
from the limbs and truck affects our spatial orientation. Mismatch between
these coupled systems are attributed to causing motion sickness symptoms.
Reproduced from [195].
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VIMS symptoms, are similar to motion sickness, however less severe.
While, fewer people are affected by simulator sickness [148], it can disrupt the
virtual scenario in critical applications such as military and medical training.
VIMS symptoms include drowsiness, cold sweat, nausea and oculo-motor
disturbances [196–198]. Oculo-motor disturbance is associated with VIMS
but not with motion sickness [53, 199]. Stanney [53] reported that simula-
tion sickness causes more oculomotor disturbance while cybersickness causes
more disorientation symptoms. Both symptoms are closely related to the
optokinetic reflex of eye movement.
Optokinetic reflex is a fast eye movement in response to large moving
visual scenes, which may induce the perception of self-motion and thus causes
VIMS. When the head is bent out of the axis of rotation of the rotating
visual scene, optokinetic motion sickness occur [52] due to Pseudo-Coriolis
effect (PCE). Coriolis effects (CE) is motion sickness induced due to bending
of the head during physical body rotation [200]. On the other hand, the
Pseudo-Coriolis effect (PCE) occurs as a result of head bending without
physical rotation but with only perceived self-rotation due the rotation of the
visual scene about a vertical axis around a stationary observer [52]. Thus,
PCE can cause motion sickness in virtual environments due to optokinetic
response induced by perceived self-motion and head bending.
2.5 Biomechanics Simulation and Analysis
Leonardo Da Vinci, in the 15th century, was fascinated with the anatomy of
movement and the musculoskeletal system and his fascination was reflected
in his memoirs, notebooks and sketches. He can be considered as the father of
biomechanics. Biomechanics is an interdisciplinary that describes, analyses
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and assesses the mechanics of living organisms especially human movement.
Some of the disciplines that interacts with biomechanics includes anatomy,
physiology and neurology [201].
Dynamic biomechanical simulation and analysis of human movement in-
volves studying the kinematics, kinetics, anthropometry and muscle mechan-
ics of movement. Kinematics is studying motion irrespective of forces that
cause it, that include translational or rotational movements, velocities and
accelerations. Kinetics involves studying the forces that caused the motion.
Forces can be from muscles and ligaments or external loads and ground reac-
tion forces, among other sources. Anthropometry is the study of the measure-
ments and proportions of the human body, including mass, length, centre of
mass, centre of rotation and angles of muscles pull of different body segments.
Finally, muscle mechanics involves muscle force production and relation of
active tension to length, velocity and activation level. It also includes passive
and elastic characteristics of muscles and tendons. Simulations can help un-
derstand normal neuro-muscular coordination and identify abnormalities [9];
it can also be used to plan treatment and surgery [202, 203]. Biomechanical
analysis has been used extensively in sports and also in ergonomic applica-
tions to assess workspace like in mining activities [13, 204] and among other
activities.
There are multiple platforms that performs biomechanical simulation and
analyses. The most popular are OpenSim [9,205,206] and AnyBody [11]. Us-
ing the open-source platform OpenSim [9,205,206], users can develop models
of musculoskeletal body limbs and simulate movement using it and anal-
ysed the forces, moments of force and innervations of the underlying muscles
and/or actuators. Next, we will investigate the biomechanics pipeline. First,
a brief on muscle mechanics and different implementation of Hill-type muscle
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models. Then, the biomechanics pipeline stages including Anthropometric
Scaling, Inverse Kinematics (IK), Inverse Dynamics (ID), Static Optimisa-
tion (StO), Forward Dynamics (FD) and finally Computed Muscle Control
(CMC) will be described. We should note that OpenSim uses the following
units in calculations, meters, radians/degrees and seconds.
2.5.1 Muscle Models
For a body to perform a movement, the central nervous system excites a mus-
cle that develops the force needed. Thus, muscles are the force producing
unit, it is attached through tendons to body segments that makes it act as an
interface between the central nervous system and the body segments [207].
Figure 2.11 illustrates muscle structure units. The muscle is surrounded by
a fascia and an epimysium, which acts a connective tissue sheath. Next are
the muscle bundles (fascicle), which are made up of several muscle fibres
surrounded by a tissue sheath called perimysium. Each muscle fibre is sur-
rounded by endomysium within a delicate membrane called the sarcolemma.
Muscle fibres consist of myofibrils parallel to one another. A myofibril is
made up of sarcomeres, which is the basic contractile element; they contain
thin (actin) and thick (myosin) filaments. The most popular paradigm of
muscular force production is the cross-bridge theory [208–211].
The cross-bridge theory states that force in muscles is produced by move-
ment of the filaments actin and myosin relative to each other on shortening.
Fixed side-pieces (cross-bridges) have a regular pattern on the myosin fila-
ment but undergo cyclic attachment and detachment to specific binding sites
on the actin filament. Each cycles is associated with a relative movement of
10 nm and a force of about 2–10 pN [212,213].
To model a muscle, four characteristic relationships must be defined [207]:
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Figure 2.11: Organisation of skeletal muscle, showing the different con-
stituents of a muscle from [214].
1) activation dynamics, 2) passive force-length, 3) active force-length and
4) force-velocity. For simplicity, characteristic curves are normalised to ac-
commodate different architectures [207]. The scaling parameters needed for
normalisation of the curves are: 1) maximum isometric force fM0 , 2) opti-
mal muscle fiber length lM0 and 3) maximum contraction velocity V
M
0 . The
different characteristic curves are shown in Fig. 2.12.
Next, we will describe each characteristic relationship from the equilib-
rium hill-type based Thelen muscle model [215]. The equilibrium condition
states that muscle and tendon forces must be equal,
fM0 f
T = fM0 (f
M cosα), (2.3)
where fT is tendon force, fM is total muscle force, which is the sum of active
and passive muscle forces fM = fPE + af lf v, each term is further explained
below, fM0 is maximum isometric force and α is the muscle fiber pennation
angle.
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Figure 2.12: Characteristic curves of different muscle models (Thelen and
Millard) along with experimental data from OpenSim Documentation [9,
215,216]. Experimental data from [217–222].
Activation Dynamics
The activation dynamics of a muscle was modelled as a non-linear first-order
differential equation where the rate of change of muscle activation (i.e., the
concentration of calcium ions within the muscle) to the muscle excitation
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(i.e., the firing of motor units) is
da
dt
=
u− a
τ(a, u)
, (2.4)
where u and a are the excitation and activation signals respectively. τ(a, u)
is a time constant varying with activation [223],
τ(a, u) =
tact(0.5 + 1.5a), u > a,tdeact/(0.5 + 1.5a), u ≤ a. (2.5)
Activation signal is assumed continuous with values between 0 and 1, and so
is excitation signal to simplify computation, whereas in the human body it
is a function of the number of motor units recruited and the firing frequency
of these motor. The activation (tact) and deactivation (tdeact) time constants
used are 10 and 40 ms, respectively [207,224].
Passive Force-Length Relation
Passive force-length relationship is
f¯PE =
ek
PE(lM−1)/M0 − 1
ekPE − 1 , (2.6)
where f¯PE is the normalised passive muscle force normalised to maximum
isometric force, kPE is an exponential shape factor set to 5, lM is the nor-
malised muscle fiber length normalised to optimal fiber length, M0 is the
passive muscle strain due to maximum isometric force. In [215], values for
M0 was chosen as 0.6 and 0.5 for young and old adults, respectively.
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Active Force-Length Relation
Active force-length relationship is formulated as
f l = e−(l
M−1)2/γ, (2.7)
where f l is the active force-length scale factor, γ is a shape factor, set to
0.45. The relation between muscle active force and the active force-length
scale is
fM = af l. (2.8)
Tendon Force-Strain Relation
The force-strain relationship of the tendon is formulated as
f¯T =

f¯Ttoe
ektoe−1(e
ktoeT /Ttoe − 1), T ≤ Ttoe,
klin(
T − Ttoe) + fTtoe, T > Ttoe,
(2.9)
where f¯T is the tendon force normalised to maximum isometric force, T
is the tendon strain, Ttoe is the tendon strain above which the behaviour is
linear which occurs at force fTtoe=0.33, ktoe is an exponential shape factor,
where ktoe = 3, klin is a linear scale factor. In [215], values for 
T
toe and klin
were 0.609T0 and 1.712/
T
0 , respectively.
Force-Velocity Relation
Muscle fiber velocity (V M) is formulated as
V M = (0.25 + 0.75a)V Mmax
f¯M − afl
b
, (2.10)
where V Mmax is the maximum contraction velocity and f¯
M is the normalised
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active muscle force and parameter b is calculated according to whether the
muscle is undergoing shortening or lengthening as
b =
afl + f¯
M/Af , f¯
M ≤ afl,
(2+2/Af )(aflf¯
M
len−f¯M )
(f¯Mlen−1)
, f¯M > afl,
(2.11)
where f¯Mlen is the maximum normalised muscle lengthening force, Af is a
force-velocity shape factor where Af = 0.25.
The implementation of Thelen equilibrium muscle model in OpenSim has
some challenges. The active-force–length curve of the Thelen muscle is a
Gaussian, which is always greater than 0, so the muscle never reaches slack
region. Moreover, the pennation angle α cannot reach 90◦ or a singularity
will occur and the muscle length can reach unrealistic short lengths. These
problems may cause simulation to fail or give unrealistic values.
Millard Muscle Model
There are multiple implementations for Millard based muscle models [216]. It
is a Hill-type muscle model, implemented based on the work of Millard [216],
that solve the singularity problems of Thelen’s equilibrium model. Fig-
ure 2.12 shows the difference between Thelen’s and Millard’s muscle model
implementations. Activation dynamics was modified so that it approaches
an adjustable lower bound (amin), avoiding singularity. The three muscu-
lotendon models are the equilibrium model, the damped equilibrium model
and the rigid-tendon model. The equilibrium model avoid singularities of
Eq. 2.11 by approaching but never reaching the values. It, also, used a con-
straint on muscle length to prevent the muscle from becoming unrealistically
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short with,
V¯ M =
0, l¯
M ≤ l¯Mmin and V¯ M < 0,
V¯ M , otherwise,
(2.12)
where V¯ M is the normalised contraction velocity, l¯Mmin is the minimum permis-
sible fiber length. The damped model solves the deactivated muscle problem
by adding a damper in parallel with the contractile element, modifying the
equilibrium equation with damping coefficient β to Eq. 2.3 to be
fM0 f
T = fM0 (f
PE + af lf v + βV¯ M) cosα. (2.13)
The damped model executes simulation faster, free of singularities and with
realistic results. The rigid tendon model treats tendons as stiff and in-
extensible which simplifies computations and makes simulation even more
faster. It gives accurate results in cases of short tendon length with respect
to muscle length [216,225].
2.5.2 Anthropometric Scaling
As stated above, the biomechanics pipeline usually starts with anthropomet-
ric scaling. Human biomechanics models use anthropometry of an average
human body. However, motion data are captured from human subjects of
various ethnic backgrounds, genders and age that makes the anthropome-
try of the models available unsuitable to reflect the anthropometry of the
subjects. Thus, the model needs to be scaled to the anthropometry of the
subjects using a scaling algorithm. The unscaled model has a set of vir-
tual markers placed in the same anatomical locations as the experimental
markers.
During motion capture trial, markers on the subject body are traced using
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marker-based [226] or markerless techniques [227–230]. The position of the
marker at different time-stamps is calculated and saved.
For each body segment, a scaling factor can be specified or calculated
from a set of marker pairs is defined. For example, in Fig. 2.13, (R.ASIS,
R.Knee.Lat) and (L.ASIS, L.Knee.Lat) are the marker pairs defined to scale
the femur segment of the lower limb. Thus, scaling factor is calculated in
three steps. For each pair we calculate the distance between these two pairs
on the captured data (e1, e2) and on the model (m1,m2) then calculate scaling
factors s1 = e1/m1 and s2 = e2/m2. The overall scaling factor that is used
on the body segment is the average of all the scale factors. This is repeated
for each segment. The joint frame locations, mass centre location, force
application points, and muscle attachment points are all scaled. Next, the
mass of each body segment is scaled by a constant scale to preserve mass
distribution and overall subject mass. Finally, muscle properties like the
optimal muscle length and the tendon slack length are scaled. These are
scaled for each muscle separately, by the ratio of the muscle length before
and after the scaling of the body segment to which the muscle is attached [9,
205,231].
2.5.3 Inverse Kinematic (IK)
The inverse kinematics (IK) step is used to position the model in a pose
similar to the captured marker pose at each time sample. Using each time
sample of the experimental marker trajectory, each joint coordinates of the
model is changed such that the marker error between marker positions in the
experimental marker trajectory and the markers on the model is minimised.
Thus, the problem is a least squares problem solved using a general quadratic
programming solver, with a convergence criterion of 10−4 and a limit of 1000
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R.ASIS
R.Knee.Lat
L.ASIS
L.Knee.Lat
!" !" !" !#!" !#
Figure 2.13: Anthropometric Scaling illustrated. Left: Experimental mark-
ers, Right: Full human body model with markers [74, 232].
iterations [9, 205,231]. The minimisation function is
∑
i ∈ m
wi‖xexpi − xi(q)‖2 +
∑
j ∈ u
ωj(q
exp
j − qj)2, (2.14)
where m is the set of all the markers, u is the set of all unprescribed co-
ordinates, q is the coordinates required, xexpi and xi(q) are the i
th marker
position in the experimental marker trajectory and on the model, respec-
tively. Experimental data may include joint angles, thus, the second term
of the Eq. 2.14 is optionally used if joint angle are found such that, qexpj
and qj are coordinate values for unprescribed coordinates (u) in the ex-
perimental trace file and on the model. A prescribed coordinate is a co-
ordinate whose trajectory is known and not computed during IK, qj =
qexpj for all prescribed coordinates j. Weights are given to markers i and co-
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ordinates j as ωi and ωj, respectively.
2.5.4 Inverse Dynamics (ID)
Inverse dynamics calculates the force needed at each joint, at each time
sample, to produce the desired coordinate value at that joint [9, 205, 231].
Newton’s law of motion (F = ma) is used and, thus, the motion equation is
τ = M(q)q¨ + C(q, q˙) +G(q), (2.15)
where τ is the vector of forces that is calculated, q, q˙ and q¨ are the vectors
of positions, velocities, and accelerations, respectively, M(q) is the system
mass matrix, C(q, q˙) is the vector of Coriolis and centrifugal forces, G(q) is
the vector of gravitational forces. The terms on the right hand side of the
equation are all known values, that may be computed from the output of the
IK step [233].
2.5.5 Static Optimisation (StO)
Using static optimisation (StO), the calculated forces, from ID, are decom-
posed among the muscles at each time instance while minimising sum of
squares of muscle activation. Thus, the objective function to be minimised
is
J =
n∑
m=1
(am)
p, (2.16)
such that the total force is within a tolerance of the total force calculated by
the inverse dynamics, for ideal actuators
n∑
m=1
[(am, F
o
m)]rm,j) = τj, (2.17)
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or, for muscle actuators
n∑
m=1
[(am, f(F
o
m, lm, vm)]rm,j) = τj, (2.18)
where n is the number of muscles, am is the activation level of the m
th
actuator, F om is the maximum isometric force of the m
th actuator , lm is
the length of the mth actuator, vm is the contraction velocity of the m
th
actuator, f(F om, lm, vm) is the force-length-velocity function of them
th muscle,
j is joints where force is calculated, rm,j is the moment arm around the j
th
joint axis and τj is the moment needed to produce the movement at the j
th
joint, p is a user defined constant that is commonly chosen as 2 [10,205], for
minimizing of the sum of squared activations. StO assumes unextendable
tendon and does not include contribution from muscles elasticity only active
force is used as shown in Eq. 2.18 [10,205,234,235].
2.5.6 Forward Dynamics (FD)
Forward dynamics (FD) is the inverse process of StO where the calculated
activation levels of the muscles as a function of time are used to simulate the
model. At each time sample, net force for each muscle is calculated using
the provided activation levels. The forces are then used at each joint to drive
the joint coordinates and thus, move the model [28,233,236,237].
From Eq. 2.15, we can get the accelerations of the coordinates as a func-
tion of time,
q¨ = [M(q)]−1{τ + C(q, q˙) +G(q) + F}, (2.19)
where F is the external loads that can be applied to the model, τ is the net
muscle moment of force (τ = [R(q)]fM) which is the muscle moment of force
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arm [R(q)] multiplied by the produced muscle force fM .
Given the activation levels and initial state of the model, numerical inte-
gration of the dynamic model equation is computed to get fiber velocity and
coordinates accelerations, using a 5th order Runge-Kutta-Feldberg integrator.
FD is an open-loop system with no feedback or correction mechanism.
2.5.7 Computed Muscle Control (CMC)
Computed muscle control (CMC) is another method to compute the set of
muscle control signals (or activations) that will drive the model to follow a
desired motion. The main difference between CMC and StO is that CMC
is a dynamic optimisation approach and it considers the full-muscle dynam-
ics. CMC includes forward dynamics as can be seen from the schematic in
Fig. 2.14. A closed-loop PD controller system is used to ensure tracking of
the desired trajectories [28,236,237].
Figure 2.14: Computed muscle control algorithm schematic from [237].
CMC uses a windowing approach of T=0.01 seconds, to account for ac-
tivation/deactivation dynamics of muscles. First, CMC compute desired ac-
celerations (¨¯q∗) that will drive the model coordinates (q¯) to the experimental
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coordinates (q¯exp), according to proportional-derivative control law
¨¯q∗(t+ T ) = ¨¯qexp(t+ T ) + k¯v[ ˙¯qexp(t)− ˙¯q(t)] + k¯p[q¯exp(t)− q¯(t)], (2.20)
where k¯v and k¯p are feedback gains for velocity and position error, respec-
tively. To avoid overshooting and over-damping k¯v = 2
√
k¯p.
Next, the control x¯ (can be muscle excitation or control of ideal actuators)
that will produce the force that will achieve the desired ¨¯q∗(t + T ) need to
be calculated. Static optimisation technique is used to distribute the load
across all actuators using the objective function to be minimised as
J =
n∑
i=1
x2i (2.21)
such that equality constraint is satisfied within tolerance set for the optimiser,
Cj = 0,
Cj = ¨¯q
∗ − ¨¯q,
(2.22)
where ¨¯q is the model accelerations. Finally, the computed controls is used
to drive an FD simulation to advance in time by T. This is repeated till the
end time of the desired motion is reached as shown in Fig. 2.14.
2.6 Biomechanics Models for Ocular Motility
Biomechanical analysis and simulation can be a useful tool for virtual envi-
ronments ergonomics. It has been used in ergonomic evaluation of various
activities such as mining, sports and rehabilitation among others [12,15,204].
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As discussed earlier, visual fatigue is not related to muscular fatigue but
rather to mental fatigue, due to overloading of the brain with conflicting
signals from the ocular and other related systems like the vestibular sys-
tem. That is why determining the neural control of EOMs during immer-
sion, through biomechanical analysis, can be an appealing and new method
to objectively define fatigue. Fatigue will be related to change in eye kine-
matics during immersion. Also, the effect of neck muscles fatigue and VOR
on fatigue levels can be studied by biomechanical analysis of gait and body
postures during immersion. The use of human body models augmented with
ocular biomechanical models will provide an efficient, non-invasive method
to detect and quantify visual fatigue. It can also, simulate different scenarios
of immersion, to calculate the optimum posture with minimum discomfort.
Biomechanical simulation and analysis can aid in finding new methods
to mitigate the different types of motion sickness induced in virtual envi-
ronments. This will help ensure the quality of experience. Biomechanical
analysis of coordinated eye-neck movement in moving/rotating visual scenes
can be a promising method to assess postures that may mitigate sickness
for susceptible users. Investigation of speed and location of visual field has
been done [52,238] but further investigation of their effect on eye movement
and the level of sickness can be done through biomechanical analysis of the
eye-head movement.
Various hypotheses and theories were presented to explain the kinematics
of eye movement and the neural control role in adopting them. In this section,
we will present different types of ocular biomechanics models in the literature
and then validation methods are discussed. A summary of the ocular models
development is presented in Table 2.3.
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2.6.1 Static Models
The first attempt to use mechanical force equilibrium equations to calcu-
late innervation of extraocular muscles in a specific position was presented
by Robinson [23] and extended into the SQUINT software [24]. The study
mathematically approximated the length-tension curves [29], and used an it-
erative method to solve the two problems, the innervation problem and the
position problem, such that the equilibrium equation in Eq. 2.23 is satisfied.
The innervation problem, assuming a normal eye, calculates the forces and
innervation of the six EOMs that will hold the eye globe at a specific gaze
position. The position problem uses the calculated forces and innervation of
the muscles to study abnormal pathological cases by predicting eye position
in those cases and comparing deviations from the normal case. SQUINT ex-
tended the derived muscle response curves to include the slack region where
the muscle shortened sufficiently while exerting no force. It also included the
leash region where the muscle is stretched sufficiently while undergoing a dra-
matic increase in stiffness. The mechanical equilibrium equation is expressed
as
P +
6∑
i=1
Fimi = 0, (2.23)
where P is the passive force created by non-muscular structures that opposed
the globe rotation and act to return the globe to its primary position, m
is a unit vector indicating direction of force F and i indicates one of the
six muscles. F should be values presenting moments of force but since the
moment arm is the radius of the eye-globe, which is equal in all terms, it has
been ignored and now all terms present forces.
OrbitTM gaze mechanics simulation software [239,240] was based on SQUINT
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and it implemented passive pulleys. Moreover, SEE++ [241,242] was an ex-
tension of OrbitTM , which simulated the static behaviour of the eyes for
strabismus surgeries.
Gao et al [27, 117, 118] used static mechanical equilibrium equation to
calculate the initial tension of EOMs in the primary position, contractile
forces of EOMs and the effect of passive and active pulleys. Their results
were in accordance with experimental results.
2.6.2 Dynamic Models
Passive pulley location and stability, determined in [34,35,133], were used by
Pascolo and Carneil [243] and Wei [25,244] to produce models that included
pulleys. In [25, 244], dynamic simulation of the eye during saccades was
presented using a strand-based EOM model using a two-element Hill-type
muscle model. The model incorporated active pulleys but it was not added
to a human body model, making it difficult to simulate coordination between
eye movement and human posture. Consequently, investigation of vestibular
effect on eye movement is not possible either.
2.6.3 Eye-Body Coordination Models
The recent advances of portable eye tracking, motion capture and bio-signal
acquisition systems ushered the need for ocular biomechanics models which
are integrable in musculoskeletal biomechanics models.
OpenEyeSim [77] presents a biomechanical model implemented in Open-
Sim that aims at developing models of the joint learning of visual represen-
tations and eye-movement control. However, the model did not implement
active pulleys, which makes the kinematic and innervation results unrealistic
as the active pulleys change the direction of pull of muscles with orientation
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change. According to the active pulley hypothesis, the change of eye gaze
in tertiary positions causes a displacement of the pulley location causing a
change in the length of the muscle and thus, the total force produced will be
different than the total force produced if the pulley location did not change.
However, passive pulley were used for faster simulations with reduced accu-
racy in tertiary gaze positions. The inverse dynamics techniques provided in
OpenSim was not used, but a black-box optimisation technique [245] that is
based on a reward function that favours closer kinematics to desired while
lowering activation levels for a lower metabolic cost.
In Chapter 3, we will present multiple ocular models. Ocular models
with passive and active movable pulleys and also an ocular model added to
a human head and neck model [246] are presented [73,247].
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2.6.4 Validation of Ocular Biomechanics Models
Ocular biomechanics models can be validated using inverse and forward dy-
namics and by testing whether or not the model follows Listing’s law. There
are advantages and drawbacks for both validation methods. While the first
validation method derives the overall error in the model in any gaze and
body posture, it is prone to noise and synchronisation errors produced by
the hardware. On the other hand, the second validation method does pro-
vide a solid mathematical background, yet it only validates the model in
terms of torsional error in secondary and tertiary gaze positions [111];and in
fixations only.
Similar to skeletal biomechanics models, validating ocular biomechanics
models can be achieved by performing inverse dynamics followed by forward
dynamics using captured motion. In the inverse dynamics step, the captured
eye gaze trajectories are analysed to derive muscle activation signals. In
the forward dynamic step, the derived muscle activation signals are used
to animate the simulated eye to produce an estimate of the captured gaze
trajectories. The difference in captured and simulated trajectories define the
error produced by the ocular model [248].
Additionally, the derived muscle can be further validated against muscle
activation signals collected via Electromyography (EMG). However, record-
ing EMG signals of EOMs is an invasive procedure that needs advanced
medical expertise because it involves the use of needle EMGs electrodes in
contrast to the surface EMG electrodes commonly used. This is an invasive
procedure and imposes discomfort to subjects [249–251].
According to Listing Law’s, during fixations in primary and secondary po-
sitions, the torsion should be zero for normal eyes. In tertiary position, the
torsion should obey Listing’s equation as discussed in Section 2.2.4. Valida-
62
tion of ocular models by simulating fixations at different secondary positions
by varying the horizontal/vertical angles. Using these desired horizontal
and vertical kinematics, we can use inverse dynamics and validate that the
achieved kinematics keeps torsion approximately zero.
Using eye movement systems other than fixation, will be difficult to val-
idate since from previous experiments, it was found that the eye only, ap-
proximately, obey Listing’s law in smooth pursuit, saccades and blinks [111,
112,252].
2.7 Critical Review
In this chapter, a literature review was presented on the ocular system and
ocular biomechanics. Different ocular models have been reviewed from the
first mathematical model presented by Robinson [23] till models created in
OpenSim [73, 77]. Biomechanical simulation and analysis tools had been
reviewed too.
While research in VR hardware has advanced rapidly in the past few
years, users are still experiencing VR-related visual fatigue attributed to
VAC and motion during simulation. What is visual fatigue and how it can
be measured was discussed. Visual fatigue is attributed to mental fatigue
and neural control more than muscular fatigue. This is due mainly to the
fatigue-resistant nature of extraocular muscles. Different determinants have
been used to measure fatigue, including eye movement. With the advent
of remote eye-trackers and eye-trackers embedded in VR headset, it became
easy to record eye movement in a seamless, non-intrusive way in contrast to
the EEG and EOG-based methods. EEG and EOG signals suffer from noise
artefacts and require noise cancellation and source isolation algorithms. They
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have the disadvantage of being invasive and thus, hinders normal behaviour,
in addition to the complexity of such signals in comparison to eye movements
recorded through eye trackers in natural and virtual environment. That
is why using biomechanical analysis of recorded eye movements provides a
flexible, non-invasive and could also be extended into a real-time solution to
visual fatigue measurement. There is still a scarcity of datasets of coordinated
eye and/or body movement during VR immersion. It is achievable now
with embedded eye-trackers in VR headsets available. Therefore, there is a
need to collect datasets of different eye movements during immersion. Using
an ocular model, this data can be biomechanically analysed to investigate
changes due to VAC and thus, provide insights into how to measure visual
fatigue in VR.
There are three major challenges hindering the use of ocular biomechanics
for visual ergonomics and fatigue assessment especially during VR immer-
sion. The challenges include (1) the unavailability of a high-fidelity ocular
biomechanics model; (2) the integrability of ocular models with other muscu-
loskeletal full-body models; and (3) the derivation of an objective assessment
measure for visual fatigue.
A high-fidelity ocular biomechanics model should implement all kinematic
and physiological properties of EOMs, in addition to the active pulley the-
ory [33,34]. The APH, as previously described, shows that the pulley position
change with the change of the gaze direction [33–35, 253]. Studies showed
that active pulleys are found in rectus muscles and also in the inferior oblique
muscle [253]. However, none of the published models implement movable pul-
leys in the five muscles [77,117,242,244]. For an ocular model to accurately
represent ocular motility, it should implement active pulleys in addition to be
easily integrable within other full body musculoskeletal biomechanics models.
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This will provide researchers with a tool to simulate and analyse different vi-
sual tasks in natural and virtual environments. It will, also, provide a method
to study eye movement during body movement, without a need to control
the head movements or use complex experimental setup.
Validating the model by ensuring that it can perform desired kinematics
and that calculated muscle activations and excitations are similar to neural
control signals described in literature is a very essential step in the develop-
ment of high fidelity models. In addition, the biomechanical modelling tool
which include muscle models and inverse dynamics methods may need to be
fine tuned and carefully chosen to accommodate the unique characteristics
of EOMs and ocular motility.
In the nineties, Mon-Williams and others studied the effect of HMDs
usage [16–18] and more recently the effect of the vergence-accommodation
conflict was further studied using 3D TV and stereoscopic displays [164,168,
178,254]. The studies used optometry tests before and after exposure in ad-
dition to subjective assessment of visual fatigue symptoms. EEG was also
estimate visual fatigue in [182]. However, there is still a need for a method
that is less invasive than EEG and that can be used during exposure not
pre and post exposure. Using ocular biomechanics simulation and analysis
provides such an alternative. It is an easy, flexible alternative to complex
experimental setups. It could provide simulations of eye movements under
different conditions. And it can be further used to derive an objective mea-
sure of visual fatigue in VR.
65
Chapter 3
Ocular Biomechanics Modelling
“Logic will get you from A to B.
Imagination will take you
everywhere.”
Albert Einstein
3.1 Introduction
Several ocular models have been developed over time. Computer-based
models were first derived by Miller and Robinson (SQUINT) [24] to sim-
ulate static behaviour of the eyes. This was a modified version of the
model published by Robinson [23]. Pulleys and their effect on the muscle
length was discussed and incorporated in many models and software simu-
lations [25, 27, 34, 35, 77, 117, 118, 131, 133, 239, 240, 242, 244, 253]. However, a
biomechanics model that incorporates the active pulleys theory [34, 253] in
rectus and inferior oblique muscles, and can be integrated to human body
musculoskeletal models to create muscle-driven simulations of eye movements
is not available.
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In this chapter, we present the development of ocular biomechanics mod-
els with six extraocular muscles (EOMs). In the final model, pulleys are in-
corporated in all rectus muscles and the inferior oblique muscle. The muscles
are based on Hill-type muscle model described in Chapter 2 Section 2.5.1.
The final model can be used to simulate eye movements and analyse the
forces responsible for the eye movements. The final model is, also integrated
to a musculoskeletal human body model and used for simulating eye-head
coordination [73].
We determined that our models met a good fidelity criteria in two folds,
model verification and model validation. Model verification [248] is per-
formed through two steps.
Step (1): The model joint forces produced during horizontal movement is
compared to clinically collected data describing orbital suspension
tissues tension [29]. The comparison ensures that the resisting
forces modelled represent the orbital suspension tissues satisfac-
torily.
Step (2): The force-length characteristic curves of the modelled EOMs are
compared to published experimental data collected clinically [23,
30].
Model validation [248] is done through three steps.
Step (1): Eye movements, that represent different movement systems, are
compared to the muscle-driven movements [248] using inverse dy-
namics followed by forward dynamics.
Step (2): Eye movements must closely obey Listing’s Law [102, 108] by
maintaining zero torsion in secondary gaze positions and closely
following Listing torsion formula in tertiary positions.
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Step (3): And finally, the neural control of extra ocular muscles calculated
for different eye movement are compared to results published from
clinical trials.
In this chapter we will present the model and the verification step only.
Next chapter will present the validation of the models developed throughout
this chapter.
The rest of the chapter is organised as follows. Section 3.2 describes
the components of the ocular biomechanics model. Section 3.3 presents the
ocular biomechanics model development starting with Model-0 up to the final
proposed Model-4. Verification steps are described as part of the development
process and Section 3.4 discusses the results presented and concludes the
chapter.
3.2 Components of an ocular biomechanics
model
3.2.1 Eye-Globe
The eye-globe performs rotational movements around one of three axes pass-
ing through the centre of rotation and perpendicular to one-another as shown
before in Chapter 2 (Fig. 2.2) [1,23,24]. The vertical and the horizontal axes
are assumed to lie in the Listing’s plane [1, 79], which is defined as a plane
fixed in the orbit that passes through the centre of rotation and the equator
of the globe when the eye is in the primary position and perpendicular to the
fixation line. The primary position can be defined as the position when the
head is erect and looking straight forward [34,89]. We used a solid sphere of
radius 12mm to represent the eye-globe [23]. The eye-globe is modelled as a
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ball-and-socket joint with a range of rotation angles from −40◦ to 40◦ in all
three axes.
3.2.2 Orbital Suspension Tissues Tension
A limiting force is used at each joint, to act as the orbital suspension tissues.
The force acts to limit the rotation away from the primary position with
linear stiffness of 0.5 gm/◦. The stiffness value was previously discussed in
Chapter 2 (Section 2.3.1) where the stiffness of the orbital suspension tension
resisting the globe rotation was reported 0.5 gm/◦ [29].
3.2.3 Extraocular muscles (EOMs)
Eye movements depend heavily on properties of the extraocular muscles
(EOMs) and their respective connective tissues (pulleys). Six EOMs are
attached to each eye-globe, four rectus muscles and two oblique muscles as
shown previously in Chapter 2 (Fig. 2.5 and Table 2.1). The origin and
insertion points with respect to the centre of eye-globe, are given in Ta-
ble 3.1 [87,116].
3.3 Ocular Biomechanics Modelling
3.3.1 Model-0: Preliminary Pulley-Free Ocular Model
Our preliminary model (Model-0), is made up of the main components, de-
scribed in the previous section, which include the eye-globe, the orbital re-
sistance to rotation and the six EOMs.
In Chapter 2 (Section 2.2.3) we described the eye rotation axes and names.
For the right eye, adduction falls in the positive z-axis, while abduction in
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MRLR
IR
SOSR
IO
Figure 3.1: Right eye model from different perspectives with all six extraoc-
ular muscle (EOMs). Top: Superior view, Bottom: Inferior view, Middle:
Anterior view, Left: Lateral View, Right: Medial View. .
the negative z-axis. Supraduction falls in the positive y-axis, while infra-
duction in the negative y-axis. Excyclotorsion falls in the positive x-axis,
while incycloduction in the negative x-axis. For the left eye, the adduction
and excyclotorion are negative values and abduction and incycloduction are
positive.
The right eye-globe of Model-0 is shown in Fig. 2.5 from different per-
spectives, with the six extraocular muscles attached. The origin and insertion
points used are given below in Table 3.1. No pulleys were implemented, their
location are shown only as points on the muscle path.
According to Zajac [207], the necessary parameters for each musculoten-
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don model include the maximum isometric force FM0 , the optimal length L
M
0 ,
pennation angle α, maximum muscle velocity V Mmax and tendon slack length
LTs .
EOMs are considered parallel-fibered muscles, so the pennation angle is
zero (α = 0), and the slack length was substituted with tendon length as we
used rigid tendon assumption [216,225].
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In this model, all EOMs were modelled using Thelen equilibrium rigid
tendon muscle model with default parameters [215].
The maximum muscle velocity V Mmax was set to 1000
◦/s, since saccadic
movements can reach such velocities [1, 207].
Figure 3.2: Maximum isometric force for LR with eye movement effort repre-
sented by the angle of horizontal movement, where negative values represent
temporal motion and positive values represent nasal motion. Points were
deduced from active force curves of length-tension relation [29,30].
To choose the maximum isometric force for each muscle, we used the
maximum isometric force measured at different horizontal eye orientation.
Figure 3.2 shows the change in maximum isometric force for LR with hori-
zontal eye movement. The points plotted as blue circles represent maximum
isometric force reproduced from the original length-tension curves [29], which
will be shown below. Using a 2nd degree polynomial equation, we fitted the
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collected points (n = 5) with goodness of fit statistics R2=1, shown as the
red curve. From the fitted curve, we chose the maximum isometric force the
LR muscle to be 150 grams, to account for extreme gaze above 40◦. Using the
relative strength of the other EOMs, we calculated the maximum isometric
force for each EOM [23,24]. The values used are documented in Table 3.1.
The issue we faced with Thelen’s muscle implementation is the inability
to change the parameters of the active and passive force-length curves. Thus,
we could not achieve muscle response that can be compared to experimental
results of the LR response [29], in addition to the issues already discussed in
Chapter 2 (Section 2.5.1).
3.3.2 Orbital Suspension Tissues Modelling Verifica-
tion
Using inverse dynamics, we calculated the forces needed to rotate the eye-
globe in horizontal motion from the primary position to 40◦ (adduction) and
−40◦ (abduction) with velocity around 10 deg/s.
The result compared to experimental data from [29] as shown in Fig. 3.3.
The root mean square error (RMSE) between the model tension and the
experimental data was 0.518 grams, i.e. 5.08 mN.
3.3.3 Model-1: Pulley-Free Ocular Model with Millard
Muscle Model
Starting with Model-0, we changed all muscles into the Millard damped equi-
librium hill-type based muscle model [216].
Hill-type muscle [207] model has three components, a contractile element
(CE) in parallel with a parallel elastic component (PEC). CE and PEC repre-
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Figure 3.3: Orbital suspension tension resisting eye-globe rotation. The green
lines represent tension generated on rotating the globe. The red asterisks
represent data points reproduced from [29].
sents the muscle contractile and passive elasticity. The series elastic element
(SEC) represents tendon elasticity as shown in Fig. 3.4(a).
We chose to use the rigid tendon implementation, which ignores the elas-
ticity of the tendon. The choice of the rigid tendon implementation of Millard
equilibrium muscle model was based on the fact that the ratio of the tendon
length (LT ) to the muscle length (LM) is less than or equal one in all EOMs,
as can be deduced from data in Table 3.1. Thus, tendon slack length can be
ignored and tendons can be modelled as rigid bodies [216, 225]. This, also,
decreases simulation computation time [216]. Therefore, our model ignores
the SEC component of the model in Fig. 3.4(a).
Figures 3.4(b) and 3.4(c) shows the characteristic curves of the Millard
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Figure 3.4: (a) A schematic of the three component Hill-type based muscle
model. The three components are contractile element (CE), parallel elastic
element (PEC), and series elastic element (SEC). (b) Passive force-length
curve. (c) Active force-length curve.
equilibrium model. In order to use the muscle model, we needed to choose
values for the following parameters:
1. Muscle Optimal Fiber Length (LM0 )
2. Tendon Length (LT )
3. Maximum Isometric Force (FM0 )
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4. Maximum Contraction Velocity (V Mmax)
5. Passive Force-Length Curve Parameters:
(a) Strain and Stiffness at Zero Force (Mzero and Szero)
(b) Strain and Stiffness at Maximum Isometric Force (Mmax and Smax)
6. Active Force-Length Curve Parameters:
(a) Minimum Normalised Active Fiber Length (lmin)
(b) Transition Normalised Fiber Length (ltrans)
(c) Maximum Normalised Active Fiber Length (lmax)
(d) Shallow Ascending Slope (SAS)
(e) Minimum Force Value (fmin)
To start choosing the values, we needed first to stabilise the posterior
part of the muscles with gaze change, by adding pulley points that inhibit
muscle side-slip. So, that the calculated lengths will be realistic.
3.3.4 Model-2: Passive Pulley Ocular Model
The stability of the posterior part of the rectus muscle paths was attributed
to connective tissues that act as pulleys according to the passive pulley the-
ory [131]. The location of passive pulleys was determined by muscle path
inflection in secondary gaze position [35,133].
Our passive pulley model (Model-2) has a fixed-to-orbit pulley points,
representative of static passive pulleys. The used pulley position, with re-
spect to the centre of eye-globe, is shown in Table 3.1 [35, 133]. The pulley
positions does not move with gaze.
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In [29], the optimal length of LR was found beyond the primary position
by 6.5 mm (approximately at 35 ◦adduction), and the ratio of length at
the primary position (Lpp) to optimal length (Lo) was given as 0.86. The
primary position length (Lpp) of each muscle was calculated. Then, for the
model’s LR muscle, the length at adduction of 35 ◦ was calculated and used
to calculate ratio (Lpp/Lo) which was 0.88. This ratio was used to calculate
Lo for each of the muscles. These values are documented in Table 3.1.
3.3.5 Force-Length Characteristic Curves Verification
Using the length-tension curves of the LR muscle measured experimentally
in [29, 30], we reproduced the data points for verification comparison of the
model response. Figure 3.5 shows the passive force-length response of LR
muscle from both studies [29,30]. A curve for the average values between the
two experiments is shown. The points were fitted using a smoothing spline
with goodness of fit statistics R2=1. The model passive force-length response
of the LR muscle is shown too.
We used iterative matching to choose passive force-length curve parame-
ters that fit satisfactorily with the reproduced data. The resulting parame-
ters from this stage are shown in Table 3.2. The RMSE between the model
passive force curve and the fitted curve from experimental data gave 0.763
grams, i.e. 7.48 mN.
The values calculated can be interpreted physiologically as follows. For
0 = −0.2, it means that the muscle starts to exert force when compressed
by 20% of its optimal length, i.e. when the muscle is at 0.8 of the optimal
length, whereas max=0.7 means that for a passive force equivalent to F
M
0 ,
the muscle is strained by 70% of its optimal length, i.e. stretched to 1.7
its optimal length. This value is similar to the value proposed for skeletal
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Figure 3.5: The model passive force-length curve is shown in the green dashed
line. Curves reproduced from [29,30] are shown in the red and blue asterisks,
respectively. The average of the two sets is shown in the black solid line.
muscles in [215].
Figure 3.6 shows a reproduction of the total force-length curves from [29,
30] at different innervations (from top: 30◦T , 15◦T , 0◦, 15◦N , 30◦N), where
T means temporal-ward (abduction) and N means nasal-ward (adduction).
The total force-length response of the model at different activation levels
from 0 till 1 with steps of 0.05 are shown also.
For each experimental curve at a certain innervation level, the nearest
curve from the model-generated curve was used to calculate RMSE. The
overall mean RMSE of all 5 experimental curves was 4.0995 ± 1.0241 grams,
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Figure 3.6: Total Force-Length relation of the LR muscle. Curves reproduced
from [29,30] are shown in the red and blue asterisks The average of the two
sets is shown in the black solid line. The total force-length response of the LR
muscle of the model is shown in the green dashed line at different activation
from 0 till 1 with steps of 0.05.
i.e. 40.1995 ± 10.0421 mN.
The active contractile force was difficult to measure directly so the total
and passive force were measured then subtracting the passive from the total
force gave the active force. The active force was deduced at the different
innervation levels as shown in Fig. 3.7 along with the active force-length
response of the LR muscle of the model at different activation from 0 till 1
with steps of 0.05. Similar, to RMSE calculation in the case of the total force-
length curves, we calculated the RMSE for each pair of active force curves.
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The overall mean RMSE of all 5 experimental curves was 4.2885±1.0793
grams, i.e. 42.0532 ± 10.5834 mN.
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Figure 3.7: Active Force-Length relation for LR muscle. Curves reproduced
from [29, 30] are shown in the red and blue asterisks. The average of the
two sets is shown in the black solid line. The active force-length response of
the LR muscle of the model is shown in the green dashed line at different
activation from 0 till 1 with steps of 0.05. The maximum isometric force
fitting curve is shown as the red curve. Blue asterisks on the fitted curve
were deduced from active force curves of length-tension relation [29,30].
To choose the parameters of the active force-length curve, we observed
that the transitional length where the active force falls to 80% of the max-
imum value is around 3mm beyond the primary position length from [29].
The minimum length where the active force falls to zero is not perceivable
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Model Mzero (Szero) 
M
max (Smax) lmin ltrans lmax SAS
Passive -0.2 (0.24) 0.698 (1.33) 0.53 0.93 2 2.35
Active -0.196 (0.242) 0.696 (1.34) 0.53 0.93 2 2.35
Table 3.2: Muscle model parameters determined. All dimensions are given
in mm.
from the experimental data. From the curves, it was deducted that the as-
cending slope is not shallow but rather steep. Thus, the parameters of the
active force-length curve of the model were chosen as shown in Table 3.1.
There is no similar data available in literature describing the force-length
curves for the other five EOMs; it is a common practice to use the same
muscle parameters for all EOMs [23,77,118,244]. From the calculated RMSE
and Figures 3.5, 3.6 and 3.7, we can conclude that the model response can
accommodate the forces measured experimentally. This verifies the model
response.
3.3.6 Model-3: Active Pulley Ocular Model
According to the active pulley theories [34, 35, 133, 255], in secondary gaze
positions, i.e. purely horizontal or vertical rotation, pulley position of rectus
muscles were found to move when the eye rotates in their plane of action (as
agonist or antagonist). The largest average displacement measured was less
than 2mm [133]. Thus, the passive pulley model can be considered as good
enough for secondary gaze position simulation and analysis.
Studying tertiary eye positions in magnetic resonance imaging (MRI) im-
ages, helped formulate the active pulley hypothesis (APH) [33]. It stated that
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the pulley position changes with eye movements and this pulley displacement
was attributed to the pull action exerted by the orbital layer of the muscle
that inserts at the pulley not the eye-globe [20]. Active pulleys were not only
found in rectus muscles but also in IO muscle [34, 253]. Next, we converted
the pulley fixed points into moving points to be displaced with gaze change
according to APH [33,34,253]. In this section, we describe another version of
the model with moving pulleys that implements the active pulley hypothesis
(APH) [33,34].
a)
b) c)
d) e)
Figure 3.8: Passive pulley model (blue-left) and Active pulley model (red-
right) at different gaze positions. a) Primary Position, b) Supraduction Ab-
duction (20◦,−20◦), c) Supraduction Adduction (20◦, 20◦) d) Infraduction
Abduction (−20◦,−20◦), e) Infraduction Adduction (−20◦, 20◦). Pulleys in
active pulley model move anteriorly with gaze change in the field of action of
the muscle and posteriorly in the opposite direction. The movement of the
LR and SR are illustrated with arrows.
When eyes are obliquely rotated (horizontal and vertical rotation angles
> 0), pulleys were found to move posteriorly with muscle contraction and
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anteriorly with relaxation. Antero-posterior change in pulley position with
respect to the rotation angle were collected in [34].
We used the collected data to derive a linear function to move each pulley
with respect to the gaze change in the field of action of the muscle.
For the IO muscle, the presence of connective tissues stabilising and shift-
ing the path of the muscle was found in [253], therefore, we added a pulley to
IO muscle. MRI images studies showed that IO muscle pulley was highly in-
fluenced by the IR and LR muscle pulleys [253]. The pulley moves anteriorly,
superiorly with supraduction and posteriorly, inferiorly with infraduction.
The displacement of the IO pulley is 50% of the displacement of the IR
muscle pulley [253]. However, no absolute coordinates of the IO pulley was
documented, so we chose values that kept the resultant moment of force
arm of the muscle within reasonable range for the muscle to perform its pri-
mary action (excycloduction) and its secondary (supraduction) and tertiary
(abduction) actions.
Figure 3.8 shows right eye model at different gaze positions. The left
blue model is the passive pulley model and the right red one is the active
pulley model in each of the four tertiary gaze positions as well as the pri-
mary position. The LR and MR muscle pulleys moves with abduction and
adduction while the SR and IR muscle pulleys moves with infraduction and
supraduction.
Rerunning the iterative techniques described above to chose parameters
for characteristic curves gave similar parameters. This was expected since
adding active pulley do not change muscle length or characteristics. It just
change direction of muscle pull with gaze change. All values are documented
in Table 3.2.
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3.3.7 Model-4: Eye-Head Coordination Model
Next, we tested the integration of the eyes into a skull of a human body
model. Using the head and neck model from [246], we developed the eye-
head model shown in Figure 3.9.
Figure 3.9: The proposed ocular model [73, 247] integrated into a head and
neck model [246]. Left: Anterior view, Middle: Lateral view, Right: Superior
view.
The active pulley model (Model-3) is used for the left and right eyes and
integrated into the head-and-neck model [246]. Each eye was placed inside
the orbit cavity, with an interpupillary distance (IPD) of 60 mm. The head
and neck model have six degrees of freedom (DoF), three DoF representing
the rotation of the upper cervical spine, i.e. the skull to second cervical
vertebra (C2) which is the head movement. The other three DoF represents
the rotation of the lower cervical spine, i.e. from C2 to first thoracic vertebra
(T1) which is the neck movement.
3.4 Conclusion
We presented the development process of our ocular biomechanics model.
The final model is representative of ocular motility of a normal human eye.
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The model can be used to drive simulations of different eye movement systems
and analyse the force profile of EOMs. It was implemented using the open-
source software platform for biomechanics simulations, OpenSim [9]. The
model was integrated into a head-and-neck musculoskeletal model [246] and
could be further integrated into other models like those published in [74,75].
This can provide a full model to simulate the vestibular system effect and
posture effect on the eye movement and vice versa.
The verification of the model showed that the muscle model used closely
matches the EOMs response from clinical data, documented in the litera-
ture, with a maximum RMSE of 42.05 mN. The orbital suspension tissues
was modelled with limiting forces that generate forces which closely matches
experimental data with RMSE of 5.1 mN. The passive and active pulley mod-
els along with the eye-head model will be further validated using synthesised
and real data in the next chapter.
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Chapter 4
Model Validation
“The logic of validation allows
us to move between the two
limits of dogmatism and
scepticism.”
Paul Ricoeur
4.1 Introduction
Validation is an important step in any musculoskeletal model development
process [248]. Commonly, it is done through comparing experimental data
to simulation and predictions of the proposed model. Experimental data can
be motion-captured data, electromyography (EMG) signals and/or geometry
and data collected from imaging and cadavers [248].
In the case of ocular biomechanics modelling, EMG signals are difficult
to acquire since surface EMGs cannot be used [249–251]. Surface electrodes
cannot distinguish the different extraocular muscles because they are nested
inside the orbit cavity. Thus, only needle EMG can be used which is uncom-
fortable and therefore, they are used mainly for medical reasons.
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Interaction and forces of the extraocular muscles had been studied during
strabismus operations [23,30,32], and using MRI the structure and shape of
the muscles were investigated [35, 119]. Therefore, we will use the normal
extraocular muscles behaviour, reported previously in literature, to validate
the model-generated behaviour.
In this chapter, we will validate the passive and active pulley models
(Model-2 and Model-3) and also the eye-head model (Model-4). We will use
synthesised data for fixation, saccade and smooth pursuit eye movements
[247] along with eye movement recorded from subjects during immersion in
VR. Validation is done through comparing real and synthesised eye movement
to muscle-driven eye movement. Using synthesised eye movement is the first
validation step, because synthesised data confine eye movement to a certain
type of eye movement, and then the model’s performance can be validated
against eye movement types. Synthesised data included fixation, saccades
and smooth pursuit eye movements.
We will further ensure that the models closely obey Listing’s law in sec-
ondary and tertiary eye gaze positions. In addition to that we will visualise
the activation and excitation signals produced by the model and compare it
to the descriptions of neural control of EOMs during different eye movement
systems from literature.
The rest of the chapter is organised as follows. Section 4.2 presents the
validation of the passive and active pulley models using synthesised eye move-
ments that represent fixations, saccades and smooth pursuit, in addition to a
highlight on the different methods of inverse dynamics and why we chose to
use static optimisation (StO). Section 4.3 presents the validation of the eye-
head model with synthesised data that represent smooth pursuit. Section 4.4
presents validation of the active pulley model using real data collected during
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immersion in VR. The experimental methods employed and the recruitment
of participants will be briefed on but more details will be provided in Chap-
ter 5. Finally, a conclusion is presented in Section 4.5.
4.2 Passive/Active Pulley Models Validation
using Synthesised Data
4.2.1 Comparing with Synthesised Eye Movements
Validation is done through using synthesised eye movement to perform in-
verse dynamics to calculate muscle activations then use the muscle activations
to perform forward dynamics. The forward dynamics produce muscle-driven
eye movements which is them compared to the synthesised data to validate
the performance of the model. This will help us test to what extent the
model can perform realistic simulations.
Performance of the two models, the passive and active pulley model, was
measured by calculating the root mean square error (RMSE) in each rota-
tional direction. Orientation error was also measured by calculating the co-
sine distance, which gives the angular distance between desired and achieved
kinematics, shown in Table 4.1.
Fixation and Saccade
Fixation holds the image of an immobile object on the fovea while a saccade
changes the direction of gaze to capture and stabilise the image of a new
object on the fovea rapidly. Figure 4.1 shows the results of simulating a
saccadic eye movement starting from 1◦ to 10◦, 20◦, 1◦, -10◦, -20◦ and finally
reaching -1◦ purely horizontal rotation angles with fixation duration of one
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Table 4.1: RMSE and Orientation Error (◦) for Passive and Active Pulley
Model.
Movement System RMSE Orientation
Error
Adduction Supraduction Torsion
Passive Pulley Model
Fixation & Saccade 5.76 0.35 0.271 20.38
Smooth Pursuit 4.85 0.159 0.18 18.48
Active Pulley Model
Fixation & Saccade 4.35 0.25 0.37 11.48
Smooth Pursuit 3.56 0.33 0.19 3.56
second and saccadic velocity around 500 ◦/sec.
Figures 4.1(a), 4.1(b) and 4.1(c) shows the abduction, supraduction and
torsional angles respectively, for the target (desired) motion along with muscle-
driven motion of the passive and active pulley models.
The maximum muscle-driven achieved ab/adduction angles, during each
fixation period, were 1◦, 6.3◦, 13.27◦, 1.06◦, -4.8◦, -9.94◦ and 0.2◦ for the
passive pulley and 0.83◦, 7◦, 14.6◦, 0.83◦,-6.3◦, -12.5◦ and -0.2◦ for the active
pulley. Velocity of the horizontal movement is shown in Fig. 4.1(d).
The RMSE of the adduction, supraduction and torsion and the orien-
tation error of both models is shown in Table 4.1. The error increases as
the rotational angle increases, where as near the primary position the model
tracks the desired kinematics better.
Eye movement tend to stay as close to the primary position as possi-
ble, thus the model error will be low in most cases. Moreover, even during
fixations the eyes never have a zero velocity and the EOMs are never at com-
plete rest, there is micro-saccades and drifts happening to keep the stimulus
changing and thus maintain vision [2,54]. In the Section 4.4, we will use real
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Figure 4.1: (a) Ab/Adduction angle with time, (b) Supra/Infraduction angle
with time, (c) Torsional angle with time, (d) Ab/Adduction velocity with
time. Each of the above plots shows the results of the target motion in solid
blue, the muscle-driven motion of passive pulley model in dotted red and the
muscle-driven motion of active pulley model in dotted yellow. The RMSE
between desired and achieved kinematics for passive (first row) and active
(second row), respectively, is shown.
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data to further validate the model.
Smooth Pursuit
Smooth pursuit stabilises the image of a slowly moving object on the fovea,
with speed up to 70 ◦/sec [1,2]. Figure 4.2 shows the results of simulating an
eye tracking a moving object with a velocity of 10 ◦/sec. The target object
was moved from directly in front of the eye, such that the eye starts from
the primary position, towards an adduction of 20◦ and back.
Figures 4.2(a), 4.2(b) and 4.2(c) show the abduction, supraduction and
torsional angles respectively, for the target motion along with muscle-driven
motion of the passive and active pulley models. From Fig. 4.2(a), we can
see that both models achieved a slightly lower maximum adduction angles,
14◦ and 15.25◦ for the passive pulley model and the active pulley model
respectively.
The maximum achieved angles in the case of passive pulley model was 14◦,
-1.19◦ and 0.65◦ for adduction, infraduction and excycloduction, respectively
whereas, for the active pulley model, 15.25◦, 0.864◦ and 0.5◦ for adduction,
supraduction and excycloduction, respectively.
Figure 4.2(d) shows the velocity of the adduction rotation with time. As
expected both models tried to achieve the 10 ◦/sec, where the active pulley
model gave better performance.
From both experiments, fixation/saccade and smooth pursuit, the active
pulley model tracked the desired kinematics more closely and gave less er-
ror. The model was able to track the target motion more closely at lesser
rotational angles, i.e. neared to the primary position.
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Figure 4.2: Simulation of horizontal smooth pursuit movement from the
primary position to 20◦ adduction and back. (a)Ab/Adduction angle with
time, (b)Supra/Infraduction angle with time, (c)Torsional angle with time,
(d) Ab/Adduction velocity with time. Each of the above plots shows the
results of the target motion in solid blue, the muscle-driven motion of passive
pulley model in dotted red and the muscle-driven motion of active pulley
model in dotted yellow. The RMSE between desired and achieved kinematics
for passive (first row) and active (second row), respectively is shown.
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4.2.2 Static Optimisation vs. Computed Muscle Con-
trol
The optimisation techniques used in biomechanical simulation and analysis
are mainly based on minimising the activation level such that force generated
is within tolerance from force required as in static optimisation [205, 234,
235] or minimising activation levels such that desired acceleration is achieved
within tolerance as in computed muscle control [28, 236, 237] as discussed in
Chapter 2 (Section 2.5).
Six different functional eye movement systems has been defined in litera-
ture [1,2,85,91], smooth pursuit, saccade, fixation, vergence, vestibulo-ocular
reflex and optokinetic reflex. In smooth pursuit, the eye follows smoothly a
moving object which might accelerate or decelerate [1, 2]. In saccades, there
is an initial instantaneous acceleration then nearly zero velocity is main-
tained [1,2,256]. In fixation, the eye fixates at a point with drifts and micro-
saccades of less than 0.5◦ [1, 2]. In vergence, in order to hold the image of a
single object simultaneously on both fovea, the eyes move in directions oppo-
site to each other. This is a response to the object moving slowly or abruptly
from near to far; it takes from 150-200 msec [1, 2, 165]. In vestibulo-ocular
reflex (VOR), the eye involuntarily moves in opposite direction of head move-
ment, to keep the image of steady object on the retina. Eye movement in
this case follow head velocity by 90% in horizontal and vertical VOR but to
a lesser degree in case of torsional VOR [1, 85]. Optokinetic reflex happen
in response to motion of a large visual scene with the head steady. It also
compensates the fading of VOR with sustained head rotation [1]. In all the
described movements the rapidness to stabilise the image is the main tar-
get. Velocity may increase or decrease according to object of interest being
tracked by means of a closed loop feedback system where lag between eye
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velocity and object velocity causes a retinal image slip. We can, thus, safely
imply that most movements have a very rapid instantaneous acceleration
and a most commonly constant or linearly increasing or decreasing velocity
to sustain clear vision.
Therefore, optimisation techniques relying on acceleration error as a con-
straint to converge, as the case of computed muscle control method, is not
suitable for eye movement simulation.
We chose to use static optimisation as it is based on the desired moment
of force to accomplish the movement task, since reaching the desired accel-
eration, does not fulfil the eyes need for accurate fixation of gaze. Static
optimisation was designed to get optimised activation levels for gait motion.
The moment of force produced in gait motion is in the order of hundreds
of N.m which is not the case for eye movement. EOMs produce moment of
force in the order of 10−3N.m since EOMs produce forces measured in mN
and radius of the eye-globe is approximately 12 mm.
Figures 4.3(a) and 4.3(b) show the difference between moment of force
needed by target and muscle-driven eye movements. The RMSE of the
ab/adduction moment of force for passive pulley model is 3.098 × 10−4N.m
and 2.558 × 10−4N.m for the saccadic and smooth pursuit movements, re-
spectively. The RMSE of the ab/adduction moment of force for active pulley
model is 2.434 × 10−4N.m and 1.897 × 10−4N.m for saccadic and smooth
pursuit movements, respectively.
Another difference between StO and CMC is that StO assumes rigid
tendon and does not include contribution from muscles elasticity only active
force is used as discussed in Chapter 2 (Section 2.5) [10,205,234,235], where
as the CMC considers the full-muscle dynamics. This does not pose as a
problem since with EOMs, we have already used the rigid tendons assumption
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and from Robinson et al. and Collins et al. [23, 29–31] trials, it was noted
that active force are the main contributor to eye motion.
To create more accurate eye movement that take vision clarity and acuity
into consideration, an extension of the available optimisation solutions may
be required. However, the static optimisation gives satisfactory results which
are comparable to other musculoskeletal models published [75].
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Figure 4.3: (a) Horizontal moment of force with time for fixation and saccade
movement. (b) Horizontal moment of force with time for smooth pursuit
movement. The results of the target motion in solid blue, the muscle-driven
motion of passive pulley model in dotted red and the muscle-driven motion
of active pulley model in dotted yellow. The RMSE between the desired and
achieved moment of force for passive (first row) and active (second row) are
shown too.
4.2.3 Obeying Listing’s Law
Both synthesised motions moved the eye in only one direction, therefore
secondary eye positions is assumed. Therefore, ocular torsion should be kept
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zero according to Listing’s Law.
For the saccadic movement, Fig. 4.1(c), the torsion rotational angle has
a mean of 0.25◦ ± 0.08◦ and 0.29◦ ± 0.18◦; it ranged between 0◦- 0.64◦ and
0◦- 0.72◦ for the passive and active models, respectively.
Also, for the smooth pursuit, Fig. 4.2(c), the torsion rotational angle has
a mean of 0.19◦±0.05◦ and 0.17◦±0.06◦; it ranged between 0◦ and 0.64◦ and
0◦ and 0.51◦ for the passive and active models, respectively. Therefore, we
can conclude that the both the active and passive pulley models obey listing’s
law in secondary positions.
The very slight torsional angle is attributed to the slight supraduction
angle approximately between 0◦ and 0.86◦ for both motions.
4.2.4 The neural control of EOMs
The main agonist muscle for adduction is MR and LR for abduction. There-
fore, they should have the highest activation levels during the time intervals
corresponding to adduction and abduction, respectively. Muscle synergy
should also be evident, where the SR and IR has tertiary action in the ad-
duction case and IO and SO in the abduction case.
For a successful saccades to be performed and a new fixation point to be
achieved, the neural control must exhibits a phasic component, which is a
burst of innervation to reach the new position, followed by a tonic component
to maintain that position as shown in Fig. 4.4 [91, 257–259]. If the tonic
component is not present, the eye position cannot maintained as shown in
failed saccade case in Fig. 4.4.
The excitation signal of EOMs, calculated through inverse dynamics tech-
niques, is related to the neural control of the eyes. It is a representation of
the number of motor units recruited and the firing frequency of these motor
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units [207,215]. Therefore, it should behave similar to normal human neuron
control documented in literature.
Figure 4.4: A schematic of the saccade neural control. The neural control
needed to achieve a successful saccade and a distorted neural control that
causes a failed saccade are illustrated. Reproduced from [91].
The activation levels and excitation signals calculated through static op-
timisation are shown in Fig. 4.5 and Fig. 4.6 for the saccadic and smooth
pursuit movements, respectively.
For the saccadic motion, it can be observed that LR and MR muscles
have a slight higher innervation when using the active pulley model then the
passive pulley model. There is a synergy between muscles to keep fixation in
the active pulley model more than present in the passive pulley model. The
active model showed higher levels of activation in all synergist muscles, SR
and IR in the adduction case and IO and SO in the abduction case. As for
the excitation signals, we can see the phasic and tonic components at each
saccade. There is a high burst in excitation followed by a lower consistent
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Figure 4.5: For the fixation/saccade motion. (a) Passive pulley model EOMs
activation levels with time, (b) Active pulley model EOMs activation levels
with time, (c) Passive pulley model EOMs excitation signal with time, and
(d) Active pulley model EOMs excitation signal with time.
excitations to maintain position as described in [91,257].
In the case of smooth pursuit, the MR muscle had the highest activation
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Figure 4.6: For the smooth pursuit motion. (a) Passive pulley model EOMs
activation levels with time, (b) Active pulley model EOMs activation levels
with time, (c) Passive pulley model EOMs excitation signal with time, and
(d) Active pulley model EOMs excitation signal with time.
which had a similar shape to the adduction angle of the motion. The LR
was initially activated then activation fades quickly. The active pulley model
showed muscle synergy where there is an increased activation in the MR, SR
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and IR muscles.
Figure 4.7
A closer look into the excitation signal of the MR muscle, shown in
Fig. 4.7, showed a quick rise and fall (sinusoidal) of the excitation sig-
nal to maintain the increasing activation of the muscle with the adduction
movement. In summary, the activation levels produced by forward dynam-
ics for the different movements are in accordance with descriptions found
in [1, 2, 91,256,259,260]
4.3 Eye-Head Model Validation using Syn-
thesised Data
In this section, we are interested in smooth pursuit movements in coordina-
tion with head and neck movement. When the eyes are tracking a smoothly
moving target, the activated movement system is smooth pursuit (SP). This
movement is voluntary but cannot be activated without a moving object [1].
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If the eye is moving with head and neck fixed, the eye rotation and velocity
will have to closely follow that of the moving target, to keep a clear vision of
the target without retinal image slip [1, 259]. However, in normal cases, the
head is not fixed. It had been noted that with the head free to move, the
head movement closely tracks the target and the eye stays close to primary
position with micro-saccades [261]. The sum of the head and eye movement
must be close to the gaze direction change in the head fixed case and also
closely follows the target movement [261–263].
(a) (b)
Figure 4.8: (a) Eye movement in the freely moving case, where the head
and neck are freely moving. In this case, the head and neck do all the effort
to keep track of the moving object, where as the eyes stay as near to the
primary position as possible. (b) Eye movement in the restricted case, where
the head and neck are locked. In this case, the eyes do all the effort to keep
track of the moving object.
However, if the eye is fixated on an immobile target and the head moves, a
vestibulo-ocular reflex (VOR) is activated. The eye, then, moves in opposite
direction to the head to keep the image of the target in focus [1]. The eye-
head model (Model-4) was used to simulate eye-head coordination during
tracking of a moving object as shown in Fig. 4.8.
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4.3.1 Comparing with Synthesised Eye-Head Movements
Validation of the model was done by comparing synthesised motion to muscle-
driven motion. To simulate eye-head coordination, we drove the model to
track a target in two cases. The first case is having the neck and head fixed,
to calculate gaze direction that follows the target. The second case is letting
the head and neck move freely to observe the eye-head coordination.
The target started from a position in front of the right eye and moved
230 mm to the left with a constant velocity of approximately 75 ◦/s. At
the start, the right eye will be at primary position while the left eye will be
slightly adducted towards the nose. This convergence is due to the closeness
of the target to the eyes since the target was only 0.5 m away.
Figure 4.9: The eye-head model used with 5 marker for the left and right eye
position and eye point of gaze (POG) and also for the head orientation.
The model [73] was augmented with 5 markers as shown in Fig. 4.9. The
right and left POG markers were moved to closely track a moving object.
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Figure 4.10: Inverse kinematics simulation results. The eye adduction re-
sulting from fixing the head and neck is plotted along with the eye, head
and head rotation angles resulting from free head and neck movement. The
summation of the eye-head-neck angles is shown too. It can be seen that the
sum of the eye-head-neck angle closely follows the gaze movement.
Figure 4.10 shows the output of the inverse kinematics in the two cases.
The horizontal gaze direction (blue line) shows the eye movement when the
head and neck are locked. Therefore, it is the responsibility of the eyes
alone to track the moving object. The summation of the eye, head and neck
movement closely trace the same movement of the gaze direction with only
eyes moving. The RMSE and the maximum between the two signals (the
solid blue and dotted green) are 1.53◦ and 2.7◦, respectively.
The solid blue line shows the gaze direction change with time produced
with the head and neck fixed. The three coloured solid lines shows the
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Figure 4.11: (a) Horizontal eye movement, (b) Vertical eye movement and
(c) Torsional Eye Movement, and (d) Horizontal eye velocity.
rotation angle of the eye, head and neck with free moving head and neck.
And the dotted green line shows the summation of the three of them in the
free moving case. We can see that when the head is free to move, the head
and neck do all the movements to closely follow the target while the eye
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stays around primary position with some irregularities shown in the form of
micro-saccades that help keeping the tracked object on the fovea.
Next, using the freely moving case, we performed inverse kinematics fol-
lowed by forward dynamics on the active pulley model (Model-4). Then
compared the desired eye kinematics (from the IK results) to the muscle-
driven motion. The results are shown in Fig. 4.11. The RMSE is 0.91◦,
0.32◦ and 0.16◦ for the horizontal, vertical and torsional rotation angles,
where as the maximum error is 1.57◦, 0.87◦ and 0.47◦, respectively.
4.3.2 Obeying Listing’s Law
Torsional angle, shown in Fig. 4.11(c) was kept to zero which complies with
Listing’s law as the eye was moving from primary position to secondary
positions.
4.3.3 The neural control of EOMS
Figure 4.12(a) shows the activation levels and Fig. 4.12(b) shows the excita-
tion signals of the six extraocular muscles calculated for the smooth pursuit
movement with free head and neck movement. Bursts of innervations is ob-
served in the MR muscle since it is the one responsible for the adduction
movement, they represent micro-saccades that keep the image on the fovea
and maintain vision acuity. The IR has a few bursts of innervation (as a
synergist muscle) while the LR (the antagonist muscle) is kept at its lowest
activation level.
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Figure 4.12: (a) The activation levels and (b) the excitation signals of the
six extraocular muscles.
4.4 Model Validation using Real data
In this section, we will present validation of the active pulley model using
real eye data. The eye data was collected during VR immersion, using a
Tobii eye-tracker embedded inside an HTC Vive VR headset. Details about
the experimental design and procedures are presented in the next chapter.
In this section, we will give a brief on the part of the experiment used for
validation.
4.4.1 VR Experiment
Participants
Thirty-two participants were recruited. The ethics clearance was obtained
from the Human Ethics Advisory Group (HEAG) of the Faculty of Science
Engineering and Built Environment, Deakin University, Australia.
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Eye Tracking in VR
Eye tracking is performed using a Tobii eye tracker embedded in the HTC
Vive headset [49]. The eye tracker has a 120 Hz sampling rate. A 5 point
calibration procedure is performed at the start of the immersion before data
collection. Data collection is done using a custom developed application in
Unity (C#) using Tobii Application Program Interface (API). Gaze data is
recorded and saved locally in a comma separated file (CSV) format.
Visual Fixation Task
The visual task to be performed is fixation on a cube (12 cm X 16 cm X
18 cm). The cube as shown in Fig. 4.13 appears in one of nine positions
randomly chosen. It is presented for 1.5 seconds, then disappears and reap-
pears in a new location, thus stimulating saccadic eye movement. This is
repeated three times for each position, and thus the experiment time was
27 seconds. This is the first 27 seconds of Experiment 1 and Experiment 2
discussed in Chapter 5. Therefore, we used the data from both experiments
in this validation step.
Figure 4.13 shows four sequential screen-shots from the VR experience
with eye data, shown as green circles, overlaid.
Experimental Procedure
The subjects put on the VR headsets and were seated down to start the
calibration. The built-in Tobii 5 point calibration procedure was used. Once
the calibration was successful, it was followed by the visual task. Subjects
sat down throughout the experiment and were asked to limit their head
movement to the minimum comfortable movement.
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(a) (b)
(c) (d)
Figure 4.13: (a)-(d) VR screen shots illustrating the task performed by the
participants with the eye movements overlaid on the images. Participants
were asked to fixate on the cube. The cube changed position every 1.5
seconds. They were asked to keep their head movements to minimum. The
green circles shows the eye gaze position and they were not shown to the
participants to avoid distraction.
4.4.2 Comparing with Real Eye Movements
Data recorded through the Tobii eye trackers were the 3D position of the head
and the eyes along with the 3D position of the eyes point of gaze (POG).
The data was pre-processed, invalid records was removed, and the positions
of head and eyes along with the point of gaze were mapped to the 5 markers
on the eye-head model (Model-4) shown previously in Fig. 4.9. The eye-head
(Model-4) [73] was used where it is augmented with two active pulley models
(Model-3) for the left and right eye [264].
Similar to the validation processes aforementioned, we used the marker
positions to drive the model through inverse kinematics (IK) to generate mo-
tion files that include the rotational angles of the eye globe. Next inverse dy-
namics (ID) was performed on the motion to determine muscle forces needed
to drive the model to achieve the desired kinematics then the forces were
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mapped into activations and excitations for each of the six EOMs. And fi-
nally, forward dynamics (FD) was performed. FD uses the generated muscle
activations and drive the model accordingly, generating muscle-driven eye
rotational motion. We computed a Pearson product-moment correlation co-
(a) (b)
Figure 4.14: Scatter plots showing correlation and regression analysis be-
tween recorded and muscle-driven (a) horizontal eye movement and (b) ver-
tical eye movement, for the six subjects. Strong significant correlation is
found in both rotational directions which validates the ocular model used.
efficient to assess the relationship between IK-generated and muscle-driven
eye movement as shown in Fig. 4.14. There was a positive correlation, (r =
0.996, n = 103680, p < 0.001), for horizontal eye movement and a positive
correlation, (r = 0.996, n = 103680, p < 0.001), for vertical eye movement.
A scatter-plot summarises the results in Fig. 4.14. Overall, there was a
strong, positive correlation between the recorded and model-generated eye
movement.
Further, a simple linear regression was calculated to validate the perfor-
mance of the model by correlating the IK-generated eye horizontal (IKH) and
vertical (IKV) rotational angles based on the muscle-driven eye horizontal
(MDH) and vertical (MDV) rotational angles, using data collected from the
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six subjects.
For the horizontal eye movement, a strong significant regression equation
was found (p < .001), with an R2 of 0.991. The IKH is equal to −0.647 +
1.425 (MDH) degrees. For the vertical eye movement, a strong significant
regression equation was found (p < .001), with an R2 of 0.992. The IKV is
equal to −0.308 + 1.518 (MDV) degrees.
Figure 4.15: The RMSE between the IK-generated motion and the muscle
driven motion at different horizontal angles. The horizontal angles are pre-
sented as absolute values to include adduction and abduction rotations. The
closer to primary position the lower the RMSE.
In the perfect case, the slope of the regression line should be 1. The
increase is due to static optimisation converging prematurely. This happens
mainly due to the need for lower error tolerance since the dynamic range of
the moment of force produced by EOMs is in the order of mN.m. However,
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this error is at its lowest near primary position which is the common operating
region of the normal eyes, as shown in Fig. 4.15.
For the horizontal eye movement, the overall RMSE was 2.9514◦, while
for the vertical eye movement, overall RMSE was 2.7223◦. In other full
body musculoskeletal model validation studies [75], the simulations tracked
experimental kinematics to within 4.0◦. Thus, our model validation results
were satisfactorily comparable to other biomechanical models.
We investigated the different dynamic range of the eye movement recorded.
Subjects has different dynamic range of eye movements as shown in Table
4.2. The scatter plots of the horizontal eye movement of subjects S8 and S19
are shown in Fig. 4.16.
(a) (b)
Figure 4.16: Illustration of the different eye-head coordination styles per-
formed by subjects. (a) Subjects S8 depended on his eyes to follow the
stimuli, this is shown in the large dynamic range of eye movement in the
horizontal rotational direction. (b) Subject S19 depended on his head move-
ment, such that his eyes had a lower dynamic range of movement in the
horizontal rotational direction.
The difference is due to the different eye-head coordination styles per-
formed by each subject. Although, they were asked not to move their head,
some of them, especially subject S19, also shown in Fig. 4.16(b), moved the
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Table 4.2: Eye movement dynamic range of different subjects, min-
imum\maximum horizontal rotational angle (HMin and HMax), mini-
mum\maximum vertical rotational angle (VMin and VMax) and the devia-
tion of the torsional angle from Listing’s law (TErr), during absence of head
roll. All values in degrees.
Subject HMin HMax VMin VMax TErr
S1 -24.10 15.59 -8.79 13.41 1.8
S2 -21.33 36.67 -29.96 19.34 1.09
S3 -20.79 18.78 -16.15 12.54 0.95
S4 -21.76 27.86 -12.60 20.85 1.86
S5 -14.50 14.63 -13.36 11.97 1.20
S6 -27.07 14.36 -25.92 10.04 0.53
S7 -16.09 18.89 -15.45 20.05 2.85
S8 -31.58 34.47 -24.45 10.27 1.08
S9 -10.71 12.93 -31.73 4.290 1.71
S10 -17.04 14.52 -19.83 5.34 2.69
S11 -16.02 12.95 -11.62 11.30 1.08
S12 -17.24 16.02 -13.71 11.60 0.81
S18 -17.40 14.05 -16.47 6.56 0.55
S19 -10.85 10.85 -11.55 20.59 1.4
S20 -16.47 14.28 -12.03 21.08 1.35
S21 -20.9 13.03 -14.36 17.13 2.74
S22 -18.84 11.87 -11.58 9.44 1.60
S23 -16.70 12.81 -14.61 10.21 1.17
S24 -16.93 15.15 -14.42 11.60 1.18
S25 -18.66 15.01 -11.76 11.08 1.60
S26 -14.33 12.72 -15.17 10.22 0.72
S27 -18.35 13.02 -12.19 16.63 1.42
S28 -21.38 12.36 -13.23 11.50 1.02
S29 -19.15 12.26 -12.99 14.44 1.59
S30 -19.10 10.06 -14.66 11.91 1.04
S31 -21.24 9.62 -13.48 9.27 0.66
S32 -20.28 8.51 -21.13 10.75 0.42
head while following the stimuli. This is apparent in the small range of eye
movement, [-10.85◦, 10.85◦] for horizontal rotational eye movements. In con-
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trast, Subject S8 depended more on his eyes to follow the stimuli without
moving the neck as seen in Fig. 4.16(a).
4.4.3 Obeying Listing’s Law
In the experiment, subjects were free to move there head, which caused VOR.
Torsional VOR does not follow Listing’s law. During fixation, if head roll
occurs (movement of head towards the shoulder) an equivalent eye torsion
in the opposite direction occurs due to VOR to keep retinal image focused.
Therefore, Listing law does not apply [1, 102,111–115].
We filtered out all data frames where head roll occurred. Then used the
filtered data to calculate listing’s torsion according to Eq. 2.2 and compared
it to the torsion produced by the model. The maximum difference between
the muscle-driven produced torsion and the listing’s torsion for each subject
is shown in Table 4.2.
We found that the error between Listing’s torsion and the model’s torsion
is between −2.85◦ and 1.42◦, where the RMSE was 0.843◦. According to
Listing’s law (Chapter 2, Eq. 2.2), the range of torsional angles, with head
steady, range between -14◦and 14◦ for the range of horizontal and vertical
rotational angle between -40◦ and 40◦.
Therefore, we can say that the model still closely obeys listing’s law even
in tertiary positions and during saccades. It is already reported that torsion
only closely obeys listing’s law under dynamic conditions [111,112].
4.4.4 The neural control of EOMS
We studied the computed activations of the six extraocular muscles used to
move the eyes as shown in Fig. 4.17. Figure 4.17(a) shows the activation
levels of the LR and MR along with the normalised horizontal angle. The
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angle was normalised (divided by 40, the maximum rotational angle of the
model) for better visualisation. The solid lines shows the time instances when
the stimulus changed position.
We observed a lag between the eye movement and the stimulus movement
which represent the response time taken by the subject to follow the stimu-
lus. The LR muscle was active whenever the horizontal angle was negative
(temporal eye movement), whereas the MR muscle was active whenever the
horizontal angle was positive (nasal eye movement).
(a) (b)
Figure 4.17: Extraocular muscles activation levels change with eye movement
of subject 4. Each graph shows the eye movement angle normalised (for
better visualisation) and the activation levels of the muscles responsible for
this angle change. The dotted line shows the start of stimulus (cube) position
change (a) Horizontal eye movement is illustrated and the controls of the
lateral (LR) and medial (MR) rectus muscles. (b) Vertical eye movement is
illustrated and the activation levels of the superior (SR) and inferior (IR)
rectus muscles.
Similarly, we explored the vertical movement, and the agonist-antagonist
relationship between the superior (SR) and Inferior (IR) rectus muscles. SR
is responsible for the elevation, looking upward, of the eye while IR is respon-
sible for the depression, looking downward. Figure 4.17(b) shows the control
signal of the SR and IR along with the normalised vertical angle. Similar
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to the horizontal movement, a lag between the eye movement and the stim-
ulus movement is found, which represents the response time taken by the
subject to follow the stimulus. The IR muscle was active whenever the ver-
tical angle was negative (downward eye movement), whereas the SR muscle
was active whenever the vertical angle was positive (upward eye movement).
The observed activation levels of the different extraocular muscles were in ac-
cordance to normal realistic muscle activation signals presented in previous
works [1, 2, 23,32].
4.5 Conclusion
We have presented a validation study on the ocular models presented in
Chapter 3. First, we validated the models against synthesised data repre-
senting fixation, saccade and smooth pursuit. The models validated, in this
step, include the passive and active pulley models (Model-2 and Model-3).
The desired kinematics were tracked within a maximum RMSE of 5.68◦ and
4.35◦ for passive and active pulley model, respectively. In the latest full-
human body model [75], the tracked experimental gait kinematics was within
4◦. Both models performed well, however, the active model showed an over-
all better performance. The models obeyed Listing law, where torsion was
kept to close to zero [102,108] with a maximum RMSE 0.37◦. Therefore, we
continued the validation on only the active pulley model.
Accordingly, we can say that our active pulley model is performing satis-
factorily in comparison to other human body models published. And static
optimisation can be used as an inverse dynamics tool with satisfactory re-
sults.
We further validated the eye-head model (Model-4) by simulating a smooth
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pursuit scenario with the head and neck freely moving. The IK results showed
that the head and neck closely followed the gaze direction while the eye stayed
around primary position. The same results were observed experimentally
in [261]. The ID and FD simulation results showed that our active pulley
model can generate muscle-driven simulations of eye movement that closely
follow the generated ground truth motion with a maximum RMSE of 0.77.
The activation levels calculated for the eye muscles showed, as expected,
that the main activated muscle is the medial rectus (MR) muscle. The eye
was slightly adducted by approximately 3◦. Other synergistic muscles were
slightly activated too. The lateral rectus (LR) was at the lowest level since
it is an antagonistic muscle to this movement.
And finally, we validated the model using real collected eye data. First a
linear regression study was performed to test the correlation between the IK-
generated horizontal and vertical eye rotational motion against the muscle-
driven horizontal and vertical eye rotational motion. The results showed a
strong significant positive correlation, shown in the scatter-plots of Fig. 4.14.
The RMSE between the IK-generated eye movement and muscle-driven eye
movement was within 2.9◦ which is better compared to results presented
in validation studies of other musculoskeletal models. Moreover, the model
generated torsion, with no head roll, closely obeyed Listing’s law.
Then, we investigated the agonist-antagonist relationship between the
different extraocular muscles and their control signals. We found that the
control of the signals changed with the rotational angles in accordance to
reported normal eye behaviour.
Two different behaviours were found within the subjects, some subjects
relied only on their eye movement to follow the stimuli, and thus, they had
a larger dynamic range of eye movement. The other group, relied on moving
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their head while the eye movement was limited to a smaller dynamic range.
Finally, we can conclude that the proposed ocular models can accurately
simulate and analyse eye movement. The models can be further used in visual
ergonomics and assessing the effects of visual tasks on the ocular system in
normal conditions and also during immersion. It can be a useful tool for
simulation and analysis of different visual tasks. In the next chapter, we
will further use the active pulley model and the eye-head model to assess
immersion in VR and derive an objective visual fatigue measure.
118
Chapter 5
Fatigue Assessment in VR
“To measure is to know, if you
cannot measure it, you cannot
improve it.”
Lord Kelvin
5.1 Introduction
To perceive our environment accurately, we need to see it in three dimensions
(3D). Our visual system provides us with a 3D image of the outside world,
and vergence eye movements is a response to depth cues in this 3D image.
As the object of interest moves nearer/further, vergence eye movement is
induced to return the object to the centre of the retinal for a focused im-
age, determining the new distance of the object. Vergence is stimulated by
binocular disparity, that helps the brain perceives depth [169]. In addition,
vergence stimulates accommodation to change the dioptic power of the lens
by increasing/decreasing the light intake, to accommodate the change in dis-
tance [168, 169]. Accommodation can, also, be stimulated without vergence
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by a blurred image, thus vergence is not a necessary condition [170]. Also,
accommodation can induce vergence [171].
Vergence and accommodation work together to create a single sharp im-
age of an object, they roughly proceed each other and are controlled by
a negative feedback mechanism. The vergence is controlled through the
extraocular muscles while the accommodation through the ciliary muscles
and the lens [1, 173]. In this chapter, we investigate the effects of vergence-
accommodation conflict (VAC) produced during immersion using modern
consumer-grade VR headset. We also biomechanically derive an objective
measure of visual fatigue that arises due to VAC.
The term visual discomfort is sometimes interchangeably used with visual
fatigue. However, there is a distinction between them. Visual fatigue is an
objective measure that refers to a decrease in the vision system performance,
whereas visual discomfort is the subjective counterpart [172]. In [172], Lam-
booij et al. defined visual fatigue as a “physiological strain or stress result-
ing from exertion of the visual system”. This results from a continuous but
ineffective adjustment effort to keep visual acuity due to conflicting or prob-
lematic conditions. We are interested in the objective measurement of visual
fatigue during immersion in VR. We will also briefly touch on the subject of
subjective feedback in Section 5.3.
Visual fatigue is not a result of muscular fatigue but mental fatigue or
tiredness [140, 265] as discussed in Chapter 2 (Section 2.4). Extraocular
muscles are fatigue-resistant [20,124] and thus, it is rare to develop muscular
pain in the eyes. However, visual fatigue develop due to coordination fa-
tigue [140,265]. The main objective of eye movement is visual acuity, which
is maintained through continuous movement of the eyes to keep the retinal
image in focus. The condition for visual acuity is that the image falls on
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the centre of the retina, a deviation of 2◦ will cause a 50% degradation in
acuity [1]. Therefore, when conflicting conditions occur, maintaining visual
acuity becomes difficult, causing extra coordination effort which over time
causes visual fatigue.
Our main objective is to present an objective measure of visual fatigue
during VR immersion. This is done in two steps. First we investigate the
effect of simulated depth on ocular motility. Then, we use the results to
derive a fatigue index based on the excitation signal of the EOMs. To de-
rive a fatigue index, we used inverse dynamics and static optimisation to
biomechanically calculate the excitation signals of the EOMs. The proposed
objective fatigue measure at any instance of time represents the likelihood of
suffering from visual fatigue.
Subjective feedback is difficult to continuously measure during immer-
sion; and they depend on many psychological factors [172] in addition to the
effect of the duration of exposure. Very short duration may cause incorrect
assessment [172], especially when assessing fatigue. Therefore, we present an
objective index to measure the cumulative effect of immersion on the eyes.
It can be used as a real time indicator of the likelihood of the occurrence of
visual fatigue.
The simulated depth effect study investigates the change in the ocular
system when trying to perceive different depths in VR versus in natural con-
ditions. This is done through biomechanically analysing eye data recorded
during VR immersion. We simulated a non-conflict case through biomechan-
ical simulation to get eye movement in a natural environment and compare
it to eye movement in VR.
Another aspect of VR immersion which can be affected by simulated
depth is eye-gaze interaction. There is a growing trend in using eye-gaze as an
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interaction method during immersion [266–271]. The main challenge in using
eye-gaze is the Midas touch problem [272], which is how to differentiate the
voluntary eye movement from the involuntary movements to avoid incorrect
response to involuntary eye movements. Fixation dwell time is the most
common detector used in object selection using eye-gaze in VR [266, 270].
Therefore, if users find it hard to perceive the correct depth through the
vergence of their eyes or find it difficult to maintain a constant fixation on
an object, it will affect their eye-gaze interaction performance and may lead
to increased visual fatigue and frustration.
Vergence-accommodation conflict in VR had been identified as a cause
of visual fatigue [168,172]. Many studies investigated the effect of vergence-
accommodation conflict on the ocular system and especially the vergence eye
movement system [168,177] through measuring changes in the vergence and
accommodation systems. However, they used specific controlled apparatus
to induce VAC conditions or natural matching conditions. In this chapter,
we propose using eye tracking and biomechanics simulation to study effect on
vergence angle. We also investigate the effect of simulated depth on eye-gaze
performance.
The chapter is organised as follows. Section 5.2 describes the partici-
pants, the apparatus used, the visual task and the experimental procedure.
Section 5.3 discusses subjective feedback collected. Section 5.4 presents an
investigation into the effect of consumer-grade VR headsets on the vergence
movement system. This is done through biomechanical analysis. The statisti-
cal analysis results of the different tests performed are presented. Section 5.5
presents the derivation of the fatigue index. The derivation is based on the
excitation signal of the horizontal EOMs, since they are the muscles responsi-
ble for horizontal vergence; and VAC affect horizontal vergence. Assessment
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of visual fatigue induced during immersion is presented in Section 5.6. Fi-
nally, a conclusion is presented in Section 5.7.
5.2 VR Experiment
In this section, we describe the design of the experiment and the processing
and analysis done on the collected data.
5.2.1 Participants
Thirty-two subjects participated in the study with no physical or visual
health problems; the age range was 21–45 years (M=29.84, SD=7.28). 34.37%
of subjects normally wear glasses, however, only 12.5% wore the glasses dur-
ing immersion. When asked about their previous experience in VR, 40.62%
has no previous experience, 40.62% had brief VR experience of a few hours
and 18.75% had more experience in VR. Prior to the experiment, each subject
gave their written consent to perform the experiment. The ethics clearance
was obtained from the Human Ethics Advisory Group (HEAG) of the Faculty
of Science Engineering and Built Environment, Deakin University, Australia.
The subjects were divided into two groups, the first group (26 subjects)
performed Experiment 1 and the second group (6 subjects) performed Ex-
periment 2.
5.2.2 Apparatus
The VR environment was developed using Unity and simulated using HTC
Vive. The HTC Vive has resolution of 1080x1200 pixels per eye with a refresh
rate of 90 Hz and a field of view (FOV) of 110◦. The Tobii eye-trackers were
embedded inside the HTC Vive headset [49] and were used to collect eye
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movement data. The Tobii trackers has 120 Hz. Calibration was done at the
start of the experiment, through a 5 point procedure. Data collection and
storage was done through a C# custom developed Unity application using
Tobii development kit.
The Tobii development kit provides various eye data; for each eye the 3D
position is provided in addition to the direction of line of sight in 3D. The
data is recorded and stored in comma-separated format with a validity flag
associated with each value. Records with validity flag invalid were ignored.
5.2.3 Experiment 1
Twenty-six of the subjects performed this experiment while seated down at
a position that is approximately the centre of the virtual world. They were
asked to limit their head movement to the minimum comfortable movement.
Afterwards, the subjects where required to fill-in a 6-question questionnaire
assessing their fatigue level on a scale of 4-points. The symptoms covered in
the questionnaire are shown in Table 5.1. The items were chosen based on
the SSQ [148] and VRSQ [149].
Visual Task
The VR scene was a simple open horizon scene with a cube, acting as the
fixation target, appearing at different locations. The experiment had two
sections, the saccadic part which took approximately 82 seconds. This was
followed by a smooth pursuit part that took approximately 100 seconds.
In the saccadic part, the cube appeared at a position for 1.5 seconds
then disappeared to reappear in another position. The cube assumed one
of 9 positions as shown in Fig. 5.1. This procedure is repeated 5 times for
different simulated depths. The simulated depth conditions used were 1.5m,
124
1.75m, 2m, 3m and 4m. The cubes started at 2m depth, then moved further
to 3m then 4m, followed by returning to 2m depth. After that, the cube
assumed 1.75 depth, then 1.5m depth. Nearer planes were not used to avoid
discomfort and avoid the need to move the head backwards, as subjects may
tend to move their head backward when faced with a very near object. Since
we did not want to restrict head movement, we avoided any condition that
may cause large head movement.
In the smooth pursuit part, following the saccadic movement, the cube
did not change the simulated depth condition, it was constant at 2m. The
cube started at one of the nine positions and moved slowly between the
nine positions. This is repeated two times at a speed of 2 deg.s−1 and 4
deg.s−1 respectively, measured in visual angle per second. Figure 5.1 shows
the virtual object used and eye gaze is overlain on the scene.
Figure 5.1: The VR scene used in the experiment with the eye gaze points
overlain as green circles. The green circles were not shown to the user, to
avoid distraction. The nine positions of the cube are shown here, however
during the experiment only one cube was visible at any instance.
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Experiment Procedure
After greeting the subjects, they were briefed on the experiment requirement
and objective, and their consent was received. Then, they were seated and
their interpupillary distance (IPD) was measured; the VR headset was put
on and the IPD adjusted. After the calibration, the experiment started with
the saccadic section followed by the smooth pursuit.
The subjects were asked to fixate on the cubes as they appear and follow it
as closely as possible. The cube colour changes when the eye gaze direction
collides with the surface of the cube giving the subject a feedback. The
change of colour signified a correct hit which is used to calculate the eye-gaze
interaction performance. They were asked to limit their head movement to
the minimum comfortable movement.
5.2.4 Experiment 2
Six of the subjects performed this experiment. The experiment included
two short sessions with a brief break in between. The subjects answered a
questionnaire, evaluating his experience after each session.
Experiment 2A
The first session was similar to Experiment 1, except that the depths simu-
lated is 1m, 1.5m ,2m ,3m and 4m. This added a closer depth.
Experiment 2B
In the second session, the subjects were asked to stand up in front of a virtual
2-level table with red virtual balls arranged on the second level of the table
as shown in Fig. 5.2. The subject was asked to grab each one of the balls
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using the Vive controller and move it into a slot in the lower level of the
table. Once all balls are moved, the subject repeats but this time moving
the balls back to the higher level of the table.
The same experimental procedures were used in this experiment with a
calibration before each session. In addition, Experiment 2B, subjects were
allowed to move freely.
(a) (b) (c)
Figure 5.2: (a)-(c) VR Scenes from Experiment 2B, showing the virtual table
with the red virtual balls
5.3 Subjective Feedback
After exiting the virtual environment, subjects were required to fill-in a 10-
question questionnaire assessing their VR experience on a scale of 10-points.
The items covered in the questionnaire are shown in Table 5.1. They were
based on items used in SSQ [148].
For Experiment 1, we found that 35% did not experience any discomfort
and 26% felt no fatigue or tiredness and only 3.8% experienced extreme
fatigue. As an overall, more than 80% of participants rated the discomfort
(Q1) and fatigue levels (Q2) with score less than 6, we can deduce that overall
the experiment did not cause perceivable high discomfort or fatigue. As for
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Table 5.1: Visual Fatigue symptoms assessed by subjects in the questionnaire
after the immersion.
Questions VRSQ-
Oculo
Overall
Fatigue
Nausea
&
Disori-
entation
Q 1. General Discomfort
Q 2. Fatigue
Q 3. Dizziness
Q 4. Nausea
Q 5. Headache
Q 6. Eye Strain
Q 7. Difficulty in focus-
ing or concentration
Q 8. Sweating
Q 9. Excess in saliva
Q 10. Blurred or double
vision
dizziness (Q3), 88% rated their level of dizziness with a score of less than
4 and all subjects rated their feeling of nausea (Q4) and their experience
of excess in saliva (Q9) to be less than 5. All subjects, also, rated their
headaches (Q5) and their sweating levels (Q8) as less than 3. As for eyestrain
(Q6), 84% rated their experience as less than 5, while 7.6% experienced
extreme eye-strain, whereas for difficulty in focusing or concentration (Q7),
76.9%, 15% and 7.6% gave a score of as less than 3, between 4 and 5, and 7,
respectively. Finally, 76.9% experienced no blurred or double vision, while
around 7% rated their blurriness/double vision between 7 and 8. Results of
subjective assessment for Experiment 1 are shown in Table 5.2.
In Experiment 2A, the number of subjects was less than Experiment 1,
therefore it was not possible to statistically compare results. However, there
was an overall slight increase in scores given to eye strain and difficulty in
focusing or concentration, whereas others were rated approximately the same
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as Experiment 1. In Experiment 2B, there was a remarkable increase in the
rating of dizziness, headache and difficulty in focusing or concentration, this
may be due to motion during immersion, since in this part of the experi-
ment the participants were free to move to accomplish the task. Results of
subjective assessment for Experiment 2A and Experiment 2B are shown in
Table 5.3 and Table 5.4.
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Subjective feedback is not always accurate and might even be misleading
especially in short experiences since visual fatigue need long continued or
repeated excessive experiences to rise into consciousness [140, 172]. This is
also a result of our highly adaptable visual system [172]. In our experiments,
the viewing time was short, a maximum of 3 minutes duration of immersion.
This made it difficult for subjects to rate their fatigue precisely.
5.4 Simulated Depth Effect
In this section, we use the data collected in Experiment 1 to investigate the
effect of simulated depth on the vergence system.
5.4.1 Data Analysis
From the recorded eye tracking data, we calculated the vergence angle and
eye-gaze performance metric.
Data Pre-processing
The pre-processing stage is required to create data suitable for analysis
through the OpenSim pipeline. The fields recorded through the Tobii eye
trackers were the 3D position of the head and the eyes along with the 3D
position of the eyes point of gaze (POG). The data pre-processing stage,
illustrated in Fig. 5.3, included 3 steps, as follows.
Step (1): Invalid records are removed based on the validity flag. When the
eye trackers fail to estimate eye position, the validity flag is set
to false.
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Figure 5.3: The pre-processing process illustrated. It included 3 steps,
cleaning, converting and mapping. The eye-head (Model-4) was used
[73, 246, 247, 264]. The five markers are shown on the model, two for the
eyes (right and left), two for the point of gaze (POG), one for the head.
Step (2): The 3D positions from the unity space are converted into the
OpenSim space. As shown in Fig. 5.3, there is a difference in
the coordinate system used in Unity and Opensim. A simple
transformation matrix was used to transform the 3D positions
from the Unity space to the OpenSim space as shown in Eq. 5.1.

xos
yos
zos
 =

0 0 1
0 1 0
−1 0 0


xu
yu
zu
 (5.1)
where xos, yos, zos are 3D coordinates in OpenSim 3D space and
xu, yu, zu are 3D coordinates in Unity 3D space.
Step (3): The head, eye and POG 3D positions are mapped into the marker
positions on the biomechanical model used.
Calculation of Vergence Angle
To calculate the vergence angle, we had to convert the recorded 3D position
of each eye and line of sight of each eye into rotation angles. Using the
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marker positions, generated in the pre-processing stage, we performed inverse
kinematics using the biomechanical model [73,246,264] to compute the eyes
rotational angles.
Inverse kinematics (IK) was performed twice, to get the real and ideal
eye movement. The difference between the two IKs was in the position of
the left and right POG markers, which specifies the direction of gaze. To
get real eye movement, we used the data from the recorded eye movement,
whereas to simulate the ideal eye movement, we used the location of the
stimulus (cube) centre as the converging POG for both eye. We added a
uniformly-distributed random number, to simulate a uniformly distributed
scanning behaviour on the surface area of the cube.
The vergence angle was then calculated from results of both IK cases for
each subject data. It was calculated as the angle between the two (right and
left) visual axes at the point where they converge as shown previously in
Chapter 2 (Fig. 2.8).
Calculation of eye-gaze performance
The eye-gaze performance was based on the collision between the combined
gaze direction (average of both eyes) and the surface of the cube as shown in
Fig. 5.1. When they intersect a hit is detected and the eye-gaze performance
metric is calculated as the percentage of detected hits out of all recorded
frames. The basic mechanism used in Unity to detect collision was used and
the eye-gaze performance of each participant was calculated as follows.
For each depth (d), where d ∈ [1.5, 1.75, 2, 3, 4]
Eye-gaze performance =
∑m
i=1 hitid
m
∗ 100, (5.2)
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where m is the number of eye data frames recorded for depth d , hitid is 0 or
1 for the ith frame of depth d.
Simulating Ideal Vergence
To assess the effect of VR on the vergence system, we simulated eye movement
for each subject, where the position of the eye and head followed the recorded
data. However, the line of sight was simulated such that it converged precisely
at the virtual stimulus depth, thus creating an ideal non-conflicting case.
Since the stimulus was not a single point but a cube with (12x16x18) cm3,
we used the centre of the cube surface plus a uniformly-distributed random
number to be the point of gaze and thus simulating a uniformly distributed
scanning behaviour on the surface area of the cube. The vergence angle
was calculated similar to the real vergence angle, and we considered it as
the ideal vergence angle. We compared the dynamics of the simulated ideal
Figure 5.4: Vergence angle computed from the real recorded eye movement
and the simulated ideal eye movement are illustrated during a convergence
and a divergence. The stimulus gab is shown along with the vergence latency
for the ideal data.
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vergence behaviour to that of natural vergence behaviour [1,165]. The mean
vergence latency was 166.5 ms. According to [86], the typical reaction time to
a depth change is 160 ms. The vergence latency was calculated as the time
difference between the time the stimulus appeared and the vergence angle
stabilised where the vergence angle velocity dropped to approximately zero
for the next 200 ms. The simulated ideal VA signal shows a low variability
at each depth condition after the initial vergence latency duration as shown
in Table 5.5 and Table 5.6.
Figure 5.4 shows the dynamics of the simulated ideal vergence behaviour
for participant S18. The figure shows two parts of the simulated eye move-
ment. The first (left) part is the diverging case with the eyes diverging from
2m depth to 3m depth. The second (right) part is the converging case where
the eyes where converging to a near depth of 2m. After the initial stage
(vergence latency), the vergence angle was stable with very small variance.
5.4.2 Results and Discussion
For the saccadic part, the real and ideal vergence angle were compared with
the simulated depth as factors. We used 5 simulated depth conditions, 1.5m,
1.75m, 2m, 3m, and 4m. while for the smooth pursuit part, only one simu-
lated depth was used (2m) at two different speeds.
The distribution of the real and ideal vergence angles were found to be
non-normal for all virtual depths, using Kolmogorov-Smirnov test [273–275].
Similarly, the eye-gaze performance distribution for each depth was also
found to be non-normal. Therefore, all comparisons were performed using
non-parametric Kruskal Wallis tests [276], with post-hoc comparisons using
the Tukey HSD test [277] for multiple comparisons. As all 26 participants
completed the experiments with 5 virtual depths, there was 4 degrees of
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freedom between factors and 129 total degrees of freedom for all measures.
Correlations were performed using Pearson product-moment correlation.
Effect of simulated depth and speed on vergence angle (VA)
There was a significant effect of the simulated depth on the real VA at
p<0.001 for the five depth conditions, [χ2 = 17939.23, df = 4, p = 0]. Fig-
ure 5.5(a) shows the box plot of the real vergence angle grouped by the
different simulated depths.
(a) (b)
Figure 5.5: (a) Box-plot showing the effect of depth on vergence angle, in
realistic case, where the vergence angle is calculated from the subjective eye
data and (b) Idealistic case, where vergence angle is calculated from assuming
the two eyes converging at the stimulus simulated depth.
Post hoc comparisons using the Tukey HSD test indicated that the real
VA for each of the virtual depth conditions was significantly different from
the other four virtual depth conditions.
For the ideal case, the same tests were performed. There was a signifi-
cant effect of depth on eye-gaze performance at p<0.001 for the five depth
conditions, [χ2 = 217656.66, df = 4, p = 0]. Figure 5.5(b) shows the box
plot of the ideal vergence angle grouped by the different stimulus depths.
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Post hoc comparisons using the Tukey HSD test indicated that the ideal
VA for each of the depth conditions was significantly different from the other
four depth conditions; results are shown in Table 5.5.
Depth (m) Median Interquartile
Range
E
ye
-G
az
e
P
er
fo
rm
an
ce 1.5 64.23 25.87
1.75 69.53 32.98
2 46.73 27.33
3 27.52 35.55
4 11.14 20.23
R
ea
l
V
A
1.5 2.83 2.45
1.75 2.5 2.38
2 2.14 2.26
3 1.74 1.85
4 1.46 1.59
Id
ea
l
V
A
1.5 2.07 0.26
1.75 1.83 0.19
2 1.63 0.14
3 1.11 0.08
4 0.85 0.06
Table 5.5: Description of eye-gaze performance, real vergence angle and ideal
vergence angle grouped by stimulus simulated depth during the saccadic
movement.
Figure 5.6(a) shows the medians of the real and ideal vergence angle at
each virtual depth condition. The real VA was significantly higher than the
ideal VA at each depth (p<0.001). The error bars denote interquartile range.
The simulated depth condition of 2m was visited twice during the experiment,
once at the start and again during mid-experiment. Investigating the real
vergence angle individually at each section of the experiment, we found that
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the first part had significantly higher values than that at mid-experiment.
(a) (b)
Figure 5.6: (a) The relationship between the simulated depth and mean
vergence angle for the real and ideal case. The real case shows higher median
vergence angle and larger variability at each virtual depth than the ideal
case. The error bars denotes interquartile range. (b) Difference between
the medians of real and ideal VA. The 2m depth condition was visited twice
during the experiment, at start and mid-experiment, the two squares (yellow
and magenta) show the median of real VA at each case. Real VA at 2m depth
condition (mid-experiment) exhibits the least deviation from ideal VA which
may be attributed to being close to or inside the zone of comfort [176].
In Table 5.6 the medians of the real and ideal vergence angle at each stim-
ulus speed during the smooth pursuit section of the experiment are shown.
There is a significant difference between the real and ideal vergence angle
(p<0.001) at each speed. The real VA exhibits higher median and larger
variability which is similar to the values shown at the same depth (2m) in
Fig. 5.6(a).
We found a decreasing relationship between the simulated depth and VA
which confirms with the fact that eyes diverge as the distance to the object
of interest approaches optical infinity [1]. We found that in VR, at a specific
virtual depth, the vergence angles were significantly higher than in the ideal
case. In addition, vergence angles had higher variability (shown in larger
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Speed (deg.s−1) Median Interquartile
Range
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ce
2 46.41 20.04
4 37.86 18.91
R
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l
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A
2 2.73 2.14
4 2.82 2.22
Id
ea
l
V
A
2 1.63 0.13
4 1.64 0.24
Table 5.6: Description of eye-gaze performance, real vergence angle and ideal
vergence angle grouped by stimulus smooth pursuit speed at 2m simulated
depth condition.
interquartile range) during immersion than in the ideal case as shown in
Table 5.5. This shows an increased vergence load attributed to the vergence-
accommodation conflict, where the constant accommodation due to lack of
blur cues conflicts with the vergence movement stimulated by the change of
simulated depth cues in the virtual 3D space [168,177].
The vergence-accommodation conflict is a main source of visual fatigue,
and from the results we can observe that it affects our ocular system by
creating an excessive vergence eye movement, where vergence speed does not
fall and stabilise after reaching a certain vergence angle which corresponds
to the eyes converging to a certain depths. However, during immersion,
the vergence angle assumed higher median values, which signified that it
converged at a different perceived depth. Moreover, the variability of the eye
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movement was higher too. This, not only, leads to incorrect depth perception
but also, leads to difficulty in fixating objects at different depths. The 2m
simulated depth was visited by each subject twice once at the start of the
experiment and again mid-experiment. We hypothesised that Real VA should
be the same however, we found that at the start the Real VA was significantly
higher that during mid-experiment. This could be attributed to the initial
phase of getting used to the virtual environment, where the subject’s eye are
adapting to the new environment and different accommodation cues. During
mid-experiment when 2m depth was revisited the stimulus moved from 4m
to 2m, causing a convergence which is often faster than diverging [1], the real
VA was at its closest to the ideal VA as shown in Fig. 5.6(b). We can assume
from this that 2m depth may be close to or inside the zone of comfort [176],
where least deviation from ideal VA occurs. Using finer division of depths
is useful for further investigation, into the zone of comfort and the depth of
the field.
We investigated the difference between saccadic eye movement and smooth
pursuit at only one depth condition (2m), and found no difference between
them in eye-gaze performance. The vergence angle and the eye-gaze perfor-
mance were at the same level in both cases. Smooth pursuit eye movements
did not enhance the eye-gaze performance.
There are multiple sources of error in the biomechanical simulation and
analysis, starting with the accuracy of the eye trackers, then there is the
errors added due to the inverse kinematics performed to change the 3D posi-
tions of head, eyes and direction of gaze into rotational eye movement. The
Tobii eye trackers has 0.5◦ estimated accuracy [49]. The root mean square
inverse kinematics error for the ideal and real cases were 5.8mm and 5.8mm,
respectively; and 90% of the maximum error occurred in the head position.
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Therefore, we could safely imply that the results exhibits low probability of
errors except for errors due to inattentiveness of subjects.
Effect of simulated depth and speed on eye-gaze performance
There was a significant effect of depth on eye-gaze performance at p<0.001
for the five depth conditions, [χ2 = 70.23, df = 4, p = 2.026e-14]. Figure 5.7
shows the box plot of the eye-gaze performance grouped by the five groups
representing the different stimulus simulated depths.
Figure 5.7: Eye-gaze performance versus different simulated depths. * shows
the significantly different depth conditions.
Post hoc comparisons using the Tukey HSD test indicated that the score
for the 1.5 m depth condition was significantly different from all other depth
conditions except 1.75m and 2m depth condition. The 3m depth condition
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was significantly different than all other depth conditions except for the 4m
depth condition. Also, 2 m depth condition was significantly different from
only the 3m and the 4m depth conditions. The significance results are illus-
trated in Fig. 5.7.
There was no significant difference in the eye-gaze performance between
the 2m depth condition at the start of the experiment and that at mid-
experiment.
Additionally, a Pearson product-moment correlation coefficient was com-
puted to assess the relationship between the stimulus virtual depth and eye-
gaze performance. There was a negative significant correlation between the
variables, (ρ = -65.8%, n = 150, p = 5.16e-20).
There was no significant difference in eye-gaze performance during the
saccadic movement at depth 2m and the smooth pursuit movement at the
same depth condition. There is also no significant difference in eye-gaze
performance at the different smooth pursuit speed conditions.
The decreasing relationship between depth and eye-gaze performance
shows that as the stimuli simulated depth increases, subjects found it dif-
ficult to maintain their fixations on the cube surface area. From that we
could deduce that increasing simulated depth of objects affects the ability to
choose that object by fixating on it.
There was a lack of documentation to specify the focal distance of the
lenses used in HTC Vive, thus it was difficult to specify the zone of comfort-
able viewing according to [176]. However, from the results we could conclude
that near viewing conditions gave users a better control on their eye-gaze
to fixate on objects but increased the vergence load that was evident in
increased variability while far viewing conditions were associated with less
vergence load but decreased eye-gaze performance. Therefore, further study
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into the best depth conditions that decrease vergence load and yet give sat-
isfactory eye-gaze performance.
5.5 Visual Fatigue Likelihood Derivation
In the previous section, we discussed the effect of VAC produced in consumer-
grade VR headsets on the vergence system and we found that the vergence
angle had a significant higher variability due to VAC. Thus, we can safely
assume that a consistent high variability in vergence angle is a result of VAC
and with time causes visual fatigue.
In this section, we extend the study to relate muscle excitation signal with
visual fatigue. Muscle excitation is related to the neural control of muscles,
where it is a representation of the firing rate and the number of motoneurons
fired [207, 215]. We chose to use the excitation signal calculated through
biomechanical analysis to derive a visual fatigue index, since visual fatigue
is not related to muscular fatigue but it can indicate coordination fatigue.
We used the recorded data from the previously described experiment
(Experiment 1) and performed inverse dynamics through static optimisation
to calculate muscle activation then calculated muscle excitation as described
previously in Chapter 2 (Eq. 2.4). The inverse dynamics was performed on
both the real and ideal eye movements, described in the previous sections.
The main objective in this section is to derive a fatigue index that can
detect the likelihood of suffering from visual fatigue.
5.5.1 EOM Neural Control
Neurologically [201,207,215,216,223], muscles are controlled by motor units.
A motor unit consists of the motoneurons and the muscle fibers it innervates,
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where each muscle can has a number of motor units. Each of the motor units
is controlled by a separate nerve ending. A motor unit can control as few as
three muscle fibers to up to 2000 muscle fibers, depending on the level of fine
control on muscle force required [201]. When a motor unit is excited all its
muscle fibers are innervated and force is generated. A force increase can be
accomplished by increased stimulation rate or by exciting additional motor
units [201].
Extraocular muscles has a small number of fibers in their motor units
that are approximately 10 fibers/motoneuron [20]. This is due to the precise
control needed to accomplish fixations and preserve visual acuity. Extraoc-
ular muscles have significantly different characteristics from other skeletal
muscles; they, also, have different fiber types that are not present in other
skeletal muscles [20, 278]. It has been shown that all extraocular motoneu-
rons take part in all the different eye movement systems and they are the
most fatigue-resistant type of muscles [20,124,125,278,279].
In simulation platforms like OpenSim [9], the activation dynamics of mus-
cle can be modelled by relating the rate of change of muscle activation to the
muscle excitation that is the firing of motor units. This can be done through
a first-order differential equation [215, 216], shown previously in Chapter 2
(Eq. 2.4). We performed inverse dynamics to calculate activation levels of
each EOM, then we calculated the excitation signal of each muscles.
5.5.2 Deriving the Fatigue Index
Visual fatigue induced during immersion in VR is mainly caused by VAC [168,
172, 176, 177, 280]. We have shown in the previous section the effect of im-
mersion on the vergence system, where vergence angle variability increases
which, with time, will cause visual fatigue.
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We aim at quantifying visual fatigue from the excitation of the extraocular
muscles. We focused on the horizontal muscle (LR and MR) as they are
the main contributors to horizontal vergence [1] which had been studied
previously. In addition, since vergence is based on the left and right eye
moving in opposite direction [86], we based our derivation on the difference
between the left and right eye.
We derived a formula for the overall excitation difference (ED) to be used
to assess visual fatigue. ED is based on the difference between the absolute
excitation of the left and right eye as follows:
ED = ||RLR−RMR| − |LLR− LMR|| (5.3)
where RLR, RMR, LLR and LMR are the excitation signals of the right LR,
right MR, left LR and left MR, respectively. ED is calculated for each time
sample, and it can assume values between 0 and 1.
Next, we calculated a fatigue index for each time sample depending on the
ED calculated previously. The fatigue index at time sample t is calculated
as follows:
FIt =
EDt − EDt−1, EDt > EDt−10, otherwise (5.4)
where FIt is the fatigue index at each sample, EDt−1 and EDt are two
consecutive samples of the ED signal calculated.
FIt has a value only if there is an increase in the excitation difference,
and the value depends on the increase that occurs. Therefore, the maximum
value it can assume is 1 and the minimum value is 0.
Next, we need a likelihood of fatigue occurring at a certain time instance
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T that depends on the all the past fatigue indices calculated for t < T .
FLikelihoodT =
∑T
t=0 FIt
N
, (5.5)
where N is the number of samples in the duration where 0 < t < T .
FLikelihoodT gives us a likelihood of the occurrence of visual fatigue depend-
ing on the number of occurrence of an increase in the excitation difference.
FLikelihoodT has a value that range between 0 and 1.
To validate the proposed visual fatigue measure, we performed statistical
tests with VA variability and the distance between real and ideal eye move-
ment. We calculated the ED for the ideal and real data, then we used the
Kolmogorov–Smirnov distance [281] to measure how the real and ideal ED
differ for each subject (EDDistRI). We also calculated V ADistRI , which is
the Kolmogorov–Smirnov distance between real and ideal vergence angle.
The Kolmogorov–Smirnov statistics [281] is a non-parametric statistic
between the cumulative distribution function of two samples. The Kol-
mogorov–Smirnov distance is based on the maximum absolute difference be-
tween the cumulative distribution between the two samples.
We hypothesis that as EDDistRI , the deviation from the ideal non-
conflicting case, increases, visual fatigue will arise from continuous efforts
to create a focused image. Therefore, our fatigue likelihood FLikelihoodT
should increase too. The same applies with VA variability, as it increases,
visual fatigue increases and FLikelihoodT should increase.
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5.5.3 Results and Discussion
Excitation difference and vergence angle
First, we tested the relationship between the excitation difference (ED) and
VA variability (VAV). VA Variability exhibited a significant positive correla-
tion with the following, the EDDistRI (ρ=80%, p<0.01, n=26), the median
of real ED (ρ=49%, p<0.05, n=26) and the variability of real ED (ρ=46.3%,
p<0.05,n=26). Scatter plots are shown in Fig. 5.8.
(a) (b) (c)
Figure 5.8: Experiment 1: Relationship between the excitation difference
(ED) and Vergence angle (VA) (a) EDDistRI and VA Variability, (b) Median
of ED and VA Variability and (c) ED Variability and VA Variability
These results were calculated for each subject over the 182 seconds. They
show that overall increase/decrease in the VA Variability will lead to a respec-
tive increase/decrease in the EDDistRI , the ED median and ED variability.
Fatigue likelihood, vergence angle, and excitation difference
Next we calculated the Fatigue Likelihood (FLikelihoodT ) and tested its
relationship with VA variability, V ADistRI , and EDDistRI .
FLikelihoodT exhibited a significant positive correlation with the fol-
lowing, the VA Variability (ρ=67%, p<0.001, n=26), V ADistRI (ρ=49.5%,
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(a) (b) (c)
Figure 5.9: Experiment 1: Fatigue likelihood (FLikelihoodT ), vergence angle
variability (VAV) and excitation difference (ED). (a) FLikelihoodT and VAV,
(b) FLikelihoodT and V ADistRI , and (c) FLikelihoodT and EDDistRI .
p<0.05, n=26) and the EDDistRI (ρ=73%, p<0.001, n=26). Scatter plots
are shown in Fig. 5.9.
Fatigue Likelihood and Subjective Assessment
Comparing the FLikelihood, we calculated, to the subjective feedback, we
found that the median fatigue likelihood of Experiment 1 was 0.017.
(a) (b)
Figure 5.10: Experiment 1: Fatigue likelihood (FLikelihoodT ) of subjects
with subjective feedback illustrated. (a) Subjects with meduim-to-high eye-
strain or difficulty in focusing/concentration, and (b) subjects with meduim-
to-high discomfort or tiredness are illustrated.
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Figure 5.10 shows the calculated FLikelihoodT for each subjects at T=182
(end of Experiment 1). Subjective assessment of eyestrain, difficulty focus-
ing, general discomfort and tiredness of medium-to-high are plotted on the
graph. Mediums-to-high was calculated as scores of 5 or more in each cat-
egory. Fatigue likelihood values were low (less than 0.03) due to the short
duration of the experiment, in addition there was no excessive head and
neck movement since the subject was seated and the stimulus presented was
always in the central field of vision.
We found that the 4 subjects (S15, S22, S24 and S32), who had highest
FLikelihoodT , all had assessed at least one of the 4 categories shown as
Medium-to-High.
It was not useful to use SSQ or VRSQ to compare with our proposed mea-
sure due to the very short duration of the experiments. However, although
it was short, we found variations in the subjective assessment of visual fa-
tigue symptoms and also in the distribution of the calculated FLikelihoodT .
That’s why we investigated the scoring of each of the categories (eyestrain,
difficulty focusing, general discomfort and overall fatigue/tiredness) individ-
ually. These were the categories used in the VRSQ-Oculomotor component.
The FLikelihoodT maximum value was less than 0.03 which can be at-
tributed to the short duration of the experiment.
We conclude that the proposed measure has a consistent increasing rela-
tion with vergence angle variability and also with deviation between real and
ideal eye movements. Therefore, we can conclude that it is representative of
the likelihood of visual fatigue resulting from VAC. The subjective evalua-
tion of the VR experience of some subjects with medium-to-high symptoms
coincided with the increased fatigue likelihood.
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5.6 Visual Fatigue Assessment
In this section, we use the visual fatigue likelihood measure derived in the
previous section to investigate visual fatigue in Experiment 2. Experiment
2 had two consecutive sessions and six subjects. Experiment 2A was similar
to Experiment 1 except that we changed one of the depths to be nearer, so
now the minimum depth the stimulus appear in is 1m instead of 1.5m in
Experiment 1. Our assumption was that it will increase the visual fatigue
level since as observed in Section 5.4, the closer the simulated depth the
larger the variability of vergence angle. In Experiment 2B, users moved
freely around in the virtual world and immersion time varied between 56s
and 182s. Therefore, the visual fatigue levels will vary and we assumed the
movement around will also increase the likelihood of visual fatigue.
5.6.1 Results and Discussion
We found that the median, interquartile range, minimum and maximum of
fatigue likelihood of Experiment 2A and Experiment 2B were MD=0.0244,
IQR=0.014, [0.0136, 0.0429] and MD=0.0226, IQR=0.008, [0.0137, 0.0443],
respectively. For Experiment 1, the values were MD=0.017, IQR=0.0033,
[0.0132, 0.0289]. The results shows that Experiment 2 had higher overall
fatigue likelihood than Experiment 1.
Fatigue likelihood, vergence angle and excitation difference (ED)
For Experiment 2A, FLikelihoodT exhibited a significant positive correla-
tion with the following, VA Variability (ρ=75.8%, p<0.1, n=6), V ADistRI
(ρ=85%, p<0.05, n=6) and the EDDistRI (ρ=96.9%, p<0.01, n=6). Scatter
plots are shown in Fig. 5.11.
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(a) (b) (c)
Figure 5.11: Experiment 2A: Fatigue likelihood (FLikelihoodT ), vergence
angle (VA) and excitation difference (ED). (a) FLikelihoodT and VAV (b)
FLikelihoodT and V ADistRI , and (c) FLikelihoodT and EDDistRI .
Fatigue likelihood and subjective assessment
Figure 5.12 shows the calculated FLikelihoodT for each of the six subjects at
T= end of session for both sessions of Experiment 2. Subjective assessment
of eyestrain, difficulty focusing, general discomfort and tiredness of medium-
to-high are plotted on the graph, similar to Fig. 5.10. We found that the two
subjects (S2 and S4) and (S2 and S6) for Experiment 2A and Experiment 2B,
respectively, who had highest FLikelihoodT , all had assessed at-least one of
the 4 categories shown as Medium-to-High. The overall mean FLikelihoodT
was higher than in Experiment 1. It was anticipated since Experiment 2A had
an added nearer simulated depth, that might cause higher fatigue, whereas in
Experiment 2B some subjects had longer immersion and had more physical
movement of the head and body which also increased visual fatigue.
In Experiment 2B, subject S2 had the longest immersion time as shown
in Fig. 5.13, and thus the highest fatigue likelihood was observed. Figure
5.13 shows the change in visual fatigue likelihood throughout Experiment
2B.
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(a) (b)
(c) (d)
Figure 5.12: Experiment 2: Fatigue likelihood (FLikelihoodT ) of subjects
with subjective feedback illustrated. (a) and (c) illustrate subjects with
medium-to-high eyestrain and difficulty in focusing/concentration for Exper-
iment 2A and Experiment 2B, respectively. (b) and (d) illustrate subjects
with medium-to-high eyestrain discomfort or tiredness for Experiment 2A
and Experiment 2B, respectively.
5.7 Conclusion
In this chapter, we investigated the effect of VAC produced due to immer-
sion using consumer-grade VR headsets on our vergence system and then we
extended the study to derive an objective fatigue likelihood from the neural
control of the extraocular muscles.
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Figure 5.13: Experiment 2B: Fatigue Likelihood (FLikelihoodT ) with time.
Real Vergence angle (Real VA) was computed from the data recorded
during immersion in VR. We proposed a novel approach to estimate eye
movement in natural (non-VAC) viewing environments through biomechan-
ical simulation. The eye-head model (Model-4) [73, 264] was used, and the
recorded head and eye position data of each subject was used to simulate
looking precisely at the visual stimuli with no VAC, i.e. simulating a nat-
ural environment where vergence and accommodation match. Through this
simulation, we computed the Ideal VA. We found that the vergence angle is
affected by immersion in VR even for a short duration.
Using biomechanical simulation can be an interesting and more flexible
solution to estimate eye behaviour in different situations instead of using
complex and expensive experimental setups.
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From the results, we concluded that near viewing conditions gave users a
better control on their eye-gaze to fixate on objects but increased the vergence
load that was evident in increased variability while far viewing conditions
were associated with less vergence load but decreased eye-gaze performance.
The increased variability in vergence angle is due to VAC and will lead to
visual fatigue with time.
Next, we derived a visual fatigue likelihood measure based on the differ-
ence between the excitation difference of the horizontal EOMs of the left and
right eye. The measure was tested against the vergence angle variability and
the distance between the real and ideal vergence angle that were calculated
previously. It was found that they exhibit a moderate positive correlation.
We found that the proposed measure has a consistent increasing rela-
tion with vergence angle variability and also with deviation between real
and ideal eye movements. Therefore, it is representative of the likelihood
of visual fatigue resulting from VAC. However, further investigation using a
larger dataset is required in the future, to reach more conclusive results. The
subjective evaluation of the VR experience of some subjects with medium-
to-high symptoms coincided with the increased fatigue likelihood. We could
not use the subjective assessment for validation due to the short duration of
the experiment.
Further investigation into the following is needed too; the effect of smooth
pursuit at different simulated depths and the effect of different object size.
Moreover, investigations into the comfort zone of the VR headset is required
through testing the focal distance associated with the used lenses. Further
study into the best depth conditions that decrease vergence load and yet give
satisfactory eye-gaze performance are also required.
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Chapter 6
Conclusion and Future Work
“Glory lies in the attempt to
reach one’s goal and not in
reaching it.”
Mahatma Gandhi
With the wide spread of consumer-grade VR headsets and the increasing
growth of VR applications, it is essential to study the effect it has on our
ocular system. We also need methods to objectively measure the visual
fatigue caused during immersion in a timely manner, without the need for
continuous subjective feedback. In this research, an ocular biomechanics
model for visual fatigue assessment in virtual environments was presented.
The problem of deriving an objective visual fatigue measure is approached
from a biomechanical perspective. Therefore, to achieve our target we started
with presenting an ocular biomechanics model. The ocular biomechanics
model, presented in Chapter 3, is based on the mechanical properties of
extraocular muscles and orbital connective tissues from experimental data.
It is implemented using open-source software OpenSim. The development
process of the ocular model starting with Model-0 up till the complete ac-
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tive pulley model (Model-3) was presented. In addition, an eye-head model
(Model-4) was presented, which was used for eye-head coordination; and it
can be further used in VOR studies.
The models were used to perform inverse dynamics and forward dynamics
on synthesised eye movement for validation. The synthesised eye-movement
included fixation, saccade, smooth pursuit with fixed head and smooth pur-
suit with head moving. It was further validated through using recorded eye
movement from subjects during immersion. Model validation was presented
in Chapter 4.
The shortcoming of the available inverse dynamics techniques that in-
clude static optimisation (StO) and computed muscle control (CMC) was
discussed. StO was used as it was more suited to the rapid eye movements,
however the muscle driven motions had higher errors as the eyes moved away
from the primary position. We hypothesised that this was due to the prema-
ture convergence of the StO, due to the very small range of force produced by
the EOMs. To ensure that the proposed ocular model is capable of simulating
all eye rotations, even in extreme gaze conditions, we synthesised a saccadic
eye movement that moved from 1◦, 10◦, 20◦, 30◦, 40◦ then back to 0◦ and
-10◦, -20◦, -30◦ till -40◦ with fixations of 1 second. Then, we performed StO
followed by FD to get muscle-driven eye movement. We manually changed
the EOMs activation levels that were produced by StO and rerun FD. The
resultant muscle-driven movement produced in both cases along with the
target motion are shown in Fig 6.1(a). The RMSE between the target mo-
tion and both the muscle-driven generated motions was 8.4◦and 1.69◦ for
the motion generated by StO activation levels and modified activation levels,
respectively. We can see that the model can achieve the desired kinematics,
however StO does not take full advantage of the model’s capabilities.
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(a) (b)
Figure 6.1: Comparing muscle-driven motion from StO activation levels and
modified activation levels. The blue solid line shows the target desired motion
and the red solid line is the muscle-driven motion generated by using the
activation levels calculated by StO whereas the yellow solid line is the muscle-
driven motion generated by using the manually modified activation levels. (a)
shows the horizontal rotational angle whereas (b) shows the moment of force
required to achieve the rotation.
Figure 6.1(b) shows the moment of force of each of the motions. The
RMSE between the target motion and both the muscle-driven generated
motions was 0.4995 mN.m and 0.1238 mN.m for the motion generated by
StO activation levels and modified activation levels, respectively. The error
is so low and that was why the StO converged.
Figure 6.2 shows the excitation signal used to derive the model in the two
cases. We can see that the excitation signals, which were calculated by StO,
were far more less that the modified signal we created. The main objective
in the static optimisation technique is to reach the desired kinematics but
with minimum activation to minimise the metabolic cost of the movement [9,
207, 212]. However, in the case of ocular motility the main objective is the
fine control of the movement [1,102], thus activation levels can be high. The
high activation level is compensated by the fact that the EOMs produce very
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(a) (b)
Figure 6.2: Comparing the StO calculated excitation signal and the modified
excitation signal for the (a) lateral rectus (LR) muscle and the (b) medial
rectus (MR) muscle.
small amounts of force compared to other skeletal muscles [1, 23].
Although, the validation results were satisfactory and comparable with
other musculoskeletal models, we still hope to develop better techniques that
accommodate the uniqueness of the EOMs.
The proposed ocular biomechanics model is capable of achieving all ex-
treme gaze rotations and it can be used in analysing visual tasks for visual
ergonomics purposes or for analysing effect of vestibular system and posture
on ocular motility and vice versa.
In Chapter 5, we presented an investigation on the effect of VAC in
consumer-grade HMDs on the eye vergence system and also on eye-gaze inter-
action performance in VR. We found that VAC affects our vergence system by
increasing the vergence load, where the vergence angles has a higher variabil-
ity than in natural viewing conditions which causes visual fatigue. Moreover,
increasing the virtual depth of objects decrease the ability to fixate correctly
on the object’s surface, thus affecting eye-gaze performance.
From the results we concluded that near viewing conditions gave users a
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better control on their eye-gaze to fixate on objects but increased the vergence
load that was evident in increased variability while far viewing conditions
were associated with less vergence load but decreased eye-gaze performance.
Next, we extended the study to derive an objective fatigue index from the
neural control of the extraocular muscles. Subjective feedback is not always
accurate as they depend on many psychological factors in addition to the
difficulty in acquiring it in real-time [172]. It is commonly collected after
the experience. However, the short duration and the quick adaptation of
our ocular system can affect the post-immersion subjective assessment. This
drives the need for an objective measure that can be collected real-time.
The proposed fatigue likelihood measure is based on the change in the
difference between the excitation difference (ED) of the horizontal EOMs of
the left and right eye. The excitation signals were calculated from eye move-
ment tracked during immersion in VR. The proposed measure was tested
against the vergence angle variability and the distance between the real and
ideal vergence angle that were calculated previously. It was found that they
exhibit a moderate positive correlation. From the results, we conclude that
the proposed measure has a consistent increasing relation with vergence an-
gle variability and also with deviation between real and ideal eye movements.
Therefore, it is representative of the likelihood of visual fatigue resulting from
VAC. The subjective evaluation of the VR experience of some subjects with
medium-to-high symptoms coincided with the increased fatigue likelihood.
We could not use the subjective assessment for validation due to the short
duration of the experiment.
We used static optimisation to calculate the excitation signals used in the
fatigue likelihood measure. However, the issue aforementioned will not affect
the fatigue derivation since the fatigue index measured is mainly based on
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the change in the difference between LR and MR muscles of the two eye over
time, as presented in Chapter 5 (Eqs. 5.3, 5.4 and 5.5). Thus, the measure
is based on the difference not the absolute value of the excitation signals.
6.1 Future work
The limitations and possible future extension of the presented work includes
the following:
• Extending the biomechanical pipeline for faster analysis to be easily
used for real-time processing of fatigue.
• Extending the static optimisation techniques to accommodate the lim-
itation posed for clear, acute vision which is lower than 0.5◦ at all eye
rotational angles, even extreme gaze.
• The ocular model presented could present only the effect of immersion
on the vergence eye movement system. Therefore, modelling of the
ciliary muscle is useful to include the accommodation response into the
model and pupil dilation/contraction.
• The VR scenario used was simple and short, so that the stimulus was
controlled for analysis purposes. Validating the fatigue objective mea-
sure by testing the effect of longer immersion times will be useful; VR
interactive games or complex tasks is recommended.
• The effect of smooth pursuit at different simulated depths during VR
immersion, and the effect of different object size should be studied.
• The comfort zone of the VR headset requires further investigation
through testing the focal distance associated with the used lenses.
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• Finally, using other sensor data from cameras and wearable sensors in
addition to eye trackers can be used to study and identify visual and
muscular fatigue in VR gamers.
163
References
[1] R. J. Leigh and D. S. Zee, The neurology of eye movements, vol. 90.
Oxford University Press, USA, 2015.
[2] A. M. F. Wong, Eye movement disorders. Oxford University Press,
2008.
[3] J. Hecht, “Optical dreams, virtual reality,” Optics and Photonics News,
vol. 27, no. 6, pp. 24–31, 2016.
[4] H. Hua, “Enabling focus cues in head-mounted displays,” Proceedings
of the IEEE, vol. 105, no. 5, pp. 805–824, 2017.
[5] Statista, “Virtual reality hardware market size worldwide from 2016 to
2020,” The Statistics Portal, 2016.
[6] D. Freeman, S. Reeve, A. Robinson, A. Ehlers, D. Clark, B. Spanlang,
and M. Slater, “Virtual reality in the assessment, understanding, and
treatment of mental health disorders,” Psychological Medicine, pp. 1–8,
2017.
[7] D. Jack, R. Boian, A. S. Merians, M. Tremaine, G. C. Burdea, S. V.
Adamovich, M. Recce, and H. Poizner, “Virtual reality-enhanced stroke
rehabilitation,” IEEE transactions on neural systems and rehabilitation
engineering, vol. 9, no. 3, pp. 308–318, 2001.
[8] J. L. Maples-Keller, B. E. Bunnell, S.-J. Kim, and B. O. Rothbaum,
“The use of virtual reality technology in the treatment of anxiety and
other psychiatric disorders,” Harvard review of psychiatry, vol. 25,
no. 3, pp. 103–113, 2017.
[9] S. L. Delp, F. C. Anderson, A. S. Arnold, P. Loan, A. Habib, C. T.
John, E. Guendelman, and D. G. Thelen, “Opensim: open-source soft-
ware to create and analyze dynamic simulations of movement,” IEEE
transactions on biomedical engineering, vol. 54, no. 11, pp. 1940–1950,
2007.
164
[10] F. C. Anderson and M. G. Pandy, “Static and dynamic optimization
solutions for gait are practically equivalent,” Journal of biomechanics,
vol. 34, no. 2, pp. 153–161, 2001.
[11] M. Damsgaard, J. Rasmussen, S. T. Christensen, E. Surma, and
M. De Zee, “Analysis of musculoskeletal systems in the anybody model-
ing system,” Simulation Modelling Practice and Theory, vol. 14, no. 8,
pp. 1100–1111, 2006.
[12] M. S. DeMers, J. L. Hicks, and S. L. Delp, “Preparatory co-activation
of the ankle muscles may prevent ankle inversion injuries,” Journal of
biomechanics, vol. 52, pp. 17–23, 2017.
[13] D. Nahavandi, J. Iskander, M. Hossny, V. Haydari, and S. Harding,
“Ergonomic effects of using lift augmentation devices in mining activ-
ities,” in Systems, Man, and Cybernetics (SMC), 2016 IEEE Interna-
tional Conference on, pp. 002012–002019, IEEE, 2016.
[14] D. J. Uribe and M. E. Miller, “Eye movements when viewing a hmd
under vibration,” in Proceedings of the Human Factors and Ergonomics
Society Annual Meeting, vol. 57, pp. 1139–1143, SAGE Publications,
2013.
[15] S. Nahavandi, Z. Najdovski, B. Horan, and A. Bhatti, “Universal mo-
tion simulator,” Oct. 1 2015. US Patent App. 14/872,177.
[16] M. Mon-Williams, J. P. Warm, and S. Rushton, “Binocular vision in a
virtual world: visual deficits following the wearing of a head-mounted
display,” Ophthalmic and Physiological Optics, vol. 13, no. 4, pp. 387–
391, 1993.
[17] M. Mon-Williams, S. Rushton, and J. Wann, “Investigating the recip-
rocal cross-links between accommodation and vergence: Implications
for virtual reality displays,” Ophthalmic and Physiological Optics, 1996.
[18] M. Mon-Williams, J. P. Wann, and S. Rushton, “Design factors in
stereoscopic virtual-reality displays,” Journal of the Society for Infor-
mation Display, vol. 3, no. 4, pp. 207–210, 1995.
[19] I. E. Sutherland, “A head-mounted three dimensional display,” in Pro-
ceedings of the December 9-11, 1968, fall joint computer conference,
part I, pp. 757–764, ACM, 1968.
165
[20] J. D. Porter, R. S. Baker, R. J. Ragusa, and J. K. Brueckner, “Ex-
traocular muscles: basic and clinical aspects of structure and function,”
Survey of ophthalmology, vol. 39, no. 6, pp. 451–484, 1995.
[21] R. F. Spencer and J. D. Porter, “Structural organization of the ex-
traocular muscles.,” Reviews of oculomotor research, vol. 2, pp. 33–79,
1987.
[22] J. D. Porter, L. A. Burns, and E. J. McMahon, “Denervation of primate
extraocular muscle. a unique pattern of structural alterations.,” Inves-
tigative ophthalmology & visual science, vol. 30, no. 8, pp. 1894–1908,
1989.
[23] D. A. Robinson, “A quantitative analysis of extraocular muscle coop-
eration and squint.,” Investigative Ophthalmology & Visual Science,
vol. 14, no. 11, pp. 801–825, 1975.
[24] J. M. Miller and D. A. Robinson, “A model of the mechanics of binoc-
ular alignment,” Computers and Biomedical Research, vol. 17, no. 5,
pp. 436–470, 1984.
[25] Q. Wei, S. Sueda, and D. K. Pai, “Biomechanical simulation of human
eye movement,” International Symposium on Biomedical Simulation,
pp. 108–118, 2010.
[26] A. Priamikov and J. Triesch, “OpenEyeSim-a platform for biomechan-
ical modeling of oculomotor control,” in Development and Learning
and Epigenetic Robotics (ICDL-Epirob), 2014 Joint IEEE Interna-
tional Conferences on, pp. 394–395, IEEE, 2014.
[27] H. Guo, Z. Gao, and W. Chen, “The biomechanical significance of
pulley on binocular vision,” BioMedical Engineering OnLine, vol. 15,
no. 2, p. 507, 2016.
[28] D. G. Thelen, F. C. Anderson, and S. L. Delp, “Generating dynamic
simulations of movement using computed muscle control,” Journal of
biomechanics, vol. 36, no. 3, pp. 321–328, 2003.
[29] D. A. Robinson, D. M. O’meara, A. B. Scott, and C. C. Collins, “Me-
chanical components of human eye movements,” Journal of Applied
Physiology, vol. 26, no. 5, pp. 548–553, 1969.
[30] C. C. Collins, “Orbital mechanics,” The control of eye movements,
pp. 283–325, 1971.
166
[31] C. C. Collins, D. O’Meara, and A. B. Scott, “Muscle tension during un-
restrained human eye movements.,” The Journal of physiology, vol. 245,
no. 2, p. 351, 1975.
[32] C. C. Collins, M. R. Carlson, A. B. Scott, and A. Jampolsky, “Ex-
traocular muscle forces in normal human subjects.,” Investigative oph-
thalmology & visual science, vol. 20, no. 5, pp. 652–664, 1981.
[33] J. L. Demer, S. Y. Oh, and V. Poukens, “Evidence for active control
of rectus extraocular muscle pulleys,” Investigative Ophthalmology &
Visual Science, vol. 41, no. 6, pp. 1280–1290, 2000.
[34] R. Kono, R. A. Clark, and J. L. Demer, “Active pulleys: magnetic res-
onance imaging of rectus muscle paths in tertiary gazes,” Investigative
Ophthalmology & Visual Science, vol. 43, no. 7, pp. 2179–2188, 2002.
[35] R. A. Clark, J. M. Miller, and J. L. Demer, “Three-dimensional lo-
cation of human rectus pulleys by path inflections in secondary gaze
positions,” Investigative ophthalmology & visual science, vol. 41, no. 12,
pp. 3787–3797, 2000.
[36] J. O. Bailey and J. N. Bailenson, “Considering virtual reality in chil-
dren’s lives,” Journal of Children and Media, vol. 11, no. 1, pp. 107–113,
2017.
[37] M. Limniou, D. Roberts, and N. Papadopoulos, “Full immersive virtual
environment cave tm in chemistry education,” Computers & Education,
vol. 51, no. 2, pp. 584–593, 2008.
[38] K. L. Dean, X. S. Asay-Davis, E. M. Finn, T. Foley, J. A. Fries-
ner, Y. Imai, B. J. Naylor, S. R. Wustner, S. S. Fisher, and K. R.
Wilson, “Virtual explorer: Interactive virtual environment for educa-
tion,” Presence: Teleoperators and Virtual Environments, vol. 9, no. 6,
pp. 505–523, 2000.
[39] J. McComas, P. Pivik, and M. Laflamme, “Current uses of virtual
reality for children with disabilities,” Studies in 0health technology and
informatics, pp. 161–169, 1998.
[40] J. M. Loomis, J. J. Blascovich, and A. C. Beall, “Immersive virtual
environment technology as a basic research tool in psychology,” Be-
havior Research Methods, Instruments, & Computers, vol. 31, no. 4,
pp. 557–564, 1999.
167
[41] R. Pausch, T. Crea, and M. Conway, “A literature survey for virtual en-
vironments: Military flight simulator visual systems and simulator sick-
ness,” Presence: Teleoperators & Virtual Environments, vol. 1, no. 3,
pp. 344–363, 1992.
[42] J.-L. van Gelder, C. Nee, M. Otte, A. Demetriou, I. van Sintemaartens-
dijk, and J.-W. van Prooijen, “Virtual burglary: Exploring the poten-
tial of virtual reality to study burglary in action,” Journal of Research
in Crime and Delinquency, vol. 54, no. 1, pp. 29–62, 2017.
[43] J. Dascal, M. Reid, W. W. IsHak, B. Spiegel, J. Recacho, B. Rosen,
and I. Danovitch, “Virtual reality and medical inpatients: A system-
atic review of randomized, controlled trials,” Innovations in clinical
neuroscience, vol. 14, no. 1-2, p. 14, 2017.
[44] S.-Y. Hsu, T.-Y. Fang, S.-C. Yeh, M.-C. Su, P.-C. Wang, and V. Y.
Wang, “Three-dimensional, virtual reality vestibular rehabilitation for
chronic imbalance problem caused by me´nie`re’s disease: a pilot study,”
Disability and rehabilitation, vol. 39, no. 16, pp. 1601–1606, 2017.
[45] T.-A. P. Le and D. C. Beidel, “Psychometric properties of a social skills
assessment using a virtual environment,” Journal of Psychopathology
and Behavioral Assessment, vol. 39, no. 2, pp. 230–240, 2017.
[46] R. E. Stevens, T. N. Jacoby, I. S¸. Aricescu, and D. P. Rhodes, “A
review of adjustable lenses for head mounted displays,” in Digital Op-
tical Technologies 2017, vol. 10335, p. 103350Q, International Society
for Optics and Photonics, 2017.
[47] J. Rolland and H. Hua, “Head-mounted display systems,” Encyclopedia
of optical engineering, pp. 1–13, 2005.
[48] T. Shibata, “Head mounted display,” Displays, vol. 23, no. 1, pp. 57–64,
2002.
[49] Tobii Tech, “Tobii releases eye tracking vr development kit for htc
vive,” Tobii Press Release, 2017.
[50] B. Keshavarz, H. Hecht, and B. Lawson, “Visually induced motion
sickness: characteristics, causes, and countermeasures,” Handbook
of Virtual Environments: Design, Implementation, and Applications,
pp. 648–697, 2014.
168
[51] B. Keshavarz, B. E. Riecke, L. J. Hettinger, and J. L. Campos, “Vection
and visually induced motion sickness: how are they related?,” Frontiers
in psychology, vol. 6, 2015.
[52] J. Dichgans and T. Brandt, “Optokinetic motion sickness and
pseudo-coriolis effects induced by moving visual stimuli,” Acta oto-
laryngologica, vol. 76, no. 1-6, pp. 339–348, 1973.
[53] K. M. Stanney, R. S. Kennedy, and J. M. Drexler, “Cybersickness is
not simulator sickness,” in Proceedings of the Human Factors and Er-
gonomics Society annual meeting, vol. 41, pp. 1138–1142, SAGE Pub-
lications Sage CA: Los Angeles, CA, 1997.
[54] R. J. Leigh and C. Kennard, “Using saccades as a research tool in the
clinical neurosciences,” Brain, vol. 127, no. 3, pp. 460–477, 2004.
[55] U. P. Mosimann, R. M. Mu¨ri, D. J. Burn, J. Felblinger, J. T. O’brien,
and I. G. McKeith, “Saccadic eye movement changes in parkinson’s
disease dementia and dementia with lewy bodies,” Brain, vol. 128,
no. 6, pp. 1267–1276, 2005.
[56] H. J. Kaminski, M. Al-Hakim, R. J. Leigh, M. K. Bashar, and R. L.
Ruff, “Extraocular muscles are spared in advanced duchenne dystro-
phy,” Annals of neurology, vol. 32, no. 4, pp. 586–588, 1992.
[57] H. Kaminski and R. Leigh, Neurobiology of eye movements: From
molecules to behavior., vol. 956. University Hospitals of Cleveland:
Annals of the New York Academy of Sciences, 2002.
[58] C. Chen, K. Li, Q. Wu, H. Wang, Z. Qian, and G. Sudlow, “EEG-
based detection and evaluation of fatigue caused by watching 3DTV,”
Displays, vol. 34, no. 2, pp. 81–88, 2013.
[59] H. Cho, M.-K. Kang, K.-J. Yoon, and S. C. Jun, “Feasibility study
for visual discomfort assessment on stereo images using eeg,” in 3D
Imaging (IC3D), 2012 International Conference on, pp. 1–6, IEEE,
2012.
[60] R. Schleicher, N. Galley, S. Briest, and L. Galley, “Blinks and sac-
cades as indicators of fatigue in sleepiness warnings: looking tired?,”
Ergonomics, vol. 51, no. 7, pp. 982–1010, 2008.
[61] D. Kim, S. Choi, J. Choi, H. Shin, and K. Sohn, “Visual fatigue mon-
itoring system based on eye-movement and eye-blink detection,” in
169
IS&T/SPIE Electronic Imaging, pp. 786303–786303, International So-
ciety for Optics and Photonics, 2011.
[62] J.-H. Yu, B.-H. Lee, and D.-H. Kim, “EOG based eye movement mea-
sure of visual fatigue caused by 2D and 3D displays,” in Biomedical and
Health Informatics (BHI), 2012 IEEE-EMBS International Conference
on, pp. 305–308, IEEE, 2012.
[63] P. Howarth and P. Costello, “The occurrence of virtual simulation sick-
ness symptoms when an HMD was used as a personal viewing system,”
Displays, vol. 18, no. 2, pp. 107–116, 1997.
[64] S. Yano, S. Ide, T. Mitsuhashi, and H. Thwaites, “A study of visual
fatigue and visual comfort for 3D HDTV/HDTV images,” Displays,
vol. 23, no. 4, pp. 191–201, 2002.
[65] J. W. Bang, H. Heo, J. S. Choi, and K. R. Park, “Assessment of eye
fatigue caused by 3d displays based on multimodal measurements,”
Sensors, vol. 14, no. 9, pp. 16467–16485, 2014.
[66] D. Cazzoli, C. A. Antoniades, C. Kennard, T. Nyffeler, C. L. Bassetti,
and R. M. Mu¨ri, “Eye movements discriminate fatigue due to chrono-
typical factors and time spent on task–a double dissociation,” PloS
one, vol. 9, no. 1, p. e87146, 2014.
[67] K. Hirvonen, S. Puttonen, K. Gould, J. Korpela, V. F. Koefoed, and
K. Mu¨ller, “Improving the saccade peak velocity measurement for
detecting fatigue,” Journal of neuroscience methods, vol. 187, no. 2,
pp. 199–206, 2010.
[68] C. Diaz-Piedra, H. Rieiro, J. Sua´rez, F. Rios-Tejada, A. Catena, and
L. L. Di Stasi, “Fatigue in the military: towards a fatigue detection test
based on the saccadic velocity,” Physiological measurement, vol. 37,
no. 9, p. N62, 2016.
[69] C. Berger and A. Mahneke, “Fatigue in two simple visual tasks,” The
American journal of psychology, vol. 67, no. 3, pp. 509–512, 1954.
[70] S. Iwaki and N. Harada, “Mental fatigue measurement based on the
changes in flicker perception threshold using consumer mobile devices,”
Advanced Biomedical Engineering, vol. 2, pp. 137–142, 2013.
[71] P. A. Snell, “An introduction to the experimental study of visual fa-
tigue,” Journal of the Society of Motion Picture Engineers, vol. 20,
no. 5, pp. 367–390, 1933.
170
[72] E. Simonson, “Measurement of fusion frequency of flicker as a test for
fatigue of the central nervous system,” Indust. Hyg. & Toxicol., vol. 23,
pp. 83–89, 1941.
[73] J. Iskander, M. Hossny, and S. Nahavandi, “Simulating eye-head coor-
dination during smooth pursuit using an ocular biomechanic model,”
in Systems, Man, and Cybernetics (SMC), 2017 IEEE International
Conference on, pp. 3356–3361, IEEE, 2017.
[74] K. R. Holzbaur, W. M. Murray, and S. L. Delp, “A model of the upper
extremity for simulating musculoskeletal surgery and analyzing neu-
romuscular control,” Annals of biomedical engineering, vol. 33, no. 6,
pp. 829–840, 2005.
[75] A. Rajagopal, C. L. Dembia, M. S. DeMers, D. D. Delp, J. L. Hicks, and
S. L. Delp, “Full-body musculoskeletal model for muscle-driven simu-
lation of human gait,” IEEE Transactions on Biomedical Engineering,
vol. 63, no. 10, pp. 2068–2079, 2016.
[76] E. M. Arnold, S. R. Ward, R. L. Lieber, and S. L. Delp, “A model of
the lower limb for analysis of human movement,” Annals of biomedical
engineering, vol. 38, no. 2, pp. 269–279, 2010.
[77] A. Priamikov, M. Fronius, B. Shi, and J. Triesch, “Openeyesim: A
biomechanical model for simulation of closed-loop visual perception,”
Journal of Vision, vol. 16, no. 15, pp. 25–25, 2016.
[78] R. O’Rahilly and F. Mu¨ller, Basic human anatomy: a regional study
of human structure. WB Saunders Company, 1983.
[79] G. K. Von Noorden and E. C. Campos, Binocular vision and ocular
motility. Mosby, 2002.
[80] J. Malmivuo and R. Plonsey, Bioelectromagnetism: principles and ap-
plications of bioelectric and biomagnetic fields. Oxford University Press,
USA, 1995.
[81] R. C. Augusteyn, D. Nankivil, A. Mohamed, B. Maceo, F. Pierre,
and J. Parel, “Human ocular biometry,” Experimental eye research,
vol. 102, pp. 70–75, 2012.
[82] N. A. Dodgson, “Variation and extrema of human interpupillary dis-
tance,” in Electronic imaging 2004, pp. 36–46, International Society
for Optics and Photonics, 2004.
171
[83] L. R. Young and D. Sheena, “Survey of eye movement recording meth-
ods,” Behavior research methods & instrumentation, vol. 7, no. 5,
pp. 397–429, 1975.
[84] D. A. Robinson, “Control of eye movements,” Comprehensive Physiol-
ogy, 1971.
[85] D. E. Angelaki, “Eyes on target: what neurons must do for the
vestibuloocular reflex during linear motion,” Journal of neurophysi-
ology, vol. 92, no. 1, pp. 20–35, 2004.
[86] C. Rashbass and G. Westheimer, “Disjunctive eye movements,” The
Journal of Physiology, vol. 159, no. 2, p. 339, 1961.
[87] H. v. Helmholtz, “Physiological optics,” Optical Society of America,
vol. 3, p. 318, 1925.
[88] R. M. Burde and S. E. Feldon, “The extraocular muscles,” Adler’s
Physiology of the Eye. St Louis, Mo: CV Mosby Co, pp. 84–121, 1981.
[89] L. Apt, “An anatomical reevaluation of rectus muscle insertions.,”
Transactions of the American Ophthalmological Society, vol. 78, p. 365,
1980.
[90] R. G. Scobee, The oculorotary muscles. Mosby, 1952.
[91] D. E. Angelaki, “The oculomotor plant and its role in three-dimensional
eye orientation,” The Oxford Handbook of Eye Movements, p. 135,
2011.
[92] C. Quaia and L. M. Optican, “Commutative saccadic generator is suf-
ficient to control a 3-d ocular plant with pulleys,” Journal of Neuro-
physiology, vol. 79, no. 6, pp. 3197–3215, 1998.
[93] S. J. Belcher, “Ocular torsion.,” The British journal of physiological
optics, vol. 21, pp. 1–20, 1963.
[94] T. Davies and P. A. Merton, “Recording compensatory rolling of the
eyes.,” The Journal of physiology, vol. 140, no. 2, pp. 27–8P, 1958.
[95] P. A. Merton, “Compensatory rolling movements of the eye.,” The
Journal of physiology, vol. 132, no. 2, p. 25, 1956.
[96] E. F. Miller, “Counterrolling of the human eyes produced by head
tilt with respect to gravity,” Acta oto-laryngologica, vol. 54, no. 1-6,
pp. 479–501, 1962.
172
[97] A. P. Petrov and G. M. Zenkin, “Torsional eye movements and con-
stancy of the visual field,” Vision research, vol. 13, no. 12, 1973.
[98] R. C. Woellner and A. Graybiel, “Counterrolling of the eyes and its
dependence on the magnitude of gravitational or inertial force acting
laterally on the body,” Journal of Applied Physiology, vol. 14, no. 4,
pp. 632–634, 1959.
[99] T. Pansell, A. Tribukait, R. Bolzani, H. D. Schworm, and J. Ygge,
“Drift in ocular torsion during sustained head tilt,” Strabismus, vol. 13,
no. 3, pp. 115–121, 2005.
[100] F. C. Donders, “Contribution to the teaching of the movements of the
human eye,” Holland Beitr Anat Physiol Wiss, vol. 1, no. 104, p. 384,
1848.
[101] H. Von Helmholtz, Handbuch der physiologischen Optik, vol. 9. Voss,
1867.
[102] A. M. F. Wong, “Listing’s law: clinical significance and implications for
neural control,” Survey of ophthalmology, vol. 49, no. 6, pp. 563–575,
2004.
[103] A. M. F. Wong, J. A. Sharpe, and D. Tweed, “Adaptive neural mech-
anism for Listing’s law revealed in patients with fourth nerve palsy,”
Investigative ophthalmology & visual science, vol. 43, no. 6, pp. 1796–
1803, 2002.
[104] D. A. Robinson, “A method of measuring eye movement using a sci-
eral search coil in a magnetic field,” IEEE Transactions on bio-medical
electronics, vol. 10, no. 4, pp. 137–145, 1963.
[105] J. D. Crawford and E. M. Klier, “Neural control of three-dimensional
gaze shifts,” The Oxford Handbook of Eye Movements, p. 339, 2011.
[106] T. Haslwanter, “Mathematics of three-dimensional eye rotations,” Vi-
sion research, vol. 35, no. 12, pp. 1727–1739, 1995.
[107] T. Haslwanter, “Mechanics of eye movements: implications of the
“orbital revolution”,” Annals of the New York Academy of Sciences,
vol. 956, no. 1, pp. 33–41, 2002.
[108] G. Westheimer, “Kinematics of the eye,” JOSA, vol. 47, no. 10,
pp. 967–974, 1957.
173
[109] J. Crawford, J. Martinez-Trujillo, and E. Klier, “Neural control of
three-dimensional eye and head movements,” Current opinion in neu-
robiology, vol. 13, no. 6, pp. 655–662, 2003.
[110] D. Tweed, W. Cadera, and T. Vilis, “Computing three-dimensional eye
position quaternions and eye velocity from search coil signals,” Vision
research, vol. 30, no. 1, pp. 97–110, 1990.
[111] L. Ferman, H. Collewijn, and A. V. Van den Berg, “A direct test of
Listing’s law—i. human ocular torsion measured in static tertiary po-
sitions,” Vision research, vol. 27, no. 6, pp. 929–938, 1987.
[112] L. Ferman, H. Collewijn, and A. Van den Berg, “A direct test of List-
ing’s law. ii. human ocular torsion measured under dynamic condi-
tions,” Vision Res, vol. 27, no. 6, pp. 939–951, 1987.
[113] M. F. Walker, M. Shelhamer, and D. S. Zee, “Eye-position dependence
of torsional velocity during interaural translation, horizontal pursuit,
and yaw-axis rotation in humans,” Vision research, vol. 44, no. 6,
pp. 613–620, 2004.
[114] H. Misslisch, D. Tweed, M. Fetter, D. Sievering, and E. Koenig, “Ro-
tational kinematics of the human vestibulo-ocular reflex. iii. Listing’s
law,” Journal of Neurophysiology, vol. 72, no. 5, pp. 2490–2502, 1994.
[115] L. Ferman, H. Collewijn, T. C. Jansen, and A. V. Van den Berg,
“Human gaze stability in the horizontal, vertical and torsional di-
rection during voluntary head movements, evaluated with a three-
dimensional scleral induction coil technique,” Vision research, vol. 27,
no. 5, pp. 811–828, 1987.
[116] A. W. Volkmann, “On the mechanics of the eye muscles,” Ber. Verh.
K. Saechs. Ges. Wiss., vol. 21, p. 28, 1869.
[117] Z. Gao, H. Guo, and W. Chen, “Initial tension of the human extraocu-
lar muscles in the primary eye position,” Journal of theoretical biology,
vol. 353, pp. 78–83, 2014.
[118] H. Guo, Z. Gao, and W. Chen, “Contractile force of human extraocu-
lar muscle: A theoretical analysis,” Applied bionics and biomechanics,
vol. 2016, 2016.
[119] J. L. Demer and J. M. Miller, “Magnetic resonance imaging of the
functional anatomy of the superior oblique muscle.,” Investigative oph-
thalmology & visual science, vol. 36, no. 5, pp. 906–913, 1995.
174
[120] R. Kono, V. Poukens, and J. L. Demer, “Superior oblique muscle layers
in monkeys and humans,” Investigative ophthalmology & visual science,
vol. 46, no. 8, pp. 2790–2799, 2005.
[121] C. C. Collins, A. B. Scott, and D. M. O’Meara, “Elements of the pe-
ripheral oculomotor aparatus..,” Optometry & Vision Science, vol. 46,
no. 7, pp. 510–515, 1969.
[122] G. Lennerstrand, R. Bolzani, M. Benassi, S. Tian, and C. Schiavi, “Iso-
metric force development in human horizontal eye muscles and pulleys
during saccadic eye movements,” Acta ophthalmologica, vol. 87, no. 8,
pp. 837–842, 2009.
[123] G. Lennerstrand, C. Schiavi, S. Tian, M. Benassi, and E. C. Campos,
“Isometric force measured in human horizontal eye muscles attached
to or detached from the globe,” Graefe’s Archive for Clinical and Ex-
perimental Ophthalmology, vol. 244, no. 5, pp. 539–544, 2006.
[124] A. F. Fuchs and M. D. Binder, “Fatigue resistance of human extraoc-
ular muscles.,” Journal of Neurophysiology, 1983.
[125] A. B. Scott and C. C. Collins, “Division of labor in human extraocular
muscle,” Archives of Ophthalmology, vol. 90, no. 4, pp. 319–322, 1973.
[126] L. D. Peachey and A. F. Huxley, “Structural identification of twitch
and slow striated muscle fibers of the frog,” The Journal of cell biology,
vol. 13, no. 1, pp. 177–180, 1962.
[127] E. Henneman and C. B. Olson, “Relations between structure and func-
tion in the design of skeletal muscles,” Journal of Neurophysiology,
vol. 28, no. 3, pp. 581–598, 1965.
[128] J. M. Miller, “Understanding and misunderstanding extraocular muscle
pulleys,” Journal of Vision, vol. 7, no. 11, pp. 10–10, 2007.
[129] P. Boeder, “Co-operative action of extra-ocular muscles,” The British
journal of ophthalmology, vol. 46, no. 7, p. 397, 1962.
[130] W. E. Krewson 3rd, “The action of the extraocular muscles: a method
of vector-analysis with computations,” Transactions of the American
Ophthalmological Society, vol. 48, p. 443, 1950.
[131] J. M. Miller, “Functional anatomy of normal human rectus muscles,”
Vision research, vol. 29, no. 2, pp. 223–240, 1989.
175
[132] J. M. Miller, J. L. Demer, and A. L. Rosenbaum, “Effect of transposi-
tion surgery on rectus muscle paths by magnetic resonance imaging,”
Ophthalmology, vol. 100, no. 4, pp. 475–487, 1993.
[133] R. A. Clark, J. M. Miller, and J. L. Demer, “Location and stability of
rectus muscle pulleys. muscle paths as a function of gaze.,” Investigative
ophthalmology & visual science, vol. 38, no. 1, pp. 227–240, 1997.
[134] M. J. Stokes, R. G. Cooper, and R. H. Edwards, “Normal muscle
strength and fatigability in patients with effort syndromes.,” BMJ,
vol. 297, no. 6655, pp. 1014–1017, 1988.
[135] N. K. Vøllestad, “Measurement of human muscle fatigue,” Journal of
neuroscience methods, vol. 74, no. 2, pp. 219–227, 1997.
[136] J. DeLuca, Fatigue as a window to the brain. MIT press, 2005.
[137] D. E. Broadbent, Decision and stress. Academic Press, 1971.
[138] W. Muncie, “Chronic fatigue.,” Psychosomatic Medicine, vol. 3, no. 3,
pp. 277–285, 1941.
[139] S. Wessely, M. Sharpe, and M. Hotopf, Chronic fatigue and its syn-
dromes. Oxford University Press, 1998.
[140] E. Jackson, “Visual fatigue,” American Journal of Ophthalmology,
vol. 4, no. 2, pp. 119–122, 1921.
[141] D. Schmidt, L. A. Abel, L. F. DellOsso, and R. B. Daroff, “Saccadic ve-
locity characteristics- intrinsic variability and fatigue,” Aviation, space,
and environmental medicine, vol. 50, no. 4, pp. 393–395, 1979.
[142] S. Saito, “Does fatigue exist in a quantitative measurement of eye move-
ments?,” Ergonomics, vol. 35, no. 5-6, pp. 607–615, 1992.
[143] M. Lambooij, M. Fortuin, W. IJsselsteijn, and I. Heynderickx, “Mea-
suring visual discomfort associated with 3d displays,” in stereoscopic
displays and applications XX, vol. 7237, p. 72370K, International So-
ciety for Optics and Photonics, 2009.
[144] J. Kuze and K. Ukai, “Subjective evaluation of visual fatigue caused
by motion images,” Displays, vol. 29, no. 2, pp. 159–166, 2008.
[145] M. Ogata, K. Ukai, and T. Kawai, “Visual fatigue in congenital nystag-
mus caused by viewing images of color sequential projectors,” Journal
of display technology, vol. 1, no. 2, p. 314, 2005.
176
[146] K. Brunnstro¨m, K. Wang, S. Tavakoli, and B. Andre´n, “Symptoms
analysis of 3d tv viewing based on simulator sickness questionnaires,”
Quality and User Experience, vol. 2, no. 1, p. 1, 2017.
[147] S. Ohno and K. Ukai, “Subjective evaluation of motion sickness follow-
ing game play with head mounted display,” The journal of the institute
of image information and television engineers, vol. 54, no. 887-891,
p. 118, 2000.
[148] R. S. Kennedy, N. E. Lane, K. S. Berbaum, and M. G. Lilienthal, “Sim-
ulator sickness questionnaire: An enhanced method for quantifying
simulator sickness,” The international journal of aviation psychology,
vol. 3, no. 3, pp. 203–220, 1993.
[149] H. K. Kim, J. Park, Y. Choi, and M. Choe, “Virtual reality sickness
questionnaire (VRSQ): Motion sickness measurement index in a virtual
reality environment,” Applied Ergonomics, vol. 69, pp. 66–73, 2018.
[150] A. T. Bahill and L. Stark, “Overlapping saccades and glissades are pro-
duced by fatigue in the saccadic eye movement system,” Experimental
neurology, vol. 48, no. 1, pp. 95–106, 1975.
[151] A. T. Bahill and B. T. Troost, “Types of saccadic eye movements,”
Neurology, vol. 29, no. 8, pp. 1150–1152, 1979.
[152] S. Mun, M.-C. Park, S. Park, and M. Whang, “SSVEP and ERP mea-
surement of cognitive fatigue caused by stereoscopic 3D,” Neuroscience
letters, vol. 525, no. 2, pp. 89–94, 2012.
[153] J. Coyne and C. Sibley, “Investigating the use of two low cost eye
tracking systems for detecting pupillary response to changes in mental
workload,” in Proceedings of the Human Factors and Ergonomics Soci-
ety Annual Meeting, vol. 60, pp. 37–41, SAGE Publications Sage CA:
Los Angeles, CA, 2016.
[154] S. Zugal and J. Pinggera, “Low–cost eye–trackers: Useful for infor-
mation systems research?,” in International Conference on Advanced
Information Systems Engineering, pp. 159–170, Springer, 2014.
[155] V. Janthanasub and P. Meesad, “Evaluation of a low-cost eye tracking
system for computer input,” King Mongkut’s University of Technology
North Bangkok International Journal of Applied Science and Technol-
ogy, vol. 8, no. 3, pp. 185–196, 2015.
177
[156] Q. Ji and X. Yang, “Real-time eye, gaze, and face pose tracking for
monitoring driver vigilance,” Real-Time Imaging, vol. 8, no. 5, pp. 357–
377, 2002.
[157] Q. Ji, Z. Zhu, and P. Lan, “Real-time nonintrusive monitoring and pre-
diction of driver fatigue,” IEEE transactions on vehicular technology,
vol. 53, no. 4, pp. 1052–1068, 2004.
[158] W.-B. Horng, C.-Y. Chen, Y. Chang, and C.-H. Fan, “Driver fatigue
detection based on eye tracking and dynamic template matching,” in
Networking, Sensing and Control, 2004 IEEE International Conference
on, vol. 1, pp. 7–12, IEEE, 2004.
[159] M. Eriksson and N. P. Papanikotopoulos, “Eye-tracking for detection of
driver fatigue,” in Intelligent Transportation System, 1997. ITSC’97.,
IEEE Conference on, pp. 314–319, IEEE, 1997.
[160] Z. Zhang and J. Zhang, “A new real-time eye tracking for driver fatigue
detection,” in ITS Telecommunications Proceedings, 2006 6th Interna-
tional Conference on, pp. 8–11, IEEE, 2006.
[161] Q. Wang, J. Yang, M. Ren, and Y. Zheng, “Driver fatigue detection:
a survey,” in Intelligent Control and Automation, 2006. WCICA 2006.
The Sixth World Congress on, vol. 2, pp. 8587–8591, IEEE, 2006.
[162] B. Julesz, “Binocular depth perception of computer-generated pat-
terns,” Bell Labs Technical Journal, vol. 39, no. 5, pp. 1125–1162, 1960.
[163] B. Julesz, “Binocular depth perception without familiarity cues:
Random-dot stereo images with controlled spatial and temporal proper-
ties clarify problems in stereopsis,” Science, vol. 145, no. 3630, pp. 356–
362, 1964.
[164] M. Emoto, Y. Nojiri, and F. Okano, “Changes in fusional vergence
limit and its hysteresis after viewing stereoscopic tv,” Displays, vol. 25,
no. 2-3, pp. 67–76, 2004.
[165] I. P. Howard, Seeing in depth, Vol. 1: Basic mechanisms. University
of Toronto Press, 2002.
[166] Q. Yang, M. P. Bucci, and Z. Kapoula, “The latency of saccades, ver-
gence, and combined eye movements in children and in adults,” Inves-
tigative Ophthalmology & Visual Science, vol. 43, no. 9, pp. 2939–2949,
2002.
178
[167] H. Collewijn, C. J. Erkelens, and R. M. Steinman, “Voluntary binocular
gaze-shifts in the plane of regard: dynamics of version and vergence,”
Vision research, vol. 35, no. 23-24, pp. 3335–3358, 1995.
[168] D. M. Hoffman, A. R. Girshick, K. Akeley, and M. S. Banks, “Vergence–
accommodation conflicts hinder visual performance and cause visual
fatigue,” Journal of vision, vol. 8, no. 3, pp. 33–33, 2008.
[169] G. Kramida, “Resolving the vergence-accommodation conflict in head-
mounted displays,” IEEE transactions on visualization and computer
graphics, vol. 22, no. 7, pp. 1912–1931, 2016.
[170] F. Toates, “Accommodation function of the human eye,” Physiological
reviews, vol. 52, no. 4, pp. 828–863, 1972.
[171] E. F. Fincham and J. Walton, “The reciprocal actions of accommo-
dation and convergence,” The Journal of physiology, vol. 137, no. 3,
pp. 488–508, 1957.
[172] M. Lambooij, M. Fortuin, I. Heynderickx, and W. IJsselsteijn, “Vi-
sual discomfort and visual fatigue of stereoscopic displays: A review,”
Journal of Imaging Science and Technology, vol. 53, no. 3, pp. 30201–1,
2009.
[173] F. Miles, S. Judge, and L. Optican, “Optically induced changes in the
couplings between vergence and accommodation,” Journal of Neuro-
science, vol. 7, no. 8, pp. 2576–2589, 1987.
[174] S. J. Judge and F. A. Miles, “Changes in the coupling between accom-
modation and vergence eye movements induced in human subjects by
altering the effective interocular separation,” Perception, vol. 14, no. 5,
pp. 617–629, 1985.
[175] P. R. Turnbull and J. R. Phillips, “Ocular effects of virtual reality
headset wear in young adults,” Scientific reports, vol. 7, no. 1, p. 16172,
2017.
[176] T. Shibata, J. Kim, D. M. Hoffman, and M. S. Banks, “The zone of
comfort: Predicting visual discomfort with stereo displays,” Journal of
vision, vol. 11, no. 8, pp. 11–11, 2011.
[177] C. Vienne, L. Sorin, L. Blonde´, Q. Huynh-Thu, and P. Mamassian,
“Effect of the accommodation-vergence conflict on vergence eye move-
ments,” Vision research, vol. 100, pp. 124–133, 2014.
179
[178] C. J. Lin and R. Widyaningrum, “The effect of parallax on eye fixa-
tion parameter in projection-based stereoscopic displays,” Applied er-
gonomics, vol. 69, pp. 10–16, 2018.
[179] J. A. Aznar-Casanova, A. Romeo, A. T. Go´mez, and P. M. Enrile,
“Visual fatigue while watching 3d stimuli from different positions,”
Journal of Optometry, 2016.
[180] M. Mon-Williams, A. Plooy, R. Burgess-Limerick, and J. Wann, “Gaze
angle: a possible mechanism of visual stress in virtual reality headsets,”
Ergonomics, vol. 41, no. 3, pp. 280–285, 1998.
[181] K. M. Stanney, R. R. Mourant, and R. S. Kennedy, “Human factors
issues in virtual environments: A review of the literature,” Presence,
vol. 7, no. 4, pp. 327–351, 1998.
[182] C. Mai, M. Hassib, and R. Ko¨nigbauer, “Estimating visual discom-
fort in head-mounted displays using electroencephalography,” in IFIP
Conference on Human-Computer Interaction, pp. 243–252, Springer,
2017.
[183] K. Tung, M. Miller, J. Colombi, D. Uribe, and S. Smith, “Effect of
vibration on eye, head and helmet movements while wearing a helmet-
mounted display,” Journal of the Society for Information Display,
vol. 22, no. 10, pp. 535–544, 2014.
[184] G. Nicholson, “Head-mounted display (hmd) assessment for tracked
vehicles,” in Proc. SPIE, vol. 8042, p. 80420I, 2011.
[185] C. Rash, W. McLean, B. Mozo, J. Licina, and B. McEntire, “Human
factors and performance concerns for the design of helmet-mounted
displays,” in RTO HFM symposium on current aeromedical issues in
rotary wing operation, 1999.
[186] M. Griffin and C. Lewis, “A review of the effects of vibration on visual
acuity and continuous manual control, part i: Visual acuity,” Journal
of sound and vibration, vol. 56, no. 3, pp. 383–413, 1978.
[187] M. J. Griffin, Handbook of human vibration. Academic press, 2012.
[188] F. Seagull and C. Wickens, “Vibration in command and control vehi-
cles: Visual performance, manual performance, and motion sickness:
A review of the literature,” Human Factors Division, Institute of Avi-
ation, University of Illinois, 2006.
180
[189] A. Nakashima and B. Cheung, “The effects of vibration frequencies on
physical, perceptual and cognitive performance,” tech. rep., DEFENCE
RESEARCH AND DEVELOPMENT TORONTO (CANADA), 2006.
[190] J. O. Brooks, R. R. Goodenough, M. C. Crisler, N. D. Klein, R. L.
Alley, B. L. Koon, W. C. Logan, J. H. Ogle, R. A. Tyrrell, and R. F.
Wills, “Simulator sickness during driving simulation studies,” Accident
Analysis & Prevention, vol. 42, no. 3, pp. 788–796, 2010.
[191] H. Asadi, A. Mohammadi, S. Mohamed, and S. Nahavandi, “Adaptive
translational cueing motion algorithm using fuzzy based tilt coordina-
tion,” in International Conference on Neural Information Processing,
pp. 474–482, Springer, 2014.
[192] H. Asadi, S. Mohamed, D. Rahim Zadeh, and S. Nahavandi, “Optimisa-
tion of nonlinear motion cueing algorithm based on genetic algorithm,”
Vehicle System Dynamics, vol. 53, no. 4, pp. 526–545, 2015.
[193] H. Asadi, S. Mohamed, C. P. Lim, and S. Nahavandi, “Robust op-
timal motion cueing algorithm based on the linear quadratic regula-
tor method and a genetic algorithm,” IEEE Transactions on Systems,
Man, and Cybernetics: Systems, 2016.
[194] H. Teufel, H.-G. Nusseck, K. Beykirch, J. Butler, M. Kerger,
H. Bu¨lthoff, et al., “Mpi motion simulator: development and analy-
sis of a novel motion simulator,” in AIAA Modeling and Simulation
Technologies Conference and Exhibit, no. 6476, pp. 1–11, 2007.
[195] G. Bertolini and D. Straumann, “Moving in a moving world: a review
on vestibular motion sickness,” Frontiers in neurology, vol. 7, 2016.
[196] E. F. Miller and A. Graybiel, “Comparison of five levels of motion
sickness severity as the basis for grading susceptibility,” Aerospace
Medicine, pp. 602–609, 1974.
[197] R. S. Kellogg, R. S. Kennedy, and A. Graybiel, “Motion sickness
symptomatology of labyrinthine defective and normal subjects during
zero gravity maneuvers,” tech. rep., Aerospace Medical Research Labs
Wright-Patterson, AFB OHIO, 1964.
[198] B. D. Lawson, “Motion sickness symptomatology and origins.,” 2014.
[199] K. M. Stanney and R. S. Kennedy, “The psychometrics of cybersick-
ness,” Communications of the ACM, vol. 40, no. 8, pp. 66–68, 1997.
181
[200] J. Lackner and P. DiZio, “Gravitational, inertial, and coriolis force
influences on nystagmus, motion sickness, and perceived head trajec-
tory,” in The head-neck sensory-motor symposium, pp. 216–222, Oxford
University Press: NY, 1992.
[201] D. A. Winter, Biomechanics and motor control of human movement.
John Wiley & Sons, 2009.
[202] A. M. Herrmann and S. L. Delp, “Moment arm and force-generating
capacity of the extensor carpi ulnaris after transfer to the extensor carpi
radialis brevis,” The Journal of hand surgery, vol. 24, no. 5, pp. 1083–
1090, 1999.
[203] S. L. Delp and F. E. Zajac, “Force-and moment-generating capacity of
lower-extremity muscles before and after tendon lengthening.,” Clinical
orthopaedics and related research, vol. 284, pp. 247–259, 1992.
[204] M. Hossny, D. Nahavandi, S. Nahavandi, V. Haydari, and S. Harding,
“Musculoskeletal analysis of mining activities,” in Systems Engineering
(ISSE), 2015 IEEE International Symposium on, pp. 184–189, IEEE,
2015.
[205] A. Seth, M. Sherman, J. A. Reinbolt, and S. L. Delp, “Opensim: a
musculoskeletal modeling and simulation framework for in silico inves-
tigations and exchange,” Procedia Iutam, vol. 2, pp. 212–232, 2011.
[206] M. Mansouri and J. A. Reinbolt, “A platform for dynamic simulation
and control of movement based on opensim and matlab,” Journal of
biomechanics, vol. 45, no. 8, pp. 1517–1521, 2012.
[207] F. E. Zajac, “Muscle and tendon: Properties , models, scaling and
application to biomechanics and motor control,” Critical reviews in
biomedical engineering, vol. 17, no. 4, pp. 359–411, 1989.
[208] A. F. Huxley, “Muscle structure and theories of contraction,” Progress
in Biophysics and Biophysical Chemistry, vol. 7, pp. 255–318, 1957.
[209] W. Huxley, F. Andrew, and R. M. Simmons, “Proposed mechanism of
force generation in striated muscle,” Nature, vol. 233, no. 5321, pp. 533–
538, 1971.
[210] H. E. Huxley, “The mechanism of muscular contraction,” Science,
vol. 164, no. 3886, pp. 1356–1365, 1969.
182
[211] I. Rayment, H. M. Holden, M. Whittaker, C. B. Yohn, M. Lorenz, K. C.
Holmes, and R. A. Milligan, “Structure of the actin-myosin complex
and its implications for muscle contraction,” SCIENCE-NEW YORK
THEN WASHINGTON-, vol. 261, pp. 58–58, 1993.
[212] B. M. Nigg and W. Herzog, Biomechanics of the musculo-skeletal sys-
tem. John Wiley & Sons, 2007.
[213] M. D. Binder, N. Hirokawa, and U. Windhorst, eds., Cross-bridge The-
ory. Springer, 2009.
[214] W. C. Whiting and S. Rugg, Dynatomy: dynamic human anatomy,
vol. 10. Human Kinetics 1, 2006.
[215] D. G. Thelen, “Adjustment of muscle mechanics model parameters to
simulate dynamic contractions in older adults,” Journal of biomechan-
ical engineering, vol. 125, no. 1, pp. 70–77, 2003.
[216] M. Millard, T. Uchida, A. Seth, and S. L. Delp, “Flexing computational
muscle: modeling and simulation of musculotendon dynamics,” Journal
of biomechanical engineering, vol. 135, no. 2, p. 021005, 2013.
[217] S. P. Magnusson, P. Aagaard, S. Rosager, P. Dyhre-Poulsen, and
M. Kjaer, “Load-displacement properties of the human triceps surae
aponeurosis in vivo,” The Journal of physiology, vol. 531, no. 1,
pp. 277–288, 2001.
[218] C. N. Maganaris and J. P. Paul, “Tensile properties of the in vivo hu-
man gastrocnemius tendon,” Journal of biomechanics, vol. 35, no. 12,
pp. 1639–1646, 2002.
[219] T. M. Winters, M. Takahashi, R. L. Lieber, and S. R. Ward, “Whole
muscle length-tension relationships are accurately modeled as scaled
sarcomeres in rabbit hindlimb muscles,” Journal of biomechanics,
vol. 44, no. 1, pp. 109–115, 2011.
[220] S. K. Gollapudi and D. C. Lin, “Experimental determination of sarcom-
ere force–length relationship in type-i human skeletal muscle fibers,”
Journal of biomechanics, vol. 42, no. 13, pp. 2011–2016, 2009.
[221] H. Mashima, “Force-velocity relation and contractility in striated mus-
cles,” The Japanese journal of physiology, vol. 34, no. 1, pp. 1–17,
1984.
183
[222] G. C. Joyce, P. M. H. Rack, and D. R. Westbury, “The mechanical
properties of cat soleus muscle during controlled lengthening and short-
ening movements,” The Journal of Physiology, vol. 204, no. 2, p. 461,
1969.
[223] J. M. Winters, “An improved muscle-reflex actuator for use in large-
scale neuromusculoskeletal models,” Annals of biomedical engineering,
vol. 23, no. 4, pp. 359–374, 1995.
[224] J. M. Winters and S. L. Y. Woo, Multiple muscle systems: biomechanics
and movement organization. Springer Science & Business Media, 2012.
[225] A. Mousavi, H. Ehsani, and M. Rostami, “Compliant vs. rigid tendon
models: A simulation study on precision, computational efficiency and
numerical stability,” in Biomedical Engineering (ICBME), 2014 21th
Iranian Conference on, pp. 92–97, IEEE, 2014.
[226] D. Roetenberg and P. Luinge, H.and Slycke, “Xsens mvn: full 6dof
human motion tracking using miniature inertial sensors,” Xsens Motion
Technologies BV, Tech. Rep, 2009.
[227] M. Hossny, D. Filippidis, W. Abdelrahman, H. Zhou, M. Fielding,
J. Mullins, L. Wei, D. Creighton, V. Puri, and S. Nahavandi, “Low cost
multimodal facial recognition via kinect sensors,” in LWC 2012: Potent
land force for a joint maritime strategy: Proceedings of the 2012 Land
Warfare Conference, pp. 77–86, Commonwealth of Australia, 2012.
[228] H. Haggag, M. Hossny, S. Nahavandi, and D. Creighton, “Real time er-
gonomic assessment for assembly operations using kinect,” in Computer
Modelling and Simulation (UKSim), 2013 UKSim 15th International
Conference on, pp. 495–500, IEEE, 2013.
[229] H. Haggag, M. Hossny, S. Nahavandi, S. Haggag, and D. Creighton,
“Body parts segmentation with attached props using rgb-d imaging,”
in Digital Image Computing: Techniques and Applications (DICTA),
2015 International Conference on, pp. 1–8, IEEE, 2015.
[230] L. Wei, V. Le, W. Abdelrahman, M. Hossny, D. Creighton, and S. Na-
havandi, “Kinect crowd interaction,” in Asia Pacific Simulation Tech-
nology and Training Conference, 2012.
[231] J. A. Reinbolt, A. Seth, and S. L. Delp, “Simulation of human move-
ment: applications using opensim,” Procedia IUTAM, vol. 2, pp. 186–
198, 2011.
184
[232] M. G. Hoy, F. E. Zajac, and M. E. Gordon, “A musculoskeletal model of
the human lower extremity: the effect of muscle, tendon, and moment
arm on the moment-angle relationship of musculotendon actuators at
the hip, knee, and ankle,” Journal of biomechanics, vol. 23, no. 2,
pp. 157–169, 1990.
[233] D. Thelen and F. Anderson, “An operational space tracking algorithm
for generating dynamic simulations of movement,” in Proceedings of the
5th International Symposium on Computer Methods in Biomechanics
and Biomedical Engineering, 2001.
[234] R. D. Crowninshield, “Use of optimization techniques to predict muscle
forces,” Journal of Biomechanics, vol. 12, no. 8, p. 627, 1979.
[235] R. D. Crowninshield and R. A. Brand, “A physiologically based crite-
rion of muscle force prediction in locomotion,” Journal of biomechanics,
vol. 14, no. 11, pp. 793–801, 1981.
[236] T. S. Buchanan, D. G. Lloyd, K. Manal, T. F. Besier, et al., “Es-
timation of muscle forces and joint moments using a forward-inverse
dynamics model,” Medicine and Science in Sports and exercise, vol. 37,
no. 11, p. 1911, 2005.
[237] D. G. Thelen and F. C. Anderson, “Using computed muscle control to
generate forward dynamic simulations of human walking from experi-
mental data,” Journal of biomechanics, vol. 39, no. 6, pp. 1107–1115,
2006.
[238] J. T. Ji, R. H. So, and R. T. Cheung, “Isolating the effects of vec-
tion and optokinetic nystagmus on optokinetic rotation-induced motion
sickness,” Human factors, vol. 51, no. 5, pp. 739–751, 2009.
[239] J. M. Miller, I. Shamaeva, and D. S. Pavlovski, “Orbit R© 1.5 gaze
mechanics simulation,” San Francisco: Eidactics, 1995.
[240] J. M. Miller, D. S. Pavlovski, and I. Shaemeva, “Orbit 1.8 gaze me-
chanics simulation,” San Francisco: Eidactics, 1999.
[241] M. Buchberger, “Biomechanical modelling of the human eye,” Disser-
tation, Johannes Kepler Universita¨t, Linz, 2004.
[242] T. Haslwanter, M. . Buchberger, T. Kaltofen, R. Hoerantner, and
S. Priglinger, “See++: a biomechanical model of the oculomotor
plant,” Annals of the New York Academy of Sciences, vol. 1039, no. 1,
pp. 9–14, 2005.
185
[243] P. Pascolo and R. Carniel, “From time series analysis to a biomechan-
ical multibody model of the human eye,” Chaos, Solitons & Fractals,
vol. 40, no. 2, pp. 966–974, 2009.
[244] Q. Wei, S. Sueda, and D. K. Pai, “Physically-based modeling and sim-
ulation of extraocular muscles,” Progress in biophysics and molecular
biology, vol. 103, no. 2, pp. 273–283, 2010.
[245] N. Hansen, “The cma evolution strategy: a comparing review,” in
Towards a new evolutionary computation, pp. 75–102, Springer Berlin
Heidelberg, Berlin, Heidelberg: Springer, 2006.
[246] A. N. Vasavada, S. Li, and S. L. Delp, “Influence of muscle morphom-
etry and moment arms on the moment-generating capacity of human
neck muscles,” Spine, vol. 23, no. 4, pp. 412–422, 1998.
[247] J. Iskander, M. Hossny, and S. Nahavandi, “Biomechanical analysis of
eye movement in virtual environments: A validation study,” in Sys-
tems, Man, and Cybernetics (SMC), 2018 IEEE International Confer-
ence on, p. Accepted, IEEE, 2018.
[248] J. L. Hicks, T. K. Uchida, A. Seth, A. Rajagopal, and S. L. Delp, “Is
my model good enough? best practices for verification and validation
of musculoskeletal models and simulations of movement,” Journal of
biomechanical engineering, vol. 137, no. 2, p. 020905, 2015.
[249] K. P. Weber, S. M. Rosengren, R. Michels, V. Sturm, D. Straumann,
and K. Landau, “Single motor unit activity in human extraocular mus-
cles during the vestibulo-ocular reflex,” The Journal of physiology,
vol. 590, no. 13, pp. 3091–3101, 2012.
[250] I. Strachan and B. Brown, “Electromyography of extraocular muscles
in duane’s syndrome.,” The British journal of ophthalmology, vol. 56,
no. 8, p. 594, 1972.
[251] N. Galldiks and W. F. Haupt, “Diagnostic value of the electromyog-
raphy of the extraocular muscles,” Clinical Neurophysiology, vol. 119,
no. 12, pp. 2785–2788, 2008.
[252] D. Straumann, D. S. Zee, D. Solomon, and P. Kramer, “Validity of
Listing’s law during fixations, saccades, smooth pursuit eye movements,
and blinks,” Experimental brain research, vol. 112, no. 1, pp. 135–146,
1996.
186
[253] J. L. Demer, S. Y. Oh, R. A. Clark, and V. Poukens, “Evidence for
a pulley of the inferior oblique muscle,” Investigative ophthalmology &
visual science, vol. 44, no. 9, pp. 3856–3865, 2003.
[254] T. Shibata, J. Kim, D. M. Hoffman, and M. S. Banks, “Visual discom-
fort with stereo displays: effects of viewing distance and direction of
vergence-accommodation conflict,” in Proceedings of SPIE, vol. 7863,
pp. 78630P–1, NIH Public Access, 2011.
[255] J. L. Demer, J. M. Miller, V. Poukens, H. V. Vinters, and B. J. Glasgow,
“Evidence for fibromuscular pulleys of the recti extraocular muscles.,”
Investigative Ophthalmology & Visual Science, vol. 36, no. 6, pp. 1125–
1136, 1995.
[256] D. Robinson, “The mechanics of human saccadic eye movement,” The
Journal of physiology, vol. 174, no. 2, pp. 245–264, 1964.
[257] D. A. Robinson, “Oculomotor unit behavior in the monkey.,” Journal
of neurophysiology, vol. 33, no. 3, pp. 393–403, 1970. Cited By :366.
[258] D. A. Robinson and E. L. Keller, “The behavior of eye movement
motoneurons in the alert monkey.,” Bibliotheca ophthalmologica : sup-
plementa ad ophthalmologica, vol. 82, pp. 7–16, 1972.
[259] D. A. Robinson, “The mechanics of human smooth pursuit eye move-
ment.,” The Journal of Physiology, vol. 180, no. 3, p. 569, 1965.
[260] D. A. Robinson, J. L. Gordon, and S. E. Gordon, “A model of the
smooth pursuit eye movement system,” Biological cybernetics, vol. 55,
no. 1, pp. 43–57, 1986.
[261] J. Lanman, E. Bizzi, and J. Allum, “The coordination of eye and head
movement during smooth pursuit,” Brain research, vol. 153, no. 1,
pp. 39–53, 1978.
[262] B. D. Corneil, “Eye-head gaze shifts,” The Oxford handbook of eye
movements, pp. 303–322, 2011.
[263] J. D. Mcdonald, A. T. Bahill, and M. B. Friedman, “An adaptive con-
trol model for human head and eye movements while walking,” IEEE
Transactions on Systems, Man, and Cybernetics, no. 2, pp. 167–174,
1983.
187
[264] J. Iskander, M. Hossny, S. Nahavandi, and L. Del Porto, “An ocular
biomechanic model for dynamic simulation of different eye movements,”
Journal of biomechanics, vol. 71, pp. 208–216, April 2018.
[265] J. Iskander, M. Hossny, and S. Nahavandi, “A review on ocular biome-
chanic models for assessing visual fatigue in virtual reality,” IEEE Ac-
cess, vol. 6, pp. 19345–19361, 2018.
[266] J. Blattgerste, P. Renner, and T. Pfeiffer, “Advantages of eye-gaze over
head-gaze-based selection in virtual and augmented reality under vary-
ing field of views,” in Proceedings of the Workshop on Communication
by Gaze Interaction, p. 1, ACM, 2018.
[267] V. Tanriverdi and R. J. Jacob, “Interacting with eye movements in
virtual environments,” in Proceedings of the SIGCHI conference on
Human Factors in Computing Systems, pp. 265–272, ACM, 2000.
[268] V. Sitzmann, A. Serrano, A. Pavel, M. Agrawala, D. Gutierrez, B. Ma-
sia, and G. Wetzstein, “Saliency in vr: How do people explore vir-
tual environments?,” IEEE transactions on visualization and computer
graphics, vol. 24, no. 4, pp. 1633–1642, 2018.
[269] B. B. Velichkovsky, M. A. Rumyantsev, and M. A. Morozov, “New
solution to the midas touch problem: Identification of visual commands
via extraction of focal fixations,” Procedia Computer Science, vol. 39,
pp. 75–82, 2014.
[270] T. Piumsomboon, G. Lee, R. W. Lindeman, and M. Billinghurst, “Ex-
ploring natural eye-gaze-based interaction for immersive virtual real-
ity,” in 3D User Interfaces (3DUI), 2017 IEEE Symposium on, pp. 36–
39, IEEE, 2017.
[271] T. Pfeiffer, “Towards gaze interaction in immersive virtual reality:
Evaluation of a monocular eye tracking set-up,” in Virtuelle und Er-
weiterte Realita¨t-Fu¨nfter Workshop der GI-Fachgruppe VR/AR, 2008.
[272] R. J. Jacob, “Eye tracking in advanced interface design,” Virtual en-
vironments and advanced interface design, pp. 258–288, 1995.
[273] F. J. Massey Jr, “The kolmogorov-smirnov test for goodness of fit,”
Journal of the American statistical Association, vol. 46, no. 253, pp. 68–
78, 1951.
188
[274] L. H. Miller, “Table of percentage points of kolmogorov statistics,”
Journal of the American Statistical Association, vol. 51, no. 273,
pp. 111–121, 1956.
[275] J. Wang, W. W. Tsang, and G. Marsaglia, “Evaluating kolmogorov’s
distribution,” Journal of Statistical Software, vol. 8, no. 18, 2003.
[276] P. E. McKight and J. Najab, “Kruskal-wallis test,” The corsini ency-
clopedia of psychology, pp. 1–1, 2010.
[277] G. Keppel and T. Wickens, “Simultaneous comparisons and the control
of type i errors,” Design and analysis: A researcher’s handbook. 4th ed.
Upper Saddle River (NJ): Pearson Prentice Hall. p, pp. 111–130, 2004.
[278] J. A. Bu¨ttner-Ennever, A. K. Horn, H. Scherberger, and P. D’ascanio,
“Motoneurons of twitch and nontwitch extraocular muscle fibers in the
abducens, trochlear, and oculomotor nuclei of monkeys,” Journal of
Comparative Neurology, vol. 438, no. 3, pp. 318–335, 2001.
[279] L. E. Mays and J. D. Porter, “Neural control of vergence eye move-
ments: activity of abducens and oculomotor neurons,” Journal of Neu-
rophysiology, vol. 52, no. 4, pp. 743–761, 1984.
[280] J. P. Wann, S. Rushton, and M. Mon-Williams, “Natural problems
for stereoscopic depth perception in virtual environments,” Vision re-
search, vol. 35, no. 19, pp. 2731–2736, 1995.
[281] N. V. Smirnov, “On the estimation of the discrepancy between empir-
ical curves of distribution for two independent samples,” Bull. Math.
Univ. Moscou, vol. 2, no. 2, pp. 3–14, 1939.
189
