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Materials under irradiation are maintained in non-equilibrium
conditions that can accelerate or even induce microstructure
changes. In particular, radiation induced segregation (RIS) occurs
when net fluxes of point defects (PDs) are driven by irradiation.
The latter are due to the creation and subsequent diffusion of
PDs such as vacancies and interstitials toward PD sinks such as
grain boundaries or dislocation loops (see Refs. [1–3] for recent
reviews). This mechanism leads to a local chemical redistribution
in the vicinity of sinks, which typically happens at temperatures
between 0.3 and 0.6 times the melting point. RIS is very common
in alloys and has an impact on the evolution of their mechanical
properties and corrosion resistance under irradiation. In particular,
it has important technological implications in materials used in the
nuclear industry such as austenitic and ferritic steels.
RIS results from the coupling between the fluxes of excess
vacancies and interstitials generated under irradiation, and the
fluxes of chemical elements (here Fe and Cr). Thermodynamics of
irreversible processes shows that the modeling of these couplings
requires a reliable description of (i) the chemical potentials and
(ii) the L-coefficients (i.e. the full Onsager matrices for interstitialand vacancy diffusion, including the off-diagonal terms), and of
their variation with PD concentrations and local alloy concentra-
tions [2,4]. However, experimental measurements of the
L-coefficients of an alloy are limited, especially in concentrated
and multicomponent alloys. To address this issue, most of the RIS
models for concentrated alloys (including the well known Perks
model [5]) used empirical expressions of the L-coefficients in terms
of tracer diffusion coefficients. Some of the kinetic and thermody-
namic couplings have hence been ignored. In particular, due to the
lack of diffusion data for the interstitials, most of the first RIS mod-
els emphasized the vacancy contribution. Moreover, the thermody-
namic quantities were mainly assumed to be the ones of an ideal
stress-free solid solution whereas they are expected to signifi-
cantly depend on the local composition and stress field [6,7].
Over the years, the description of kinetic flux couplings has
been improved. The L-coefficients are now currently derived from
mean-field diffusion theories taking as input the ab initio calcula-
tions of the PD migration energies with respect to the local alloy
composition. Recent progress has been mainly achieved in the
limit case of dilute alloys [8–11]. However beyond the dilute limit,
a quantitative mean-field model of RIS including flux couplings and
consistently defined thermodynamic parameters is still missing.
Atomistic Kinetic Monte Carlo (AKMC) modeling has also been
used to simulate RIS, since correlation effects between successive
PD jumps, flux couplings as well as thermal fluctuations, are
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description of diffusion properties, provided that a good model of
PD jump frequencies is used. The method has been used to study
RIS in Fe–Cr alloys, using pair interactions fitted on ab initio calcu-
lations to compute the jump frequencies [13]. However, AKMC
simulations are time consuming compared to mean field models,
especially when correlation and trapping effects are significant,
which reduces their scope of applications. They can only simulate
relatively small systems of the order of a few tens of nanometers
and cannot easily take into account elasticity. Moreover, in present
AKMC simulations of RIS, the production of point defects at sinks is
neglected, leading to zero equilibrium PD concentrations. Up to
now, the role of source of a PD sink has been simulated in dilute
alloys only [14].
In that context, RIS modeling inevitably requires a multiscale
approach in order to bridge the gap between physics at the atomic
scale and the mesoscopic scale at which systems self-organize. Pre-
vious Phase Field (PF) models have been proposed to study the
kinetics of segregation and precipitation in alloys under irradiation
by Badillo et al. [15] and by Dubey and El-Azab [16], the first one
focuses on point defect and solute clustering with a partial descrip-
tion of flux coupling, the second one gives a phenomenological
description of flux couplings and RIS in model alloys. PF models
of other irradiation effects have been reviewed in [17]. The aim
of this paper is to present a quantitative phase-field model of RIS
in Fe–Cr alloys, starting from an atomic description of the jump fre-
quencies. At the atomic scale, AKMC models fitted on ab initio cal-
culations provide reliable data for the variation of atomic jump
frequencies with local concentration. The L-coefficients and the
chemical potentials of alloying elements and point defects are
determined by AKMC simulations at various temperatures and
compositions. The PF is then used to model the evolution under
irradiation of PD and solute concentration profiles, in the vicinity
of a grain boundary.
An extension of the PF method dedicated to the modeling of RIS
in alloys is introduced. The equations are based on the Onsager for-
malism combined to the Cahn–Hilliard (CH) model [18] of the ther-
modynamic alloy driving force and the self-consistent mean field
(SCMF) theory for the definition of the non-uniform kinetic contri-
bution [19]. This new PF model based on generalized diffusion
equations takes into account the flux couplings between the atoms
and PDs, the alloy and PD thermodynamic driving forces, the cre-
ation, the recombination and the elimination of PDs at sinks. All
the thermodynamic and kinetic properties that are required to cap-
ture the complexity of the RIS mechanism have been calculated
using AKMC simulations based on the model and parameters of
Senninger et al. [13]. These simulations have been shown to be
in agreement with diffusion experiments and consistent with RIS
observations performed in industrial Fe–Cr alloys. The thermody-
namic and kinetic properties are calculated in a fraction range of
0–20 at.% Cr and in a temperature range of 600–1000 K, which
are then used as input parameters in the PF model. We restrict our-
selves to the relatively simple situation where only segregation
occurs, without precipitation of the a0 (Cr-rich) phase, because
the classical kinetic properties are not well defined quantities
within a two-phase equilibrium state, making the analysis of RIS
more difficult. Moreover, PF approaches are well suited to the
study of growth, coarsening and spinodal decomposition regimes,
but not to the nucleation of precipitates in metastable solid solu-
tions unless size-dependent fluctuations are introduced [20–22].
The objective is first to demonstrate the validity of the PF model
by performing a systematic comparison with direct AKMC simula-
tions of RIS, second to investigate the role of each thermodynamic
parameter separately, a study that cannot be easily done in AKMC
simulations. Moreover, the PF method will be used to simulate
large systems and different sink densities.The article is organized as follows. In Section 2, we present the
computational details of the PF model. In particular, we detail the
kinetic equations used in the PF model to simulate RIS and we pro-
pose a PF algorithm able to deal with species having very different
diffusion coefficients. We emphasize both the kinetic and thermo-
dynamic properties required to solve the PF equations. In Section 3,
a validation of the PF model is done by performing direct compar-
ison with AKMC calculations. In Section 4, the influence of physical
parameters used as input data of the PF simulations is discussed.
2. Methods
2.1. Phase-field modeling
2.1.1. Kinetic equations
The evolution of atomic and PD fractions as a function of time is
modeled using CH-like equations, which have been modified to
consider (1) the PD creation induced by irradiation and character-
ized by the PD generation rate K0, which is assumed to be constant
and uniform, (2) the PD absorption at sinks represented by absorp-
tion rates Kabsd , (3) the recombination rate between the vacancies
and the interstitials KR, and (4) the kinetic contribution to the
non-uniform alloy driving force. Five distinct order parameters
are introduced in the kinetic equations:
(1) The fields of vacancy and interstitial site fractions, respec-
tively XVðrÞ and XIðrÞ, hereafter indicated with a subscript
d ¼ I;V, and the fields of Fe and Cr site fractions, respectively
XFeðrÞ and XCrðrÞ, hereafter indicated with the subscripts
a ¼ Fe;Cr or b ¼ Fe;Cr.
(2) The field of PD sinks is represented by the order parameter
kðrÞ, equal to 0 in the matrix and 1 in the capture zone of
the sink. This parameter allows a precise control of the sink
geometry, which is essential to correctly calculate the sink
strength.
The variation with time of chemical and point defect site frac-
tions is given by
@Xdðr; tÞ
@t
¼ Vat$  J dðr; tÞ þ K0  Kabsd ðr; tÞ  KRðr; tÞ
@Xaðr; tÞ
@t
¼ Vat$  J aðr; tÞ;
ð1Þ
where Vat is the atomic volume. J d and J a correspond to fluxes of
PDs and atoms respectively and can be expressed in terms of fluxes
of atoms mediated by point defects, respectively J Va for vacancy and
J Ia for interstitial mediated diffusion. We consider single vacancies
and interstitials only. MD simulations [23,24] and experiments [25]
have shown that PD clusters (especially interstitial ones) may be
very mobile in pure iron. However, even under irradiation, their
concentrations remain small when compared to the concentrations
of single point defects. Moreover, some experiments [26] and MD
simulations suggest that they are less mobile in Fe–Cr alloys [27].
Therefore, the contribution of PD clusters is neglected in the present
study.
The conservation principle implies that J d and J a fluxes are
simply a sum of J da fluxes:
J a ¼
X
d
J da
J d ¼
X
a
signðdÞJ da
ð2Þ
where signðdÞ ¼ 1 for vacancies and signðdÞ ¼ 1 for interstitials.
The fluxes Jda are expressed in the framework of the thermodynam-
ics of irreversible processes [28]. In this formalism, the fluxes calcu-
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bination linking the chemical potential gradients of PDs and atoms,
respectively $ld and $lb, and the Onsager kinetic coefficients L
d
ab:
J da ¼ 
X
b
Ldabð$lb þ signðdÞ$ldÞ: ð3Þ
The fluxes are thus expressed in terms of Onsager matrices of
size Nat  Nat (with Nat the number of atomic species) dedicated
to the diffusion of each PD, respectively LVab for vacancy mediated
diffusion and LIab for interstitial mediated diffusion, which corre-
spond to macroscopic transport coefficients mediated by PDs for
an isothermal system. For the sake of simplicity, we define the
matrices of normalized Onsager coefficients as:
‘dab ¼
VatkBT
Xd
Ldab ð4Þ
where kB is the Boltzmann constant and T is the temperature of the
system. Combining Eqs. (1)–(4), the diffusion equations can be
expressed as follows:
@Xa
@t
¼ $ 
X
d
X
b
‘dabXd
kBT
ð$lb þ signðdÞ$ldÞ
" #
@Xd
@t
¼ $ 
X
a
X
b
‘dabXd
kBT
ðsignðdÞ$lb þ $ldÞ
" #
þ K0  Kabsd  KR
ð5Þ2.1.2. Driving forces
A classical Cahn–Hilliard approach introduces a single driving
force, the alloy chemical potential gradient that is defined as the
derivative of the alloy free energy with respect to the alloy compo-
sition. It is implicitly assumed that PDs are non-conservative spe-
cies adapting their local concentration to reach the equilibrium
PD concentration of a homogeneous alloy with a nominal compo-
sition equal to the local atomic concentration. In systems under
irradiation, these PDs are not at local equilibrium and are treated
here as conservative species. Therefore, in addition to the alloy
driving force, PD driving forces are considered. Every PD chemical
potential gradient is assumed to satisfy the Gibbs–Duhem
relationship:X
b
ðXb$lb þ Xd$ldÞ ¼ 0; ð6Þ
leading to driving forces expressed in terms of the alloy and PD
driving forces. In order to maintain a general formulation, we con-
sider the alloy A–B, where A refers to the solvent atom (here Fe
atom) and B refers to the solute atom (here Cr atom), leading to
the relationships
$½lA þ signðdÞld ¼ ð1 XAÞ$lþ signðdÞ$ld
$½lB þ signðdÞld ¼ ð1 XBÞ$lþ signðdÞ$ld;
ð7Þ
where l ¼ lB  lA is the alloy chemical potential deduced from the
alloy free energy and where it was assumed that Xd  1. Here, we
limit ourselves to the chemical contributions to both the alloy
and PD chemical potentials. While long range elastic contributions
associated with a redistribution of Cr atoms in Fe should be negligi-
ble due to the small size effect between Fe and Cr, the elastic inter-
actions between point defects and sinks are expected to produce a
bias of elimination at sinks between vacancy and self-interstitials.
However as a first step, the present study is focused on the estima-tion of radiation induced segregation profiles at neutral sinks and
the elastic interactions are chosen to be neglected.
Both homogeneous and heterogeneous parts of the alloy chem-
ical energy, Fchemhom and F
chem
het respectively, are considered
FchemðXd;XaÞ ¼ Fchemhom ðXd;XaÞ þ Fchemhet ðXaÞ: ð8Þ
The homogeneous part of the alloy chemical energy depends on
the activity coefficients of the alloying elements, ca, and on the
fraction of PDs at thermodynamic equilibrium conditions, Xeqd , as
follows
Fchemhom ¼
kBT
Vat
X
a
Z
V
Xa lnðcaXaÞdV þ
X
d
Z
V
Xd ln
Xd
Xeqd
 !
dV
 !
: ð9Þ
a runs over the alloying elements and d runs over the types of
PD. Note that PD concentrations are assumed to be small so that
interactions between PDs are neglected. The heterogeneous part
of the alloy chemical energy depends on the stiffness parameter
j, and on the composition gradients as follows (the factor 1/4
instead of 1/2 is due to the summation over the chemical species):
Fchemhet ¼
1
4Vat
X
a
Z
V
jð$XaÞ2dV ð10Þ
In the classical CH approach, j is considered as a purely ther-
modynamic quantity, corresponding to the energetic cost of con-
centration heterogeneities. The chemical potentials are thus
obtained as:
l ¼ Vat dF
chem
dXb
¼ Vat dF
chem
hom
dXb
þ Vat dF
chem
het
dXb
¼ lhom þ lhet
$lb ¼ $ lhomb þ lhetb
h i
¼ kBTU$½lnðXbÞ  j
0
Xb
$3Xb
ð11Þ
where U is the thermodynamic factor given by:
U ¼ XAXB d
glhom
dXB
; ð12Þ
with
glhom ¼ lhom
kBT
;
and
j0 ¼ XAXBj: ð13Þ
A similar expression is obtained for $la.
However, it has been shown recently that kinetic correlations
may depend on the spatial derivatives of the alloy driving force.
A simple way to describe this phenomenon is to introduce an effec-
tive stiffness parameter j depending on both thermodynamic and
kinetic parameters [19]. Direct AKMC simulations of nanoscale dif-
fusion experiments were used to estimate the effective stiffness
(Section 2.2.4) and therefore two parameters associated to the
transport by vacancies jV and by interstitials jI will be considered
in the following.
In the case of PD driving forces, as PD clustering is not consid-
ered, both thermodynamic and kinetic contributions to the effec-
tive stiffness parameters are neglected, leading to gradients of PD
chemical potentials depending on the local concentration of both
PD and chemical species through the variation of equilibrium PD
fractions:
$ld ¼ $ Vat
dFchemhom
dXd
" #
¼ $ kBT ln XdXeqd
 !" #
: ð14Þ
By combining Eqs. (11) and (12), Eq. (5) can be rewritten using
dimensionless units as follows:
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@~t
¼ ~$ 
X
d
X
b
~‘dabXd U~$ lnðXbÞ
fj0d
Xb
~$3XbþsignðdÞ~$ ln XdXeqd
 ! !" #
;
@Xd
@~t
¼ ~$ 
X
a
X
b
f
‘dabXd signðdÞU~$ lnðXbÞ signðdÞ
fj0d
Xb
~$3Xb
 "
þ~$ ln Xd
Xeqd
 !!#
þfK0 gKabsd fKR ;
ð15Þ
where
~t ¼ t=t0;f
‘dab ¼ ‘dabt0=a20;
~$ ¼ a0$;
j0d ¼ jdXAXB= a20kBT
 
;fK0 ¼ K0t0;gKabsd ¼ Kabsd t0;fKR ¼ KRt0;
ð16Þ
where t0 is a reference time which will be defined in Section 2.1.3
and a0 is the grid spacing used in the PF simulation.
In Eq. (16), the recombination rate, KR, is
KRðr; tÞ ¼ Rðr; tÞXVðr; tÞXIðr; tÞ; ð17Þ
with the recombination term, R, given by:
Rðr; tÞ ¼ 4pdrec DVðr; tÞ þ DIðr; tÞVat ; ð18Þ
where DV and DI are the diffusion coefficients of PDs, and drec the
recombination distance between PDs. The diffusion coefficients of
PDs can be calculated locally at each step of PF simulations knowing
the diffusion matrices:
Dd ¼
XNat
a
XNat
b
‘dab: ð19Þ
Furthermore, drec depends on irradiation conditions and has
been set to drec ¼ 0:994 nm, which corresponds to the condition
used in AKMC simulations of RIS, i.e. a PD recombination limited
to fourth nearest neighbor distance.
In Eq. (16), the absorption rates of PDs d ¼ I;V at sinks, Kabsd , are
defined as
Kabsd ðr; tÞ ¼ kðrÞkeff Xdðr; tÞ  XSd
 
ð20Þ
where XSd is the PD site fraction at the surface of the sink depending
on the local alloy concentration and keff corresponds to the sink effi-
ciency. In this work, the composition inside the sink is maintained
at XSd by absorbing all the PDs in excess at each time step dt of
the PF simulation, i.e. by taking keff ¼ 1=dt. Two values of XSd are
considered. In a first set of calculations, we imposed a zero fraction
of PDs at sink XSd ¼ 0
 
in order to be in the same simulation con-
ditions as in AKMC simulations, thus allowing direct comparisons.
In a second set of calculations, we imposed a thermal fraction of
PDs at sinks XSd ¼ Xeqd ðr; tÞ
 
in order to investigate their influence
on RIS profiles. A planar sink is modeled by setting k ¼ 1 in the sink
and 0 otherwise.
2.1.3. Numeric scheme and algorithm
The PF method in this work is based on the previous method of
Rouchette et al. [29–31], used to evaluate the sink strengths of dis-
location loops interacting elastically with PDs. We use an explicitnumerical scheme to solve Eq. (15). This means that the fractions
of species at time ~t þ edt are calculated from the fluxes at time ~t,
where edt is the time increment used to solve the PF equations.
At the beginning of each iteration, all the fields of the system are
known at time ~t in a grid of spacing a0 formed by the discrete
points i located in the center of the PF cells represented in black
in Fig. 1. The diffusion equations are spatially discretized using a
finite difference scheme. The following operators are introduced:
considering a dimensionless scalar field ~u, fFDþf ~u~tig ¼ ~u~tiþ1  ~u~ti
and fFDf ~u~tig ¼ ~u~ti  ~u~ti1. We note ðfJ aÞ~ti and ðfJ dÞ~ti the fluxes cal-
culated at time ~t in a shifted grid formed by the discrete points
iþ 1=2 located at the boundaries of the PF cells represented in
red in Fig. 1 and given by:
fJ a ~t
i
¼ 
X
d
X
b
f
‘dab
 ~t
iþ12
ðXdÞ~tiþ12 ð~$flbÞ~tiþ12 þ signðdÞð~$fldÞ~tiþ12
 
fJ d ~t
i
¼ 
X
a
X
b
f
‘dab
 ~t
iþ12
ðXdÞ~tiþ12 signðdÞð~$flbÞ~tiþ12 þ ð~$fldÞ~tiþ12
 
ð21Þ
where
ðXdÞ~tiþ12 ¼ ðXdÞ
~t
iþ1 þ ðXdÞ
~t
i
h i.
2
ðXbÞ~tiþ12 ¼ ðXbÞ
~t
iþ1 þ ðXÞ
~t
i
h i.
2
ðf‘dabÞ~tiþ12 ¼ f‘dab
 ~t
iþ1
þ f‘dab ~t
i
" #,
2
U
~t
iþ12
¼ U~tiþ1 þU
~t
i
h i.
2
ð~$fldÞ~tiþ12 ¼ F ~Dþ ðfld Þ~tin o
ð~$flbÞ~tiþ12 ¼U~tiþ12 fFDþ ln ðXbÞ~tin ofjd~tiþ12=ðXbÞ~tiþ12 fFDþ fFD F ~Dþ ðXbÞ~tin on on ofjd~tiþ12 ¼ fjd~tiþ1 þfjd~tih i.2
ð22Þ
The fractions of species at time ~t þ edt are then calculated as
follows:
ðXaÞ~tþedti ¼ ðXaÞ~ti  edtfFD ðfJ aÞ~ti 	
ðXdÞ~tþedti ¼ ðXdÞ~ti  edt fFD ðfJ dÞ~ti 	þ fK0  gKabsd ~t
i
 ðfKRÞ~ti
" # ð23Þ
The set of diffusion Eq. (15) are highly stiff due to the significant
difference of diffusion coefficients between species. In particular,
interstitials are generally faster than vacancies, and both PDs dif-
fuse much faster than atoms. In the explicit scheme, it is well-
known that the following stability criterion relating the physical
time increment dt and the diffusion coefficient D of the migrating
species must be fulfilled at each iteration and in each PF cell:
maxifDgdt
a20
<
1
2NDim
ð24Þ
where maxifDg is the spatial maximum of D and NDim is the dimen-
sionality of the problem. D ¼ Dd for the PDs (Eq. (15)) and D ¼ Da
for the chemical species a, given by [2]:
Da ¼ U
X
d
‘daa
Xa
 ‘
d
ab
Xb
 !
Xd  signðdÞ
X
d
‘daa þ ‘dab
Xa
 !
Xdnda
with
nda ¼
@ lnXeqd
@ lnXa
ð25Þ
Fig. 1. Schematic representation of the spatial and temporal explicit numeric scheme used in the PF model. The cells of the PF system are represented in dashed lines as a
function of reduced distance and time. The properties of the cells are expressed in the grid formed by the discrete black points located in the center of the PF cells. The
staggered grid is represented by the discrete red points located in the boundaries of the PF cells. Arrows represent the different stages of the numeric scheme. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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istic time for diffusion of interstitials and applying Eq. (24) to each
species, it follows:
fdtI < 12NDimgdtV < 12NDim maxifDIgmaxifDVggdta < 12NDim maxifDIgmaxi;afDag
ð26Þ
where fdtI , gdtV and gdta are three distinct time steps associated
respectively to the transport of interstitials, vacancies and atoms.
With the numerical values of DV, DI and Da, fdtI gdtV gdta , which
illustrates that several time scales are involved in this problem. For
stability reasons, the use of only one time step would imply the
choice of fdtI , but a tremendous number of iterations would be
required to reach the steady state, which makes this method not
relevant.
Instead, we propose an algorithm in which all fdtI , gdtV and gdta
are used. One possible choice, adopted in the following, is to setfdtI to a constant value 0.1, gdtV ¼ fdtI maxifDIg=maxifDVg andgdta ¼ fdtImaxifDIg=maxi;afDag to satisfy the stability criterions.
Time integration can then be described by the following algorithm
represented in Fig. 2: knowing all the properties of the system at
time ~t, Eq. (3) is integrated with gdta , allowing to obtain the field
Xa at time ~t þ edta. The second stage consists in computing the
kinetic equations of PDs using the smaller time increments fdtIFig. 2. Schematic representation of the multi-tandgdtV as many times as needed to reach their quasi-steady states.
The convergence criterion used is based on the fact that the frac-
tions of PDs absorbed by the sink are equal to the fractions of
PDs created in the system in this quasi-steady state:
1
gKabsdfK0













 < e ð27Þ
where e is a convergence parameter fixed at 102 in the following.
By noting nd the number of iterations required to reach this
quasi-steady state, it is straightforward that X
~tþedta
d ¼ X
~tþndedtd
d . It must
be emphasized that the profile of the PD d is in a quasi-steady state,
since it is obtained for a given value of the field X
~t
a which is not at its
steady state and evolves much more slowly than PDs. After this sec-
ond stage, all the fields Xa and Xd are known at ~t þ edta and time
integration can be performed on the following incrementgdta . Since
DV, DI and Da are not constant,gdtV andgdta are reevaluated at each
time step. The resolution procedure is then repeated until the
steady states of both atoms and PDs are reached.
In this multi-time step algorithm, the effective time step is gdta
instead of fdtI , which allows to reach the steady state of the system
in realistic computational time, even if for each time step, a conver-
gence procedure is required to reach the quasi-steady state of PDs.
Practically, nd  3 except at the first time step for which nd  105.
In all cases, ndfdtd gdta , which ensures that the algorithm is com-
putationally efficient and keeps a physical meaning, it takes advan-ime step algorithm used in the PF model.
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ing the calculations.
Note that at steady state, the total fluxes of vacancies and inter-
stitials on a neutral PD sink are equal (XIDI ¼ XVDV). This is not the
case during the transient regime, leading to a global shift of the
sink, which can impact the transitional RIS profiles. A rough esti-
mation leads to very small motions of the PD sink. In addition,
recent numerical results [32] evaluate the maximum displacement
of the sink to be of the order of 2 103 nm (i.e. a small fraction of
our grid spacing) using physical parameters similar to ours. For this
reason the shift of the sink is neglected in this work.
2.2. Monte Carlo modeling
All the thermodynamic and kinetic parameters of Eq. (15) have
been derived from Monte Carlo simulations based on the model
and parameters of Ref. [13], using various equilibrium or kinetic
methods. Here we only briefly recall of these methods, for the sake
of clarity.
2.2.1. Equilibrium PD concentrations
Equilibrium PD concentrations are determined by the AKMC
method presented in [33]. In simulations performed with one point
defect (with XMCd ¼ 1=Nat), the relative PD concentrations in the
various local environments ðiÞ are controlled by the local PD forma-
tion energies, i.e. the ratio XMCd ðiÞ=Xeqd ðiÞ is the same for each local
environment. Therefore, the average PD concentration can be esti-
mated, for example, by measuring the PD concentration XMCd ðFeÞ on
sites surrounded by pure iron. One gets, for the equilibrium
concentration
Xeqd ¼ XMCd
Xeqd ðFeÞ
XMCd ðFeÞ
where Xeqd ðFeÞ ¼ exp Gford ðFeÞ=kBT
 
, Gford ðFeÞ being the Gibbs free
energy of PD in pure iron [13]. Simulations have been performed
in systems on 163 bcc sites, with Cr concentrations between 0%
and 20% and temperatures between 600 and 1000 K. As shown inFig. 3. Interstitial fractions at thermal equilibrium, XeqI , as a function of Cr fraction and
Vertical dashed lines represent the solubility limit (the miscibility gap).Figs. 3 and 4, XeqV and X
eq
I are found to slightly depend on the
composition.2.2.2. Transport coefficients
AKMC simulations are used to calculate the normalized equilib-
rium phenomenological coefficients, ldab, dedicated to the diffusion
of PDs. Starting from a thermodynamically converged configura-
tion, one vacancy (respectively one interstitial) is introduced in
the simulation box of 163 bcc sites with periodic boundary condi-
tions. Sites are therefore occupied by either Fe or Cr atoms except
one site representing a PD. During the run, we calculate the statis-
tical average of vector displacements of atoms a mediated by the
PD, hDrdai, during the total Monte Carlo time, t. ldab coefficients are
then calculated using the generalized Einstein relations [4]:
‘dab ¼
Drda
   DrdbD E
6t
ð28Þ
Although this numerical method has proved its efficiency, it can
be mentioned that its reliability strongly depends on the binding
energies between chemical elements and PD by which diffusion
occurs [34,35]. In case of important attraction, significant trapping
and correlation effects occur (leading to the cancellation of an
important number of atomic jumps), and large Monte Carlo steps
(MCS) numbers are required. In order to insure the reliability of
the calculation of Onsager coefficients, each atom in the simulation
box must therefore achieve at least 10 jumps during the simula-
tion. In this work, in order to reach satisfactory statistics, average
values are calculated on 105 series of 105 MCS, and measurements
are performed in homogeneous solid solutions, i.e. outside the mis-
cibility gap or slightly inside (in the metastable state of the solid
solution).
As explained in [13], we find that lIaI > 0 and l
V
aV < 0 in the
whole range of composition and temperature investigated. Similar
trends have been previously predicted by Wharry and coworkers
(see [36] and references therein). This means that the fluxes of
alloying elements are in opposite direction to the flux of V and in
the same direction as the flux of SIA. Thus, we do not expect thetemperature, calculated using AKMC (circles) along with their adjustments (lines).
Fig. 4. Vacancy fractions at thermal equilibrium, XeqI , as a function of Cr fraction and temperature, calculated using AKMC (circles) along with their adjustments (lines).
Vertical dashed lines represent the solubility limit (the miscibility gap).
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sion. Note that this feature results from the point defects proper-
ties in Fe–Cr alloys, where interactions between Cr atoms and
vacancies are unusually weak [11,13]. In the other dilute Fe–X
alloys investigated, drag effects dominate at low temperatures
and could be easily taken into account both in AKMC method
and in PF models.
In steady-state conditions, fluxes are equal to zero and analytic
models have been derived to determine steady-state concentration
profiles (see Ref. [2] for a recent review). In simple cases (no pre-
cipitation, transport coefficients independent of the local composi-
tion), the segregation behavior of Cr atoms can be written in the
binary Fe–Cr in terms of the diffusion coefficients previously
defined as follows:
rXCr
rXV ¼
‘VFeV‘
I
FeI
ð‘IFeIDCr þ ‘ICrIDFeÞ
‘VCrV
‘VFeV
 ‘
I
CrI
‘IFeI
 !
ð29Þ
Cr atoms tend to segregate at PD sinks when rXCr=rXV < 0,
and deplete otherwise. Both DCr and DFe diffusion coefficients are
positive outside the miscibility gap in the whole range of investi-
gated temperatures. Thus, the sign of the Cr gradient is determined
by the relative magnitude of the ratios lVCrV=l
V
FeV and l
I
CrI=l
I
FeI (given in
Fig. 5). The vacancy contribution is dominant (i.e. Cr is expected to
deplete near PD sinks) in a composition range that decreases with
temperature. Above 900 K, Cr is expected to deplete near sinks in
the whole composition range investigated. At lower temperatures,
the ratios lVCrV=l
V
FeV and l
I
CrI=l
I
FeI are equal at two crossover fractions
between which Cr is expected to enrich, while outside of this com-
position range Cr is expected to deplete. The composition range
between these crossover compositions increases with decreasing
temperatures. These results are consistent with the previous
experimental and modeling works of Wharry et al. [36,37].
A fifth-order polynomial function used to extrapolate the varia-
tion of the Onsager coefficients with composition (Fig. 5) will be
used as input parameters of the PF method.2.2.3. Thermodynamic factor
The thermodynamic factor U is related to the change of the
alloy chemical potential difference with respect to the alloy com-position. In dilute alloys, U ¼ 1 since every solute atom has the
same pure local environment. In concentrated alloys, U is positive
when the stable state is a homogeneous solid solution and a two-
phase infinite system would give a thermodynamic factor equal to
zero. The variation of the alloy chemical potential is computed by
performing Monte Carlo Metropolis (MCM) simulations combined
with a Widom integration as explained in [20]. To do so, a first run
is performed to reach equilibrium, then virtual exchanges between
alloying elements are performed after every series of 105 MCS (1
MCS corresponding to an exchange trial between 1 nn atoms).
The simulation box contains 323 bcc sites occupied by either Fe
or Cr atoms, with periodic boundary conditions. The energy
DEa!b related to the exchange of a single atom of species a by an
atom of species b is calculated for the Na atoms of species a. After
N series, the alloy chemical potential is computed from the statis-
tical average
~l ¼ 1
NaN
XN
i¼1
ln
X
j2a
exp DE
a!b
kBT
 ! !
ð30Þ
This method can be applied to stable solid solutions, but also to
metastable ones where MCM measurements of chemical potential
can be performed before a0 precipitation starts. The thermody-
namic factor U, derived from the alloy chemical potential and Eq.
(12) is shown in Fig. 6 with respect to Cr concentration up to
20 at.% and temperatures between 600 and 1000 K. U first
increases and then decreases with increasing Cr concentration.
The lower the temperature, the greater is the variation of U with
composition. Inside the a–a0 miscibility gap associated with the
Monte Carlo model used in this work [13,38], U is found to become
negative below 900 K, meaning that the solid solution is unstable.
However, the MCM calculations associated with negative values of
U cannot be trusted due to the possible a–a0 decomposition [20]
and will not be considered in this work.
2.2.4. Effective stiffness parameters
To estimate the stiffness parameters, a periodic simulation box
is built from a bcc lattice including a total number of sites equal to
5123=4. Sites are occupied by either Fe or Cr atoms except one site
representing a PD. Following the procedure explained in [19], the
Fig. 5. Relative magnitude of lVCrV=l
V
FeV and l
I
CrI=l
I
FeI ratios as a function of Cr fraction and temperature extracted from AKMC simulations (circles) along with their fifth-order
polynomial adjustments (lines).
Fig. 6. Thermodynamic factor, U, as a function of Cr fraction and temperature,
measured in MCM simulations (circles) along with their adjustments (solid lines).
Fig. 7. Stiffness parameter jV=a2 and jI=a2 in eV as a function of Cr fraction at
temperature T ¼ 700 K interpolated by a second order polynomial, extracted from
AKMC simulations of a composition-modulated solid solution along a [100]
direction for the vacancy and the interstitial diffusion mechanism.
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sinusoidal composition-modulated solid solution along a [100]
direction of the bcc lattice with an amplitude dXmaxa ¼ 0:01 and a
wavelength k. The solid solution is then annealed, the concentra-
tion fluctuation decaying and the system evolving toward its equi-
librium state. The temperature is chosen to be above the critical
temperature so that the equilibrium state corresponds to a uniform
solid solution. At a given time, the sinusoidal average amplitude
dXa of species a is obtained from the k component of the Fourier
transformed 1D concentration field. In the AKMC simulations, the
defect is considered as a conservative species. The effective inter-
diffusion coefficient Dintd is extracted from the time variation of
the logarithm of dXa. A linear behavior is observed and the slope
is equal to k2Dintd for small k [19]:
ln dXa=dX
max
a
  ¼ k2Dintd t ð31Þ
The stiffness parameter jd can be hence extracted from a fit of
Dintd versus k
2 assuming a linear behavior at small k,Dintd ¼ Dintd ðk ¼ 0Þ 1þ
jdXAXB
kBTU
k2
 
ð32Þ
jd is thus extracted from the variation of Dintd between the wave-
vectors k ¼ 2p=ð8aÞ and k ¼ 2p=ð4aÞ, a being the lattice parameter.
The standard error on jd is estimated to be smaller than 10%.
As shown in [19], j includes kinetic contributions and depends
on the PD diffusion mechanism. The measured values of j and the
corresponding polynomial fit for the vacancy and interstitial diffu-
sion mechanism are plotted in Fig. 7.
Within the ranges of temperature and composition investigated
in this work, the calculated values of jd do not have a significant
influence on the segregation behavior. However jd will have a
strong influence on situations where phase separation occurs.
Those will be addressed in future developments.
2.2.5. Radiation induced segregation simulations
Simulations of RIS are performed in boxes of 512 64 64 bcc
sites, with a planar PD sink located in the middle of the long
dimension of size e ¼ 100 nm. Sites are occupied by either Fe or
Fig. 8. RIS profiles obtained using AKMC (symbols) and PF (lines) in Fe–15%Cr at 900 K (left) and in Fe–10%Cr at 700 K (right), as a function of the distance from the grain
boundary, x, and for different irradiation doses at K0 ¼ 105 dpa s1.
Fig. 9. Concentration of Cr at sink (x = 0 nm, black line) and at a distance of 1 nm
from the sink (x = 1 nm, grey line) as a function of dose in Fe–15%Cr at 900 K (dotted
line) and in Fe–10%Cr at 700 K (full line), calculated using PF.
Fig. 10. Atomic fraction of Cr measured at a distance x ¼ 1 nm from the planar sink, Xðx¼Cr
(symbols) and PF (lines). Calculations are performed at K0 ¼ 105 dpa s1 and q ¼ 107 m
The dashed line Xðx¼1nmÞCr ¼ XCr represents the limit between Cr depletion and Cr enrichm
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events as in the PF modeling [13]:
(1) The creation of Frenkel pairs with a production rate K0. PD
pairs are randomly created within the simulation box, along
sequences of 10 replacements in h111i directions. These
events limited to the creation of single PDs simulate electron
irradiation rather than neutron or heavy ion irradiation.
(2) The migration of interstitials and vacancies, according to the
diffusion model.
(3) The recombination of PD pairs below a recombination radius
to fourth nearest neighbors.
(4) The annihilation of PDs at sinks.
3. Validation of the PF model against AKMC and rate theory
In order to validate the PF model, direct comparisons of RIS pro-
files obtained from PF and AKMC at various temperatures, nominal
alloy compositions and PD generation rates have been achieved.
Since AKMC simulations do not take into account the creation of1nmÞ , as a function of the mean Cr fraction and temperature, calculated using AKMC
1. Vertical and horizontal dashed lines correspond to the limit of the miscibility gap.
ent.
Fig. 11. Atomic fraction of Cr measured at distances x ¼ 4 nm (left) and x ¼ 30 nm (right) from the planar sink, respectively Xðx¼4nmÞCr and Xðx¼30nmÞCr , as a function of Cr fraction
and temperature, calculated using AKMC (symbols) and PF (lines). Calculations are performed at K0 ¼ 105 dpa s1 and at a sink density q ¼ 107 m1. The dashed lines
represent the limit between Cr depletion and Cr enrichment.
Fig. 12. RIS steady-state profiles obtained using AKMC (symbols) and using PF
(lines) in Fe–16%Cr at 900 K, as a function of the distance from the grain boundary,
x, at K0 ¼ 105 dpa s1.
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between PF and AKMC, a zero fraction of PDs at the sink
XSd  0
 
is imposed in the PF simulations of this section. In prac-Fig. 13. Average steady-state fractions of interstitials (triangles) and vacancies (squares)
using PF (filled symbols) and rate theory (open symbols) for an irradiation rate K0 ¼ 10tice, in order to avoid numerical instabilities, XSd is put equal to a
very small value well below XeqV . The one dimensional PF simula-
tions were done in a system containing 100 cells of size
a0 ¼ 1 nm, with a planar sink of width a0, representing a grain
boundary (GB).
A satisfying agreement between AKMC and PF simulations of
the kinetics of RIS profiles is obtained, in the whole range of tem-
peratures, compositions, and PD generation rates investigated in
this study. As an illustration, Fig. 8 represents the RIS profiles
obtained by AKMC and PF for two different compositions and tem-
peratures. Within the temperature range of Cr enrichment, the
agreement is better. The Cr concentration very rapidly reaches its
steady-state value at the GB (at an irradiation dose roughly equal
to 102 dpa, see Fig. 9), and the whole concentration profile is
stable after typically a few 0.1 dpa (see also Fig. 6 in Ref. [13]).
Experiments usually show a slower evolution and reach steady
state up to doses of several dpa [36]: the present results suggest
that the kinetics of RIS at a stationary sink is indeed very rapid
and that the experimental delay is due to the evolution of the PD
sink microstructure.
A systematic study of segregation at a distance x ¼ 1 nm close
to the planar sink, Xðx¼1nmÞCr , is presented in Fig. 10. A good agree-
ment between PF and AKMC is obtained although Cr segregation
at GB predicted by the PF method is in most cases above the AKMCin the bulk as a function of composition at 700 K (left) and 900 K (right) calculated
5 dpa s1 and a sink density q ¼ 107 m1.
Fig. 14. Magnitude of Cr RIS measured at distances x ¼ 1 nm (left) and x ¼ 4 nm (right) from the planar sink, respectively Xðx¼1nmÞCr and Xðx¼4nmÞCr , as a function of Cr fraction and
temperature, calculated using AKMC (symbols) and PF with U ¼ 1 (lines). Calculations are performed at K0 ¼ 105 dpa s1, q ¼ 107 m1. The dashed lines represent the limit
between Cr depletion and Cr enrichment.
AKMC
PF withΦ = 1
PF
Fig. 15. RIS steady-state profiles obtained using AKMC (symbols), PF with adjust-
ments of U obtained in Fig. 6 (thick line), and PF with U ¼ 1 (thin line) in Fe–8%Cr at
700 K, as a function of the distance from the grain boundary, x, at K0 ¼ 105 dpa s1.
Fig. 16. XCr at the steady state around the sink for an alloy with 11%Cr at 700 K for 3
distinct sets of modeling parameters (see text for details).
J.B. Piochaud et al. / Computational Materials Science 122 (2016) 249–262 259values. It can also be seen that the trends of RIS behavior predicted
in Fig. 5 are reproduced in Fig. 10. Indeed, above 900 K, the sink
tends to deplete in Cr within the whole investigated composition
range. Furthermore, Cr depletion intensity is less important for
XCr < 0:1, corresponding to compositions at whichlVCrV=l
V
FeV  lICrI=lIFeI values are the smallest. At lower temperatures,
RIS is suppressed at crossover fractions for which lVCrV=l
V
FeV ¼ lICrI=lIFeI.
For the purpose of comparison of RIS profiles, the composition
dependence of Cr segregation at distances x ¼ 4 nm and
x ¼ 30 nm from the planar sink is represented in Fig. 11. A good
agreement between PF and AKMC results is obtained except at Cr
composition above 15 at.%. Indeed, we can already see in Fig. 8 that
a better agreement is obtained at 10 at.% Cr than at 15 at.% Cr. This
issue is better illustrated in Fig. 12 where we present a direct com-
parison of RIS steady-state profiles between PF and AKMC at 16 at.%
Cr and 900 K. Note that due to the small size of the MC system, the
strong depletion of Cr near the sink leads to Cr concentration above
the nominal value even at the maximum distance (50 nm), the
effect is even more pronounced in the PF model because the width
of the depletion profile is overestimated. The less satisfying agree-
ment of the RIS profiles between PF and AKMC observed in concen-
trated Cr solid solutions may be due to the difficulty of measuring
the thermodynamic factor close to the miscibility gap.
The average steady-state fractions of PDs in the bulk of irradi-
ated FeCr alloys obtained from PF simulations have also been com-
pared to the analytical solutions XRTV and X
RT
I deduced from rate
theory equations, assuming no effect of RIS on the steady-state
PD fractions:
XRTV ¼ 
K I
2R
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
K I
2R
 2
þ K0K I
RKV
s
XRTI ¼ 
KV
2R
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
KV
2R
 2
þ K0KV
RK I
s ð33Þ
In which Kd ¼ Ddk2ds and k2ds is the sink strength, which in the
case of a planar sink is equal to 12/e2. DI and DV have been esti-
mated from Eq. (19) using the values of ldab corresponding to the
nominal compositions. The results are in excellent agreement for
both investigated temperatures in the whole composition range
as presented in Fig. 13, for interstitials and for vacancies.4. Discussion: influence of the physical parameters on RIS
profiles
The previous results have been obtained by fully taking into
account the variation of thermodynamic and kinetics parameters
with the local composition of the alloy. In order to emphasize
the importance of these variations, we will present PF results
260 J.B. Piochaud et al. / Computational Materials Science 122 (2016) 249–262obtained with constant and uniform values of the same
parameters.
4.1. Effect of the variation of the thermodynamic factor
The solid solution approximation (U ¼ 1) is generally consid-
ered in previous RIS models (see for instance [27]). However, this
parameter is found to have a significant impact on the shape of
the RIS profiles. The effect of U is illustrated in Figs. 14 and 15.
In Fig. 14, the agreement is not as good as in Figs. 10 and 11.
Fig. 15 provides a direct comparison between AKMC and PF segre-
gation profiles. A good agreement is obtained when the AKMC
value of U is used as input of the PF method while a large discrep-
ancy is observed with U ¼ 1. The latter approximation leads to PF
segregation profiles broader than the AKMC ones. The strong effect
of U on RIS highlights the role of backward atomic diffusion acting
against the segregation profile produced by the flux coupling.
4.2. Effect of the variation of the transport coefficients
The importance of taking into account the correct composition
dependence of the transport coefficients to obtain quantitative
results is illustrated in Fig. 16. This figure presents the results of
RIS for an alloy containing 11%Cr at 700 K. Three modeling condi-
tions were adopted:Fig. 17. Equilibrium vacancy fraction (solid line), along with steady-state vacancy fractio
(big circles), as a function of temperature in pure Fe for a sink density q ¼ 107 m1.
Fig. 18. Magnitude of Cr RIS measured at a distance x ¼ 1 nm from the planar sink, Xðx¼Cr
fraction and temperature calculated using PF with XSd ¼ 0 (symbols) and XSd ¼ Xeqd (lines)i. The solid line corresponds to a simulation where the depen-
dence of U, Xeqd and l
d
ab on the local composition is taken into
account. As already predicted by Fig. 5, there is a local Cr
enrichment at the sink.
ii. The dashed line corresponds to a simulation done with con-
stant values of U, Xeqd and l
d
ab at the nominal alloy composi-
tion. As a result, the segregation is enhanced compared to
the previous case. This can be easily understood since
according to Fig. 5, at 700 K an increase of the composition
above 11%Cr leads to a decrease of the segregation tendency
and even to an inversion of the flux coupling above 12.5%Cr.
Therefore, the Cr enrichment is strongly decreased when the
variation of the flux coupling with the local concentration is
accounted for.
iii. The dotted line corresponds to a simulation taking into
account the variation of U and Xeqd , whereas l
d
ab are assumed
to be fixed at the nominal composition. As a result, the seg-
regation is enhanced and in fact the composition at the sink
diverges (i.e. does not reach a steady-state value). This is due
to the fact that the polynomial fit used to reproduce the U-
composition dependence in Fig. 6 is not valid for values
above 15%Cr (in fact it gives U ¼ 200 for 30%Cr) and pro-
duces an artificial spinodal decomposition in the neighbor-
hood of the sink.ns in the bulk irradiated at K0 ¼ 105 dpa s1 (small circles) and at K0 ¼ 103 dpa s1
1nmÞ , at K0 ¼ 105 dpa s1 (left) and at K0 ¼ 103 dpa s1 (right), as a function of Cr
. The dashed lines represent the limit between Cr depletion and Cr enrichment.
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properly into account the composition dependence of both ther-
modynamic and kinetic parameters in order to obtain quantitative
results.Fig. 19. XCr and Xd for a Fe–10%Cr alloy at 700 K irradiated at K0 ¼ 105 dpa s1 in
presence of sinks with q ¼ 107 m1 (full lines) and q ¼ 2:5 106 m1 (dashed
lines).4.3. Effect of the equilibrium vacancy concentration
At high temperatures, steady-state PD concentrations no longer
exceed the equilibrium concentrations and the PD driving forces
tend to zero. For the time being the effect is not taken into account
in the AKMC simulations of Section 3 that only include perfect
sinks and not the equilibrium mechanisms of PD formation. One
must check after the simulation that the steady-state PD concen-
trations are well above the equilibrium concentrations: if it is
not the case (at high temperatures) the RIS predicted by AKMC
must be considered as unphysical. The PF model does not suffer
such a limitation.
In Section 3, PF calculations were performed in simulation con-
ditions able to mimic AKMC simulations of RIS. In particular, we
imposed a zero fraction of PDs at the sink (XSd ¼ 0Þ in order to
reproduce the AKMC simulations. In the more realistic case where
XSV ¼ XeqV ðr; tÞ in Eq. (20), the thermal fraction of vacancies may play
a significant role at high temperatures, according to the value of
the PD generation rate, K0, and the sink density, q. Indeed, XeqV
increases with temperature and can reach a value of the order of
1010 as can be seen in Fig. 4. This order of magnitude must be
compared to the steady-state fraction of XV in the bulk of irradiated
Fe–Cr to determine the conditions of irradiation, sink density and
temperatures at which XeqV may impact significantly the gradients
of vacancy fraction profiles at steady state.
The results for XRTV calculated from Eq. (33) are presented in
Fig. 17 along with XeqV , as a function of temperature in pure Fe.
These results are presented for the sink density used in AKMC sim-
ulations (i.e. q ¼ 1=e ¼ 107 m1), which corresponds to the small-
est order of magnitude which can be considered for the sink
density to achieve AKMC calculations in reasonable computational
time. In these conditions, thermal vacancies are in the same pro-
portion as the vacancies created by irradiation, at about 880 K for
K0 ¼ 105 dpa s1 and 1000 K for K0 ¼ 103 dpa s1. RIS is there-
fore expected to be significantly reduced close to or above these
temperatures. It can also be mentioned that recombination does
not impact XRTV in the whole range of investigated temperatures
due to the important sink density which promotes the elimination
of PDs.
The results plotted in Fig. 17 are consistent with the results
shown in Fig. 18, comparing the magnitude of Cr segregation at
sinks predicted by our PF simulations with XSd ¼ 0 (symbols) and
XSd ¼ Xeqd (lines), at K0 ¼ 105 dpa s1 and K0 ¼ 103 dpa s1. The
segregation trends are barely affected by the value of XSd at temper-
atures below 800 K at K0 ¼ 105 dpa s1, and at temperatures
below 900 K at K0 ¼ 103 dpa s1. At temperatures above 900 K,
RIS is significantly reduced due to the suppression of point defect
driving forces at K0 ¼ 103 dpa s1, and the RIS is almost annihi-
lated at K0 ¼ 105 dpa s1.4.4. Effect of the sink density
One advantage of PF models against atomic-scale simulations is
the possibility to perform calculations with low sink densities, i.e.,
using large simulations boxes. As an example, we performed RIS
simulations at 700 K for the Fe–10%Cr alloy at K0 ¼ 105 dpa s1,
for q ¼ 107 m1 and q ¼ 2:5 106 m1 which correspond to abox length of 100 nm and 400 nm respectively. The RIS and point
defect profiles at the steady state are represented in Fig. 19. The
PD concentrations far from the sink show a dependence roughly
proportional to K1d . What is less expected is the segregation
behavior. Indeed, the Cr profile is wider at low than at high density.
This behavior deserves to be studied in more detail in future works.5. Conclusions
The kinetic equations of the Cahn–Hilliard PF method previ-
ously derived for the description of interdiffusion phenomena have
been extended to describe flux coupling and RIS in alloys. The
kinetic equations are written in terms of the Onsager transport
coefficients, the equilibrium PD concentrations, the thermody-
namic factors and an effective stiffness parameter depending on
both the thermodynamic and kinetic parameters of the diffusion
262 J.B. Piochaud et al. / Computational Materials Science 122 (2016) 249–262model. Atomic scale Monte Carlo simulations are used to estimate
the parameters of these new phase-field equations with respect to
the temperature and the Cr nominal composition. The resulting RIS
predicted by our PF method is in good agreement with direct
AKMC simulations of RIS, at all investigated Cr compositions and
temperatures. It has to be mentioned that the CPU time required
for the modeling of RIS in Fe–Cr by the PF method is drastically
reduced when compared to the AKMC-CPU time: around 10 min
against more than 48 CPU-hours for an AKMC simulation.
It is also shown how the PF method can be used to study the
effect of each physical parameter separately, in particular the effect
of the thermodynamic factor and the equilibrium PD concentra-
tion. The stiffness parameter is observed to have a negligible effect
on RIS. It is demonstrated that a thermodynamic factor approxi-
mated by one leads to an overestimation of RIS. The PF method also
takes into account the equilibrium PD concentrations at sinks,
leading to the suppression of point defect driving forces and RIS
at high temperature. A quantitative prediction of RIS is obtained
only if the variations of the transport coefficients and the thermo-
dynamic factor along the RIS profile are taken into account. It is
also shown that the typical high temperature regime where RIS
disappears is mainly controlled by the equilibrium PD concentra-
tion at grain boundaries.
Contrary to the classical phenomenological approach of RIS in
concentrated alloys, a PF method combined with a multiscale
parameterization based on DFT calculations of PD jump frequen-
cies and AKMC simulations is able to produce quantitative predic-
tions of RIS. The development of this quantitative and efficient PF
method allows now to investigate the effect of sinks of various
characters and strain on RIS. To deal with precipitation, it could
be interesting to use a mixed discrete–continuous description,
such as the one introduced in [15].
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