We study the problems of clustering locally asymptotically self-similar stochastic processes, when the true number of clusters is priorly known. A new covariancebased dissimilarity measure is introduced, from which the so-called approximately asymptotically consistent clustering algorithms are obtained. In a simulation study, clustering data sampled from multifractional Brownian motions is performed to illustrate the approximated asymptotic consistency of the proposed algorithms.
Introduction
Clustering analysis, as a subject of unsupervised learning, serves to derive valuable information from enormous data when no prior knowledge is available, through detecting hidden patterns among these datasets. Being a subset of clustering problems, clustering stochastic processes has received growing attention in diverse industrial and scientific areas to discover patterns of data indexed by "time" or by "region". These stochastic process type data have been broadly explored in biological and medical research [5, 28, 13] , information technology [26, 14] , signal and image processing [23] , geology [15] and financial analysis [19, 2, 12] , etc. Unlike random vector type data, stochastic process type data are sampled from processes distributions, which possess not only finite dimensional distribution features but also infinite-length paths features, such as stationarity, ergodicity, seasonality and Markov property.
In the problem of clustering stochastic processes, new challenges may arise since the conventional approaches for clustering random vectors usually become computationally forbidding [12, 21] . For example, the non-hierarchical approaches (see e.g. K -means clustering methods) and hierarchical approaches (see e.g. agglomerative method, divisive method) [11] , tend to be hopeless when each sample observation is a tuple with length more than 50. Moreover, even when the sample observations are of relatively low dimension, the conventional clustering approaches might suffer from over-fitting issues. For instance, clustering stationary (or seasonal) processes using the K -means approach with Euclidean distance between the sample paths, will result in large prediction misclustering errors in model validation. This is because, if one does not take into account the stationarity (or seasonality) of the process, it is then unable to reduce the noise on the stationary mean and covariances (or the period) along that process.
Contrary to the conventional clustering approaches, clustering based on the paths features of the processes would largely remove the noise by capturing the observations' paths features. Therefore, a nice dissimilarity measure should be the one that well characterizes the process features. In this context, "nice" refers to the property that the computational complexity and the prediction errors caused by the over-fitting issues are expected to be largely reduced. Among all the stochastic process features, we focus on characterizing the property of ergodicity in this paper. However similar analysis can be made for other patterns of process features such as seasonality, Markov property and martingale property.
Ergodicity [17] is a very typical feature possessed by a number of well-known processes, especially by financial series. In fact, it tightly relates to other process features such as stationarity [10] , self-similarity and long-term memory [25] . In [22] , it is shown that autocovariance ergodicity could lead to obtaining an asymptotically consistent clustering algorithm for clustering processes having such feature. In this paper, we will step further to relax the condition of ergodicity to the "local asymptotic ergodicity" [4] and obtain the so-called "approximately asymptotically consistent algorithms" for clustering processes having such path property. This setting presents such a large class of processes that includes the well-known Lévy processes, some self-similar processes and some multifractional processes.
The paper is organized as follows. Section 2 is devoted to introducing a class of locally asymptotically self-similar processes to which our clustering approaches can apply. In Section 3, a covariance-based dissimilarity measure is suggested and in Section 4 the approximately asymptotically consistent algorithms for clustering both offline and online datasets are designed. A simulation study is performed in Section 5, where the algorithms are applied to cluster multifractional Brownian motions, an excellent representative of the class of locally asymptotically self-similar processes.
A Class of Locally Asymptotically Self-similar Processes
Self-similarity is a process (path) feature. Self-similar processes are a class of processes that are invariant in distribution under suitable scaling of time [24, 6, 7] . These processes have been used to successfully model various time-scaling random phenomena observed in high frequency data, especially in the geological data and financial data. Definition 1 (Self-similar process) A process {Y (H ) t } t ≥0 (here the time indexes set is not necessarily continuous) is self-similar with self-similarity index H ∈ (0, 1) if, for all n ∈ N, all t 1 , . . . , t n ≥ 0 and all c > 0,
where law = denotes the equality in joint probability distribution of two random vectors.
It follows from (1) that for any t ≥ 0,
, for all c > 0, therefore taking t = 0 at both hand sides yields
Self-similar processes are generally not distribution stationary but their increment processes can be distribution stationary (any finite subset's joint distribution is invariant subject to time shift) or covariance stationary (its mean and covariance structure are invariant subject to time shift). From now on we restrict our setting to stochastically continuoustime self-similar processes only (see [7] ). i.e., a process {X t } t ≥0 is stochastically continuous
This assumption is weaker than the almost sure continuity. The process {X t } t ≥0 is called (stochastically) continuous-time over [0, +∞) if it is continuous at each t ≥ 0. For u > 0, we call {Y (t )} t = {X (t +u)−X (t )} t the increment process (or simply the increments) of {X (t )} t . If a continuous-time self-similar process' all increment processes are covariance stationary, its covariance structure can be explicitly given as below:
t ≥0 be a self-similar process with index H ∈ (0, 1) and with covariance stationary increments. Then
and
Theorem 1 can be easily obtained by replacing the distribution stationary increments in Theorem 1.2 in [6] with covariance stationary increments. We briefly provide the proof below.
Proof 1
We first prove (3). On one hand, by using the facts that the increments of {X (H ) t } are covariance stationary and (2), we have
On the other hand, since {X (H ) t } t is self-similar, we have
Putting together (5), (6) and the fact that H < 1, we necessarily have E(X (H )
For proving (4) we observe that, for s, t ≥ 0,
Next we can see from the facts that {X (H ) t } is self-similar with index H , that its increments are covariance stationary and (3), that
The covariance stationarity yields V ar (X (H ) 1 ) < +∞. (4) then follows from (7) and (8) . Theorem 1 is thus proved.
We highlight that, contrary to Theorem 1.2 in [6] , the covariance stationary increment process of X (H ) t t ≥0 in Theorem 1 is not necessarily distribution stationary. This fact inspires us to relax the distribution stationarity of the processes to the covariance stationarity in the following Assumption (A ). Below we introduce a natural extension of self-similar processes, the so-called locally asymptotically self-similar processes (see [4, 8, 9] ).
Definition 2 (Locally asymptotically self-similar process)
with its index H (·) being a continuous function valued in (0, 1), is called locally asymptotically self-similar, if for each t ≥ 0, there exists a non-degenerate self-similar process
with self-similarity index H (t ), such that
where the convergence [8, 9] . Moreover, it is shown (see Theorem 3.8 in [9] ) that, if {Y (H (t )) u } u is unique in law, it is then self-similar with index H (t ) and it has distribution stationary increments. Then the local asymptotic self-similarity generalizes the conventional self-similarity, in the sense that, any non-degenerate self-similar process with distribution stationary increments is locally asymptotically self-similar and its tangent process is itself. Further, in a weaker sense, it is not difficult to show the following:
be a continuous-time locally asymptotically self-similar process with H ∈ (0, 1) and with covariance stationary increments. Then its tangent processes may not be unique in law but their increments share unique mean and covariance structure.
Proof 2 Since {Z (H )
t } t ≥0 is locally asymptotically self-similar, there exists a tangent process {Y
By (3) in Theorem 1, we have
and by (4) in Theorem 1, we have for u 1 , u 2 ≥ 0 and h > 0,
which is independent of τ. It follows from (10), (11) and (12) that
This implies that all tangent processes posses zero-mean and covariance stationary increments. Proposition 2 is proved.
Based on the above discussion, throughout this paper we assume that the observed dataset are sampled from a known number of processes satisfying the following condition:
The processes are locally asymptotically self-similar with distinct functional indexes H (·); their tangent processes' increment processes are autocovariance ergodic.
Here the autocovariance-ergodicity means that the sample autocovariance functions of the covariance stationary process converges in squared mean to the autocovaraince functions of the process, i.e., a zero-mean (that is the case for the tangent processes' increments) continuous-time process {X (t )} t ≥0 is autocovariance ergodic if it is covariance stationary and satisfies
where X n L 2 (P)
Note that the above condition (13) yields
Thus Assumption (A ) says that the observed processes' tangent processes have covariance stationary increments. The well-known examples of locally asymptotically selfsimilar processes satisfying Assumption (A ) are fractional Brownian motions and multifractional Brownian motions [18, 20, 3] . The assumption of covariance stationarity inspires us to introduce a covariance-based dissimilarity measure between the sample paths, in order to capture the level of differences between the two corresponding covariance stationary processes. Later we show that the assumption of autocovariance-ergodicity is sufficient for the clustering algorithms to be approximately asymptotically consistent.
Clustering Processes Satisfying Assumption (A )

Covariance-based Dissimilarity Measure between Autocovariance Ergodic Processes
Let Z be a process satisfying Assumption (A ). Denote by Y its tangent process (see (9) ) and denote by X an increment process of Y , i.e., there is some u ≥ 0 such that
, X is autocovariance ergodic. Since we will show that clustering distinct Z 's are approximately asymptotically equivalent to clustering the corresponding X 's, then the dissimilarity measures of Z 's can be constructed based on those of autocovariance ergodic processes X 's.
From (3) we know that the autocovariance process X is zero-mean. Our first main result is then introduction to the following covariance-based dissimilarity measure between autocovariance ergodic processes.
Definition 3
The covariance-based dissimilarity measure d between the processes X (1) , X (2) (in fact X (1) , X (2) denote two covariance structures, each class may contain different process distributions) is defined by
where:
is the shortcut notation of the row vector X
• The distance ρ between 2 equal-sized covariance matrices M 1 , M 2 is defined to be the Frobenius norm of
Recall that for a matrix A M ×N , its Frobenius norm is defined by
where
• The sequence of positive weights {w j } j ≥1 should be chosen so that we have d X (1) , X (2) < +∞, i.e., the series on the right-hand side of Eq. (15) is convergent. In this paper the choice of {w j } j will be discussed in the simulation study in Section 5.
Thanks to the autocovariance-ergodicity of the sample processes, the dissimilarity measure d can be estimated by the empirical dissimilarity measure d below:
n j ) for j = 1, 2, let n = min{n 1 , n 2 }, then the empirical covariance-based dissimilarity measure between x 1 and x 2 is given by
• m n (≤ n) is the largest dimension of the covariance matrix considered by d ; in this framework we take m n = log n , i.e. the floor number of log n (see [16, 22] ).
•
) denotes the empirical covariance matrix of the process
), which is given below:
where (·) T denotes the transpose of a matrix.
The ergodicity theorem concerns what information can be derived from an average over time about the ensemble average at each point of time. For autocovariance ergodic process X , every empirical covariance matrix ν(X l ...l +m−1 ) is a consistent estimator of the covariance matrix C ov(X l ...l +m−1 ) under Frobenius norm and in probability, i.e.,
Further, the fact that both d and d satisfy the triangle inequalities leads to the conclusion that d is a consistent estimator of d . The proof is quite similar to that of Lemma 1 in [22] , except that in the former statement the convergence holds in probability. These ergodicity and triangle inequalities are the keys to demonstrate that our algorithms in the next section are approximately asymptotically consistent. We list them in the following remarks.
Remark 1 For every pair of paths
sampled from 2 autocovariance ergodic processes X (1) and X (2) respectively, we have
where the dissimilarity measure d x i , X ( j ) between a sample path and a stochastic process is defined to be
Remark 2 Thanks to the definitions of d (15) and d (16) , the triangle inequality holds for the covariance-based dissimilarity measure d , as well as for its empirical estimates d . Therefore for arbitrary processes X (i ) , i = 1, 2, 3 and arbitrary random vectors
.
In the next section we define a proper covariance-based dissimilarity measure between locally asymptotically self-similar processes satisfying Assumption (A ), based on the dissimilarity measure d .
Covariance-based Dissimilarity Measure between Locally Asymptotically Self-similar Processes
Now under Assumption (A ), we study the asymptotic relationship between the locally asymptotically self-similar process {Z (H (t )) t } t in (9) and its tangent process' increment process. The following result reveals the relationship between local asymptotic self-similarity and covariance-based stationarity.
Proposition 3
where (9)) is an autocovariance ergodic process.
Proof 3
where in general the notation (a u , b u ) u∈{u 1 ,...,u N } denotes the vector
It follows from (22) and the continuous mapping theorem that
(21) then results from (23) and the fact that the choice of T is arbitrary. Under Assumption (A ),
} u is autocovariance ergodic, hence Proposition 3 is proved.
From a statistical point of view, the sequence at the left-hand side of (21) can not straightforwardly serve to estimate the distribution of the right-hand side {X
} u , because the functional index H (·) at the left-hand side is not observable in practice. To overcome this inconvenience we note that (21) further leads to: when τ is sufficiently small,
where K is an arbitrary positive integer. Statistically, (24) 
is approximately distributed as an autocovariance ergodic increment process of the selfsimilar process ∆t
. This fact drives us to define the empirical covariancebased dissimilarity measure between two paths of locally asymptotically self-similar processes z 1 and z 2 as below:
• L ≤ n − K − 1 is a positive integer not depending on K ;
• z
2 are the localized increment paths defined as in (25) . Heuristically speaking,
computes the "distance" between the 2 covariance structures (of the increments of {Z H (t ) t } t ) indexed by the time in the neighborhood of t i , and d * (z 1 , z 2 ) averages the above distances. It is worth noting that the value K describes the "sample size" for approximating each local distanced. Therefore its value should be picked neither too large nor too small and it can depend on n.
The following observation is straightforward.
Remark 3
Based on the definition (26), d * is also a (weakly) consistent estimator of d (see Remarke 1) and it also satisfies the triangle inequalities as in Remark 2.
We formally introduce the "approximately asymptotically consistent algorithms" in the following section.
Approximately Asymptotically Consistent Algorithms
Offline and Online Algorithms
Note that the covariance-based dissimilarity measure d * defined in (26) will aim to cluster covariance structures, not process distributions. Therefore the ground truths of the clustering should be based on covariance structures. 
Definition 5 (Ground-truth of covariance structures) Let
The processes Z satisfying Assumption (A ) are generally not covariance stationary, however their tangent processes' increments X are covariance stationary. In view of (21) and (24), clustering these processes Z are equivalently to clustering X , based on the covariance structure ground truths of the latter increments. Below we will introduce algorithms aiming to approximate the covariance structure ground truths of X .
Depending on how the information is collected, the processes clustering problems consist of dealing with two separate model settings: offline setting and online setting. In the offline setting, the sample size and each path length are time-independent. However, in the online setting, they may both grow with time. As stated in [16] , using the offline algorithm in the online setting by simply applying it to the entire data observed at every time step, does not result in an asymptotically consistent algorithm. As a result, we study clustering offline and online datasets separately. Note that the approximated asymptotic consistency will be described in Theorem 4 and Theorem 5 below, respectively for offline and online clustering algorithms.
For the offline setting, we cluster observed data using Algorithm 1 below. It is a centroid-based clustering approach and one of its main features is that the farthest 2-point initialization applies. It initializes the first two cluster centers by picking the farthest two points among all observations (Lines 1-2), then each next cluster center is chosen to be the point farthest to all the previously assigned cluster centers (Lines 3-5). Finally the algorithm assigns each remaining observation to the nearest cluster (Lines 7-10). All the distances are computed under the empirical covariance-based dissimilarity measure d * defined in (26) .
In the online setting problem, as mentioned by [16] , recently-observed paths are believed as relatively unreliable observations, for which sufficient information has not yet been collected, and for which the estimators of the covariance-based dissimilarity measures are not accurate enough. Consequently, farthest-points initialization would not work. The strategy for clustering online data is then presented in Algorithm 2 as follows. At time t , a sample S(t ) is observed, the algorithm iterates over j = κ, . . . , N (t ) where at each iteration Algorithm 1 is utilized to cluster the first j paths in S(t ) into κ clusters (Lines 6-7). For each cluster the center is selected as the point having the smallest index among that cluster, and their indices are ordered increasingly (Line 8). The minimum inter-cluster distance γ j is calculated as the minimum distance d * between the κ cluster centers obtained at iteration j (Line 9). Finally, every observation in S(t ) is assigned to the nearest cluster, based on the weighted combination of the distances between this observation and the candidate cluster centers obtained at each iteration on j (Lines 14-17).
Algorithm 1: Offline clustering
Input: sample paths S = {z 1 , . . . , z N }; number of clusters κ.
5 end 6 Assign the remaining points to the nearest centers:
Computational Complexity and Consistency of the Algorithms
We describe the computational complexity based on the number of computations of the distance ρ. For Algorithm 1, the 2-point initialization requires
From (16), we see thatd can be obtained through computing K − log K + 1 distances ρ. Therefore total computations of ρ is not greater than N (N − 1)(n min − K − 1)(K − log K + 1)/2. For Algorithm 2, since at each step j ∈ {κ, . . . , N − κ + 1}, Algorithm 1 is run on j observations, the total number of ρ's computations is then less than
The computational complexity is acceptable in practice, and it is quite competitive to the existing algorithms for clustering stochastic processes.
Next we introduce the notion of approximately asymptotic consistency. Fix a positive integer K . Let Z (1) , Z (2) be 2 locally asymptotically self-similar processes with respect functional indexes H 1 , H 2 . Also let (z (1) 1 , . . . , z
) be respectively their sample paths z 1 , z 2 ' increments, defined as in (25) . For j = 1, 2, we define the normalized increments by taking the following linear transformation:
Then using (21) we obtain
is a discrete-time path of the increment of a self-similar Assign each point to a cluster:
process with self-similarity index
Then by using (28) and the continuous mapping theorem, it is easy to observe that, for any N independent sample paths z 1 , z 2 , . . . , z N ,
where x 1 , x 2 are the increments of the tangent processes corresponding to z 1 , z 2 respectively. Moreover as a special case, when ∆t = 1, we have d * (z 1 , z 2 ) = d * (z 1 , z 2 ). Next we introduce the following consistency theorem.
Theorem 4
Under Assumption (A ), we say Algorithm 1 is approximately asymptotically consistent for clustering the paths S = {z 1 , . . . , z N }. This means: if d * is replaced with d * in Algorithm 1, then the output clusters converge to the covariance structure ground truths of the increments of the corresponding tangent processes S = {x 1 , . . . , x N } in probability, as ∆t → 0 and n min := min{n 1 , . . . , n N } → ∞. More formally,
where f is given in Algorithm 1 and G S denotes the ground truths of the covariance structures that generate the set of paths S .
Proof 4 First, we show
where G = {C 1 , . . . ,C κ } denotes any κ-partition of {1, . . . , N }. Since if the estimated clusters f (S, κ, d * ) = G, then the samples in S that are generated by the same cluster in G are closer under d * to each other than to the rest of the samples. Hence we can write
It follows from (33) and (30) that
(32) is proved. Next we show that Algorithm 1 is asymptotically consistent for clustering S under d * :
(34)
Let n min denote the shortest path length in S :
Denote by δ min the minimum non-zero dissimilarity measure between the processes with different covariance structures:
Fix ε ∈ (0, δ min /4) and let δ > 0 be arbitrarily small. Since there are a finite number N of samples, by Remark 1 there is n 0 such that for n mi n > n 0 we have
On one hand, by applying the triangle inequalities (see Remark 3), we obtain
Then by (37) and the fact that 2ε < δ min /2, the following inclusion holds:
On the other hand, by applying the triangle inequalities (see Remark 3) and the fact that 2ε < δ min /2, we also obtain: if
Equivalently,
It follows from (38), (39) and (36) that for n min > n 0 ,
Note that (40) is equivalent to
This tells that the sample paths in S that are generated by the same covariance structures are closer to each other than to the rest of sample paths. Then by (40), for n min > n 0 , we necessarily have each sample path should be "close" enough to its cluster center, i.e.,
where the κ cluster centers' indices c 1 , . . . , c κ are given by Algorithm 1 as
Hence, the indices c 1 , . . . , c κ will be chosen to index sample paths generated by different process covariance structures. Then by (40), each remaining sample path will be assigned to the cluster center corresponding to the sample path generated by the same process covariance structure. Finally (34) results from (40) and (41); and (31) is proved by combining (32) and (34). 
Theorem 5 Under Assumption
where we recall that G S (t ) | N is the restriction of G S (t ) to the first N paths {x
Proof 5 Let's fix N ≥ 1. First, similar to the proof of (32) in Theorem 4, we obtain
(43)
Next it suffices to prove
(44)
We show that for every k ∈ {1, . . . , κ},
are given in Algorithm 2. Let ε, δ > 0 be arbitrarily small and fixed. Let δ min be the one defined in (35). Fix ε ∈ (0, δ min /4). Since
the subset of S(t ) consisting of the first j sample paths. For k = 1, . . . , κ, define s k to be the index of the first sample path in S(t ) sampled from the covariance structure X (k) , i.e., (47)
Recall that in online setting, the i th sample path's length n i (t ) grows with time, for each i . Therefore, by Remark 3 for every j ∈ {1, . . . , J } there exists some T 1 ( j ) such that for all t ≥ T 1 ( j ) we have is given by: for i = 0, . . .,
As increments of fBm, X (H (t 0 )) is autocovariance ergodic. Moreover for i , j = 0, 1, . . ., we have, by uisng the definition of log * (see (59)) and the fact that sup s≥0 H (s) ≤ 1,
From the definition of d in (15) and (64) we can see that, by taking w j = 1/( j
2 ) and using (64), for any t 0 , t 0 = 0, 1/n, . . .,
where,
log m
Therefore we have shown that w j = 1/( j
2 ) leads to that d is well defined. To construct mBm paths with different functional indices H (t ), we set the function form of H (t ) in each of the predetermined clusters. The general form is taken to be
We then predetermine five clusters with various 
Experimental Results
We demonstrate the approximated asymptotic consistency of the proposed algorithms by conducting both offline and online clustering analysis. Denote the number of observed data points in each time series by n(t ), and denote the number of time series paths by
Under offline setting, the length of simulated time series depends on observation time t . In this case, let n(t ) = 3t , where t is indexed from 1 to 50. For each of the five groups/clusters, we simulate 20 mBm paths in group i (with different h i ), with time series length of 150. Then N (t ) ≡ 100 for all t . At each time t , we suppose to observe the first n(t ) values of each scenario. In addition, at each time t , the covariance structure ground truth being known, the mis-clustering rate is then calculated by averaging the proportion of mis-clustered paths in each scenario.
The online dataset does not require observed stochastic processes to have the same length, and can be regarded as the extension of the offline case. The purpose of online dataset is to mimic the situation where new time series are observed as time goes. In our simulation study, we denote the number of observed time series by N i (t ). Then, we select specification of N i (t ) as N i (t ) = 30 + t −1 10 , where x represents the floor number of x. That is, there are 6 simulated mBm paths in each cluster when t = 1. And the number of observed mBm paths in each cluster will increase by 1, when time t increases by 10. The i -th time series in each cluster has n i (t ) observed points. We choose n i (t ) = 3[t − (i − 6)
where x + = max(x, 0). At each time t , the mis-clustering rate is computed through comparing the algorithm output and the ground-truth restricted to the first N (t ) := max i ∈{1,...,5} N i (t ) observations.
The bottom graph in Figure 1 presents the converging performance of Algorithm 1 applying to offline data setting (solid blue), and 2 applying to online data setting (dashed red). Both algorithms attempt to converge (mis-clustering rates are decreasing) in their circumstances, as time increases or equivalently as more points on mBm paths are observed. This shows that clustering mBms are asymptotically equivalent to clustering their tangent processes' increments. The online algorithm seems to have better performance on the online dataset overall. The mis-clustering rates are 5% − 10% lower than that of offline algorithm on offline dataset.
Note that in the simulation study, each observation is of length up to 50, which is not large, so we have taken K = n(t ) − 2 and L = 1 in d * at each time t , but any other value of K could be taken. We have provided the easily readable and editable Matlab codes of proposed algorithms and simulation study replications. All the codes used in this section can be found publicly online 2 .
Conclusion
We introduce the problem of clustering locally asymptotically self-similar processes. A new covariance-based dissimilarity measure is proposed to obtain approximately asymptotically consistent clustering algorithms for both offline and online settings. We have Figure 1 : The top graph illustrates the mis-clustering rates of (log * ) covariance-based dissimilarity measure along with the increase of time using offline algorithm and offline dataset. The bottom graph plots mis-clustering rates using online algorithm and online dataset, where one more observed time series in each cluster is added as time step increases by 10. shown that the recommended algorithms are competitive for at least two reasons:
1. Our algorithms are applicable to clustering any distribution stationary ergodic processes with finite variances; any autocovariance ergodic processes; any processes whose tangent processes have autocovariance ergodic increments. The mBm is an excellent example of the latter process.
2. Our algorithms are efficient enough in terms of their computational complexity. Simulation study is made on mBms. The results show that both offline and online algorithms are approximately asymptotically consistent.
Finally, the clustering framework proposed in our paper focuses on the cases where the true number of clusters κ is known. The case for which κ is unknown remains open and is left to future research.
