An important concern in an observational study is whether or not there is unmeasured confounding, i.e., unmeasured ways in which the treatment and control groups differ before treatment that affect the outcome. We develop a test of whether there is unmeasured confounding when an instrumental variable (IV) is available. An IV is a variable that is independent of the unmeasured confounding and encourages a subject to take one treatment level vs. another, while having no effect on the outcome beyond its encouragement of a certain treatment level. We show what types of unmeasured confounding can be tested for with an IV and develop a test for this type of unmeasured confounding that has correct type I error rate. We show that the widely used Durbin-Wu-Hausman (DWH) test can have inflated type I error rates when there is treatment effect heterogeneity. Additionally, we show that our test provides more insight into the nature of the unmeasured confounding than the DWH test. We apply our test to an observational study of the effect of a premature infant being delivered in a high-level neonatal intensive care unit (one with mechanical assisted ventilation and high volume) vs. a lower level unit, using the excess travel time a mother lives from the nearest high-level unit to the nearest lower-level unit as an IV.
Introduction
Randomized controlled studies are the gold standard to compare the effects of treatments between different treatment groups. Unfortunately, randomized controlled studies are often not feasible because of cost or ethical constraints. When randomized studies are not feasible, observational studies provide important evidence about the comparative effectiveness of different treatments. Since treatments were not randomly assigned, a major concern in an observational study is confounding, meaning that the treatment groups may differ before treatment in ways that also affect the outcome. If the confounders are measured, these differences can be adjusted for by matching, stratification or regression [1] . However, there is often concern that there are unmeasured ways in which the treatment groups differ that affect the outcome, meaning that there is unmeasured confounding. Even when there is unmeasured confounding, it is possible to obtain a consistent estimate of the causal effect of treatment for a certain sub-population (the compliers) if an instrumental variable (IV) can be found. An IV is a variable that (1) is independent of the unmeasured confounding; (2) encourages, but does not force, a subject to take one treatment level vs. another; and (3) has no effect on the outcome beyond its encouragement of a certain treatment level. For discussions of IVs, see [2, 3, 4, 5, 6, 7, 8, 9] . In this paper, we develop a method for using an IV to test whether there is unmeasured confounding. Detecting whether there is unmeasured confounding is valuable in many studies because if unmeasured confounding is found in a given study, it suggests that for studying related questions, researchers should either try to measure more confounders or seek to find IVs.
The existing and widely used test for whether there is unmeasured confounding using an IV is the Durbin-WuHausman endogeneity test, hereafter called the DWH test, independently proposed by Dur bin [10] , Wu [11] and Hausman [12] . The DWH test compares an estimate of the average treatment effect under the assumption that there is no unmeasured confounding to an estimate of the average treatment effect using an IV that allows for unmeasured confounding. The IV estimate of the average treatment effect is assumed to be consistent so that a significant difference between it and the estimate that assumes no unmeasured confounding is taken as evidence of unmeasured confounding. The two estimates of the average treatment effect in the DWH test assume that the treatment effect is homogeneous, meaning that the treatment effect is not different by covariates; see [13, 4, 14, 15, 16] for discussion of homogeneity assumptions. [15] noted that if the DWH test rejects, one cannot be sure whether it is because of unmeasured confounding or treatment effect heterogeneity. Extensions to the conventional DWH test have been developed that allow for heteroskedasticity [17, 18] , but these tests all have the property that if they reject, one cannot sure be sure whether it is because of unmeasured confounding or treatment effect heterogeneity.
In this paper, we develop a test that distinguishes between unmeasured confounding and treatment effect heterogeneity. We discuss what types of unmeasured confounding can be tested for and provide a test with correct type I error rate for the testable types of unmeasured confounding. In addition to having the advantage over the DWH test of having correct type I error rate for testing unmeasured confounding when there is treatment effect heterogeneity, our testing approach also provides more insight into the nature of the unmeasured confounding by providing separate tests for two different types of unmeasured confounding. In the DWH test, these two types of unmeasured confounding are lumped together.
The motivating application for our work is an observational study of neonatal care that seeks to estimate the effect on mortality of a premature infant being delivered in a high-level neonatal intensive care unit (NICU) vs. a lower-level NICU. A high-level NICU is defined as a NICU that has the capacity for sustained mechanical assisted ventilation and delivers at least 50 premature infants per year. Estimating the effect of being delivered at a high-level NICU is important for determining the value of a policy of regionalization of perinatal care that aims for premature infants to be mostly delivered in high-level NICUs [19] . Regionalization of perinatal care was developed in the 1970s along with the expansion of neonatal technologies, but by the 1990s, regionalization began to weaken in many areas of the United States [20] . The difficulty in studying the causal effect of a premature infant being delivered in a high-level vs. a lower-level NICU is confounding by indication -the mother and the mother's physician may try harder to deliver an infant at a high level NICU if the infant is at higher risk of mortality. In our data from Pennsylvania (described in Section 7), the unadjusted death rate in high-level NICUs is higher than in low-level NICUs, 23 vs. 12 deaths per 1000 deliveries. Since it is unlikely that high level NICUs are worse than low level NICUs, the higher unadjusted death rate in high level NICUs probably reflects confounding by indication. Our data contains a number of potential confounders, including birth weight, month prenatal care started, mother's education and whether the mother went into labor prematurely. After adjustment for measured confounders by propensity score matching, the death rate is 0.5 deaths per 1000 deliveries lower in high-level NICUs [21] . However, we are concerned about unmeasured potential confounders, such as the severity of a mother's comorbid condition or an infant's antenatal condition, lab results, fetal heart tracing results, the compliance of the mother to medical treatment and the physician's history with the mother. These variables are known to the physicians who assess a mother's probability of delivering a high-risk infant. Based on this probability, the physicians then play a role in deciding where the mother should deliver. To attempt to deal with the problem of potential unmeasured confounding, we have collected data on a proposed IV, the excess travel time that a mother lives from the nearest high-level NICU compared to the nearest lower-level NICU; specifically, the IV is whether or not the mother's excess travel time is less than or equal to 10 minutes. Excess travel time to a hospital delivering speciality care has been used as an IV in other medical settings, such as studies of the effect of cardiac catheterization on survival in patients who suffered an acute myocardial infarction [22] . In obstetric care, prior work suggests that women tend to deliver at the closest hospital so that we expect that excess travel time will have a strong effect on where the infant is delivered [23] . We discuss in Section 7 reasons for thinking excess travel time is a valid IV. Our goal in this paper is to use the putative IV excess travel time to test whether there is unmeasured confounding in the study of the effect of high-level vs. lower-level NICUs. If unmeasured confounding is found, it suggests that previous studies of the effect of high-level vs. lower-level NICUs that assumed no unmeasured confounding provided biased estimates and that future studies of the effect of NICU level on mortality and related medical questions should seek to measure more confounders and/or find and measure IVs. Related medical questions include the effects of high level NICUs on complications, length of stay and readmissions, which have not yet been studied systematically.
The rest of the paper is organized as follows. In Section 2, we set up the causal framework and introduce notation and assumptions. In Section 3, we discuss what type of unmeasured confounding can be tested for when there are heterogeneous treatment effects. In Section 4, we develop our method for testing for unmeasured confounding using an IV. In Section 5, we discuss the DWH test and how it performs when there are heterogeneous treatment effects. In Section 6, we present a simulation study comparing our method to the DWH test. In Section 7, we apply our test to the study of the effect of high-level vs. lower-level NICUs. Finally, we provide conclusions in Section 8.
The Framework

Notation
The IV Z and the treatment A are assumed to each be binary, where level 0 of the treatment is considered the "control" (lower-level NICU in our application) and level 1 is considered to be the "treatment" (high-level NICU in our application). We let Z denote the N -dimensional vector of IV values for all N subjects, with individual elements
where Y i and A i are the observed outcome and treatment for subject i.
Compliance Class
Based on a subject's joint values of potential treatment (A 0 i , A 1 i ), a subject can be classified into one of four latent compliance classes [2] :
Under the monotonicity assumption, there are no defiers. We can observe only one of A 0 i and A 1 i , so a subject's compliance class is not observed directly but it can be partially identified based on IV level and observed treatment as shown in Table 1. Based on Table 1 , the following quantities are identified under assumptions 1 − 6 based on the observable data: P (C = at) = P (A = 1|Z = 0), P (C = nt) = P (A = 0|Z = 1), 24, 25, 26, 27 ] discuss using the framework described in this section to estimate the effect of a treatment from a randomized trial with non-compliance where random assignment is used as an IV. Several of these papers consider the additional complication of subsequent missing outcomes. Table 1 . The relation of observed groups and latent compliance classes under the monotonicity assumption
Type of Unmeasured Confounding that Can Be Tested For Using an IV
In this section, we discuss what types of unmeasured confounding can be tested for using an IV. Because the concern about unmeasured confounding is that failure to adjust for unmeasured confounding might bias a treatment effect estimate, we define there to be unmeasured confounding for a treatment effect estimate if not adjusting for unmeasured variables would result in a biased estimate of the treatment effect [28] . There are different treatment effects that are of interest in causal inference, so it is possible for there to be unmeasured confounding for one type of treatment effect but not for another type of treatment effect. We will consider testing for unmeasured confounding for three types of treatment effects that are often estimated in the causal inference literature. For ease of explanation, we will define the treatment effects conditional on the measured covariates X; the treatment effect over the whole population of interest can be found by averaging the estimates of the treatment effect for different values of the measured covariates X over the covariate distribution of the population of interest [32] . The three treatment effects we will consider are the following: (i) the average causal effect over the whole population with covariates
(ii) the average causal effect for the treated subjects with covariates X (TACEX), τ tacex (X) = E(Y 1 − Y 0 |A = 1, X); and (iii) the average causal effect for the compliers with covariates X (CACEX), τ cacex (X) = E(Y 1 − Y 0 |C = co, X). We say that there is no unmeasured confounding for a treatment effect τ (X) if the expectation of a straight comparison between the treated and control subjects' outcomes conditional on X is equal to τ (X), i.e.,
No unmeasured confounding for
When (1) holds, a consistent estimate of τ (X) under random sampling is the difference in sample means of the outcomes for treated (A = 1) and control (A = 0) subjects with covariates X. When X is continuous or high dimensional, regression methods can be used to estimate E[Y |A, X], and τ (X) can be estimated bŷ
. The bottom line is that when (1) holds, the treatment effect τ (X) can be estimated consistently from the observed data on treatments, outcomes and covariates; in contrast, when (1) does not hold, additional information like an IV is needed to deal with unmeasured confounding to obtain consistent estimates. We now consider, under what conditions does no unmeasured confounding for the CACEX, τ cace (X) =
No unmeasured confounding for the CACEX means
We can decompose the expected values on the left hand side of (1) into parts contributed by the compliance classes:
From (1) and (2), no unmeasured confounding for the CACEX holds if the following two conditions hold
When (3) and (4) both hold, the CACEX can be estimated by comparing the treated and control groups conditional on X without using an IV. When (3) and/or (4) does not hold, then in most situations, estimating the CACEX by just comparing the treated and control groups conditional on X without using the IV will produce a biased estimate. Note that it is possible that such an estimate of the CACEX would be unbiased if, for example, the bias inÊ(Y |A = 1, X) as an estimate of E(Y 1 |C = co, X) cancels the bias inÊ(Y |A = 0, X) as an estimate of
, but such a situation is unlikely. Thus, for practical purposes, by testing (3) and (4), we are testing whether there is no unmeasured confounding for the CACEX. We will test (3) and (4) separately because the violation of one condition but not the other is informative about the nature of the unmeasured confounding; see the discussion of the NICU study in Section 7.
Because an IV only identifies the CACEX and does not identify the TACEX or the PACEX without further assumptions [2] , we cannot test for no unmeasured confounding for the TACEX or PACEX without further assumptions. We now discuss further assumptions under which the test of (3)- (4) provides a test for no unmeasured confounding for the TACEX or PACEX. Consider first the TACEX. There is no unmeasured confounding for the
If we have an assumption that guarantees
then no unmeasured confounding for the TACEX will be equivalent to no unmeasured confounding for the CACEX, and hence (3)- (4) will guarantee no unmeasured confounding for the TACEX. We will show that such an assumption that guarantees (5) is that the average treatment effect for the always takers and compliers is the same,
Under (6) and Assumptions 1-6 from Section 2.2, we have the following expression for
where the second to last equality follows from the assumption 2 that Z is independent of potential outcomes and treatment received conditional on X and the last equality follows from (6) and the fact that
Thus, we conclude that under (6), the test of (3)- (4) tests whether there is no unmeasured confounding for the TACEX. Now consider the PACEX. If we have an assumption that guarantees
then no unmeasured confounding for the PACEX will be equivalent to no unmeasured confounding for the CACEX.
Using similar reasoning as in (7), such an assumption that guarantees (8) is that the average treatment effect for all three compliance classes -always takers, compliers and never takers -is the same,
Thus, under (9), the test of (3)- (4) tests whether there is unmeasured confounding for the PACEX. The assumption (9) means that the treatment effect is the same for the different compliance classes and thus that there is no effect modification by compliance class. No effect modification by compliance class will hold if either (a) treatment effects are homogeneous or (b) treatment effects are heterogeneous but the heterogeneity can be explained by observed covariates and we include those covariates in the covariate vector X that we condition on. In summary, having an IV as defined in Section 2 enables us to test whether there is no unmeasured confounding for the average treatment effect for compliers (the CACE) by testing (3)-(4). An additional assumption of no effect modification by compliance class means that this test is also a test of whether there is no unmeasured confounding for the average treatment effect for the whole population.
In the NICU study (second to last paragraph of introduction and Section 7), there might be effect modification by compliance class since always takers tend to be sicker babies than compliers or never takers, and might benefit more from the high technology (e.g., sustained mechanical ventilation) in a high level NICU. Even if there is effect modification by compliance class, the test of (3)- (4) is still useful in two ways: (i) It tests for no unmeasured confounding for the CACE, which is useful to know about. The CACE is an important causal parameter because, by combining the CACE with information about how the treatment effect is expected to vary between compliers, always takers and never takers, we can predict the effects of increasing or decreasing access to the treatment [33, 34, 6] , i.e., increasing or decreasing access to high level NICUs. If there is unmeasured confounding for the CACE, then the current study and future studies on the effect of high level NICUs on mortality and related outcomes should use IV methods to estimate the CACE. But if there is no unmeasured confounding, it is not necessary to use IV methods; (ii) If (3) or (4) is rejected, then that means there is an unmeasured variable, compliance class, which is associated with potential outcomes and treatment even after controlling for the observed covariates X. This suggests that some key covariate(s) relating to the treatment and outcome remains unmeasured and it would be worthwhile to try to collect more covariates relating to treatment and outcome if possible.
Compliance Class Model Test for Unmeasured Confounding Using an IV
Our approach to testing for no unmeasured confounding is to test (3)-(4) via the following approach:
1. Specify a model for the potential outcome and compliance class distributions. 2. Find the unconstrained maximum likelihood of the model using the EM algorithm. 3. Find the maximum likelihood of the model under the constraints (3) and (4) using the EM algorithm. 4. Test the validity of the constraints (3) and (4) using the likelihood ratio test.
We call our approach the compliance class likelihood ratio test of no unmeasured confounding. We will explain our approach in detail for binary outcomes and normally distributed outcomes.
Binary Outcome Model
We consider a logistic model for the outcome in each compliance class/treatment combination and a multinomial logistic model for the compliance classes. As a starting point, we consider a model in which the effect of the covariates X on the outcome is the same across the compliance classes.
Model for the outcome:
where I(·) is the indicator function. The κ 0,t 's measure the difference between the compliance classes when the IV Z = 0 ,κ 1 is the effect of x, assumed to be the same across compliance classes and γ is the log odds ratio for the effect of treatment for compliers. Model for compliance classes: We consider a multinomial logit model. Let the compliers be the reference category.
We condition on the observed values of the covariates X and the IV Z, and seek to maximize the likelihood of Y, A|Z, X under the model (10)- (11) . We can use the EM algorithm to maximize the likelihood of the model (10)- (11), where we think of the compliance classes as partially missing data as in ( [7, 8, 35, 36] ). If we know the compliance classes, the maximum likelihood estimate (MLE) is easy to compute. In practice, we are not able to observe the latent compliance classes, so we will use the EM algorithm to obtain the MLE. For the E step, conditional on observables and parameter estimates in the previous iteration, the expected value of the complete data log likelihood l C is
where
We seek to test the null hypothesis that (3) and (4) hold. Under the model (10)- (11), these two equations can be simplified as exp(κ 0,at + κ
.
By simple calculation, the null hypothesis that (3) and (4) hold is equivalent to the constraints
Under (4) to hold, i.e., (12) to hold; under the null hypothesis, 2 times this difference follows asymptotically a χ 2 distribution with degrees of freedom equal to the number of extra free parameters in the unconstrained model compared to the constrained model [37] . For the model (10)-(11), the constraints (12) reduce the number of free parameters by 2 (since κ 0,at and κ 0,nt are no longer free parameters given κ 0,co and γ). Note that for the likelihood ratio test, we are considering the maximized observed data log likelihood rather than the complete data log likelihood. We can test (3) and (4) separately by carrying out likelihood ratio tests of the constraints κ 0,at = κ 0,co + γ and κ 0,co = κ 0,nt ; for each of these tests, the null distribution of 2 times the log likelihood ratio is χ 2 with 1 degree of freedom. We now consider a binary outcome model where the treatment effect is heterogeneous, that is, the treatment effect depends on covariates X.
Model for the outcome that allows for heterogeneous treatment effects: With covariates X, we consider the following model. Let λ t,x denote the log odds that y = 1 when z = 0 for compliance class t and covariate vector x. Let γ x be the log odds ratio that y = 1 for A = 1 vs. A = 0 for compliers with covariates X. The model we consider is
The model allows for the treatment effect for compliers to depend on x through α 1 and for the difference between the compliance classes when Z = 0 to depend on x through the κ 1,t 's. The expected value of the complete data log likelihood l C and the observed data log likelihood for the binary outcome model with heterogeneous treatment effect (13) is of the same form as those with homogeneous treatment effect with different expressions for P 
By simple calculation, the null hypothesis of no unmeasured confounding (3)-(4) under model (13) is
where κ t = (κ 0,t , κ 
Normal Outcome Model
The null hypothesis of no unmeasured confounding (3)-(4) under the model (15) is (14).
Computation of MLE-EM and BFGS Optimization
The EM algorithm can sometimes be slow to converge to the MLE near the maximizer of the likelihood [39, 40] .
To speed up the convergence to the MLE as in [39, 40, 41] , we first run the EM algorithm until it comes close to convergence and then use the EM estimates as the starting value and maximize the likelihood by a quasi-Newton method, the Broyden-Fletcher-Goldfarb-Shanno algorithm (BFGS) as implemented in the optim function in R [42] . R functions for computing the EM estimates and BFGS method and implementing our compliance class likelihood ratio test of no unmeasured confounding are provided in the supplementary materials. Instructions for using the functions and an example data set are also provided.
DWH Test
In this section, we will consider the DWH test statistic for testing for no unmeasured confounding using an IV and its properties. The conventional DWH test is formulated for a model with a continuous outcome [10, 11, 12] . The DWH test statistic T DW H is the following. Letβ OLS denote the ordinary least squares (OLS) estimate of the effect of A on Y controlling for X. Letβ 2SLS denote the two stage least squares estimate of the effect of A on Y controlling for X using Z as an IV;β 2SLS is computed by by first regressing A on Z, X by least squares and finding the predicted valueÂ and then regressing Y onÂ, X by least squares. The DWH test statistic is an assessment of the difference between the OLS and 2SLS estimates of the causal effect of A on Y ,
[43]. The variances in (16) are the variances that come from the normal linear regression model and the normal simultaneous equations model that make the homoskedasticity assumption that V ar(Y 0 |X) is equal to V ar(Y 1 |X) and the same for all X [43] . Note that there are several asymptotically equivalent forms of the DWH test which differ in the way the denominator in (16) is computed; see [43] , pp. 50-52. The null hypothesis of the DWH test can be expressed as the following: there is no unmeasured confounding, i.e., (3) and (4) hold, and the following three assumptions hold: (i) the average treatment effect for compliers is homogeneous in X, i.e., E(Y 1 − Y 0 |C = co, X) is the same for all X; (ii) E(Y 0 |X)) is linear in X; and (iii) a homoskedasticity assumption that V ar(Y 0 |X) is equal to V ar(Y 1 |X) and the same for all X. The asymptotic null distribution of T DW H is chi-squared with 1 degree of freedom [10, 12, 11, 43] . Under the null hypothesis for the DHW test, the denominator of the DHW test statistic (16) times the sample size N converges to the variance of √ N times (β OLS −β 2SLS ) [12] . We now consider the properties of the DWH test when average treatment effects for compliers are heterogeneous in X . When average treatment effects for compliers are heterogeneous in X, the DWH test may reject with probability converging to 1 even when there is no unmeasured confounding. To show this, we will show thatβ OLS andβ T SLS can converge to different weighted averages of treatment effects when average treatment effects for compliers are heterogeneous in X. Combining this fact with the fact that, under regularity conditions described in [44] , the denominator of the DWH test statistic (16) will converge to 0, shows that T DW H converges in probability to ∞ and rejects with probability 1 even when there is no unmeasured confounding.
We now consider the properties ofβ OLS when (3)-(4) hold and treatment effects are heterogeneous in X.
Then, under the assumption that (3)-(4) hold, we have the following expression for the probability limit of the OLS estimator where E * (A|B) is the linear projection of A onto B (i.e., E * (A|B) = α T B, α = arg min α * E(A − (α * ) T B)),
where we used the fact that E ((A i − E * (A i |X i ))X i ) = 0 to derive (18) and (21) and we iterated expectations over X i and A i to derive (19) . (21) shows that the OLS estimator converges to a weighted average of treatment effects at different values of X, where the values of X that get the most weight are those where
. We now consider the properties ofβ T SLS when (3)-(4) hold but treatment effects are heterogeneous in X. We assume E(A|X, Z) is linear in X, Z. Then the plim ofβ T SLS is the plim of the coefficient on E(A|X, Z) in the regression of Y on E(A|X, Z) and X. By the same reasoning as in (17)- (21), this plim is the weighted average of β X over the distribution of X, weighted by E[{E(A|X, Z) − E * (E(A|X, Z)|X)} 2 ]. Under the assumption that E(A|X, Z) is linear in X, Z, these weights equal the conditional variance of E(A|Z, X) given X, which equals P (C = co|X) 2 P (Z = 1|X)(1 − P (Z = 1|X)). Thus,
Thus, the TSLS estimator converges to a weighted average of treatment effects at different values of X, where the values of X that tend to get the most weight are those for which the proportion of compliers is highest. A value of X at which there are no compliers gets zero weight. From (21) and (22), the numerator of the DWH test statistic (16) converges in probability to
and the denominator of (16) converges in probability to 0 under regularity conditions. Thus, under the regularity conditions, when (23) is not equal to zero, T DW H converges in probability to ∞. In summary, even when there is no unmeasured confounding, we have shown thatβ OLS andβ T SLS can converge to different weighted averages of treatment effects when average treatment effects for compliers are heterogeneous in X, and consequently the DWH test statistic (16) can converge in probability to ∞.
Simulation Study
Normal Outcomes
We will compare the compliance class likelihood ratio test of no unmeasured confounding developed in Section 4 to the DWH test in a simulation study under the normal outcome model (15) . We will consider one binary covariate X. We consider three scenarios:
I The null hypothesis of no unmeasured confounding for the CACE, i.e., (3)- (4), holds, which is equivalent for the normal outcome model to (14) holding. Additionally, the complier treatment effect is homogeneous in X, i.e., α 1 = 0. Here we expect that both the DWH test and our test will have a 0.05 Type I error rate. II The null hypothesis of no unmeasured confounding for the CACE holds but the treatment effect is heterogeneous in X, i.e., α 1 ̸ = 0. Here we expect our test will have a 0.05 Type I error rate but the DWH test will have a greater than 0.05 Type I error rate. III The null hypothesis of no unmeasured confounding for the CACE does not hold.
The parameters for (15) for each scenario are shown in Table 2 . The sample size for each simulation scenario is 1000 and 1000 simulations were carried out for each scenario. For all the scenarios, the IV Z was generated as a Bernoulli random variable with
The parameters −1 and 2 were chosen so that P (Z|X) and the marginal probability of Z = 1 is about 1 2 . Also, for all the scenarios, the model for the compliance class is as follows:
exp(−2.5 + 3.5x) 1 + 2 exp(−2.5 + 3.5x)
From section 5, we know that the OLS estimator is a weighted average of the treatment effects with conditional variance V ar(A i |X i ) as weights whereas the 2SLS estimator is a weighted average of the treatment effects where the weights are related with P (C i = co|X i ). The compliance class model (24) was chosen so that these two sets of weights differ. In scenario II, we have Table 3 shows the bias of the MLE estimates over the whole parameter space for the three simulation scenarios as well as the bias of the restricted MLE estimates (RMLE) under the constraint (14) of no unmeasured confounding for the CACE. The MLE estimates are approximately unbiased for all three scenarios. The RMLE estimates are approximately unbiased for the first two scenarios where no unmeasured confounding for the CACE holds, but are substantially biased in Scenario 3, where no unmeasured confounding for the CACE does not hold. Table 4 shows the rejection rates of the compliance class model likelihood ratio test and the DWH test for the three scenarios. For scenario I, in which the null hypothesis of no unmeasured confounding for the CACE holds Table 4 . Empirical rejection rates rr α with type I error α for the normal outcome model with 1000 simulations. and also the treatment effect for compliers is homogeneous in X, both the compliance class model likelihood ratio test and the DWH test have empirical rejection rates close to their nominal Type I error level. For scenario II, in which the null hypothesis of no unmeasured confounding for the CACE holds but the treatment effect for compliers is heterogeneous in X, the compliance class model likelihood ratio test has an empirical rejection rate close to its nominal Type I error rate but the DWH test rejects far too often, e.g., it rejects 0.853 of the time when the nominal type I error rate is 0.05. For scenario III, in which the null hypothesis of no unmeasured confounding for the CACE does not hold, both tests have high power with the compliance class model likelihood ratio test having slightly higher power. In summary, the simulation study results show that the compliance class model likelihood ratio test has advantages over the DWH test: the compliance class model likelihood ratio test has comparable power to the DWH test, but keeps close to the correct Type I error rate when treatment effects are heterogeneous in X, unlike the DWH test.
The
average of 53.7 CPU seconds. The DWH test is faster than the compliance class likelihood ratio test, but the LR test is not prohibitively slow, taking less than a minute. Although the DWH test is faster, the DWH test does not work for models with heterogeneous treatment effects. When dealing with real data, we do not know whether there are heterogeneous treatment effects. When computational efficiency is not the main concern, we suggest to test for no unmeasured confounding using the LR test.
Binary Outcomes
In this section, we study the performance of the compliance class likelihood ratio for no unmeasured confounding for binary outcomes developed in Section 4.1 We do not consider the DWH since the DWH test assumes normal outcomes rather than binary outcomes. We simulate the binary outcome model as in (10) and estimate the parameters by the EM algorithm for the binary outcome. As for the simulation for normal outcomes, we consider three scenarios: (I) the null hypothesis of no unmeasured confounding for the CACE holds and the complier treatment effect is homogeneous in X; (II) the null hypothesis of no unmeasured confounding for the CACE holds and the complier treatment effect is heterogeneous in X; and (III) the null hypothesis of no unmeasured confounding for the CACE does not hold. The parameters for (10) for each scenario are shown in Table 5 . The sample size for each simulation scenario is 1000 and 1000 simulations were carried out for each scenario. For all the scenarios, the IV Z was generated as a Bernoulli random variable with
The parameters −2 and 1 were chosen so that P (Z|X) and the marginal probability of Z = 1 is about 1 2 . Also, for all the scenarios, the model for the compliance class is as follows: Table 6 shows the bias of the MLE estimates over the whole parameter space for the three simulation scenarios as well as the bias of the restricted MLE estimates (RMLE) under the constraint (14) of no unmeasured confounding for the CACE. The MLE estimates are approximately unbiased for all three scenarios. The RMLE estimates are approximately unbiased for the first two scenarios where no unmeasured confounding for the CACE holds, but are substantially biased in Scenario 3, where no unmeasured confounding for the CACE does not hold. Table 7 shows the rejection rates of the compliance class model likelihood ratio test for the three scenarios. For scenario I and scenario II,in which the null hypothesis of no unmeasured confounding for the CACE holds, the compliance class model likelihood ratio test has an empirical rejection rate close to its nominal Type I error rate. For scenario III, in which the null hypothesis of no unmeasured confounding for the CACE does not hold, the compliance class model likelihood ratio test has high power. Table 7 . Empirical rejection rates rr α with type I error α for the exponential(1) distribution with 1000 simulations.
Application to Study of High-Level NICUs vs. Lower-Level NICUs
We obtained birth certificates from all deliveries occurring in Pennsylvania between 1995-2005. The Pennsylvania Department of Health linked these birth certificates to death certificates using name and date of birth, and then de-identified the records. We then matched over 98% of birth certificates to maternal and newborn hospital records using methods described in [21] . Over 80% of the unmatched birth certificate records were missing hospital, suggesting a birth at home or a birthing center. The unmatched records had similar gestational age and racial/ethnic distributions to the matched records. The Institutional Review Boards of The Children's Hospital of Philadelphia and the Pennsylvania Department of Health approved this study.
Infants included in this study had a gestational age between 23 and 37 weeks, and a birth weight between 400 to 8000 grams. Birth records were excluded if the birth weight was more than 5 standard deviations from the mean birth weight for the recorded gestational age in the cohort. There are 192,078 infants in the final cohort. The primary outcome for this study is neonatal death, defined as any death during the initial birth hospitalization. The IV we consider is Z = 1 if a mother's excess travel time to the nearest high level NICU compared to the nearest hospital is 10 minutes or less, Z = 0 if her excess travel time is more than 10 minutes. The measured confounders X are birth weight, an indicator for whether birth weight is missing, the month of pregnancy that prenatal care started, an indicator for whether this month is missing, mother's education, an indicator for whether mother's education is missing and an indicator for whether the mother went into labor prematurely (as compared to having a planned premature birth by induced labor or C-section).
Mother's excess travel time Z plausibly satisfies the IV assumptions 1-6 in Section 2.2 for the following reasons. First, for the stable unit treatment value assumption (SUTVA), whether one mother lives near a high level NICU or delivers at a high level NICU is unlikely to affect another mother and her infant, so SUTVA is plausible. Second, for the IV being independent of unmeasured confounding, women do not expect to have a premature delivery, and thus conditional on measured socioeconomic variables such as mother's education, women do not choose where to live based on distance to a high level NICU, making independence from unmeasured confounding plausible [21] . Third, the exclusion restriction (no direct effect of excess travel time) is plausible because most mothers have time to deliver at either the nearest high level or low level NICU so that the marginal travel time should not directly affect outcomes [21] . Fourth, for the IV affecting the treatment, excess travel time is correlated with whether a mother delivers at a high level NICU because a mother typically obtains prenatal care from and would prefer to deliver at a close by facility [23] . Fifth, for the monotonicity assumption, if a mother would travel to go to a high level NICU when living more than ten minutes further from the high level NICU than the nearest low level NICU, she would presumably also travel to the high level NICU if it were less than ten minutes further than the nearest low level NICU; thus, monotonicity is plausible. Sixth, for the consistency assumption, although it is unlikely to hold exactly since different high level NICUs may differ in their level of care and different low level NICUs may differ in their level of care, it plausibly holds approximately; see [45] for discussion about interpreting causal estimates when consistency does not hold exactly. In summary, mother's excess travel time is a plausible IV.
[21] and [9] have used mother's excess travel time as an IV to estimate the effect of a premature infant being delivered in a high level NICU vs. a low level NICU for compliers, i.e., E(Y 1 − Y 0 |C = co). Here our focus is on using mother's excess travel time to test whether there is unmeasured confounding. Because the outcome, neonatal death, is binary, we consider the binary outcome models of Section 4.1. First, we test the null hypothesis that there are homogeneous treatment effects in terms of the measured covariates X vs. the alternative that there are heterogeneous treatment effects, i.e., test H 0 : α 1 = 0 vs. H a : α 1 ̸ = 0 in model (13) . We use a likelihood ratio test to test this. The test yields a p-value < 0.001, providing evidence of heterogeneous treatment effects. When there are heterogeneous treatment effects, the DWH test may not properly control the Type I error rate, but the compliance class likelihood ratio test does properly control the Type I error rate (see , and hence we will use the compliance class likelihood ratio to test for unmeasured confounding. Table 8 shows the results of the compliance class likelihood ratio test for unmeasured confounding. There is strong evidence (p-value < 0.001) that (3) is violated, that is always takers have different risks of death than compliers conditional on the measured confounders X when both deliver at high level NICUs. There is also evidence that never takers have different risks of death than compliers, that is (4) is violated, but the evidence is not as strong as for always takers (p-value = 0.012 compared to p < 0.001). In summary, there is strong evidence of some unmeasured confounding. Table 9 shows, for various combinations of the measured confounders X, the estimated probabilities of death from the model (13) for never takers delivering at low level NICUs, compliers delivering at low level NICUs, compliers delivering at high level NICUs and always takers delivering at high level NICUs. For example, for an infant weighing 1500 grams, whose mother started prenatal care in the second month of pregnancy, whose mother 
has a high school education and whose mother went into preterm labor, the risk of death is 0.054 for never takers delivering at low level NICUs, 0.051 for compliers delivering at low level NICUs, 0.031 for compliers delivering at high level NICUs and 0.052 for always takers delivering at high level NICUs. This pattern of similar death rates for never takers and compliers delivering at low level NICUs, considerably lower death rates for compliers vs. always takers delivering at high level NICUs and considerably lower death rates for compliers delivering at high level NICUs vs. low level NICUs holds for all combinations of the measured confounders X.
Conclusions and Discussion
We have developed a test of whether there is unmeasured confounding when an instrumental variable (IV) is available. Our test has correct type I error rate unlike the Durbin-Wu-Hausman (DWH) test, which can have inflated type I error rates when there is treatment effect heterogeneity. An important additional advantage of our approach over the DWH test is that it breaks up the test into the two parts (3) and (4), providing more information. For the NICU study, we found evidence that never takers are at a little higher risk of death than compliers when both groups are delivered at low level NICUs and that always takers are at a much higher risk of death than compliers when both groups are delivered at high level NICUs. This latter piece of evidence means that infants who are bypassing local hospitals to go to high level NICUs (i.e., always takers) have unmeasured confounders that makes them have a higher risk of death than infants who would only deliver at a high level NICU if living relatively near to one (i.e., compliers). This suggests that there is some triaging in the way infants are delivering at high level NICUs vs. low level NICUs; future studies could examine how effective this triaging system is.
We have tested the null hypothesis that there is no unmeasured confounding. In some settings, we may instead want to do an equivalence test of the null that the unmeasured confounding is greater than or equal to a specified magnitude vs. the alternative that it is less than this magnitude. For example, instead of testing the null hypothesis of (3), we may want to test H 0 : E(Y 1 |C = at, X) − E(Y 1 |C = co, X) ≥ ϵ or ≤ −ϵ vs.
where ϵ is an equivalence margin specified by a subject matter expert. We can test (26) using the two one-sided test procedure [46, 47] . We test H 0 in (26) at level α by testing H 1 0 : E(Y 1 |C = at, X) − E(Y 1 |C = co, X) ≥ ϵ and obtaining one-sided p-value P 1 and testing H 2 0 : E(Y 1 |C = at, X) − E(Y 1 |C = co, X) ≤ −ϵ and obtaining one-sided p-value P 2 , and then rejecting H 0 if max(P 1 , P 2 ) ≤ α. Similarly, we could implement an equivalence test of (4) The compliance class likelihood ratio test of no unmeasured confounding developed in this paper makes use of assumptions about the probability distribution of the outcome within compliance classes. In this paper, we have considered normal and binary outcomes. In our application, we know that the outcome is binary, but in applications in which the outcome is continuous, we may not know the probability distribution of the outcome. Our test may not perform well when the assumed probability distribution of the outcome does not hold and it is useful to evaluate the goodness of fit of the assumed probability distribution of the outcome. [49] developed an approach to evaluate the goodness of fit for a principal stratification model. If the goodness of fit is not adequate, a different probability distribution model for the outcome can be considered. Our test can easily be extended to non-normal outcome models by using an analogous EM algorithm as in Section 4.1. Also, rather than assuming a parametric model for the outcome distribution, a semiparametric model can be assumed such as the semiparametric density ratio model [7] .
In this paper, we have focused on a binary IV. Although mother's excess travel time is a continuous variable, we dichotomized it to be a binary IV (whether the excess time is larger than 10 or not). In practice, it's common that investigators dichotomize multi-level IVs into binary IVs as clinicians may find it easier to think about the validity of the IV assumptions and the interpretation of the IV estimate in terms of a binary IV. However, our method can be extended to a multi-level IV. Suppose the multi-level IV satisfies an extended monotonicity assumption that an individual's potential level of treatment is an increasing function of the level of the IV, A
Appendix
The complete data log likelihood for the binary outcome is The observed data log likelihood for the binary outcome is
I(Z i = 1, A i = 0)[log P (Z i = 1|X i ) + log P (C i = nt|X i )(P 
