Caracterização das Distribuições pelas Propriedades dos Estimadores de Bayes by Araújo, P.C. & Cardeal, J.A.
Sitientibus Se´rie Cie^ncias Fı´sicas 02: 29-32 (2006)
Caracterizac¸a˜o das Distribuic¸o˜es pelas Propriedades dos Estimadores de Bayes
Characterization of the Distributions by the Properties of Bayes Estimators
P.C. Arau´jo∗ e J.A. Cardeal†
Departamento de Cieˆncias Exatas – UEFS
Campus Universita´rio, s/n, Km 03, BR 116
Feira de Santana – BA – 44031-460
Neste trabalho reapresentamos os resultados obtidos por Kagan e Karpov [1, 2], mostrando
que: para a construc¸a˜o do Estimador Linear Bayseano a condic¸a˜o necessa´ria e suficiente e´
que a priori a distribuic¸a˜o dos erros sejam normais.
Palavras-chave: Estimadores Lineares, Priori, Posteriori, Modelo Bayseano, Dis-
tribuic¸a˜o Normal
In this paper we revise the Kagan and Karpov [1, 2] work showing that: for the construc-
tion of Baysean linear estimator, the necessary and sufficient condition is that a priori the
distribution of the errors are the normal distribution.
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I. INTRODUC¸A˜O
O me´todo bayseano pode ser definido pelo
trinoˆmio: conhecimento, experieˆncia e opinia˜o
[3, 4], e pode ser expresso na forma
p(θ/x,H) =
p(θ/H)p(x/θ,H)
p(x/H)
, (1)
onde θ e´ a varia´vel desconhecida, H e´ a histo´ria
e x a varia´vel aleato´ria observada [5–7]. Como
p(x/H) =
∫
Θ
p(x, θ/H)dF (θ,H), (2)
e´ uma constante, enta˜o
p(θ/x,H) ∝ p(x/θ,H)p(θ/H). (3)
De (1) temos que: p(θ/x,H), o conhecimento, e´
obtido quando temos p(x/θ,H), a experieˆncia,
e p(θ/H) sua opinia˜o [8]. Como H e´ comum a
todos os termos podemos omiti-la e reescrever
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o teorema de Bayes como
p(θ, x) ∝ f(x/θ)p(θ) , (4)
com f(x/θ), a verossimilhanc¸a e p(θ), a dis-
tribuic¸a˜o a priori do paraˆmetro. Portanto,
o Princ´ıpio da Verossimilhanc¸a (dois resulta-
dos experimentais x e y possuem a mesma in-
formac¸a˜o sobre θ se f(θ/x) e f(θ/y) sa˜o propor-
cionais [3]) e´ consequ¨eˆncia do enfoque bayseano
[9].
II. O PARAˆMETRO DE LOCAC¸A˜O
BAYSEANO
Seja o problema da estimac¸a˜o do paraˆmetro
de locac¸a˜o θ ∈ R em n observac¸o˜es, descritas a
partir do modelo
xi = θ + εi para i = 1, ...n, (5)
com εi varia´veis aleato´rias independentes.
Assumimos que o risco do estimador θ˜ =
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θ˜(x1, ..., xn), do paraˆmetro θ, tem a forma
r(θ˜) =
∫ +∞
−∞
R(θ˜, θ)dΠ(θ), (6)
com Π a medida de probabilidade sobre R e
R(θ˜, θ), a func¸a˜o de perda. Para este caso va-
mos restringir a func¸a˜o de perda a
R(θ˜, θ) = Eθ(θ˜ − θ)2. (7)
O risco associado a θ˜ e´ dado por (6), com θ
uma varia´vel aleato´ria independente do vetor
de erros (ε1, ..., εn) e com uma priori Π. Neste
caso, o problema de estimac¸a˜o de θ e´ tratado
como um problema de previsa˜o de θ, dada uma
u´nica quantidade xi, obtida dos resultados ob-
servados.
Quando ∫ ∞
−∞
θ2dΠ(θ) <∞,
o melhor estimador de θ e´ a me´dia da posteriori
[1], que e´ a perda quadra´tica [10]
θˆ = E(θ/X1, ..., Xn)
=
∫ +∞
−∞ θΠ
n
1F
′
j(xj − θ)Π(θ)∫ +∞
∞ Π
n
1F
′
j(xj − θ)Π(θ)
, (8)
com F ′j(xj − θ), a densidade de ditribuic¸a˜o
dos erros εj (independentes). Para construc¸a˜o
do estimador (8), denominado estimador bay-
seano correspondente a priori de distribuic¸a˜o
Π, e´ necessa´rio o conhecimento da priori da
distribuic¸a˜o dos erros. Uma questa˜o natural
e´ saber em quais circustaˆncias o conhecimento,
apenas do primeiro e segundo momentos das
distribuic¸o˜es Fj e Π, e´ suficiente para a cons-
truc¸a˜o dos estimadores θˆ = E(θ/X1, ..., Xn).
Analiticamente, esta questa˜o e´ reduzida ao es-
tudo
E(θ/X1, ..., Xn) ≡ Eˆ(θ/X1, ..., Xn), (9)
onde Eˆ(θ/X1, ..., Xn) e´ simplesmente o melhor
estimador linear.
Sendo Fj(x) a func¸a˜o de distribuic¸a˜o do erro
εj , definimos
φj(t) =
∫ +∞
−∞
eitxdFj(x). (10)
Como Π(θ) e´ a func¸a˜o de distribuic¸a˜o da priori,
definimos tambe´m
ϕ(t) =
∫ +∞
−∞
eitθdΠ(θ). (11)
Os momentos de primeira e segunda ordem das
func¸o˜es de distribuic¸a˜o Fj(x) e Π(θ) sa˜o dados
por
µ1j =
∫ +∞
−∞
xdFj(x),
µ2j =
∫ +∞
−∞
(x− µ1j)2dFj(x),
α1 =
∫ +∞
−∞
θdΠ(θ),
α2 =
∫ +∞
−∞
(θ − α1)2dΠ(θ), (12)
onde o ı´ndice j e´ assumido para os casos onde os
erros apresentam distribuic¸o˜es diferentes. Con-
sideramos, tambe´m, µ2j < ∞ para j = 1, ...n
e α2 < ∞. Denominaremos Mk(l) o espac¸o de
todo polinoˆmio em que x1, ..., xn (respectiva-
mente em k) de grau menor a 2, dotado de
produto interno
(Q,R) = E(Q,R) =
∫
Eθ(Q,R)dΠ(θ), (13)
com
Eθ(Q,R) =
∫
Rn
Q(x1, ..., xn)R(x1, ..., xn)
×
n
Π
1
dFj(xj − θ) ,
sendo o operador de projec¸a˜o em Mk definido
por Eˆ(./Mk).
A. Estimador Linear Bayseano
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Quando
0 < α2 <∞, (14)
0 < µ2j <∞, com j = 1, ...n,
desprezando-se os casos em que α2Πn1µ2j = 0,
o melhor estimador linear de θ e´ o estimador
bayseano
Eˆ(θ/M1) = θˆ = c0 +
n∑
1
cjxj , (15)
com
c0 =
α1 −
∑n
1
α2µ1j
µ2j
1 +
∑n
1
α2
µ2j
,
cj =
α2
µ2j
1 +
∑n
1
α2
µ2j
para j = 1, ..., n. (16)
Kagan e Karpov (1992) afirmaram que: nos
casos em que n ≥ 2 em (14), para que tenha-
mos
E(θ/X1, X2, ..., Xn) = Eˆ(θ/X1, X2, ..., Xn),
(17)
e´ necessa´rio e suficiente que as distribuic¸o˜es Fj
e Π sejam normalmente distribu´ıdas.
Para demonstrar o teorema de Karpov e Ka-
gan, escrevemos
θ′ = θ − α1,
x′j = xj − α1 − µ1j , j = 1, ..., n.
Assumindo que α1 = µ1j = 0, j = 1, ..., n.
Enta˜o
E(θ/X1, ...Xn) =
n∑
1
cjxj . (18)
A esperanc¸a de (18), multiplicada por
exp i
∑n
1 tjxj , e´ equivalente a
E
[
θˆ exp i
n∑
1
tjXj
]
= E
[
exp i
n∑
1
tjXjE(θ/X1, ...Xn)
]
= E
[
n∑
1
cjXj exp i
n∑
1
tjXj
]
. (19)
Utilizando os resultados (10) e (11), obtemos
uma equac¸a˜o diferencial [11] que podemos re-
escrever na forma
ϕ′(t)
n
Π
1
φj(tj)
= c
¯
ϕ′(t)
n
Π
1
φj(tj)
+ϕ(t
¯
)
n∑
1
cj
[
φ′j(tj) Π
k 6=j
φk(tk)
]
, (20)
com t
¯
=
n∑
j=1
tj e c¯
=
n∑
j=1
cj . Enta˜o, existe ² > 0
tal que, para | tj |< ²,
ϕ(t
¯
)φ(tj) 6= 0.
De (19), temos
(1− c
¯
)κ(t
¯
) =
n∑
1
cjhj(t¯
), (21)
com κ(t
¯
) = ϕ
′(t
¯
)
ϕ(t
¯
) e hj(t) =
φ′(t
¯
)
φ(t
¯
) , func¸o˜es dife-
rencia´veis, para | t | suficientemente pequeno
(14). De (16), cj 6= 0 e (1− c¯) 6= 0. Derivando(21) em relac¸a˜o a tj e tomando tj = 0, obte-
mos κ′(t) = constante em alguma vizinhanc¸a
de zero. Por hipo´tese, ϕ′(0) = φ′(0) = 0, por-
tanto
ϕ′(t) = exp
(
λjt
2
)
e
φ′j(t) = exp
(
λjt
2
)
para
| t |< ε′, (22)
provando assim que Fj e Π teˆm distribuic¸a˜o
normal (condic¸a˜o necessa´ria). A suficieˆncia
segue de: se o vetor (θ,X1, ..., Xn) e´ normal-
mente distribu´ıdo, enta˜o o problema do melhor
preditor para uma componente do vetor tem
soluc¸a˜o linear [12]. Portanto o teorema esta´
provado.
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