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Opis:
V nalogi preucˇite najboljˇse metode in obstojecˇa programska orodja za de-
tekcijo objektov na fotografijah. Preucˇite odprto dostopne zbirke fotogra-
fij, ki se uporabljajo za ucˇenje algoritmov za detekcijo objektov. Preucˇite
mere za vrednotenje uspesˇnosti detekcije. Predlagajte in razvite metodo, ki
bo zdruzˇevala napovedi posameznih detektorjev ter preucˇite, ali je mozˇno z
zdruzˇevanjem napovedi dosecˇi boljˇso detekcijo oz. vecˇjo raznolikost kategorij
detektiranih objektov. Razvite metode ovrednotite tudi na zbirki fotografij
ponudnikov turisticˇnih nastanitev.
Title: Deep learning for object detection in photographs of tourist accom-
modations
Description:
From related work, select the best methods and software tools for object
detection in images. Identify the open image databases that are used to
train and evaluate object detection algorithms. Select the most appropriate
evaluations measures that are used for object detection. Then, develop and
implement a method to combine predictions from various object detectors,
with the aim to improve detection and to expand the range of object cate-
gories that can be detected. Apply and evaluate your proposed method on
a set of photographs of tourist accommodations.
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CPU central processing unit centralno procesna enota
GPU graphics processing unit graficˇna procesna enota
IoU intersection over unity presek nad unijo
NMS non-maximum suppression odstranjevanje ne najboljˇsih
ROI regions of interest obmocˇja/regije interesa

Povzetek
Naslov: Uporaba globokega ucˇenja za detekcijo objektov na fotografijah
turisticˇnih nastanitev
Avtor: Gregor Novak
V diplomski nalogi smo poskusili resˇiti problem izbire najprimernejˇsih mode-
lov detekcije objektov z metodami globokega ucˇenja za uporabo na fotogra-
fijah, znacˇilnih za oglase turisticˇnih nastanitev. Pri tem smo za referencˇno
mnozˇico fotografij turisticˇnih nastanitev uporabili fotografije iz spletnih ogla-
sov. Osredotocˇili smo se na oglase nastanitev iz dveh priljubljenih slovenskih
turisticˇnih destinacij, Kranjske Gore in Pirana. Uporabili smo vecˇ vnaprej
naucˇenih modelov, ki kot rezultat svoje detekcije vracˇajo mejne sˇkatle objek-
tov. Sˇest uporabljenih modelov je bilo ucˇenih na mnozˇici fotografij COCO,
dva modela pa sta bila ucˇena na mnozˇici Open Images. Modele smo pri-
merjali glede na rezultate detekcije na fotografijah turisticˇnih nastanitev,
na delu testne mnozˇice Open Images pa smo poskusili ovrednotiti tudi nji-
hovo uspesˇnost. Predstavimo tudi nov nacˇin uporabe obstojecˇih modelov,
zdruzˇevanje v sistem vecˇ modelov. Glede na pridobljene rezultate, kot naj-
bolj primeren nabor izmed uporabljenih modelov, predlagamo zdruzˇen sis-
tem modelov, kjer uporabimo modela R-FCN in YOLOv3, ucˇena na mnozˇici
COCO, v kombinaciji z modelom Faster R-CNN, ucˇenim na mnozˇici Open
Images.




Title: Deep learning for object detection in photographs of tourist accom-
modations
Author: Gregor Novak
In this diploma thesis, we address the problem of choosing the most appro-
priate group of deep learning object detection models for use on photographs,
which are typical for tourist accommodations. As a representative dataset
for this domain of photographs, we used photographs from online listings.
We focused on two popular Slovenian destinations, Kranjska Gora and Pi-
ran. We used several pre-trained models, which return bounding boxes for
detected objects. Out of eight models in total, six object detection models
were trained on COCO dataset, and two models were trained on Open Images
dataset. We compared the models according to their performance on pho-
tographs from tourist accommodation online advertisements. We also tried
evaluating their performance on part of the test dataset from Open Images.
Additionally, we present a new way of using existing object detection models,
i.e., merging multiple models into a combined system. As a final solution
to our given problem, we propose a merged system of models R-FCN and
YOLOv3, which were trained on the COCO dataset, in combination with
the model Faster R-CNN that was trained on the Open Images dataset.





V sodobnem nacˇinu zˇivljenja se vse bolj pogosto srecˇujemo s strojnim ucˇen-
jem. Z njegovimi principi in postopki si skusˇamo pomagati pri vsakdanjih
opravilih in nekatera izmed njih celo avtomatizirati. Pomembno podrocˇje
strojnega ucˇenja predstavlja globoko ucˇenje, kjer se uporabljajo globoke ne-
vronske mrezˇe. Zaradi narave njihove implementacije, imajo nevronske mrezˇe
sˇirok spekter uporabe, saj jih v splosˇnem ne potrebujemo specificˇno prilaga-
jati nekemu problemu.
Uporaba globokega ucˇenja se je v preteklem desetletju razsˇirila tudi na
podrocˇju prepoznavanja in detekcije objektov, kjer je nastalo vecˇ razlicˇnih
algoritmov, osnovanih na konvolucijskih nevronskih mrezˇah. V tem diplom-
skem delu primerjamo izbrane modele, osnovane na najbolj uveljavljenih al-
goritmih globokega ucˇenja za detekcijo objektov in skusˇamo dolocˇiti, kako
se obnesejo na specificˇni vrsti fotografij, in sicer na fotografijah, znacˇilnih za
spletne oglase nastanitev na raznih turisticˇnih destinacijah. Za referencˇno
mnozˇico smo zbrali fotografije iz oglasov s spletnega mesta Booking in pri
tem gledali oglase za nastanitve slovenskih turisticˇnih ponudnikov iz Kranj-
ske Gore in Pirana.
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1.1 Izziv in motivacija
Kot glavno nalogo diplomskega dela smo si zadali iskanje in izbor enega
ali vecˇ modelov globokega ucˇenja za detekcijo objektov, s katerimi bi lahko
gledano domeno fotografij, torej fotografije turisticˇnih nastanitev, cˇim bolje
opisali. Pri tem smo zˇeleli dosecˇi cˇim boljˇso pokritost fotografij z detektira-
nimi objekti, cˇim vecˇ razlicˇnih prepoznanih kategorij objektov in seveda tudi
dovolj veliko uspesˇnost izbranega modela.
Glavna motivacija za izziv je bil morebiten prispevek diplomskega dela
k boljˇsi sposobnosti opisovanja fotografij turisticˇnih nastanitev in tako tudi
uspesˇnejˇsem dolocˇanju lastnosti, ki so specificˇne za to domeno fotografij.
Bolje opisane fotografije bi lahko kasneje pripomogle pri iskanju relacije med
uspesˇnostjo turisticˇnih nastanitev in naborom fotografij, ki jih ti nudijo v
svojih oglasih. S tem bi lahko turisticˇnim ponudnikom omogocˇili kvalite-
tnejˇso izbiro fotografij, s katerimi oglasˇujejo svoje storitve v obliki nudenja
nastanitev.
1.2 Pregled podrocˇja
1.2.1 Kategorije problemov opisovanja fotografij
Pri opisovanju slik s strojnim ucˇenjem poznamo vecˇ razlicˇnih nacˇinov opi-
sovanja, glede na to, kako podrobno bi radi sliko opisali. Glede na vrsto
opisovanja, lahko tako definiramo sˇtiri kategorije problemov opisovanja [12]:
Klasifikacija (angl. classification). Pri tej vrsti problema zˇelimo za gle-
dane slike dolocˇiti, ali se na posamezni sliki dolocˇen objekt nahaja ali
ne. Pri tem to dolocˇimo samo z Da ali Ne, ne dolocˇimo pa tudi, kje
tocˇno se prepoznan objekt na sliki v resnici nahaja.
Klasifikacija z lokalizacijo (angl. classification + localization). Pri
resˇevanju tega problema zˇelimo za nek objekt dolocˇiti ne samo to, ali se
na dolocˇeni fotografiji nahaja ali ne, temvecˇ tudi z mejno sˇkatlo (angl.
bounding box ) dolocˇiti njegovo tocˇno lokacijo na sliki.
Diplomska naloga 3
Detekcija objektov (angl. object detection. Tukaj gre za sˇirsˇi problem
klasifikacije z lokalizacijo. Pri slednji gledamo le eno dolocˇeno katego-
rijo objektov, pri detekciji objektov pa zˇelimo klasifikacijo z lokalizacijo
na fotografijah hkrati izvesti za vecˇ kot le eno razlicˇno vrsto objektov.
Segmentacija instanc (angl. instance segmentation). Problem detek-
cije objektov sˇe dodatno razsˇirimo tako, da zˇelimo tokrat namesto mej-
nih sˇkatel za detektirane objekte uporabiti maske, ki se kar se da prile-
gajo dejanski obliki detektiranega objekta. Segmentacijo instanc lahko
podrobneje uporabimo tudi za celotno povrsˇino fotografije, pri cˇemer
tak problem imenujemo semanticˇna segmentacija (angl. semantic se-
gmentation.
Opisane vrste problemov so z vizualizacijo predstavljene na sliki 1.1. V sklopu
diplomske naloge smo se osredotocˇili na resˇevanje problema detekcije objek-
tov. Tako vsi uporabljeni modeli kot rezultat njihovega detekcije objektov
vracˇajo mejne sˇkatle prepoznanih objektov.
Slika 1.1: Vizualizacija razlicˇnih vrst problemov opisovanja slik [12].
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1.2.2 Vrste algoritmov globokega ucˇenja za detekcijo
objektov
Pri algoritmih globokega ucˇenja za detekcijo objektov prevladujeta dve vr-
sti uporabljenih ogrodij – ogrodje, osnovano na predlaganih obmocˇjih oz.
regijah (angl. region proposal based framework) in ogrodje, osnovano na
globalni regresiji/klasifikaciji (angl. global regression/classification based fra-
mework) [25].
Ogrodje, osnovano na predlaganih obmocˇjih, je sestavljeno iz dveh kora-
kov. V prvem koraku se vhodno sliko pregleda in razdeli na vecˇ obmocˇij. V
drugem koraku pa izvede detekcijo objektov s pomocˇjo predlaganih obmocˇij
iz prvega koraka. V diplomski nalogi smo izmed najbolj znanih algoritmov,
ki uporabljajo to ogrodje, uporabili algoritma, ki se imenujeta Faster R-CNN
in R-FCN.
V nasprotju je ogrodje, osnovano na globalni regresiji/klasifikaciji, se-
stavljeno le iz enega koraka. V tem koraku se slikovne tocˇke vhodne slike
direktno preslika v mejne sˇkatle objektov, brez da bi se fotografijo najprej
razdelilo na vecˇ razlicˇnih obmocˇij. Ker taksˇno ogrodje vsebuje manj kora-
kov, lahko s tem potencialno zmanjˇsamo cˇasovno zahtevnost uporabljenega
algoritma. Med algoritme, uporabljene v diplomski nalogi, ki uporabljajo to
ogrodje, spadata algoritma SSD in YOLO.
Poglavje 2
Podatki in uporabljena orodja
2.1 Mnozˇica fotografij turisticˇnih
nastanitev
Kot primer turisticˇnih fotografij smo uporabljali fotografije iz oglasov za na-
stanitvene storitve slovenskih turisticˇnih ponudnikov. Vse fotografije so bile
pridobljene in zbrane v mnozˇico s spletnega mesta Booking [2]. Osredotocˇili
smo se na oglase za nastanitve iz Kranjske Gore ali Pirana. Fotografije v veliki
meri prikazujejo notranje prostore apartmajev ali hotelov, manj pogosteje pa
slike prikazujejo zunanjo okolico. Za uporabljeno mnozˇico fotografij je tako
znacˇilno, da se nekateri predmeti (npr. stoli, mize, kavcˇi, postelje, itd.) na
fotografijah pogosteje pojavljajo, zaradi cˇesar obstaja tudi razumljivo vecˇja
mozˇnost, da bodo algoritmi zaznali obcˇutno vecˇ instanc dolocˇenih tipov pred-
metov.
2.2 Mnozˇica fotografij Microsoft COCO
Vecˇina modelov, ki smo jih uporabili v sklopu diplomske naloge, je bila ucˇenih
na mnozˇici fotografij Microsoft COCO [3].
Microsoft COCO obsega okoli 300.000 fotografij in 91 razlicˇnih kategorij
stvari, od tega 80 kategorij vkljucˇuje specificˇne objekte. Vsaka fotografija
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vsebuje pet instanc labeliranih objektov, tako da celotna mnozˇica skupaj
vsebuje 1,5 milijona razlicˇnih instanc objektov. Za vse instance objektov so
opravljene anotacije za lokalizacijo objekta, kot tudi za njegovo segmenta-
cijo. Zaradi tega je mnozˇica primerna tako za ucˇenje modelov za detekcijo
objektov, kot tudi za ucˇenje modelov za segmentacijo fotografij.
Fotografije v mnozˇici COCO so prosto dostopne in so razdeljene na tri
locˇene podmnozˇice – ucˇno, validacijsko in testno. Anotacije za lokalizacijo
in segmentacijo kategorij pa so prosto dostopne le za ucˇno in validacijsko
mnozˇico, medtem ko za testno mnozˇico fotografij ti podatki niso javno znani.
Razlog za to je v tem, da so v okviru projekta COCO vsako leto razpisani
izzivi, kjer sodelujocˇi tekmujejo v izboru najboljˇsega modela za dolocˇen iz-
ziv. Ker se za vrednotenje uspesˇnosti modela uporablja testna mnozˇica in,
da tekmovalci ne morejo svojega modela prirediti le na testno mnozˇico, je
potrebno rezultate modela objaviti na njihov evaluacijski strezˇnik, ki glede
na poslane podatke uporabniku vrne izracˇunano uspesˇnost modela.
To je za problem, ki smo ga resˇevali pomenilo, da za uporabljene modele,
ki so bili ucˇeni na mnozˇici COCO, nismo mogli izracˇunati dejanske uspesˇnosti
detekcije za vsako posamezno kategorijo objektov. To smo poskusˇali resˇevati
tako, da smo za vrednotenje uporabili testno mnozˇico, ki je del mnozˇice fo-
tografij Open Images. S fotografijami iz mnozˇice COCO smo se tako srecˇali
le posredno, ker so fotografije predstavljale ucˇno mnozˇico nekaterih upora-
bljenih, vnaprej naucˇenih modelov.
2.3 Mnozˇica fotografij Google Open Images
V sklopu diplomske naloge smo uporabili tudi dva modela, ki sta bila ucˇena
na fotografijah iz mnozˇice Google Open Images [9].
Google Open Images je, podobno kot mnozˇica COCO, obsˇirna mnozˇica
slik, namenjena ucˇenju modelov za detekcijo objektov. Obsega okoli 9 milijo-
nov slik, od tega je anotiranih 1,9 milijona slik, na katerih se skupno nahaja
16 milijonov mejnih sˇkatel za 600 razlicˇnih kategorij objektov. Zaradi tega
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je mnozˇica Open Images trenutno najvecˇja obstojecˇa mnozˇica z anotacijami
za lokacijo objektov. Od pete razlicˇice naprej pa so bile v mnozˇico dodane
tudi anotacije za segmentacijo 2,8 milijona instanc objektov, za skupno 350
razlicˇnih kategorij.
Podobno kot pri mnozˇici COCO, je tudi mnozˇica Open Images razdeljena
na ucˇno, validacijsko in testno podmnozˇico. Za razliko od mnozˇice COCO
pa so, poleg proste dostopnosti fotografij, prosto dostopne anotacije za vse
tri podmnozˇice – tudi za testno mnozˇico.
Zaradi tega smo testno mnozˇico Open Images poskusili uporabiti za vre-
dnotenje uspesˇnosti detekcije posameznih objektov tudi za modele, ki so bili
ucˇeni na fotografijah iz mnozˇice COCO, saj smo tako vnaprej vedeli kateri
objekti, in na katerem podrocˇju, se na testnih fotografijah resnicˇno nahajajo.
Najvecˇja tezˇava pri tem je bila ta, da mnozˇica Open Images obsega veliko vecˇ
kategorij objektov, ki so lahko tudi specificˇne podkategorije dolocˇenih objek-
tov. Podrobnejˇsi postopek vrednotenja uspesˇnosti uporabljenih modelov je
opisan v podpoglavju 3.2.
2.4 Algoritmi za detekcijo objektov na slikah
V okviru diplomskega dela smo uporabili vecˇ razlicˇnih algoritmov globokega
ucˇenja za detekcijo objektov. Odlocˇili smo se za uporabo zˇe naucˇenih mode-
lov, osnovanih na omenjenih algoritmih. Tako smo bili omejeni na modele,
ki so bili ucˇeni na splosˇnih mnozˇicah fotografij oz. na mnozˇicah, ki niso
specificˇne za fotografije turisticˇnih nastanitev, vendar pa nam je to obcˇutno
olajˇsalo celotno izvedbo naloge. Zaradi tega smo lahko tudi razpolagali z
vecˇjo kolicˇino testnih turisticˇnih fotografij, saj bi v nasprotnem primeru mo-
rali del fotografij iz Booking uporabiti za ucˇenje lastnih modelov. To bi
pomenilo tudi, da bi morali vsaj delezˇ fotografij anotirati s podatki o mejnih
sˇkatlah in kategorijah objektov.
Velika vecˇina uporabljenih modelov je del zbirke modelov iz vmesnika
TensorFlow za detekcijo objektov, imenovanega TensorFlow Object Detection
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API [23]. Izjema je le uporabljen model za algoritem YOLOv3, kjer smo
uporabili uraden prosto dostopen model s strani avtorjev algoritma.
2.4.1 Faster Region-based Convolutional Network
(Faster R-CNN )
R-CNN je ena izmed najbolj poznanih druzˇin algoritmov globokega ucˇenja
za detekcijo objektov, prvoten detektor namrecˇ spada med pionirje na tem
podrocˇju [6]. Algoritmi R-CNN za svojo detekcijo uporabljajo ogrodje, osno-
vano ne predlaganih regijah. Skozi leta je nastalo vecˇ verzij oz. nadgra-
denj prvotnega algoritma, saj je najvecˇja tezˇava algoritma bila v njegovem
pocˇasnem delovanju. V okviru diplomske naloge smo uporabili trenutno naj-
hitrejˇso razlicˇico algoritma, ki se imenuje Faster R-CNN [16]. Ta za posa-
mezno fotografijo potrebuje priblizˇno 250-krat manj cˇasa od prvotnega algo-
ritma. Uporabili smo tri razlicˇne modele, ki so osnovani na algoritmu Faster
R-CNN, vsi trije pa so del zbirke modelov TensorFlow 1 Detection Model
Zoo [20]. Uporabljeni modeli za algoritem Faster R-CNN imajo naslednje
oznake:
1. faster rcnn inception resnet v2 atrous oidv4, ucˇen na mnozˇici Open
Images,
2. faster rcnn nas coco, ucˇen na mnozˇici COCO in
3. faster rcnn resnet50 coco, prav tako ucˇen na mnozˇici COCO.
2.4.2 Region-based Fully Convolutional Network
(R-FCN )
R-FCN [4] je eden izmed algoritmov, ki tako kot druzˇina R-CNN uporablja
ogrodje, osnovano na predlaganih regijah. Gre za izboljˇsavo algoritma R-
CNN, glavna razlika med R-CNN in R-FCN pa je v tem, da R-FCN po
izvedbi koraka zdruzˇevanja regij interesa (angl. ROI pooling), ne uporablja
koraka s popolnoma povezanimi plastmi (angl. fully connected layers). Ker
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se mora ta korak izvesti locˇeno za vsako regijo interesa, teh pa je ogromno,
postane to cˇasovno potratno. Zaradi tega je R-FCN v primerjavi s Faster
R-CNN sˇe hitrejˇsi, vendar pa zato tudi obstaja mozˇnost slabsˇe uspesˇnosti
samega modela. Za algoritem smo uporabili model iz zbirke TensorFlow 1
Detection Model Zoo, ki nosi oznako rfcn resnet101 coco in je ucˇen na mnozˇici
COCO.
2.4.3 You Only Look Once, version 3 (YOLOv3 )
Algoritem YOLO odlikuje njegova hitrost, ki mu omogocˇa detekcijo objektov
v realnem cˇasu [14]. YOLO, za razliko od do sedaj opisanih algoritmov,
uporablja ogrodje, osnovano na globalni regresiji/klasifikaciji in tako celotno
detekcijo objektov za posamezno sliko izvede v samo enem koraku. Ravno to
mu omogocˇa njegovo izvrstno hitrost, iz te lastnosti pa izhaja tudi njegovo
ime. V preteklih letih so avtorji ustvarili vecˇ nadgradenj prvotnega algoritma.
Mi smo v diplomskem delu uporabili razlicˇico YOLOv3. [15]. Uporabljen
model za ta algoritem je edini model, ki ga nismo cˇrpali iz zbirke modelov
TensorFlow 1 Detection Model Zoo, saj ga omenjena zbirka ne vsebuje. Tako
smo uporabili izvorne datoteke modela, ki so dostopne na njegovi uradni
spletni strani [24].
2.4.4 Single Shot Multibox Detector (SSD)
SSD je, podobno kot YOLO, algoritem, ki uporablja ogrodje, osnovano na
globalni regresiji/klasifikaciji in tako ne uporablja koraka z deljenjem slik na
regije [10]. Motivacija za nastanek algoritma SSD je bilo dejstvo, da se je
prvoten algoritem YOLO zaradi narave njegove implementacije slabo obnesel
za detekcijo skupin manjˇsih objektov. Algoritem SSD je tako to slabost
skusˇal odpraviti oz. izboljˇsati [25]. Uporabljeni modeli, ki so osnovani na
algoritmu SSD, ponovno izhajajo iz zbirke TensorFlow 1 Detection Model
Zoo. Uporabili smo modele z naslednjimi oznakami:
1. ssd mobilenetv2 oidv4, ki je ucˇen na mnozˇici Open Images,
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2. ssd mobilenet v1 coco, ki je ucˇen na mnozˇici COCO ter
3. ssd mobilenet v1 fpn coco, prav tako ucˇen na mnozˇici COCO.
2.5 Razvojno okolje
Za resˇevanje zadanega problema smo morali najprej postaviti razvojno okolje,
v katerem smo s pomocˇjo programske kode uporabili izbrane modele za de-
tekcijo objektov. Razvojno okolje smo tako najprej uporabili za pridobivanje
podatkov detekcije razlicˇnih modelov, kasneje pa smo te podatke poskusili
sˇe primerjati in ovrednotiti.
2.5.1 Programski jezik Python
Programski jezik Python je interpretni programski jezik, ki je v preteklih letih
na podrocˇju strojnega ucˇenja zˇe prakticˇno postal stalnica. Nudi kratko in
jasno sintakso, kar je sˇe posebej koristno pri strojnem ucˇenju, kjer vecˇino cˇasa
delamo z veliko kolicˇino podatkov in naprednimi matematicˇnimi koncepti.
Jasna in pregledna sintaksa nam tako omogocˇa lazˇje branje in razumevanje
nasˇih implementacij [13].
Pri resˇevanju zadanega problema smo vso uporabljeno programsko kodo
implementirali v Python. Vecˇino programske kode, ki smo jo uporabili, smo
razvili sami. Izjema je koda za uporabo modelov in izvrsˇevanje detekcije
objektov, pri kateri smo se zgledovali po vodicˇu za TensorFlow za hiter
zacˇetek z detekcijo objektov [22] in spletnem vodicˇu za uporabo algoritma
YOLOv3 s pomocˇjo knjizˇnice OpenCV [18]. Iz vodicˇev smo cˇrpali osnovno
programsko kodo za delo z modeli, ki smo jo glede na nasˇe potrebe tudi
nekoliko priredili.
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2.5.2 TensorFlow in OpenCV
Osrcˇje nasˇega razvojnega okolja so predstavljali modeli za detekcijo objek-
tov. Ker je najvecˇ zˇe naucˇenih modelov globokega ucˇenja za detekcijo objek-
tov nudila zbirka modelov iz vmesnika TensorFlow Object Detection API,
smo vecˇino uporabljenih modelov cˇrpali ravno iz te zbirke. Tako je enega
izmed glavnih gradnikov nasˇega razvojnega okolja predstavljala platforma
TensorFlow [19]. TensorFlow je odprtokodna platforma, namenjena stroj-
nemu ucˇenju. Sestavljena je iz obsezˇnega ekosistema orodij, knjizˇnic in sred-
stev, katerih glavni cilj je lazˇja uporaba in integracija strojnega ucˇenja v nasˇe
projekte in s tem enostavnejˇse doseganje in viˇsanje postavljenih standardov
na podrocˇju strojnega ucˇenja.
Eden izmed uporabljenih modelov strojnega ucˇenja, YOLOv3, pa ni bil
del omenjene zbirke modelov TensorFlow. Avtorji so model ucˇili s pomocˇjo
lastnega odprtokodnega ogrodja za nevronske mrezˇe, imenovanega DarkNet,
s katero se model tudi primarno uporablja. Da smo nasˇe razvojno okolje
ohranili cˇim bolj kompaktno, smo se odlocˇili, da bomo model YOLOv3 upo-
rabili raje s knjizˇnico Python OpenCV. Knjizˇnica OpenCV je odprtokodna
knjizˇnica, namenjena uporabi na podrocˇju racˇunalniˇskega vida in strojnega
ucˇenja. Obsega vecˇ kot 2500 algoritmov iz omenjenih podrocˇij in ponuja vme-
snike za programske jezike C++, Python, Java in MATLAB [11]. V sklopu
nasˇe naloge smo uporabili modul iz knjizˇnice OpenCV, imenovan Deep Ne-
ural Networks oz. modul dnn. Kot to nakazuje zˇe njegovo ime, je modul
namenjen uporabi na podrocˇju globokega ucˇenja. Uporabnikom med dru-
gim omogocˇa uporabo izvornih datotek naucˇenih modelov, predprocesiranje
vhodnih slik in pridobivanje izhodnih rezultatov uporabljenega modela. To
nam je omogocˇilo uporabo izvornih datotek modela za algoritem YOLOv3
na podoben nacˇin, kot smo uporabili izvorne datoteke modelov, ki so bili
del vmesnika TensorFlow Object Detection API. Edina slabost tega nacˇina
uporabe je bila v tem, da modul dnn ne podpira uporabe modelov na GPU




Docker je programska oprema, ki razvijalcem omogocˇa hitro postavljanje
razvojnega okolja za njihove specificˇne naloge. Koristen je na primer, cˇe
na dolocˇenem projektu dela vecˇ ljudi, ali pa se projekt razvija na razlicˇnih
racˇunalnikih, kjer ni nujno, da je zˇe namesˇcˇeno vse, kar potrebujemo zno-
traj nasˇega projekta [5]. Poenoteno razvojno okolje dosezˇemo s pomocˇjo slik
Docker, v katere namestimo vse, kar potrebujemo za pravilno delovanje nasˇe
programske kode. Slike lahko generiramo s pomocˇjo datoteke Dockerfile, ki
ponavadi vsebujejo le nekaj vrstic ukazov za grajenje slike. Datoteke Docker-
file so zato majhne in nam razporejanje z njimi ne predstavlja tezˇav. Lahko
pa posredujemo tudi celotno generirano sliko Docker, za kar se uporablja
portal Docker Hub. Dolocˇeno sliko Docker uporabimo za zaganjanje paketov
oz. kontejnerjev (angl. containers), znotraj katerih s pomocˇjo virtualizacije
na nivoju operacijskega sistema poganjamo nasˇo programsko kodo. Da se
je nasˇa programska koda lahko uporabljala na razlicˇnih racˇunalnikih s cˇim
manj tezˇavami pri postavitvi delujocˇega okolja, smo za nasˇe razvojno okolje
ustvarili in uporabili lastno sliko Docker, prilagojeno uporabljeni programski
kodi.
2.5.4 Uporaba GPU s platformo CUDA
Tekom resˇevanja zadanega problema smo izbrane modele uporabili tudi na
GPU. GPU smo uporabili predvsem za izvrsˇevanje detekcije na fotografijah iz
testne mnozˇice, ker je bila uporabljena testna mnozˇica v primerjavi z mnozˇico
fotografij iz Booking obsˇirnejˇsa. Uporaba GPU nam je tako omogocˇila, da
nam detekcija objektov na testnih fotografijah ni vzela prevecˇ cˇasa. Uporabo
GPU nam je omogocˇila integrirana podpora TensorFlow platforme CUDA za
graficˇne kartice NVIDIA. Ker pa uporabljen model YOLOv3 ni del vmesnika
TensorFlow Object Detection API, slednjega nismo mogli uporabiti na GPU.
Model smo namrecˇ, kot zˇe opisano, uporabili s pomocˇjo knjizˇnice OpenCV,





Za vsak izbran model smo detekcijo najprej izvedli na fotografijah iz mnozˇice
Booking, nato pa za potrebe vrednotenja sˇe na delu testne mnozˇice Open
Images. Mnozˇico Booking smo najprej uporabili za primerjavo modelov in
ugotavljanje ujemanja detekcije ter posledicˇno okvirno dolocˇanje pogosto po-
javljenih kategorij objektov. Ker fotografije iz Booking niso anotirane, smo
lahko na taksˇen nacˇin dobili le okvirno idejo o tem, kako se razlicˇni modeli
obnesejo na turisticˇnih fotografijah. Zato smo se po zakljucˇenem iskanju
ujemanja lotili dejanskega vrednotenja uspesˇnosti detekcije na testnih fo-
tografijah iz mnozˇice Open Images. Na koncu smo modele poskusili tudi
zdruzˇevati. Pri tem smo uporabili vecˇ razlicˇnih naborov kombinacij izbranih
modelov. Glede na rezultate vrednotenja posameznih modelov in razlicˇnih
kombinacij zdruzˇenih modelov, smo se na koncu odlocˇili za najbolj primeren
nabor modelov za uporabo na domeni turisticˇnih fotografij.
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3.1 Ujemanje detekcije razlicˇnih algoritmov
Po izvrsˇeni detekciji objektov smo pridobljene podatke detekcije vsakega
model shranili v obliki datoteke JSON. Ujemanje rezultatov smo dolocˇali
predvsem na mnozˇici turisticˇnih fotografij iz Booking, ker nas je ravno na
teh fotografijah dejanska ucˇinkovitost posameznega modela zares zanimala.
Objektivne uspesˇnosti detekcije pa na tej mnozˇici fotografij nismo mogli iz-
meriti, ker fotografije niso anotirane. Zaradi tega smo uspesˇnost modelov
poskusili dolocˇiti na delu testne mnozˇice iz zbirke fotografij Open Images.
Ujemanje detekcije razlicˇnih algoritmov in na njih osnovanih modelov smo
iskali pred dolocˇanjem uspesˇnosti posameznega modela. Nasˇa predpostavka
je bila, da bomo lahko zˇe s primerjanjem rezultatov, dolocˇili slabsˇe oziroma
manj primerne modele. Namrecˇ, cˇe bi se detekcija dolocˇenega modela mocˇno
razlikovala od preostalih modelov (ujemanje bi bilo manjˇse), bi lahko ta
model oznacˇili kot slabsˇega ali manj primernega. S tem bi lahko zˇe na tej
tocˇki zmanjˇsali sˇtevilo primernih kandidatov za izbiro najboljˇsega modela ali
najboljˇse kombinacije vecˇ modelov.
3.1.1 Uporabljena mera ujemanja in uravnavanje
detekcije modelov
Pri ugotavljanju v koliksˇni meri se detekcija razlicˇnih modelov ujema, smo
se osredotocˇili na ujemanje mejnih sˇkatel detektiranih objektov. Pri tem
smo dopusˇcˇali razlicˇna poimenovanja ujemajocˇih objektov, saj ni nujno, da
modeli enake tipe objektov poimenujejo z enakimi besedami. Prav tako so
lahko dolocˇena ujemanja dveh razlicˇnih kategorij objektov sˇe vedno smiselna,
cˇe sta si ti kategoriji sorodni. Za mero ujemanja smo uporabili Jaccardov
indeks, v anglesˇcˇini poznan tudi pod imenom Intersection over Union ali
IoU.
Pred zacˇetkom same primerjave detekcije objektov pa smo detekcijo po-
sameznega modela poskusili tudi nekoliko uravnati. Pri tem smo za vsak
model nastavili najprimernejˇso spodnjo mejo vrednosti zaupanja detektira-
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nih objektov, uporabili pa smo tudi postopek izlocˇanja manj vrednih sˇkatel.
V anglesˇcˇini se postopek imenuje non-maximum suppression, ali na kratko,
NMS.
Mera ujemanja mejnih sˇkatel
Kot smo to zˇe omenili, smo se pri dolocˇanju stopnje ujemanja detekcije
razlicˇnih modelov osredotocˇili predvsem na ujemanje detektiranih mejnih
sˇkatel. Za mero ujemanja mejnih sˇkatel pa smo uporabili Jaccardov in-
deks [7]. Mera je na podrocˇju detekcije objektov najpogosteje navedena pod
zˇe omenjenim alternativnim imenom, IoU.
IoU je na podrocˇju detekcije objektov najbolj uveljavljena mera dolocˇanja
ujemanja dveh mejnih sˇkatel [17]. Izracˇuna razmerje med velikostjo podrocˇja
sovpadanja obeh mejnih sˇkatel in velikostjo celotnega podrocˇja, ki ga mejni
sˇkatli skupaj pokrijeta. Mero IoU lahko torej izracˇunamo po enacˇbi
IoU(A,B) =
|A ∩B|
|A ∪B| , (3.1)
kjer A predstavlja podrocˇje prve mejne sˇkatle in B podrocˇje druge mejne
sˇkatle.
Vrednost IoU se nahaja na intervalu med 0 in 1 oz. med 0 % in 100 %.
Vecˇja kot je vrednost IoU, bolj sta si mejni sˇkatli podobni oz. vecˇje je njuno
ujemanje. Presek njunih povrsˇin je v taksˇnem primeru po velikosti blizˇje
uniji njunih povrsˇin, kar pa pomeni tudi, da je obmocˇje, kjer se mejni sˇkatli
ne strinjata, manjˇse.
Modele smo primerjali z razlicˇnimi spodnjimi mejami vrednosti IoU. Tako
smo lahko dolocˇili, katera je najnizˇja uporabljena meja, kjer so zaznana uje-
manja v mejnih sˇkatlah sˇe vedno smiselna, oziroma katera je najviˇsja upora-
bljena meja, kjer se modeli med seboj sˇe vedno dobro ujemajo.
Spodnja meja vrednosti zaupanja detektiranih objektov
Posamezen uporabljen model za vsak detektiran objekt vrne ime kategorije
objekta, pripadajocˇo mejno sˇkatlo in vrednost zaupanja detekcije objekta
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(angl. confidence score). Vrednost zaupanja se vedno nahaja med 0 % in
100 % in oznacˇuje v koliksˇni meri je uporabljen model prepricˇan, da se na
tistem obmocˇju zares nahaja detektiran objekt.
Vsakemu modelu smo glede na sˇtevilo detektiranih objektov dolocˇili naj-
primernejˇso spodnjo mejo zaupanja. S tem smo poskusili izenacˇiti sˇtevilo
detektiranih objektov od modela do modela. Pri tem pa smo bili pozorni
tudi na to, da je bila porazdelitev sˇtevila detektiranih objektov na fotogra-
fijah cˇim bolj smiselna. Ob izbiri najbolj primerne meje smo predpostavili,
da je nerealno pricˇakovati, da bo nek model na posamezni fotografiji zelo
velikokrat pravilno detektiral 10 in vecˇ objektov. V taksˇnem primeru bi za
izbrano spodnjo mejo zaupanja veljalo, da je prevecˇ popustljiva. Podobno
ni smiselno, da bo model na vecˇini fotografij detektiral le en objekt. Cˇe bi
slednje zares drzˇalo, bi bil model slab, ali pa bi bila spodnja meja zaupanja
prestroga. Glede na to predpostavko smo za vsak model poskusili izbrati
spodnjo mejo vrednosti zaupanja, kjer smo dosegli najbolj smiselno poraz-
delitev sˇtevila detekiranih objektov in pri tem pazili tudi, da je porazdelitev
od modela do modela cˇim bolj enaka oz. podobna.
S spreminjanjem spodnje meje vrednosti zaupanja se je lahko sˇtevilo mo-
rebitno napacˇno detektiranih objektov nekega modela zviˇsalo, cˇe smo zanj
morali mejo zaupanja mocˇno znizˇati, vendar se je lahko po drugi strani sˇtevilo
pravilno detektiranih objektov izboljˇsalo, cˇe tak model pravilno detektira
tudi tiste objekte, za katere vracˇa majhno vrednost zaupanja. Podobno smo
z viˇsanjem spodnje meje zaupanja v drugi skrajnosti sˇtevilo napacˇno dete-
kiranih objektov potencialno zmanjˇsali, cˇe nek model vracˇa visoke vrednosti
zaupanja tudi za slabo detekirane objekte.
Postopek NMS
NMS je postopek, s katerim se izmed vseh detektiranih objektov na neki
fotografiji izlocˇi tiste, ki so glede na ostale detekirane objekte slabsˇi oziroma
manj verjetni. V praksi to najpogosteje pomeni, da se s postopkom znebimo
podvojenih mejnih sˇkatel enake instance detektiranega objekta. Kateri so
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ti objekti oz. mejne sˇkatle, se dolocˇi glede na podano spodnjo mejo uje-
manja objektov. Za mero ujemanja se uporabi IoU med mejnimi sˇkatlami
detektiranih objektov. Postopek je sestavljen iz naslednjih korakov [8]:
1. Izmed vseh detektiranih objektov v zacˇetni mnozˇici A na neki fotogra-
fiji, izberi objekt z najvecˇjo vrednostjo zaupanja in ga dodaj v mnozˇico
B, ki je na zacˇetku prazna.
2. Primerjaj izbran objekt z vsakim preostalim objektom iz mnozˇice A
tako, da izracˇunasˇ IoU med njunima mejnima sˇkatlama. Cˇe je vrednost
IoU manjˇsa od podane spodnje meje, odstrani primerjan objekt iz
mnozˇice A.
3. Ponavljaj, dokler mnozˇica A ni prazna.
Pri resˇevanju nasˇega problema smo postopek NMS uporabili za vsak model,
da smo se tako znebili morebitnih dvojno detektiranih instanc istega objekta.
3.1.2 Znacˇilnosti za dolocˇanje manj primernih
modelov
Ob primerjavi rezultatov razlicˇnih modelov smo poskusili dolocˇiti izstopajocˇe
modele. Predpostavili smo, da cˇe se rezultat detekcije dolocˇenega modela
v primerjavi s preostalimi modeli razlikuje v dovolj veliki meri, je dejanska
uspesˇnost tega modela najverjetneje slabsˇa. Zato smo ob primerjavi modelov
bili pozorni na vecˇ vrst odstopanj, ki so opisana v nadaljevanju.
Manjˇse ali vecˇje sˇtevilo detektiranih objektov enake kategorije
Cˇe dolocˇen model na primer zazna 300 objektov neke kategorije, medtem
ko je sˇtevilo zaznanih objektov enake kategorije pri vseh ostalih modelih v
razponu 750-1000, je prvi model najverjetneje slabsˇi v detekciji te kategorije.
Podobno smo predpostavili za morebitno obcˇutno vecˇje sˇtevilo deteki-
ranih objektov dolocˇene kategorije pri le enem izmed vseh modelov. Vecˇje
sˇtevilo v tem primeru pomeni, da so dodatno detekirani objekti po vsej ver-
jetnosti lazˇno detektirani.
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Manjˇse sˇtevilo ujemanj detektiranih objektov enake kategorije
V dolocˇenem scenariju se lahko zgodi, da nek model detekira priblizˇno enako
sˇtevilo objektov neke kategorije, kot preostali modeli. Ob primerjavi modela
s preostalimi modeli pa se izkazˇe, da je sˇtevilo ujemanj v mejnih sˇkatlah
teh detekiranih objektov obcˇutno manjˇse, kot pa cˇe med seboj primerjamo
preostale modele. Tudi v tem primeru lahko predpostavimo, da so pri tem
modelu objekti, ki se v detekiranih mejnih sˇkatlah preostalih modelov ne
ujemajo, lazˇno detektirani.
Nesmiselna ujemanja detektiranih objektov
Ob primerjavi nekega modela s preostalimi se lahko izkazˇe, da prvi model
na fotografijah velikokrat najde objekte neke kategorije, ki se glede na mejne
sˇkatle ujemajo, vendar pa se ne ujemajo tudi v prepoznani kategoriji (npr.
mikrovalovna pecˇica – okno). Cˇe pa med seboj primerjamo preostale modele,
je taksˇnih ujemanj v drugacˇnih kategorijah mnogo manj. Iz tega se lahko
sklepa, da je prvi model veliko slabsˇi v pravilni izbiri kategorij detektiranih
objektov.
Pri tem moramo biti pozorni tudi na to, da je lahko oznaka iste kategorije
modelov od modela do modela drugacˇna (npr. kavcˇ - zofa). Taksˇna ujemanja
so kljub drugacˇnemu poimenovanju objekta sˇe vedno smiselna.
Prevelika cˇasovna zahtevnost modela
V nekem scenariju se ob primerjavi nekega modela s preostalimi modeli ugo-
tovi, da so rezultati tega modela primerljivi z rezultati preostalih modelov,
ali pa morda celo delujejo rahlo boljˇsi. Vendar pa je cˇas izvajanja detekcije
za ta model veliko vecˇji, kot pri preostalih modelih. Kljub temu, da je po
uspesˇnosti ta model enakovreden ali pa morda celo boljˇsi od ostalih modelov,
je njegovo izstopajocˇe pocˇasnejˇse delovanje konkretna anomalija. Zaradi tega
lahko ta model oznacˇimo kot manj primernega.
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3.1.3 Prikaz ujemanja detekcije
Da smo lahko lazˇje medsebojno primerjali uporabljene modele, smo podatke
o ujemanju detekcije graficˇno prikazali, shranili pa smo jih tudi v tabele v
obliki datotek TSV. Za graficˇni prikaz smo uporabili dva nacˇina – matrike
ujemanj in neusmerjene vozliˇscˇne grafe.
Matrike ujemanj
Pri vizualizaciji z matrikami ujemanj smo uporabili tabelo oz. matriko, v
katero smo shranjevali sˇtevila ujemanj posameznih kategorij ob primerjavi
dveh modelov. Stolpci v matriki so pripadali kategorijam objektov prvega
modela, vrstice pa kategorijam objektov drugega modela. Sˇtevilo ujemanj
dveh kategorij je bilo tako shranjeno v polju, ki se je nahajalo v stolpcu za
kategorijo, zaznano s strani prvega modela in v vrstici za kategorijo, zaznano
s strani drugega modela. Posamezno matriko ujemanj smo shranili kot bitno
sliko s pomocˇjo knjizˇnice Matplotlib, ob abscisni osi, ki je pripadala prvemu
modelu in ordinatni osi, ki je pripadala drugemu modelu, pa smo dodali tudi
vrstici z vrednostmi vseh detekiranih objektov dolocˇenega modela. Ti dve
vrstici smo navajali z anglesˇkim izrazom za sˇtevilo objektov “object count.”
Znotraj nasˇe programske kode smo za matrike ujemanj uporabljali anglesˇki
izraz za toplotno karto “heat map.” Barva posameznih polj je bila namrecˇ
odvisna od vrednosti, ki se je nahajala v dolocˇenem polju. Vecˇja kot je bila
vrednost v polju, svetlejˇse je bilo to polje. S tem smo lahko razbrali, pri
katerih kategorijah pride do pogostejˇsega ujemanja oz. katere kategorije so
vecˇkrat zaznane.
Ker smo imena kategorij detekiranih objektov v matrikah ujemanj uredili
po abecednem vrstnem redu, so se vrednosti za ujemanja enakih kategorij, v
primeru da primerjana modela uporabljata enake imena kategorij, nahajale
na diagonali matrike. Za dobro ujemanje dveh modelov je bilo potrebno,
da so te vrednosti zelo blizu dejanskemu sˇtevilu vseh detektiranih objektov
posameznega primerjanega modela in da modela prav tako najdeta priblizˇno
enako sˇtevilo objektov posamezne kategorije. V nasprotju je bilo za vredno-
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sti, ki se ne nahajajo na diagonali matrike, zazˇeleno, da so te enake 0 oz. je
nenicˇelnih vrednosti cˇim manj. Te vrednosti so namrecˇ predstavljale sˇtevilo
ujemanj modelov razlicˇnih kategorij – nesmiselna ujemanja. V primeru, da
primerjana modela ne bi uporabljala enaka poimenovanja objektov, pa to ni
drzˇalo vecˇ. Kljub temu pa je bilo v taksˇnem primeru glede na vrednosti v
razlicˇnih poljih matrike vseeno mozˇno opaziti pogosto najdena ujemanja.
Primer taksˇne matrike ujemanj je prikazan na sliki 3.1 in prikazuje primer-
javo modelov faster rcnn resnet50 coco in ssd mobilenet v1 fpn coco z upora-
bljeno spodnjo mejo vrednosti IoU mejnih sˇkatel enako 0,5. Za lazˇji pregled
vrednosti pa smo najdena ujemanja, prikazana z matrikami, prikazovali tudi
s stolpicˇnimi diagrami frekvenc vseh najdenih ujemanj, kjer smo frekvence
ujemanj uredili po velikosti padajocˇe. Ker so obstajala tudi ujemanja z zelo
nizkimi frekvenci, smo na ordinatni osi uporabili logaritmicˇno merilo, in ne li-
nearno. Tako so lahko bili stolpci z nizˇjimi vrednostmi vseeno dovolj izrazˇeni.
Primer taksˇnega diagrama se nahaja na sliki 3.2.
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Slika 3.1: Matrika ujemanj za modela faster rcnn resnet50 coco in
ssd mobilenet v1 fpn coco.
Slika 3.2: Prikaz frekvenc ujemanj oz. vrednosti v matriki 3.1 s stolpicˇnim




Pri neusmerjenih vozliˇscˇnih grafih smo za vozliˇscˇa uporabili kategorije objek-
tov. Pri tem smo vozliˇscˇa locˇili glede na to, kateremu modelu pripadajo pre-
poznane kategorije. Tako je vsak graf vseboval vozliˇscˇa za vse prepoznane
kategorije prvega modela, kot tudi vozliˇscˇa za vse prepoznane kategorije dru-
gega modela. Vozliˇscˇa prvega modela smo obarvali rumeno, vozliˇscˇa drugega
modela pa rdecˇe. Za povezave med vozliˇscˇi smo uporabili sˇtevilo najdenih
ujemanj. Cˇe je bilo ujemanje med dvema kategorijama odkrito, sta bili torej
vozliˇscˇi teh dveh kategorij povezani. Povezave smo narisali z razlicˇno debe-
lostjo, ki je bila odvisna od sˇtevila najdenih ujemanj. Povezava za najbolj
pogosto najdeno ujemanje je bila tako najdebelejˇsa oz. najmocˇnejˇsa, med-
tem ko je bila povezava za najmanj pogosto najdeno ujemanje najtanjˇsa oz.
najˇsibkejˇsa. Podobno kot pri matrikah ujemanj, smo tudi vozliˇscˇne grafe
shranjevali v bitne slike, tokrat s pomocˇjo knjizˇnice PyGraphViz.
Za kriterij debeline povezav smo pri grafih alternativno uporabili tudi
Jaccardov indeks sˇtevila ujemanj. Za to smo se odlocˇili, ker je lahko glede
na razlicˇna sˇtevila ujemanj delovalo, da vecˇje kot je najdeno sˇtevilo ujemanj
v mejnih sˇkatlah dveh kategorij, boljˇse je splosˇno ujemanje med tema kate-
gorijama.
To pa ni nujno, saj je lahko sˇtevilo ujemanj med kategorijama vecˇje zˇe
samo, cˇe je sˇtevilo detektiranih objektov tistih kategorij tudi veliko. Vrednost
Jaccardovega indeksa pa je vedno izrazˇena v delezˇu med 0 % in 100 %,
ne glede na celotno sˇtevilo detektiranih objektov. Za izracˇun Jaccardovega
indeksa smo tudi tokrat uporabili enacˇbo 3.1, le da mere v taksˇni rabi zaradi
razlocˇevanja nikoli nismo poimenovali IoU. V tem primeru je velikost preseka
predstavljalo sˇtevilo najdenih ujemanj med dvema kategorijama primerjanih
modelov, velikost unije pa smo izracˇunali s splosˇno enacˇbo za velikost unije
dveh mnozˇic
|A ∪B| = |A|+ |B| − |A ∩B|, (3.2)
kjer je v nasˇem primeru A mnozˇica detektiranih objektov s strani prvega
modela in B mnozˇica detektiranih objektov s strani drugega modela.
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Generirali pa smo tudi grafe, kjer smo vozliˇscˇa filtrirali glede na prido-
bljena sˇtevila ujemanj. To smo storili zato, ker se je velikokrat za dolocˇene
pare kategorij zgodilo, a je bilo ujemanje v mejnih sˇkatlah najdeno le en-
krat ali dvakrat. Ob filtriranju smo taksˇne povezave med vozliˇscˇi v grafih
odstranili, da smo tako dosegli vecˇjo preglednost grafa. Ob uporabi absolu-
tnega sˇtevila ujemanj v mejnih sˇkatlah smo tako generirali tudi grafe, kjer
smo uposˇtevali le ujemanja, ki so se zgodila vsaj 3-krat. Cˇe smo za povezave
uporabljali Jaccardov indeks ujemanj, pa smo uporabili spodnjo mejo vre-
dnosti Jaccardovega indeksa vsaj 0,01 (1 %). Ta meja se morda zdi majhna,
vendar pa smo zˇe s tem odstranili povezave, kjer je bil presek detektiranih
objektov veliko manjˇsi, kot pa celotno sˇtevilo detektiranih objektov s strani
obeh primerjanih modelov.
Iz tako pridobljenih grafov smo lahko razbrali mrezˇo razmerij v detekciji
dveh razlicˇnih modelov. Glede na sˇtevilo in velikost povezanih komponent v
posameznem grafu smo lahko razbrali stopnjo podobnosti v detekciji objek-
tov obeh primerjanih modelov. Modela sta si bila zelo podobna, cˇe je graf
za njuno primerjavo vseboval velik del povezanih komponent s po le dvema
vozliˇscˇema in malo komponent, v katerih je bilo povezanih zelo veliko vo-
zliˇscˇ. Cˇe pa so bila vozliˇscˇa mocˇno prepletena med seboj oz. je bilo povezav
med vozliˇscˇi zelo veliko, se modela velikokrat nista strinjala v poimenovanju
objektov z ujemajocˇimi se mejnimi sˇkatlami. S tem se je pokazalo, da je bilo
splosˇno ujemanje njune detekcije objektov manjˇse.
Na sliki 3.3 je prikazan primer uporabljenih vozliˇscˇnih grafov. Graf na
sliki prikazuje primerjavo modelov faster rcnn resnet50 coco (rumena vozliˇs-
cˇa) in ssd mobilenet v1 fpn coco (rdecˇa vozliˇscˇa). Uporabljena spodnja meja
IoU za mejne sˇkatle je 0,5, za izris povezave pa mora biti sˇtevilo najdenih
ujemanj vecˇje ali enako 3.
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Slika 3.3: Graf za primerjavo modela faster rcnn resnet50 coco z modelom
ssd mobilenet v1 fpn coco z izrisom povezav za ujemanja mejnih sˇkatel, ki so
bila najdena vsaj 3-krat.
Tabele v datotekah TSV
Podatke, predstavljene z matrikami in vozliˇscˇnimi grafi, pa smo shranili tudi
v besedilne datoteke TSV. To nam je omogocˇilo, da smo podatke pregledo-
vali kot tabele s pomocˇjo programov, kot je Microsoft Excel in jih poljubno
razvrsˇcˇali ter filtrirali.
Vsaka vrstica v datoteki TSV je predstavljala posamezen par kategorij
prvega in drugega modela, za katerega so bila odkrita ujemanja mejnih sˇkatel.
Podatki o najdenem ujemanju so bili razdeljeni v 6 stolpcev v naslednjem
vrstnem redu:
1. Zacˇetni indeks vrstice,
2. sˇtevilo vseh zaznanih objektov kategorije prvega modela,
3. poimenovanje kategorije objekta za prvi model,
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4. sˇtevilo najdenih ujemanj,
5. Jaccardov indeks za sˇtevilo najdenih ujemanj,
6. poimenovanje kategorije objekta za drugi model,
7. sˇtevilo vseh zaznanih objektov kategorije drugega modela.
Vrstice so bile ob shranjevanju v datoteko razvrsˇcˇene po sˇtevilu ujemanj
padajocˇe in grupirane po imenu kategorije prvega modela. Tako smo lahko
hitro videli pri katerih kategorijah pride do najpogostejˇsega ujemanja in s
koliko razlicˇnimi kategorijami se posamezna kategorija sˇe ujema.
Primer prvih nekaj vrstic opisane datoteke TSV prikazuje slika 3.4. Na
sliki uporabljena datoteka je odprta v programu Microsoft Excel in vsebuje
podatke o primerjavi modelov faster rcnn resnet50 coco (obravnavan kot prvi
model, m1) in ssd mobilenet v1 fpn coco (obravnavan kot drugi model, m2).
Slika 3.4: Primer prvih nekaj vrstic uporabljenega formata datoteke TSV za
shranjevanje podatkov o ujemanju.
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3.2 Vrednotenje uspesˇnosti detekcije
objektov
Po zakljucˇenem iskanju ujemanja detekcije objektov razlicˇnih modelov smo
za vsak posamezen model poskusili ovrednotiti uspesˇnost detekcije objektov.
Pri tem smo za posamezen model zˇeleli dolocˇiti mero uspesˇnosti detekcije
za vsako kategorijo objektov posebej. Glede na ovrednoteno uspesˇnost smo
kasneje dolocˇili katere modele oz. kombinacijo modelov je najbolj smiselno
izbrati za uporabo na fotografijah turisticˇnih nastanitev.
3.2.1 Uporabljena testna mnozˇica
Omenili smo zˇe, da so bili nekateri izmed modelov ucˇeni na mnozˇici fotografij
COCO in da za testno mnozˇico COCO anotirani podatki o mejnih sˇkatlah
objektov na fotografijah niso javno znani. Zaradi tega pri teh modelih mere
uspesˇnosti za vsako posamezno kategorijo iz mnozˇice COCO nismo mogli
jasno dolocˇiti. Vrednotenje za vse modele smo namrecˇ bili primorani izvesti
na fotografijah iz testne mnozˇice Open Images, ki vsebuje 600 razlicˇnih ka-
tegorij objektov, medtem ko jih mnozˇica COCO vsebuje le 80. Kategorije iz
mnozˇice Open Images se glede na vrsto objekta velikokrat tudi prekrivajo,
npr. Oseba, Zˇenska, Mosˇki, itd., medtem ko se to ne dogaja pri kategorijah
objektov iz mnozˇice COCO. Zaradi tega so lahko smiselna ujemanja med
imeni kategorij veliko bolj razprsˇena, kot cˇe bi ujemanja iskali le na dejan-
skih 80 kategorijah iz mnozˇice COCO. Zaradi tega je tudi dejanska uspesˇnost
detekcije dolocˇene kategorije iz mnozˇice COCO manj jasno izrazˇena.
Ker je celotna testna mnozˇica Open Images zelo obsˇirna, smo za potrebe
resˇevanja zadanega problema uporabili le del celotne testne mnozˇice. Cela
testna mnozˇica Open Images vsebuje 125.436 fotografij, mi pa smo med temi
fotografijami izbrali 11.253 razlicˇnih fotografij, kar je sˇe vedno dovolj veliko
sˇtevilo, da lahko dosezˇemo zadostno vsebnost razlicˇnih kategorij objektov.
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3.2.2 Nacˇin vrednotenja in uporabljeni kriteriji
Vrednotenje smo izvedli tako, da smo za vsak model izvrsˇili detekcijo objek-
tov na izbranih testnih fotografijah. Pridobljene podatke detekcije smo nato
primerjali z znanimi anotacijami na podoben nacˇin, kot smo primerjali razlicˇne
modele med seboj. To pomeni, da smo tudi tokrat dopusˇcˇali razlicˇno poime-
novanje kategorij, za katere so bila najdena ujemanja. V tem primeru smo
znane anotacije obravnavali kot da bi bili podatki detekcije nekega modela.
To nam je omogocˇilo, da smo za primerjavo podatkov o detekciji posameznega
modela s pravilnimi anotacijami lahko uporabili enako programsko kodo, kot
pri medsebojni primerjavi dveh modelov. Za mero ujemanja detekcije smo
tako tudi tokrat uporabili vrednost IoU med detektiranimi mejnimi sˇkatlami.
Za dolocˇitev uspesˇnosti posameznega modela smo uposˇtevali sˇum, ki smo
ga dolocˇili glede na sˇtevilo smiselnih in nesmiselnih parov kategorij z naj-
denimi ujemanji v mejnih sˇkatlah. Poleg sˇuma smo za vsak par ujemanj
izracˇunali kolicˇnik med frekvenco ujemanj in sˇtevilom vseh instanc ujemajocˇe
kategorije objektov iz Open Images. Podobno smo izracˇunali tudi kolicˇnik
med frekvenco ujemanj in sˇtevilom vseh detektiranih objektov v trenutnem
paru ujemajocˇih se kategorij.
Dolocˇanje sˇuma glede na smiselno in nesmiselno detektirane
objekte
Smiselno in nesmiselno detektirane objekte smo poskusili dolocˇiti z izbiro
sprejemljivih spodnjih mej frekvence ujemanj posameznih kategorij in nje-
nega Jaccardovega indeksa. Predpostavili smo namrecˇ, da mora biti fre-
kvenca najdenih ujemanj v mejnih sˇkatlah pri dveh kategorijah, za kateri
vnaprej ne vemo ali sta enaki, dovolj velika, da se ujemanje lahko obravnava
kot smiselno ujemanje dveh sorodnih kategorij in ne kot nakljucˇno ujemanje
razlicˇnih kategorij. Hkrati mora za to sˇtevilo veljati, da je vrednost njegovega
Jaccardovega indeksa dovolj visoka, saj tako ne dajemo prednost objektom,
ki imajo zˇe nasploh viˇsje sˇtevilo resnicˇnih pojavitev v testni mnozˇici.
Kot smiselno detektirane objekte smo torej obravnavali samo tiste, za ka-
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tere najdena ujemanja s testno mnozˇico je veljalo, da sˇtevilo ujemanj zadosˇcˇa
obema postavljenima spodnjima mejama. Za spodnji meji smo izbrali fre-
kvenco najdenih ujemanj vsaj 10 in Jaccardov indeks frekvence ujemanj vsaj
0,015 oz. vsaj 1,5 %.
Podatke o najdenih ujemanjih smo tudi tokrat shranjevali v datoteke
TSV, podobno kot smo to storili pri iskanju ujemanja detekcije. Za vsak
model pa smo ustvarili sˇe razlicˇico datoteke, kjer smo odstranili vrstice s pari,
ki ne zadosˇcˇajo postavljenima pogojema spodnje meje frekvence ujemanj in
njenega Jaccardovega indeksa. Vrstice z nesmiselnimi ujemanji, ki so bile
na tak nacˇin odstranjene, smo obravnavali kot sˇum v podatkih detekcije.
Vecˇje kot je bilo torej sˇtevilo odstranjenih vrstic, vecˇji je bil sˇum v detekciji
posameznega modela. Tako dolocˇeno kolicˇino sˇuma smo poleg izbranih mer
uspesˇnosti uposˇtevali pri splosˇni uspesˇnosti posameznega modela.
Numericˇne mere uspesˇnosti detekcije posameznega modela
Pri dolocˇanju uspesˇnosti detekcije smo za vsak najden par ujemanj izracˇunali
kolicˇnik med frekvenco najdenih ujemanj in celotnim sˇtevilom objektov uje-
majocˇe kategorije na testnih fotografijah. S tem kolicˇnikom smo zˇeleli izvedeti
koliksˇen delezˇ vseh resnicˇnih objektov tiste kategorije iz testnih fotografij je
model detektiral in jih poimenoval z ujemajocˇo kategorijo. Kolicˇnik je tako
za vsak par ujemanj predstavljal njegov priklic (angl. recall).
Podobno pa smo izracˇunali tudi kolicˇnik med frekvenco najdenih ujemanj
in celotnim sˇtevilom detektiranih objektov, ki jih je model poimenoval z
dolocˇeno kategorijo. S tem kolicˇnikom pa smo zˇeleli izvedeti, koliksˇen delezˇ
izmed vseh detektiranih objektov neke kategorije se je ujemal s trenutno
gledano kategorijo iz testnih fotografij. Vrednost kolicˇnika je tako za vsak
par ujemanj predstavljala njegovo natancˇnost (angl. precision).
Oba kolicˇnika smo povprecˇili za vse najdene pare skupaj in povprecˇni




Za izbiro najbolj primernega modela ali kombinacije modelov smo rezultate
detekcij posameznih modelov zdruzˇili v skupne rezultate detekcije, ki so bili
strukturirani na enak nacˇin, kot rezultati posameznega modela. Zdruzˇene re-
zultate tako tako pridobljenega sistema modelov smo nato obravnavali, kot da
bi bili rezultati enega modela. S tem smo zˇeleli pridobiti novo, kombinirano
metodo detekcije, ki bi cˇim bolje opisala fotografije turisticˇnih nastanitev.
Pri tem smo zˇeleli cˇim vecˇje sˇtevilo detektiranih kategorij objektov in cˇim
boljˇso pokritost fotografij z detektiranimi objekti. Ovrednotili pa smo tudi
uspesˇnost zdruzˇenih modelov. Vrednotenje smo izvedli na enak nacˇin, kot
pri vrednotenju posameznih modelov, saj smo, kot zˇe omenjeno, zdruzˇene
podatke strukturirali tako, da so skupaj predstavljali nov model.
3.3.1 Postopek zdruzˇevanja modelov
Ker mnozˇici COCO in Open Images ne vsebujeta popolnoma enakih kategorij
objektov, smo predpostavili, da bomo zˇeleli zdruzˇiti vsaj en model, ucˇen z
mnozˇico COCO in vsaj en model, ucˇen z mnozˇico Open Images in tako
povecˇali nabor mozˇnih detektiranih kategorij. Zato smo najbolj primerne
kandidate za zdruzˇen sistem modelov izbirali posebej za mnozˇico COCO in
posebej za mnozˇico Open Images, nato pa izbrali sˇe najbolj primerno skupno
kombinacijo vseh modelov. To nam je omogocˇilo, da smo zmanjˇsali nabor
kombinacij modelov, ki smo jih izbrali za zdruzˇevanje.
Modele smo zdruzˇevali disjunktivno, kar je pomenilo, da smo uposˇtevali
vse detekirane objekte v posamezni kombinaciji zdruzˇevanih modelov. Cˇe je
bil torej posamezen objekt detektiran s strani vecˇ zdruzˇevanih modelov, smo
detektiran objekt zdruzˇili v enega, prav tako pa smo uposˇtevali tudi objekte,
katere je detektiral le eden izmed zdruzˇevanih modelov.
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3.3.2 Izbira novih vrednosti za zdruzˇene objekte
Za novo mejno sˇkatlo smo izbrali mejno sˇkatlo modela, ki je zdruzˇen objekt
napovedal z najvecˇjo stopnjo zaupanja. Za novo vrednost zaupanja pa smo
uporabili povprecˇno vrednost zaupanja vseh detektiranih objektov, pri pov-
precˇenju pa smo modele, ki dolocˇenega objekta niso zaznali, ignorirali. To je
pomenilo, da cˇe je posamezen objekt detektiralo le n od m zdruzˇenih mode-
lov, smo skupni sesˇtevek vrednosti zaupanja delili z n in ne z m. S tem smo
se poskusili izogniti premajhni stopnji zaupanja v primeru, da so dolocˇeno
kategorijo objektov sposobni detektirati le nekateri izmed zdruzˇevanih mo-
delov.
Za novo ime objekta smo zdruzˇili imena vseh detekiranih objektov in jih
locˇili z vezajem. Za vrstni red imen v nizu smo uporabili abecedni vrstni red
imen oz. oznak zdruzˇevanih modelov. Cˇe smo tako na primer zdruzˇevali 3
modele z imeni A, B in C in so za enak detektiran objekt uporabili poime-
novanja stol (model A), stol (model B) in miza (model C ), smo za novo ime
zdruzˇenemu objektu priredili niz stol-stol-miza. V primeru, da nek objekt
s strani posameznega modela ni bil detektiran, smo na mesto, ki je naka-
zovalo poimenovanje objekta za ta model, vstavili vrednost None, tako da
je novo ime bilo na primer stol-None-miza, ali pa None-stol-None, cˇe je bil
objekt detektiran samo s strani modela B. Vsak niz, ki se je tako pojavil,
smo obravnavali kot locˇeno kategorijo objektov.
Poglavje 4
Rezultati
V tem poglavju so predstavljeni vsi rezultati, pridobljeni s postopki, opisa-
nimi v predhodnem poglavju. Najprej predstavimo ugotovitve pri primer-
javi modelov in iskanju ujemanja na uporabljenih turisticˇnih fotografijah
in utemeljimo, katere modele smo lahko glede na njihovo medsebojno pri-
merjavo oznacˇili kot manj vredne zˇe pred zacˇetkom vrednotenja modelov.
V podpoglavju 4.2 predstavimo ugotovljene uspesˇnosti modelov, ucˇenih na
mnozˇici COCO, kot tudi modelov, ki so bili ucˇeni na mnozˇici Open Images.
V podpoglavju, ki sledi, opiˇsemo rezultate zdruzˇevanja modelov in pred-
stavimo uspesˇnosti novih modelov, ki smo jih s tem pridobili. Na koncu
glede na predstavljene rezultate predlagamo sˇe modele, ki so se izkazali
kot najprimernejˇsi za uporabo na fotografijah turisticˇnih nastanitev. Ob
opisu rezultatov predstavimo tudi vizualizacijo podatkov, s katero smo do
predstavljenih rezultatov priˇsli. Preostalo vizualizacijo, ki je pri tem nismo
vkljucˇili, npr. vozliˇscˇne grafe in matrike ujemanj, pa je mogocˇe generirati
s pomocˇjo izvorne kode, ki smo jo razvili in uporabili v sklopu diplomske
naloge. Koda je dosegljiva v repozitoriju GitHub: https:// github.com/
novakGregor/ tourist photos obj detection.
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4.1 Rezultati ujemanja detekcije modelov
Ob primerjavi detekcije razlicˇnih modelov je bilo jasno izrazˇeno, da so modeli,
ki so bili ucˇeni na enaki ucˇni mnozˇici, med seboj tudi bolj podobni. Na to sta
vplivala predvsem sˇtevilo in vrsta kategorij, ki jih posamezna ucˇna mnozˇica
vsebuje. Tako so se modeli, ki so bili ucˇeni na mnozˇici COCO, med seboj
bolje ujemali, kot cˇe smo jih primerjali z modeli, ucˇenimi na mnozˇici Open
Images, in obratno.
4.1.1 Najprimernejˇsa vrednost IoU med mejnimi
sˇkatlami
Na podrocˇju detekcije objektov velja pravilo, da lahko za mejni sˇkatli recˇemo,
da se dobro prekrivata oz. ujemata, cˇe je njuna izracˇunana vrednost IoU
vecˇja ali enaka 0,5 [17]. Zaradi tega smo pri primerjavi modelov za zacˇetno
spodnjo mejo vrednosti IoU izbrali 0,5 in nato to vrednost povecˇevali za
0,05. S tem smo poskusili ugotoviti, pri kateri vrednosti IoU se med najde-
nimi ujemanji ne pojavijo vecˇ nesmiselna ujemanja. Glede na vizualizacijo
primerjave pa smo ugotovili, da z zviˇsevanjem spodnje meje vrednosti IoU
vecˇina nesmiselnih ujemanj ne izgine, frekvence smiselnih ujemanj pa se kljub
temu manjˇsajo. Zaradi tega smo za najbolj primerno spodnjo mejo vrednosti
IoU izbrali kar zacˇetno vrednost 0,5, kakrsˇno smo v nadaljevanju uporabili
tudi za iskanje ujemanj v postopku vrednotenja uspesˇnosti modelov.
Sprememba v sˇtevilu najdenih ujemanj je prikazana z grupiranim stolpicˇnim
diagramom frekvenc ujemanj na sliki 4.1. Prikazane so najdene frekvence uje-
manj pri spodnjih mejah IoU 0,5, 0,7 in 0,85, ko primerjamo modela rfcn -
resnet101 coco in ssd mobilenet v1 fpn coco. Vidimo, da se sˇtevilo najdenih
ujemanj pricˇakovano manjˇsa, cˇe zviˇsamo mejo IoU. Vendar, kot opisano, se
veliko ujemanj, ki so bila najdena malokrat, sˇe vedno pojavi tudi, ko zviˇsamo
spodnjo mejo vrednosti IoU.
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Slika 4.1: Frekvence ujemanj za razlicˇne spodnje meje IoU.
4.1.2 Pokritost fotografij in nabor detektiranih
kategorij objektov
Izkazalo se je, da sta modela faster rcnn inception resnet v2 atrous oidv4 in
ssd mobilenetv2 oidv4, ki sta bila ucˇena na mnozˇici Open Images, v splosˇnem
dosegala vecˇjo pokritost fotografij. Razlog za to je v tem, da se v mnozˇici
Open Images, za razliko od mnozˇice COCO, nahajajo tudi kategorije objek-
tov, ki opisujejo stavbe, hiˇse, itd., mejne sˇkatle detektiranih objektov teh
kategorij pa so se na mnozˇicah Booking velikokrat razprostirale skozi skoraj
celotno fotografijo. Kljub temu, da sta ta dva modela vecˇkrat detektirala
zelo velike mejne sˇkatle, je skupno sˇtevilo detektiranih objektov bilo sˇe ve-
dno primerljivo s sˇtevilom detektiranih objektov s strani modelov, ucˇenih na
mnozˇici COCO. Primerjava nekaj doseganj pokritosti fotografij je prikazana
s stolpicˇnimi diagrami na sliki 4.2.
Opazili smo tudi, da sta ta dva modela vecˇkrat detektirala objekte s
splosˇnimi imeni kategorij, medtem ko so bili modeli, ucˇeni na mnozˇici COCO,
glede poimenovanj veliko bolj specificˇni. Za to je ponovno kriv nabor anoti-
ranih kategorij, ki jih mnozˇici premoreta.
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Slika 4.2: Primerjava dosezˇene pokritosti 4 razlicˇnih modelov. Modela na
levi sta ucˇena na mnozˇici COCO, modela na desni pa na Open Images.
4.1.3 Najprimernejˇse spodnje meje vrednosti zaupanja
Glede na porazdelitev sˇtevila detektiranih objektov smo ugotovili, da je za
polovico uporabljenih modelov privzeta spodnja meja zaupanja, ki je enaka
0,5 oz. 50 %, zˇe najprimernejˇsa. Izjeme za to so bile vse uporabljene razlicˇice
ssd in faster rcnn nas coco.
Na slikah 4.3 in 4.4 je prikazanih nekaj primerov diagramov za spodnje
meje vrednosti zaupanja. Stolpci so razdeljeni glede na sˇtevilo detektiranih
objektov na posamezni fotografiji, njihova viˇsina pa je odvisna od sˇtevila
fotografij, na katerih je bilo detektiranih n objektov.
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Slika 4.3: Grafi spodnjih mej vrednosti zaupanja od 30 % do 50 % za model
ssd mobilenet v1 fpn coco.
Slika 4.4: Grafi spodnjih mej vrednosti zaupanja od 20 % do 90 % za model
faster rcnn nas coco.
Modeli za algoritem SSD
Vsi uporabljeni modeli, ki so bili osnovani na algoritmu SSD, so, v primerjavi
z ostalimi modeli, detektirali obcˇutno manjˇse sˇtevilo objektov. Zaradi tega
smo se odlocˇili, da modelom spodnjo mejo vrednosti zaupanja za uposˇtevane
objekte spustimo. S tem smo preverili, ali morda modeli nekaterim smiselno
detektiranim objektom pripisujejo nizko vrednost zaupanja.
Za model ssd mobilenet v1 coco smo spodnjo mejo vrednosti zaupanja
morali spustiti na 0,3 oz. 30 %, da smo lahko dobili kolicˇinsko primerljivo
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sˇtevilo detektiranih objektov z ostalimi modeli. Vendar pa se je ob po-
novni primerjavi modela z drugimi modeli izkazalo, da se na novo uposˇtevani
objekti po vecˇini niso ujemali z detektiranimi objekti preostalih modelov.
Za model ssd mobilenet v1 coco smo tako ugotovili slabsˇe sˇtevilo pravilno
detektiranih objektov in posledicˇno tudi slabsˇe ujemanje z ostalimi objekti.
Pri preostalih dveh modelih algoritma SSD pa smo priˇsli do drugacˇne
ugotovitve. Za drug model ssd mobilenet v1 fpn coco, ki je bil prav tako kot
ssd mobilenet v1 coco ucˇen na mnozˇici COCO, smo spodnjo mejo zaupanja
uposˇtevanih objektov zmanjˇsali na 40 %. S tem smo dobili veliko bolj primer-
ljivo kolicˇino detektiranih objektov, kot tudi porazdelitev sˇtevila detektiranih
objektov na fotografijah. Kljub nizˇji meji vrednosti zaupanja, pa se je sˇtevilo
ujemajocˇih se objektov v primerjavi z drugimi modeli zviˇsal. To je pomenilo,
da so bili tudi objekti, ki jih je ta model detektiral s stopnjo zaupanja v
razponu od 40 % do 50 %, velikokrat smiselno detektirani.
Podobno smo storili z modelom ssd mobilenetv2 oidv4, ki je bil ucˇen na
Open Images. Pri njem smo spodnjo mejo vrednosti zaupanja spustili na
30 % in s tem zviˇsali sˇtevilo smiselnih ujemanj, ko smo model primerjali z dru-
gim uporabljenim modelom iz mnozˇice Open Images, faster rcnn inception -
resnet v2 atrous oidv4.
Model faster rcnn nas coco
Za razliko od modelov SSD pa smo za model faster rcnn nas coco ugotovili
presenetljivo vecˇje sˇtevilo detektiranih objektov, ki se ni zadostno zmanjˇsalo
niti po uporabi postopka NMS. Da smo pridobili priblizˇno primerljivo sˇtevilo
detektiranih objektov, smo spodnjo uporabljeno mejo vrednosti zaupanja
detektiranja pri tem modelu zviˇsali na 80 %. Kljub zviˇsanju spodnje meje, pa
se frekvenca ujemanj posameznih kategorij objektov, pri primerjavi z drugimi
modeli, ni bistveno spremenila.
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4.1.4 Manj primerni modeli
Kot smo opisali, se je za model ssd mobilenet v1 coco izkazalo, da so fre-
kvence detektiranih objektov posameznih kategorij, ob primerjavi z drugimi
modeli, bistveno manjˇse, prav tako pa model detektira veliko objektov, ki se
ne ujemajo z detektiranimi objekti drugih modelov. Zaradi tega smo model
ssd mobilenet v1 coco na tej tocˇki oznacˇili kot slabsˇega in ga v nadaljevanju
nismo vecˇ uporabljali.
Opisali smo tudi, da je model faster rcnn nas coco detektiral veliko vecˇje
sˇtevilo objektov, frekvence ujemanj posameznih kategorij pri primerjavi z
ostalimi modeli pa so kljub temu bile priblizˇno enake, kot cˇe smo med se-
boj primerjali preostale modele. Nesmiselno vecˇje sˇtevilo objektov nam je
sicer poleg postopka NMS uspelo zadovoljivo popraviti tudi z zviˇsanjem spo-
dnje meje vrednosti zaupanja detektiranih objektov, vendar pa je za model
zˇe v osnovi veljalo tudi, da je bistveno pocˇasnejˇsi, kot preostali uporabljeni
modeli. Ker njegovi rezultati kljub vecˇji cˇasovni kompleksnosti niso bili to-
liko boljˇsi od ostalih uporabljenih modelov, smo tudi ta model oznacˇili kot
manj primernega in ga, tako kot model ssd mobilenet v1 coco, v nadaljevanju
nismo vecˇ uporabljali.
4.2 Rezultati vrednotenja uspesˇnosti
Kot pricˇakovano, je izbran postopek vrednotenja uspesˇnosti vrnil vecˇje ocene
uspesˇnosti za modela, ki sta bila ucˇena na mnozˇici Open Images, saj smo
vrednotenje izvedli na delu testne mnozˇice Open Images. Kljub temu pa smo
glede na pridobljene rezultate tudi za modele, ucˇene na mnozˇici COCO, lahko
dolocˇili, kateri modeli naj bi bili med uspesˇnejˇsimi in kateri med slabsˇimi.
V nadaljevanju so opisani rezultati vrednotenja predstavljeni v tabelah, ki
vsebujejo izracˇunane vrednosti za povprecˇno natancˇnost in priklic najdenih
parov ujemanj, sˇtevilo vrstic v datotekah TSV, ki smo jih oznacˇili kot sˇum in
sˇtevilo vrstic v datotekah TSV, ki smo jih oznacˇili kot smiselna ujemanja oz.
pari ujemanj, ki ne predstavljajo sˇuma. Cˇe obe sˇtevili vrstic pri posameznem
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modelu sesˇtejemo, dobimo celotno sˇtevilo razlicˇnih parov ujemanj, ki so bili
ugotovljeni za tisti model. Povprecˇne vrednosti za priklic in natancˇnost so
bile racˇunane le na tistih parih ujemanj, ki niso predstavljali sˇuma.
4.2.1 Modeli, ucˇeni na mnozˇici COCO
Tabela 4.1 prikazuje pridobljene rezultate vrednotenja za modele, ki so bili
ucˇeni na mnozˇici COCO. Vidimo lahko, da je najvecˇjo povprecˇno natancˇnost
dosegel model YOLOv3, modelu pa pripada tudi najvecˇji povprecˇni priklic.
Prav tako je model vseboval najmanj sˇuma, ampak je tudi vseboval najmanj
parov ujemanj, ki smo jih dolocˇili kot smiselne.
Pri preostalih treh modelih, ki so vsi del vmesnika TensorFlow Tensor-
Flow Object Detection API, pa ni videti vecˇjih odstopanj, le da je model
faster rcnn resnet50 coco dosegel najvecˇje sˇtevilo vrstic, ki smo jih oznacˇili
kot sˇum.
model natancˇnost priklic vrstice brez sˇuma vrstice s sˇumom
faster rcnn resnet50 coco 0,1167 0,3610 149 1614
rfcn resnet101 coco 0,1380 0,3623 137 1261
ssd mobilenet v1 fpn coco 0,1396 0,3398 141 1490
YOLOv3 0,1935 0,3811 105 1062
Tabela 4.1: Rezultati vrednotenja uspesˇnosti za posamezne modele, ucˇene
na mnozˇici COCO.
4.2.2 Modela, ucˇena na mnozˇici Open Images
Rezultati vrednotenja za oba uporabljena modela, ki sta bila ucˇena na fo-
tografijah iz mnozˇice Open Images, se nahajajo v tabeli 4.2. Zanimivo je,
da je glede na izbran postopek vrednotenja model ssd mobilenetv2 oidv4 vi-
deti rahlo uspesˇnejˇsi od modela faster rcnn inception resnet v2 atrous oidv4,
cˇeprav v zbirki modelov TensorFlow 1 Detection Model Zoo pripisujejo veliko
boljˇso uspesˇnost detekcije drugemu modelu [20].
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Za to je najverjetneje kriv izbran postopek vrednotenja, kjer predvide-
vamo, da na testni mnozˇici fotografij nimamo enakih imen za kategorije
objektov, kot jih vracˇajo modeli. Zaradi tega uposˇtevamo vsa najdena uje-
manja, tudi cˇe imena ujemajocˇih kategorij niso ista.
Vidimo lahko tudi, da je bilo za model faster rcnn inception resnet v2 -
atrous oidv4 ugotovljenih znatno vecˇ smiselnih parov ujemanj, kar je lahko
tudi eden izmed faktorjev, ki je negativno vplival na povprecˇno natancˇnost
in priklic.
model natancˇnost priklic vrstice brez sˇuma vrstice s sˇumom
faster rcnn inception resnet v2 atrous oidv4 0,4744 0,3081 233 2100
ssd mobilenetv2 oidv4 0,5278 0,2654 158 1872
Tabela 4.2: Rezultati vrednotenja uspesˇnosti za modela, ki sta bila ucˇena na
mnozˇici Open Images.
4.3 Rezultati zdruzˇevanja modelov
Zdruzˇevanja smo se najprej lotili za modele, ki so bili ucˇeni na mnozˇici
COCO. Najprej smo vsak model parno zdruzˇili z vsakim preostalim, nato pa
smo podobno zdruzˇili sˇe vse kombinacije trojic modelov. Na koncu smo sku-
paj zdruzˇili sˇe rezultate vseh sˇtirih modelov. Vse tako pridobljene zdruzˇene
sisteme modelov smo ovrednotili na enak nacˇin, kot smo to storili pri vre-
dnotenju posameznih modelov. S tem smo poskusili dolocˇiti, katere modele
je med seboj najbolj smiselno zdruzˇiti in tudi koliksˇno sˇtevilo modelov je
med seboj sploh smiselno zdruzˇevati. Podobno smo storili tudi za modela,
ucˇena na mnozˇici Open Images. Tukaj smo seveda imeli samo eno mozˇno
kombinacijo zdruzˇenih modelov, saj smo uporabili le dva modela.
Imena zdruzˇenih sistemov modelov smo dolocˇili z zdruzˇevanjem kratkih
oznak, ki smo jih dolocˇili za vsak posamezen model. Uporabljene oznake so
prikazane v tabeli 4.3.
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polno ime uporabljena oznaka
faster rcnn resnet50 coco f rcnn c
rfcn resnet101 coco rfcn c
ssd mobilenet v1 fpn coco ssd c
YOLOv3 YOLOv3
faster rcnn inception resnet v2 atrous oidv4 f rcnn oid
ssd mobilenetv2 oidv4 ssd oid
Tabela 4.3: Uporabljene oznake modelov pri imenih zdruzˇenih sistemov.
4.3.1 Zdruzˇevanje parov modelov za mnozˇico COCO
Parno zdruzˇene modele predstavlja tabela 4.4. Vidimo lahko, da najvecˇjo
natancˇnost dosezˇe model, kjer zdruzˇimo model rfcn resnet101 coco in model
YOLOv3, ta model pa vsebuje tudi najmanj sˇuma. Najvecˇji povprecˇni priklic
pripada modelu, kjer smo zdruzˇili model faster rcnn resnet50 coco in model
rfcn resnet101 coco, vendar pa ta sistem po drugi strani dosezˇe najmanjˇso
povprecˇno natancˇnost.
Kot najboljˇso zdruzˇeno kombinacijo parov smo oznacˇili model z oznako
rfcn c-YOLOv3 c, saj je model dosegel najviˇsjo povprecˇno natancˇnost, prav
tako pa detekcija modela vsebuje najmanj sˇuma.
model natancˇnost priklic vrstice brez sˇuma vrstice s sˇumom
f rcnn c-rfcn c 0,1690 0,2946 149 3156
f rcnn c-ssd c 0,1798 0,2580 157 3417
f rcnn c-YOLOv3 c 0,1950 0,2505 160 2935
rfcn c-ssd c 0,1913 0,2643 159 3163
rfcn c-YOLOv3 c 0,2112 0,2396 158 2643
ssd c-YOLOv3 c 0,2004 0,2290 157 2888
Tabela 4.4: Rezultati vrednotenja uspesˇnosti za parno zdruzˇene modele,
ucˇene na mnozˇici COCO.
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4.3.2 Zdruzˇevanje trojic modelov za mnozˇico COCO
Zdruzˇene trojice modelov, ucˇenih na mnozˇici COCO, predstavlja tabela 4.5.
Vidimo lahko, da najboljˇso natancˇnost dosega trojica, kjer zdruzˇenemu paru,
ki smo ga oznacˇili kot najboljˇsega, dodamo sˇe model ssd mobilenet v1 fpn -
coco. Ta zdruzˇen model je edini zmed zdruzˇenih trojic, ki dosezˇe viˇsjo vre-
dnost povprecˇne natancˇnosti od najboljˇsega zdruzˇenega para modelov. Pre-
ostale zdruzˇene trojice imajo le malo vecˇjo natancˇnost v primerjavi z naj-
boljˇsim zdruzˇenim parom, vsi modeli pa vsebujejo sˇe vecˇ sˇuma kot zdruzˇeni
pari. To je bilo sicer zaradi vecˇjega sˇtevila zdruzˇenih modelov za pricˇakovati.
Sˇtevilo smiselnih parov ujemanj se ne poviˇsa oz. se celo nekoliko zmanjˇsa,
v primerjavi z zdruzˇenimi pari modelov. Za to je verjetno kriva vecˇja razpr-
sˇenost razlicˇnih kombinacij kategorij objektov, ki jih dobimo ob zdruzˇevanju
vecˇjega sˇtevila objektov.
model natancˇnost priklic vrstice brez sˇuma vrstice s sˇumom
f rcnn c-rfcn c-ssd c 0,2253 0,2795 130 4875
f rcnn c-rfcn c-YOLOv3 0,2393 0,2397 137 4478
f rcnn c-ssd c-YOLOv3 0,2285 0,2259 143 4730
rfcn c-ssd c-YOLOv3 0,2446 0,2227 139 4502
Tabela 4.5: Rezultati vrednotenja uspesˇnosti za zdruzˇene trojice modelov,
ucˇenih na mnozˇici COCO.
42 Gregor Novak
4.3.3 Zdruzˇevanje vseh modelov posamezne ucˇne
mnozˇice
V tabeli 4.6 so predstavljene pridobljene vrednosti vrednotenja za sistema,
ki smo ju dobili s tem, da smo za posamezno mnozˇico skupaj zdruzˇili vse
uporabljene modele, ki so bili ucˇeni na tisti mnozˇici.
model natancˇnost priklic vrstice brez sˇuma vrstice s sˇumom
f rcnn c-rfcn c-ssd c-YOLOv3 c 0,2609 0,2287 121 6205
f rcnn oid-ssd oid 0,5353 0,1930 214 4810
Tabela 4.6: Rezultati vrednotenja uspesˇnosti za zdruzˇitev vseh modelov glede
na njihovo ucˇno mnozˇico.
Iz tabele je razvidno, da pri zdruzˇenem sistemu vseh modelov, ki so bili
ucˇeni na mnozˇici COCO, ne pridobimo velike viˇsje natancˇnosti, v primerjavi
z dolocˇeno najboljˇso trojico zdruzˇenih modelov. Prav tako pa se obcˇutno
poviˇsa tudi sˇum.
Podobno velja tudi za zdruzˇena modela mnozˇice Open Images, cˇe primer-
jamo rezultate vrednotenja posameznih modelov. Glede na to smo dolocˇili,
da se za nobeno izmed uporabljenih ucˇnih mnozˇic ne zdi smiselno zdruzˇevanje
cˇisto vseh uporabljenih modelov.
4.4 Najbolj primeren nabor modelov
Ker mnozˇici COCO in Open Images, na katerih so bili ucˇeni uporabljeni
modeli, ne vsebujeta popolnoma enakih kategorij objektov, smo zˇe vnaprej
vedeli, da bomo za koncˇno resˇitev diplomske naloge izbrali vecˇ kot samo
en uporabljen model. Vedeli smo torej, da bomo zˇeleli sistem zdruzˇenih
modelov, kjer smo skupaj zdruzˇili vsaj en model, ki je bil ucˇen na mnozˇici
COCO in vsaj en model, ki je bil ucˇen na mnozˇici Open Images.
Pojasnili smo, da se glede na rezultate vrednotenja zdruzˇenih modelov, za
posamezno ucˇno mnozˇico ne splacˇa uporabiti sistema, kjer smo zdruzˇili cˇisto
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vse modele, ki so bili ucˇeni na tisti ucˇni mnozˇici. Zato smo vedeli, da bomo
zˇeleli izbrati le enega izmed dveh uporabljenih modelov, ki sta bila ucˇena na
ucˇni mnozˇici Open Images.
Rezultati vrednotenja za zdruzˇene kombinacije modelov, ucˇenih na mno-
zˇici COCO pa so pokazali, da lahko z dolocˇenim zdruzˇenim parom dveh
modelov dosezˇemo boljˇso uspesˇnost detekcije, kot cˇe uporabimo samo en
posamezen model. Uspesˇnost detekcije se sˇe rahlo izboljˇsa, cˇe temu paru
dodamo model za algoritem SSD. Zaradi tega smo se odlocˇili, da bomo pri
dolocˇanju najbolj primernega nabora zdruzˇenih modelov, uporabili par mo-
delov za algoritma R-FCN in YOLOv3 ter trojico modelov, kjer temu paru
dodamo model za algoritem SSD. Izbran par in trojico smo kombinirali s
posameznim modelom za mnozˇico Open Images. Tako smo izbrali 4 razlicˇne
nabore modelov in izmed teh 4 naborov poskusili dolocˇiti najbolj primeren
nabor modelov. Za vse 4 izbrane nabore modelov smo ustvarili zdruzˇene
sisteme modelov in za vse 4 na novo pridobljene modele izvedli vrednotenje
na enak nacˇin, kot smo to pocˇeli do sedaj. Rezultati vrednotenja za vse 4
zdruzˇene modele so prikazani v tabeli 4.7.
model natancˇnost priklic vrstice brez sˇuma vrstice s sˇumom
rfcn c-ssd c-YOLOv3 c-f rcnn oid 0,4118 0,1722 194 7615
rfcn c-ssd c-YOLOv3 c-ssd oid 0,3829 0,1388 172 6987
rfcn c-YOLOv3 c-f rcnn oid 0,4082 0,1820 225 5734
rfcn c-YOLOv3 c-ssd oid 0,4080 0,1506 190 5166
Tabela 4.7: Rezultati vrednotenja uspesˇnosti za zdruzˇitev vseh modelov glede
na njihovo ucˇno mnozˇico.
Iz rezultatov vrednotenja je razvidno, da vse 4 kombinacije zdruzˇenih
modelov dosegajo priblizˇno enako natancˇnost, medtem ko pa je vrednost
priklica rahlo nizˇja pri kombinacijama, kjer smo za modele, ucˇene na mnozˇici
COCO, uporabili trojico modelov za algoritme R-FCN, SSD in YOLOv3, za
razliko od kombinacij, kjer smo uporabili le par modelov za algoritma R-
FCN in YOLOv3. Pri teh dveh kombinacijah je bila ugotovljena tudi vecˇja
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kolicˇina sˇuma, saj smo zdruzˇili vecˇje sˇtevilo modelov, kot pri preostalih dveh
kombinacijah.
Glede na to, kateri model za mnozˇico Open Images smo pri zdruzˇevani
kombinaciji modelov uporabili, pa se ne vidi jasno izrazˇene razlike. Opazimo
le, da je sˇtevilo parov ujemajocˇih kombinacij, ki niso bile kot sˇum, v zdruzˇenih
sistemih modelov viˇsje, cˇe uporabimo model za algoritem Faster R-CNN.
Vemo pa, da je uradna ocena uspesˇnosti v zbirki modelov TensorFlow
1 Detection Model Zoo viˇsja za model faster rcnn inception resnet v2 atro-
us oidv4. Ob primerjavi modelov smo tudi ugotovili, da ta model na upo-
rabljenih turisticˇnih fotografijah detektira vecˇ objektov, ki delujejo smiselno
detektirani. Zato smo se odlocˇili, da za koncˇni nabor modelov izberemo eno
izmed kombinacij, kjer smo uporabili ta model.
Zaradi manjˇse kolicˇine sˇuma in viˇsjega sˇtevila smiselno oznacˇenih uje-
manj, smo se za nabor modelov, ucˇenih na mnozˇici COCO, odlocˇili za kom-
binacijo modelov algoritma R-FCN in YOLOv3, brez dodanega modela za
algoritem SSD.
Tako za najbolj primeren nabor modelov za detekcijo objektov na foto-
grafijah turisticˇnih nastanitev predlagamo naslednjo kombinacijo modelov:
• model rfcn resnet101 coco, ucˇen na mnozˇici COCO,
• model YOLOv3, ucˇen na mnozˇici COCO in
• model faster rcnn inception resnet v2 atrous oidv4, ucˇen na mnozˇici
Open Images.
Za uporabo predlagamo disjunktivno zdruzˇen sistem teh treh modelov, pri-
dobljen na nacˇin, ki smo ga opisali v diplomskem delu.
4.4.1 Detekcija izbranega nabora modelov na
fotografijah turisticˇnih nastanitev
Predlagan zdruzˇen sistem modelov uporablja specificˇne oznake objektov, ki
so, kot opisano, sestavljene iz imen kategorij, ki jih detektira posamezen mo-
del iz zdruzˇenega sistema. Ker so tako uporabljena imena objektov lahko
Diplomska naloga 45
Slika 4.5: Primer strukture referencˇne datoteke TSV.
vcˇasih nekoliko dvoumna, smo za lazˇjo referenco rezultate detekcije izbra-
nega zdruzˇenega sistema shranili v posebno datoteko TSV. V tej datoteki
smo za vse na fotografijah najdene oznake objektov shranili tudi vse mozˇne
kategorije, ki se lahko ujemajo z dolocˇeno oznako objekta, ki jo model vrne.
Ujemajocˇe kategorije smo pridobili iz rezultatov vrednotenja za uporabljen
sistem modelov. Primer strukture opisane datoteke je predstavljen na sliki
4.5, ki prikazuje prvih nekaj vrstic datoteke in s tem tudi prvih nekaj najbolj




V diplomskem delu smo predstavili uporabo zˇe naucˇenih modelov globokega
ucˇenja za detekcijo objektov. Izbrane modele, ki so bili ucˇeni na splosˇnih
mnozˇicah fotografij, COCO in Open Images, smo med seboj primerjali in
poskusili dolocˇiti ujemanje njihove detekcije na izbranih fotografijah turi-
sticˇnih nastanitev, kot tudi splosˇno uspesˇnost na delu testne mnozˇice Open
Images. Predstavili smo tudi tudi nov nacˇin uporabe modelov, definiran v
sklopu diplomskega dela, in sicer disjunktivno zdruzˇevanje rezultate detekcije
razlicˇnih modelov v sisteme, ki jih lahko uporabimo kot samostojne modele.
Predstavili smo uspesˇnost razlicˇnih, na taksˇen nacˇin zdruzˇenih sistemov in
s tem tudi predlagali nabor uporabljenih modelov za sistem modelov, ki je,
glede na pridobljene rezultate, najbolj primeren za uporabo na fotografijah
turisticˇnih nastanitev.
Rezultate diplomske naloge pa je mogocˇe sˇe nadalje razsˇiriti. V sklopu
diplomskega dela smo namrecˇ uporabili le modele za detekcijo objektov, to-
rej za rezultat prepoznavanja vracˇajo mejne sˇkatle objektov. Smiselno bi
bilo izvesti podoben postopek iskanja najboljˇsih modelov sˇe za tiste modele,
ki vracˇajo maske detektiranih objektov in/ali maske prepoznanih podrocˇij
na fotografijah. Tekom izdelave diplomskega dela se je za algoritem YOLO
pojavila nova razlicˇica modela, YOLOv4 [1]. Algoritma v diplomskem delu
zˇal nismo mogli uporabiti, saj takrat knjizˇnica OpenCV nekaterih koncep-
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tov, ki jih uporablja model YOLOv4, sˇe ni podpirala. Prav tako so v sklopu
vmesnika TensorFlow Object Detection API izdali novo zbirko modelov, Ten-
sorFlow 2 Detection Model Zoo [21]. Zbirka modelov je izsˇla sˇele proti koncu
izdelave diplomskega dela, zato je v diplomsko delo nismo uspeli vkljucˇiti.
Ker podobno, kot stara zbirka modelov ponuja vecˇ razlicˇnih vnaprej naucˇenih
modelov strojnega ucˇenja, ki jih lahko uporabimo na relativno preprost nacˇin,
se zdi smiselno, da bi v prihodnje primerjali sˇe nekatere modele iz omenjene
nove zbirke TensorFlow, skupaj z modelom YOLOv4.
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