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Co-simulationa b s t r a c t
Real-time (RT) simulator is a powerful tool for analyzing operational and control algorithms in electric
power systems engineering. For understanding the dynamic and transient behavior of a power systems,
significant RT computation capabilities are essential. A single unit of RT simulator has limited simulation
capabilities. The most common way of augmenting simulation capability is using a bank of locally con-
nected RT simulators. However, creating a large-sized bank of RT simulators involves significant financial
investments and hence may not be feasible at all research facilities. Power and energy systems research
facilities that use RT simulators are at diverse physical locations. In addition to RT simulators, research
facilities around the world house an array of facilities with unique power, energy, and control systems
for innovative research. To leverage these unique research facilities, geographically distributed RT simu-
lation based on Wide Area Network (WAN) is required. Typical RT simulators perform simulations with
time-steps in the order of milliseconds to microseconds, whereas data latency for communication on
WAN may be as high as a few hundred milliseconds. Such communication latency between RT simulators
may lead to inaccuracies and instabilities in geographically distributed RT simulations. In this paper, the
effect of communication latency on geographically distributed RT simulation is discussed and analyzed.
In order to reduce the effect of the communication latency, a Real-Time Predictor (RTP), based on linear
curve fitting is developed and integrated into the distributed RT simulation environment. Two geograph-
ically distributed digital RT simulators are used to perform dynamic simulations of an electric power sys-
tem with a fixed communication latency and the predictor. Empirical results demonstrate the effects of
communication latency on the simulation and the performance of the RTP to improve the accuracy of
simulations.
 2016 The Authors. Published by Elsevier Ltd. This is anopenaccess article under the CCBY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In order to enhance collaboration and leverage investments
between different national research labs, academic research cen-
ters, and the industry, it is desired to integrate geographically dis-
persed assets for energy systems research. This includes large-scale
Real-time (RT) digital co-simulation environments for analyzing
the advanced grid and its component interactions. Simulation is
a powerful tool for the analysis and design of complex engineering
systems such as the electricity grid and its constituent control and
operations. Simulations are performed in myriad ways usingnumerous environments, depending on the objective of the analy-
sis. Simulations are classified based on the type of environment
used. With respect to simulation clocks and application time-
line, simulation environments may be classified as either RT,
non-RT, or faster than RT. The software, hardware, and external
interface mechanisms constituting a RT simulation environment
varies significantly from the non-RT and faster than RT environ-
ments. For instance non-RT or offline simulation environments
may not require dedicated computational hardware. However, RT
or faster than RT simulation environments typically require spe-
cialized computational hardware with dedicated processors, and
lower operating system overheads to provide the necessary com-
putational capability. Parallel simulation technology, utilizing mul-
tiple processors, can also be used for RT simulation. Some
examples of traditional offline simulation software used for
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larly for electromechanical transient analysis of varying degree,
environments such as PSS/E and PowerWorld are commonly
used. RT simulator generally provides simulation results closer to
field data by allowing an interface between the software simula-
tion and hardware in RT. Comparison of RT simulators with the tra-
ditional offline simulations are presented in [1,2]. For example, to
perform controller design verification and validation prior to inte-
gration with an actual system, an RT simulator with Hardware-In-
the-Loop (HIL) can be used to generate real life operating scenarios
[3–9]. With significantly higher computational capability, RT sim-
ulators can analyze complex and detailed scenarios in power sys-
tems with customizable time-steps. Customizable time-steps
provide the flexibility to analyze high frequency events such as
transients with a high degree of accuracy. The simulation time-
step of RT simulators is in the range of few microseconds to hun-
dreds of microseconds to allow a wide spectrum of analysis. With
the powerful computational capability and high-speed input/out-
put (I/O) port, RT simulators possess the capability for HIL
simulation.
RT simulators are used for a range of electric power systems
studies. Electric power and energy assets and systems, for perform-
ing HIL-type research and analysis, are dispersed through out the
academic and research centers around the world, similar to that
of RT simulators that needs to be leveraged. The goal of this
research is to perform distributed RT HIL simulations. The pro-
posed work in this paper is intended to form the basis of such geo-
graphically distributed RT simulation. In [10], a RT simulator is
used to test the performance of a wind turbine generator coupled
with a battery-supercapacitor hybrid Energy Storage System
(ESS). The simulation results show the hybrid ESS has lower cost,
longer lifetime, and higher efficiency comparing with the tradi-
tional ESS. In [11], the authors demonstrate an RT simulator appli-
cation for performing innovative wind energy research. The
simulation results present that the wind energy HIL test bed has
the potential for the development of a unified multi-purpose plat-
form with myriad functionalities for performance assessment. A
high-power electrical traction system is also simulated in the RT
simulator [12]. Comparisons between the HIL simulation and real
experiment demonstrates performance and reliability of the HIL
simulation. In [13], rapid controller prototyping of power elec-
tronic systems is simulated by an RT simulator. The results show
that RT simulation is a fast, precise, and robust way to provide
accurate results. In [14], an RT simulator for developing and study-
ing the control algorithm of High Voltage Direct Current (HVDC)
technology is presented. Based on the simulation results, it is
observed that RT simulators can be used for numerous HVDC stud-
ies, such as the conceptual design of a control system and the test-
ing of physical control devices. RT simulators are also utilized for
the development, testing, and parameter optimization of power
electronic controllers for numerous applications [12,13,15]. The
results show RT HIL simulations can significantly improve the
design process, provide high flexibility for device testing, and also
assist in identifying software bugs. In [16], an RT simulator is used
for the simulation of multilevel voltage source converters (VSC)
using pulse width modulation (PWM) controls. The simulation
results are compared with the field measurements which demon-
strates the ability of the RT simulator for accurately testing VSC fir-
ing pulse controls using PWM control. In [17], an RT simulator is
used as an education platform for power systems control design.
Compared with off-line simulations, this method extends power
system controller design to the next step and shows the important
factors of algorithm implementation and RT testing. An overview
of RT simulation applications specific to electric microgrids
(islanded, controllable section of an electric distribution network
equipped with supplying its own load) is presented in [18]. HILis one of the most preferred ways of verification and validation
of models, however, it is also acknowledged that this type of sim-
ulation is expensive, needs power conditioning equipment, and
high fidelity measurement and controls.
RT simulators are available in multiple software and hardware
platforms from a variety of vendors [19–33]. RT simulators
designed by different manufacturers based on distinct architec-
tures have different capabilities and can provide unique environ-
ments for power and energy systems analysis. The size of power
systems simulated in an RT simulator is limited by computational
capability and cost. In order to simulate larger power systems and
share the resources, geographically distributed RT simulation
seems to be a feasible way as most RT simulators have a commu-
nication component. These communication components support a
wide array of communication protocols, of which Internet Protocol
is one. Additionally, power systems can be divided into sub-
systems and processed using parallel computing algorithms. There
are numerous advantages of pursuing geographically distributed
RT simulations, as summarized below:
(i) Enhance collaboration and leverage investments between
different research centers working in the electric power
and energy systems domain.
(ii) Utilize distributed RT simulation to simulate more complex
and larger-scale electric power system.
(iii) Connect RT simulators at different national laboratories,
utilities, and universities to synergistically utilize resources,
such as electric vehicle charging infrastructure, wind tur-
bines, PV installations, and energy storage systems.
(iv) Enable the remote testing and control of different electric
power devices and systems.
There are a few research papers that document RT simulation
using geographically distributed computing resources. In [34],
the authors integrated two RTDS setups via an external test bed
based on a customized advanced data acquisition system, located
at Mississippi State University and Texas A&M University. They
demonstrated a distributed simulation of transmission systems
with different data transfer rates i.e., 118 bps and 36 bps with
steady state and fault conditions. Although they introduced a
way to mitigate effects of data loss by extrapolation method, the
impact of data latency was regarded as insignificant. In [35], the
authors present a thermo-electric co-simulation between RTDS
at Florida State University and OPAL-RT at the University of
Alberta. In this co-simulation, the time-step of RTDS simulating
electrical components is 50 ls and the time-step of OPAL-RT sim-
ulating thermal component is one millisecond. The lower time step
of the latter simulator assists in maintaining the synchronism
between the distributed simulators. In [36], the author analyzes
the round-trip latency of both the analog interface and the digital
interface between RTDS and OPAL-RT and inferred that analog
interfaces are numerically stable for studying thermo-electric tran-
sient simulations. Distributed simulation applied to shipboard
power system is introduced in [37], where Virtual Test Bed
(VTB) is used to model and simulate a separate shipboard
subsystem.
Even though geographically distributed RT simulation has mul-
tiple advantages, there are some major challenges such as: (1) par-
titioning of the power system; (2) synchronizing different RT
simulators; and, (3) maintaining reliability of communication
between the partitioned systems, such as data loss and communi-
cation latency.
The above discussion summarizes the state of the art related to
impacts and interpretations of communication latency between RT
simulators. However, research is focused primarily on the effect of
the data loss during the communication and how to mitigate it
310 R. Liu et al. / Electrical Power and Energy Systems 84 (2017) 308–317[34]. In the thermo-electric co-simulation example in [35], the
time constant is larger in the thermal simulation than that of
power system simulation. Thus the communication latency will
not significantly affect the accuracy of co-simulation. In [36], the
co-simulation is performed using resources at the same location
without synthetically introduced delays, which means the commu-
nication latency between RT simulators is ignored. In [37], the
authors have mentioned the communication latency as an impor-
tant factor in the distributed simulation and that its effect on sim-
ulation stability will be studied as future work. An in-depth
research about the role of communication latency and mitigation
measure for geographically distributed RT simulations is identified
as a technical gap and addressed in this paper.
2. The effect of communication latency on distributed real-time
simulation
When multiple RT simulators are utilized for geographically
distributed RT simulations, physical limitations of communication
medium and the inherent characteristics of communication proto-
cols become key factors of consideration, that affect the accuracy
and stability of the simulation [34]. The communication medium
needs to support the integration of and the data exchange between
geographically distributed resources. Dedicated communication
medium such as fiber optics over large distances is considered
cost-prohibitive. Hence, the Internet is regarded as a suitable com-
munication medium for performing such experimentation. The
basic architecture of a geographically distributed RT simulation is
shown in Fig. 1.
As the Internet is chosen as the communication medium, it can
introduce communication latency to the geographically distributed
RT simulation. The communication delay in the Internet can be
decomposed into the following four different types [38]:
(i) Signal propagation delay: It is the time taken for a signal to
travel in the physical propagation medium, and depends on
the medium itself and the distance between the nodes. Usu-
ally the propagation speed of the signal in the medium is
about 70% of the speed of light in vacuum.
(ii) Network processing delay: These delays are incurred when
the network gateways, firewalls, and servers determine the
path and sequence of all incoming data packets, and
decision-making with any incoming packet. The delay
depends on the network equipment technology and the
specific processing function.Fig. 1. The basic architecture of the geog(iii) Transmission delay: There is a definitive time delay for a
packet to be completely pushed on to the physical link layer.
This delay is called the transmission delay and is dependent
on the bandwidth of the link and packet size.
(iv) Queuing delay: This kind of delay occurs when multiple
packets from an entry port are routed to the same exit port.
One packet is transmitted at a time, and a queue is main-
tained to hold the remaining packets. The time a packet
has to spend in a queue is the queuing delay seen by that
packet.
The total communication latency is the sum of all the above
four delays. Based on the communication network condition, the
total communication latency normally ranges from several mil-
liseconds to a few hundred milliseconds [38]. Communication
latency is a critical aspect for performing geographically dis-
tributed RT simulations, especially for a synchronized case such
as a wide-area electric power system as explained in the next sec-
tion. Given the time scales of power system transient events and
typical latency in WAN-based communication, the accuracy and
the stability of geographically distributed RT simulations will be
affected.
In order to show the effect of the communication latency on the
geographically distributed RT co-simulation, Fig. 2 introduces the
timeline of distributed RT simulation with two RT simulators as
an example. f(Y) and g(X) represent the subsystems, which are sim-
ulated in two separate RT simulators. X is the output of the subsys-
tem 1 and the input for subsystem 2. Dt is the total communication
latency between the two RT simulators. Fig. 2.1 represents the
ideal condition of the distributed RT simulation i.e., no communi-
cation latency between the two RT simulators. For each time-
step, two subsystems solve their own simulations and send the sta-
tus of the simulated subsystem to another subsystem as the input
of next time-step simulation. It can be observed from Fig. 2.2 that
the inputs for both the subsystems at tn are changed from Xn and
Yn to XnDt and YnDt , when there is communication latency Dt
between two RT simulators. Fig. 3 shows the effect of different
communication latency on the known perfect sine wave. It is clear
that there are differences between the original signal and the
delayed signals at each time instant.
Since the inputs of the subsystems have some errors, the system
status at time-step tn will also change and the simulation results
will not be as accurate as the ideal condition. Considering the next
time step as shown in Fig. 2.3, it may be noted that the outputs of
both subsystems at tn are different from the ideal condition, whichraphically distributed RT simulation.
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Fig. 2. The timeline of geographically distributed RT simulation with different conditions. Figs. 2.1, 2.2, and 2.3 show the cases with data latency between simulators equal to
zero, one simulation time step, and greater than one time step, respectively.
Fig. 3. The effect of communication latency on known perfect sine wave.
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sequent simulation. If the communication latency is small enough
compared with the RT simulator time-step, the above errors can
still be ignored. However, the typical time-step for RT simulation
of transient events ranges from a few microseconds to a few tens
of microseconds and the normal Internet communication latency
range is between a few milliseconds to a few hundreds millisec-
onds. Thus, when a distributed RT simulation based on the Internet
is used for transient analysis, these errors may accumulate to erro-
neous results due to numerical instability.
As latency is inherent to Internet-based communication, it is
unavoidable. One way to reduce the above errors is to perform a
prediction based on existing information. A Real-Time Predictor(RTP) is presented in the next section to address this problem in
geographically distributed RT simulation.3. Real-Time Predictor
Latency in Internet-based communication is controllable up to
only a certain degree by network optimization, prediction for the
next time-step based on historical data is probed as a preferred
way to reduce the effect of communication latency.
Fig. 4 shows the timeline of distributed RT simulation inte-
grated with a prediction. PðXnÞ is the prediction function. Xn and
Yn are the predicted values for time-step tn. Due to the relatively
large communication latency and lack of information, the predic-
tion value Xn cannot accurately track the actual value Xn. Hence,
the purpose of prediction is to reduce the error between the pre-
dicted and actual value of variables transferred over the WAN,
computed as jXn  Xnj 6 jXn  XnDt j. As shown in Fig. 4.2, the pre-
diction is utilized before each time step of the simulation, which
implies the sum of the prediction time and the simulation time
should be less than the time-step of the RT simulation.
As shown in [39] ‘‘An electrical transient is the outward mani-
festation of a sudden change in circuit conditions, as when a switch
opens or closes or a fault occurs on a system.” The time frames of
some transient phenomena, such as local mode rotor angle oscilla-
tion, inter-area mode rotor angle oscillation, and voltage collapse,
range from a few microseconds to few hundred seconds [40].
Δ Δ
ΔΔ
Fig. 4. Time-line of the distributed RT simulation integrated with prediction. Figs. 4.1 and 4.2 show the case of data latency bewteen two simulators equal to zero and greater
than one time step with prediction, respectively.
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utilized for the analysis of such phenomena, the change in system
state can be considered as linear. The assumption of linearity for
short time-steps of RT simulation as compared to the Internet
latency is also justified by the wide utilization of linear extrapola-
tion in Electromagnetic Transient Programs (EMTP) used by differ-
ent simulation engines. The use of linear extrapolation for EMTP
simulation engines is also established mathematically in [41].
Fig. 5 shows the changes in voltage magnitude at an electrical
bus rated at 230 kV, when a large load is disconnected. From
Fig. 5, it is clear that each peak occurs in approximately 250 ms
during this phenomenon, so the normal range for Internet commu-
nication latency is a relatively short period of time. For example,
from 0.6 s to 0.7 s, the change in voltage magnitude is small and
hence can be considered as linear. The use of linear interpolation
in power system simulation provides a significant improvement
in the accuracy of results [42]. In this paper, a linear curve fitting
technique is proposed as the RTP for the above discussed type of
simulations. As linear curve fitting is not complex, an iteration of
prediction can be designed and implemented within a time-step
of RT simulation to maintain simulation stability.
Assume a case of two RT simulators performing geographically
distributed RT simulation with a communication latency as Dt. In
other words, Dt is the time for one way travel for a data packet over0 0.5 1 1.5 2 2.5
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Fig. 5. Voltage waveform at a bus when a load is dropped in a transmission
network.the Internet. At time t, received data RECt is equal to sending data
SECtDt . The objective of the prediction is to reduce the error
between RECt and SECt1. In order to predict accurately, a suitable
window size of historical data must be used as an input. Let the
window size be N data points. As mentioned earlier, the voltage
magnitude changes in the small period of time i.e., voltage change
in each simulation time-step can be considered as linear, so the
target fitting function is:
y ¼ axþ b ð1Þ
where a and b are the coefficients of the target linear fit. Note,
assuming linear change for prediction is justified given the small
time-step. In order to get the best fit for N history data points, the
fitted curve should provide a minimum error, so the target function
is:
Minimize error ¼
XN
i¼1
ðyi  ðaxi þ bÞÞ2; ð2Þ
where yi is the history data, xi is the related time point. In order to
find the value of both a and b to minimize this function, partial
derivatives are taken on the target function with respect to both a
and b.
@error
@a
¼ 2
XN
i¼1
xiðyi  axi  bÞ ¼ 0 ð3Þ
@error
@b
¼ 2
XN
i¼1
ðyi  axi  bÞ ¼ 0 ð4Þ
Then the prediction is based on the computed value a, current
received data Vt , and communication latency Dt.fVt ¼ Vt þ a  Dt ð5Þ
The relatively large communication latency and the lack of
information can cause the predicted value to not track the actual
value perfectly. In order to enhance the RTP, a feedback loop is also
involved. The two RT simulators are synchronized with a Global
Positioning System (GPS) clock signal, communication latency Dt
Fig. 6. Dataflow of the RTP.
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signal of the received data packet and actual time. Thus, the predic-
tion error can be obtained by:
error ¼ ðVtþDt fVt Þ=Vref ð6Þ
where fVt is the predicted value at time t, VtþDt is the actual voltage
value at time instant t, however it is received at the remote location
at time t þ Dt due to latency, Vref is the steady state value to nor-
malize the prediction error. Fig. 6 shows the dataflow of the RTP
and the integration of the feedback with the proposed prediction.
At the beginning of the simulation, there is no historical data which
can be used to do the prediction, so during the first N time steps, the
input data is stored in a stack. Once the stored data in the stack
exceeds the window size N, the oldest data from the beginning of
the stack is discarded and the new input data is pushed at the
end of the stack.
4. Simulation results
In this section, a distributed RT simulation is performed in order
to validate the effect of communication latency on the results and
to assess the performance of the RTP. Two RTDS are used as the RT
simulators in this distributed simulation. The second generation
Giga-Transceiver Network Communication Card (GTNETx2) is
installed in both RTDS, that provides a RT communication via
either transmission communication protocol (TCP) or user data-
gram protocol (UDP). For this simulation, the two RTDS are con-
nected within a local area network (LAN). In order to introduce a
communication latency that resembles the real world conditions
in this co-simulation, UDP with a synthetically induced delay is
used for communication. A commercially available Satellites-
Synchronized Network Clock (Schweitzer Engineering Laborato-
ries, product number 2488) is used to provide a precise GPS time
signal, so the two RTDS can be synchronized to the same refer-
ence time signal. The start time for all the cases in the simulation
is programmed to be the same using the reference time signal. This
ensures numerical stability and reduces any errors that may be
introduced in the simulation due to out of step starting times.
As shown in Fig. 7, the Kundur 4-Bus 2-Area transmission sys-
tem is simulated in the RTDS 1. The IEEE 13 Node Test Feeder
shown in Fig. 8 is used as distribution system and simulated in
the RTDS 2. In the transmission system, load-2 connected to the
bus-13 is simulated as a controlled current source, which repre-
sents the distribution system. The input data of this controlled cur-
rent comes is the current measurement at bus 650 in the
distribution system. Similarly, there is a controlled frequency
dependent voltage source, which approximates and represents
the whole transmission system, connected at the bus 650 in the
distribution system. The input data of this controlled voltage
source comes from the voltage measurement of bus-13 in the
transmission system. In general, the distribution system sends
the current measurements that represents its status to the current
source in the transmission network. Whereas, the transmission
system sends the voltage measurements that represents its status
to the controlled voltage source in the distribution network. This
concept of representation of systems based on controlled voltage
and current sources are used in the Frequency Dependent Network
Equivalent (FDNE) [45].
As the two RTDS are located within the same facility; hence
are connected via LAN, the communication latency between them
is very small. Measurements indicate that the communication
latency between them is approximately 200 ls. This latency is rel-
atively smaller as compared with typical Internet communication
latency values. Thus, this condition is considered as the base case
for all the simulations using this distributed RT simulators setup.A 15 ms time delay block is added on all the signals that are com-
municated between the two RTDS, to simulate a typical Internet
Fig. 7. Kundur 4-Bus 2-Area transmission system [43].
Fig. 8. IEEE 13 Node Test Feeder [44].
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Fig. 9. Load shedding scenario without prediction.
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Fig. 10. Load add scenario without prediction.
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Fig. 11. One phase to ground fault without prediction.
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Fig. 12. Two phase to ground fault without prediction.
314 R. Liu et al. / Electrical Power and Energy Systems 84 (2017) 308–317communication latency. A reason for choosing 15 ms as the
latency, is that it equals our observations between two project test
sites namely, Idaho National Laboratory, Idaho Falls, ID and
National Renewable Energy Laboratory, Golden, CO.
The first two test scenarios are: a load shedding and a load addi-
tion of a large magnitude (1159 MW, 74 MVAr), at the transmis-
sion system bus 3 at time t = 0.5 s. Both the base case and the
15 ms communication latency case are simulated on the two sim-
ulators. Figs. 9 and 10 show the voltage and current plots recorded
at bus 13 of the transmission network during the simulation. The
impact of the 15 ms communication latency in steady state simu-
lation is evident in Figs. 9 and 10 in the form of time-shift of the
waveforms.
The next three test scenarios are power system faults namely,
one phase to ground fault event, two phase to ground fault event,
and a three phase to ground fault event on transmission system
bus 13 at time t ¼ 0:5 s. Figs. 11–13 show the voltage and current
values recorded at the transmission network during this simula-
tion. From these figures, it is observed that the communication
latency may cause different impacts such as time-shift of wave-
forms and change in peaks. From Fig. 11, the difference between
the base case and the 15 ms latency case for the one phase to
ground fault event is observed to be very small. However, the dif-
ference between the base case and the 15 ms latency case for the
two phase to ground fault event is significant as indicated in
Fig. 12. Thus, the 15 ms communication latency may affect the
simulation leading to erroneous results, which is coherent with
the analysis in the Section 2.Since simulation results show the effect of the communication
latency on the distributed RT simulation, the RTP described in
the previous section is included. RTP is implemented using the user
component builder in the RTDS software. All five scenarios are
repeated and the simulation results indicate an improvement in
the simulation accuracy which is quantified. In order to analyze
the performance of the RTP, a Unified Evaluation Index (UEI) is
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Fig. 13. Three phase to ground fault without prediction.
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are measures of similarity between the base case and either the
latency or the predicted case waveforms. The UEI will have a value
in the interval [0,1]. If the UEI is closer to ‘0’, it indicates that the
target case is far away from the base case. On the other hand, a
UEI, which is closer to ‘1’, indicates that the target case is same
as the base case. The ideal condition is UEI equals to 1, which
means the target case perfectly matches with the base case. UEI
is calculated by the following equations:
VRMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
Vi base  Vi
Vref
 2s
ð7ÞFig. 15. Load addition scenario with prediction.
Table 1
IRMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
Ii base  Ii
Iref
 2s
ð8ÞRMSE, linear correlation coefficient, and UEI for the load shedding scenario.
Load shedding scenario VRMSE VCorr IRMSE ICorr UEI
Latency case 0.025 0.965 0.002 0.980 0.980
Prediction case 0.024 0.969 0.002 0.989 0.983
Table 2
RMSE, linear correlation coefficient, and UEI for load the addition scenario.
Load add scenario VRMSE VCorr IRMSE ICorr UEI
Latency case 0.012 0.969 0.002 0.969 0.981
Prediction case 0.012 0.971 0.002 0.978 0.984
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Fig. 16. One phase to ground fault with prediction.UEI ¼ ðð1 VRMSEÞ þ Vcorr þ ð1 IRMSEÞ þ IcorrÞ=4 ð9Þ
where Vi base and Ii base represent the base case measurements for
voltage and current. Vi and Ii represent either the communication
latency case or the prediction case measurements for voltage and
current. Vref and Iref are the average values in the base case during
the steady state, and are used to normalize the error value. VRMSE
and IRMSE are the Root Mean Square Errors (RMSE) for voltage and
current, respectively. Vcorr and Icorr are the linear correlation coeffi-
cient between base case measurements, and either the latency case
or the prediction case measurements for voltage and current. Corre-
lation values between the base case and latency or predicted case
waveforms are computed for the time window of 0–5 s for all power
system events shown in respective figures.
Figs. 14 and 15 show the voltage and current plots for the base
case, the communication latency case, and the prediction case dur-
ing the load shedding and load addition scenarios. Tables 1 and 2
show the RMSE, linear correlation coefficient, and UEI for load drop
and load add scenarios. From the results, it is observed that RMSE
decreases and stays constant for the load shedding and load addi-
tion scenarios, respectively. Whereas, the linear correlation coeffi-
cient also increases for both scenarios. The UEI increases from
0.980 to 0.983 and from 0.981 to 0.984 for load drop and load
add scenarios, respectively. Although modest, an increase in the
UEI value implies improvement in the simulation.
Fig. 16 shows the voltage and current for the base case, the
communication latency case, and the prediction case during the
one phase to ground fault event. Table 3 also show the RMSE, linear
correlation coefficient, and UEI of the communication latency case
and the prediction case. Results indicate that the predictor has a
negative effect on the simulation performance for this test scenario
as the UEI decreases from 0.976 to 0.921. The latency case is
already very close to the base case as indicated by the high corre-
lation values, implying there is no scope for improvement. In otherwords, the communication latency did not significantly affect the
distributed RT simulation.
Two phase to ground fault and three phases to ground fault test
scenarios are also simulated. Figs. 17 and 18 show the results of
these two test scenarios. Tables 4 and 5 also show the RMSE, linear
Table 3
RMSE, linear correlation coefficient and UEI for one phase to ground fault scenario.
One phase to Ground fault scenario VRMSE VCorr IRMSE ICorr UEI
Latency case 0.010 0.992 0.075 0.996 0.976
Prediction case 0.012 0.978 0.242 0.959 0.921
0 0.5 1 1.5 2 2.5
0
100
200
300
Time in Second
V
ol
ta
ge
 in
 k
V Base Case
With 15ms Latency
Predicted Value
0 0.5 1 1.5 2 2.50.011
0.012
0.013
0.014
Time in Second
C
ur
re
nt
 in
 k
A Base Case
With 15ms Latency
Predicted Value
Fig. 17. Two phase to ground fault with prediction.
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Fig. 18. Three phase to ground fault with prediction.
Table 4
RMSE, linear correlation coefficient and UEI for two phase to ground fault scenario.
Two phase to Ground fault scenario VRMSE VCorr IRMSE ICorr UEI
Latency case 0.102 0.576 0.015 0.634 0.773
Prediction case 0.042 0.856 0.004 0.954 0.941
Table 5
RMSE, linear correlation coefficient and UEI for three phase to ground fault scenario.
Three phase to ground fault
scenario
VRMSE VCorr IRMSE ICorr UEI
Latency case 0.050 0.959 0.366 0.935 0.870
Prediction case 0.089 0.892 0.144 0.992 0.913
316 R. Liu et al. / Electrical Power and Energy Systems 84 (2017) 308–317correlation coefficient, and UEI of the communication latency case
and the prediction case for these two test scenarios. The results
show that RTP significantly improves the linear correlation coeffi-
cient and reduces the RMSE for distributed RT power system sim-
ulation during the two phase to ground fault situation. The UEI
increases from 0.773 to 0.941 for the two phase to ground fault.
For the three phase to ground fault situation, the accuracy of the
distributed RT power system simulation is also improved as the
UEI increases from 0.870 to 0.913.5. Conclusion
In this paper, the effect of the communication latency on RT
simulations is presented. From the simulation results, it is clear
that large communication latency leads to numerical inaccuracy
or even incorrect simulation. A linear prediction method based cor-
rection is developed and its application to distributed RT simula-
tion is presented. Based on the empirical results, the prediction
engine can reduce the error significantly in some cases. However,
in cases of distributed RTS with minimal impact of latency on the
overall simulation quality, as observed in the single-line to ground
fault, prediction may not be necessary. Thus, creating and analyz-
ing base cases (with zero latency), latency cases, and prediction
cases is imperative in such simulations. Numerical analysis and
post processing of results may be employed to assess the overall
simulation accuracy of distributed RTS. Future work involves the
development of better prediction techniques that improve the dis-
tributed RT simulation quality and application to HIL to leverage
geographically dispersed assets.
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