In this paper, we consider the problem of computing the smallest enclosing ball (SEB) of a set of m balls in R n , where the product mn is large. We first approximate the non-differentiable SEB problem by its log-exponential aggregation function and then propose a computationally efficient inexact Newton-CG algorithm for the smoothing approximation problem by exploiting its special (approximate) sparsity structure. The key difference between the proposed inexact Newton-CG algorithm and the classical Newton-CG algorithm is that the gradient and the Hessian-vector product are inexactly computed in the proposed algorithm, which makes it capable of solving the large-scale SEB problem. We give an adaptive criterion of inexactly computing the gradient/Hessian and establish global convergence of the proposed algorithm. We illustrate the efficiency of the proposed algorithm by using the classical Newton-CG algorithm as well as the algorithm from [Zhou. et al. in Comput. Opt. & Appl. 30, 147-160 (2005)] as benchmarks.
Introduction
The smallest enclosing ball (SEB) problem is considered in this paper. The SEB problem is to find a ball with the smallest radius that can enclose the union of all given balls B i (i = 1, 2, · · · , m) with center c i and radius r i ≥ 0 in R n , i.e.,
where f i (x) = x − c i + r i , i = 1, 2, . . . , m.
Then, the SEB problem can be formulated as the following nonsmooth convex optimization problem [1] : min
It is shown in [1] that problem (1) has a unique solution.
The SEB problem arises in a large number of important applications, often requiring that it should be solved in large dimensions, such as location analysis [2] , gap tolerant classifiers in machine learning [3, 4, 5] , tuning support vector machine parameters [6] , support vector clustering [7, 8] , k-center clustering [9] , testing of radius clustering [10] , pattern recognition [3, 11] , and it is itself of interest as a problem in computational geometry [12, 13, 14, 15, 16, 17] .
Many algorithms have been proposed for the special case of problem (1) with all r i degenerating into zero, i.e., the problem of the smallest enclosing ball of points. To the best of our knowledge, if the points lie in low n-dimensional space, methods [18, 19, 20, 21, 22 ] from computational geometry community can yield quite satisfactory solutions in both theory and practice. Nevertheless, these approaches cannot handle most of very recent applications in connection with machine learning [4, 5] and support vector machines [7, 8] that require the problem of higher dimensions to be solved.
Obviously, the non-differentiable convex SEB problem (1) can be solved directly by the subgradient method [23, 24] . With an appropriate step size rule, the subgradient method is globally convergent. However, the subgradient method suffers a quite slow convergence rate, and it is very sensitive to the choice of the initial step size. By introducing additional slack variables r ∈ R,
, the SEB problem (1) can be equivalently reformulated as a second order cone program (SOCP) as follows:
r − t i = r i , x − s i = c i , s i ≤ t i .
As shown in [1] , while the above SOCP reformulation of the SEB problem can be efficiently solved by using the standard software package like SDPT3 [25] with special structures taking into account, it typically requires too much memory space to store intermediate data, which makes the approach prohibitively being used for solving the SEB problem with large dimensions.
Recently, various smooth approximation-based methods [1, 26, 27, 28, 29, 30, 31, 32, 33, 34] have been proposed for solving the SEB problem in high dimensions. For instance, the log-exponential aggregation function [35, 36] was used in [1] to smooth the maximum function, and then the limitedmemory BFGS algorithm [37] was presented to solve the resulting smoothing problem. In [27] , the authors used the Chen-Harker-Kanzow-Smale (CHKS) function [38, 39, 40] to approximate the maximum function, and again, applied the limited-memory BFGS algorithm to solve the smoothing approximation problem.
The goal of this paper is to develop a computationally efficient algorithm that could be used to solve the SEB problems with large mn. Different from the existing literatures [1, 27, 35, 36, 38, 39, 40] , our emphasis is not to develop new smoothing techniques but to design efficient algorithms for solving the existing smoothing approximation problems by using their special structures.
The main contribution of this paper is as follows. We propose a computationally efficient inexact Newton-CG algorithm that can efficiently solve the SEB problems with large mn. At each iteration, the proposed algorithm first applies the CG method to approximately solve the inexact Newton equation and obtain the search direction; and then a line search is performed along the obtained direction. The distinctive advantage of the proposed inexact Newton-CG algorithm over the classical Newton-CG algorithm is that the gradient and the Hessian-vector product are inexactly computed, which makes it more suitable to be used to solve the SEB problem of large dimensions.
Under an appropriate choice of parameters, we establish global convergence of the proposed inexact Newton-CG algorithm. Numerical simulations show that the proposed algorithm takes substantially less CPU time to solve the SEB problems than the classical Newton-CG algorithm and the state-of-the-art algorithm in [1] .
The rest of the paper is organized as follows. In section 2, we briefly review the log-exponential aggregation function. In section 3, by taking into the special structure of the log-exponential aggregation function into consideration, the inexact Newton-CG algorithm is proposed for solving the SEB problem. Global convergence of the proposed algorithm is established in Section 4. Numerical results are reported in Section 5 to illustrate the efficiency of the proposed algorithm, and conclusion is drawn in section 6.
Review of Log-Exponential Aggregation Function
For any µ > 0, the smooth log-exponential aggregation function of f (x) in (1) is defined as
where
Lemma 2.1 ( [1, 26, 35, 36 ]) The function f (x; µ) in (2) has the following properties:
(i) For any x ∈ R n and 0 < µ 1 < µ 2 , we have f (x; µ 1 ) < f (x; µ 2 );
(ii) For any x ∈ R n and µ > 0, we have
(iii) For any µ > 0, f (x; µ) is continuously differentiable and strictly convex in x ∈ R n , and its gradient and Hessian are given as follows:
and I n denotes the n × n identity matrix.
It can be easily seen from (5), (6) , and (8) that, for any µ > 0,
Combining (3), (9), and (10), we further obtain
The algorithm proposed in [1] is based on the log-exponential aggregation function (2) . We rewrite it as Algorithm 1 in this paper as follows.
Algorithm 1 1:
Let σ ∈ (0, 1), 1 , 2 ≥ 0, x 0 ∈ R n , and µ 0 > 0 be given, and set k = 0.
Use the limited-memory BFGS algorithm [37] to solve problem
and obtain x k such that ∇f (x k ; µ k ) ≤ 2 .
4:
Set µ k+1 = σµ k and k = k + 1.
Suppose that {x k } k≥1 be the sequence generated by Algorithm 1 and x * be the unique solution to problem (1). Then
In the next section, we shall exploit the special (approximate) sparsity property of the log-exponential aggregation function f (x; µ) and propose an inexact Newton-CG algorithm for solving the smoothing approximation problem (12) and thus the SEB problem (1).
Inexact Newton-CG Algorithm
As can be seen from (3) and (4), the gradient ∇f (x; µ) and Hessian ∇ 2 f (x; µ) of f (x; µ) are (convex) combinations of ∇f i (x; µ) and ∇ 2 f i (x; µ) (i = 1, 2, . . . , m) with the vector λ(x; µ) = (λ 1 (x; µ), λ 2 (x; µ), . . . , λ m (x; µ)) T being the combination coefficients. As the parameter µ gets smaller, a large number of λ i (x; µ) (i = 1, 2, . . . , m) become close to zero and thus are neglectable. To see this clearly, we define
The second inequality of (13) shows that if µ is sufficiently small or
is approximately equal to zero, and f i (x; µ) has little contribution to f (x; µ) in (2).
Motivated by the above observation of the (approximate) sparsity of the vector λ(x; µ), we propose to compute ∇f (x; µ) and ∇ 2 f (x; µ) in an inexact way by judiciously neglecting some terms associated with very small λ i (x; µ). In such a way, the computational cost is significantly reduced (compared to compute ∇f (x; µ) and ∇ 2 f (x; µ) exactly). Then, we propose an inexact Newton-CG algorithm to solve the smoothing approximation problem (12) . The search direction in the inexact Newton-CG algorithm is computed by applying the CG method to solve the inexact Newton equation in an inexact fashion.
An adaptive criterion and error analysis
In this subsection, we give an adaptive criterion of inexactly computing the gradient/Hessian and analyze the errors between the inexact gradient/Hessian and the true ones. For any given
It is simple to see S(x; µ, ) = ∅. Otherwise, suppose S(x; µ, ) = ∅. Then it follows from (15) and the facts 3 ≤ 1 and µ ≤ 1 that
which contradicts (9). Hence, it makes sense to definẽ
According to (ii) of Lemma 2.1, we have
where the second inequality holds with "=" if and only if S(x; µ, ) defined in (14) equals the set {1, 2, . . . , m} . Inequality (19) gives a nice explanation off (x; µ) defined in (16) . For any given µ ∈ (0, 1], (ii) of Lemma 2.1 shows f (x; µ) is a uniform approximation to f (x), whilef (x; µ) could be explained as a "better" point-wise approximation to f (x) (compared to f (x; µ)).
The error estimations associated with (14) is given in the following theorem.
, and ∇ 2f (x; µ) be defined as in (15), (14), (16), (17), and (18), respectively. Then, there hold
Proof. We first prove (20) holds true. It follows from (9) and (14) that
Recalling the definitions of f (x; µ) andf (x; µ) (cf. (2) and (16)), we obtain
, (from (23) and (15)) where (a) comes from the fact that ln(1 + x) ≤ x for any x ≥ 0.
Now we prove (21) holds true. Since
it follows from (3) and (17) that
= i∈S(x;µ, ) (10) and (24)) (23) and (15)) Finally, we show (22) is also true. Combining (4) and (18) yields
Noticing that all eigenvalues of ∇ 2 f i (x; µ) (cf. (7)) are
The same argument as in (25) shows
Combining (11), (25) , and the fact ∇f (x; µ) ≤ 1, we have
Now we can use (26), (27) , and (28) to conclude
This completes the proof of Theorem 3.1.
Solving inexact Newton equation
In the classical (line search) Newton-CG algorithm [41, 42] , the search direction is computed by applying the CG method to the Newton equation
until a direction d is found to satisfy
where η(x; µ) controls the solution accuracy. For instance, η(x; µ) can be chosen to be min 0.5, ∇f (x; µ) .
A drawback of the classical Newton-CG algorithm when applied to solve the SEB problem with large m and n is that it is computationally expensive to obtain the Hessian and the Hessian-vector product.
Fortunately, Theorem 3.1 shows that ∇ 2f (x; µ) and ∇f (x; µ) are good approximations to ∇ 2 f (x; µ) and ∇f (x; µ), respectively. Therefore, it is reasonable to replace the (exact) Newton equation (29) with the inexact Newton equation
Using the similar idea as in the classical Newton-CG algorithm, we do not solve (30) exactly but attempt to find a directiond satisfying
whereη(x; µ) controls the solution accuracy. For instance, we can setη(x; µ) to bẽ η(x; µ) = min 0.5, ∇f (x; µ) .
We apply the CG method to inexactly solve the linear equation (30) to obtain a search directiond satisfying (31) . The reasons for choosing the CG method for solving (30) are as follows. First, the matrix ∇ 2f (x; µ) is positive definite, which can be shown in the same way as in (iii) of Lemma 2.1, and the CG method is one of the most useful techniques for solving linear systems with positive definite coefficient matrices [42] . Second, in the inner CG iteration, the Hessian-vector product ∇ 2f (x; µ)d is only required but not the Hessian ∇ 2f (x; µ) itself. This property makes the CG method particularly amenable to solve the linear equation (30) . Specifically, due to the special structure of ∇ 2f (x; µ), the product ∇ 2f (x; µ)d can be obtained very fast for any givend. From (6), (7), (17) , and (18), simple calculations yield
The way of calculating ∇ 2f (x; µ)d by (32) 1 is typically different from the way of first calculating ∇ 2f (x; µ) and then calculating ∇ 2f (x; µ)d. The complexity of computing ∇ 2f (x; µ)d using the above two ways are O(|S(x; µ, )|n) and O (|S(x; µ, )| + n)n 2 , respectively. It is worthwhile remarking that the computational complexity of calculating ∇ 2 f (x; µ)d using the above mentioned two ways of are O(mn) and O (m + n)n 2 , respectively. Notice that |S(x; µ, )| is usually much less than m. Hence, computing ∇ 2f (x; µ)d by (32) can sharply reduce the computational cost and simultaneously save a lot of memory (since we do not need to store the n × n matrix ∇ 2f (x; µ)).
Letd f be the obtained direction satisfying (31) by applying the CG method to solve the linear equation (30) with the starting pointd 0 = 0. In the sequential, we state two properties of the directiond f . These two properties shall be used late in global convergence analysis of the proposed algorithm.
Lemma 3.2 Consider applying the CG method to solve (30) with the starting pointd 0 = 0. Suppose ∇f (x; µ) = 0 andd f is the obtained search direction satisfying (31) . Theñ
Proof. Since the starting pointd 0 = 0, the final pointd f in the CG iteration must have the form
j=0α jpj [41, 42] , where {α j } f −1 j=0 and {p j } f −1 j=0 are step sizes and search directions in the CG iteration. Notice that ∇f (x; µ) = 0, thend f = 0. Otherwise, substitutingd f = 0 into (31), we shall get ∇f (x; µ) ≤η(x; µ) ∇f (x; µ) ≤ 0.5 ∇f (x; µ) , which contradicts the fact ∇f (x; µ) = 0. Let 
Hence,d
where the last inequality is due to positive definiteness of ∇ 2f (x; µ) and the factd f = 0. The proof is completed.
Lemma 3.3 Supposed satisfies (31), andσ max (x; µ) andσ min (x; µ) > 0 are the maximum and minimum eigenvalues of ∇ 2f (x; µ), respectively. Then
Proof. Suppose the second inequality in (36) does not hold true, i.e.,
=η(x; µ) ∇f (x; µ) , which contradicts (31) . Hence, the second inequality in (36) holds true.
The similar argument shows the first inequality in (36) is also true. The proof is completed.
Inexact Newton-CG algorithm
When the smoothing parameter µ approaches zero, exp (f i (x; µ)/µ) tends to be very large. The special care should be taken in computing f (x; µ) andλ i (x; µ) to prevent overflow [26] , i.e.,
Based on the above discussions, the specification of the proposed inexact Newton-CG algorithm for solving the SEB problem is given as follows.
,0 ∈ R n be given and set k = j = 0. 2: repeat 3:
Compute S(x k,j ; µ k ,
10m ) according to (14) .
5:
Compute the search directiond k,j by applying the CG method to the inexact Newton equation
the Hessian-vector product ∇ 2f (x k,j ; µ k )d in the inner CG iteration, ∇f (x k,j ; µ k ), and λ i (x k,j ; µ k ) are computed by (32) , (17), and (38), respectively.
6:
Set x k,j+1 = x k,j + α k,jdk,j , where α k,j = β l , with β ∈ (0, 1) and l being the smallest integer satisfying the sufficient decrease condition
where f (x k,j ; µ k ) is computed by (37).
7:
Set j = j + 1.
8:
Set x k+1,0 = x k,j and k = k + 1.
The actual parameter values used for 1 , c 1 , β, {µ k , 2 (µ k ), 3 (µ k )} in Algorithm 2 shall be given in Section 5. As we can see, all parameters in Algorithm 2 are updated adaptively. For instance, the final iterate x k,j is set to be a warm starting point for the problem min x∈R n f (x; µ k+1 ), and the tolerance 2 (µ k ) is set to be related to the approximation parameter µ k .
It is worthwhile pointing out that if we set 3 (µ k ) to be zero in line 4 of the proposed Algorithm 2, then the proposed algorithm reduces to apply the classical Newton-CG algorithm to solve the smoothing approximation problem (12) . Hence, the sequences generated by the proposed Algorithm 2 converge to the unique solution of problem (1) according to [1, Theorem 3] . In the next section, we shall show that even though the parameters 3 (µ k ) are positive, i.e., the gradient and Hessianvector product are inexactly computed to reduce the computational cost, the proposed inexact Newton-CG Algorithm 2 is still globally convergent.
Convergence Analysis
In this section, we establish global convergence of the proposed Algorithm 2 with an appropriate choice of parameters. For any µ > 0, since f (x; µ) is strictly convex (see Lemma 2.1) and coercive in x, the level set
must be convex and bounded, where x 0,0 is the initial point in Algorithm 2. Furthermore, since the set {1, 2, . . . , m} has a finite number of subsets, then there must exist σ max (µ) ≥ σ min (µ) > 0 such that, for ∇ 2f (x; µ) defined on any proper subset of {1, 2, . . . , m} , we have
As a particular case, we have
Before establishing global convergence of the proposed Algorithm 2, we first show that it is well defined. In particular, we prove that the proposed algorithm can always find a step length α k,j = β l satisfying (41) in finite steps (see Lemma 4.1) and there exists j k such that ∇f (
, and set
Then the step length α k,j satisfying the sufficient decrease condition (41) can be found in
steps, and
Proof. By the mean value theorem, there exists s ∈ (0, 1) such that
Next, we upper bound Term A, Term B, and Term C in the above, respectively. It follows from (21) and (44) that
Furthermore, since
there holds
Combining the above inequality, the second inequality of (36), and (40), we havẽ
From the first inequality of (36), (33), (40) and (43), we obtaiñ
(from (36) and (40))
The similar argument as in (52) shows that Term C in (48) can be upper bounded bỹ
By combining (48), (51), (52), and (53), we obtain
Consequently, it follows from (47) that, for any l such that β l ≤ᾱ(µ k ), β l satisfies the inequality (41) , and the inequality (46) holds true. This completes the proof of Lemma 4.1.
Lemma 4.2 Suppose µ = µ k and {x k,j } be the sequence generated by Algorithm 2. Then there must exist j k such that
Proof. We prove Lemma 4.2 by contradiction, i.e., suppose
Since f (x, µ k ) is lower bounded (by zero), it follows that (33) and (46))
it follows that lim Proof. Recalling the definition of Ω(µ) (cf. (42)), it follows from part 2 of Lemma 2.1 that
Since f (x) is coercive, we know that Ω is bounded. From part 1 of Lemma 2.1 and (41), we have
Hence, the function values {f (x k,j k ; µ k )} are decreasing, and the sequences {x k,j k } lie in the bounded set Ω. Then there must exist an accumulation point for {x k,j k }. Letx denote an accumulation point such thatx = lim k∈K,k→∞
x k,j k for some subsequence indexed by K. Since {f (x k,j k ; µ k )} are decreasing and bounded below (by zero), it follows that lim
Next, we show that ∇f (x k,j k ; µ k ) → 0. In fact, it follows from (45), (49) and (54) that we have
Letting k go to infinity, we obtain the desired result ∇f (x k,j k ; µ k ) → 0. According to [1, Lemma 2, Theorem 3], we knowx = x * . This completes the proof of Theorem 4.3.
Numerical Results
In this section, the proposed inexact Newton-CG algorithm (Algorithm 2) was implemented and the numerical experiments were done on a personal computer with Intel Core i7-4790K CPU (4.00 GHz) and 16GB of memory. We implemented our codes in C language and compared it with the state-of-the-art Algorithm 1 [1] and the classical Newton-CG algorithm. The test problems are generated randomly. Similar to [1] , we use the following pseudo-random sequences:
The elements of r i and c i , i = 1, 2, . . . , m, are successively set toψ 1 ,ψ 2 , . . . , in the order: Different scales of the SEB problem are tested and the parameters used in Algorithm 2 are set to be
The simulation results are summarized in Table 1, Table 2, and Table 3 , where n denotes the dimension of the Euclidean space, m denotes the number of balls, Obj Value denotes the value of the objective function in (1) at the final iterate, and Time denotes the CPU time in seconds for solving the corresponding SEB problem.
It can be seen from the three tables that the proposed Algorithm 2 significantly outperforms Algorithm 1 in [1] and the classical Newton-CG algorithm in terms of the CPU time to find the same solution. In particular, Algorithm 1 and the classical Newton-CG algorithm take 8 and 10 times more CPU time than proposed Algorithm 2 in average to find the same solution, respectively. The proposed algorithm is able to solve the SEB problem with m = 2048000 and n = 100 within about 90 seconds, while the classical Newton-CG algorithm and Algorithm 1 in [1] need 674 and 956 seconds to do so, respectively. The proposed inexact Newton-CG algorithm significantly improves the classical Newton-CG algorithm by computing the gradient and Hessian-vector product in an inexact fashion, which dramatically reduces the CPU time compared to the exact computations.
We also plot the CPU time comparison of proposed Algorithm 2, Algorithm 1 in [1] , and classical Newton-CG algorithm with different large m and fixed n = 2000 as Fig. 1 . It can be observed from Fig. 1 that for fixed n = 2000, the CPU time of all of three algorithms grow (approximately) linearly with m. However, the CPU time of both Algorithm 1 and the classical Newton-CG algorithm grows much faster than that of proposed Algorithm 2.
In a nutshell, our numerical simulation results show that the proposed inexact Newton-CG algorithm is particularly amenable to solve the SEB problem of large dimensions. First, the gradient and Hessian-vector product are inexactly computed at each iteration of the proposed algorithm by exploiting the (approximate) sparsity structure of the log-exponential aggregation function. This dramatically reduces the computational cost compared to compute the gradient and Hessian-vector product exactly and thus makes the proposed algorithm well suited to solve the SEB problem with large m. Second, at each iteration, the proposed algorithm computes the search direction by applying the CG method to solve the inexact Newton equation in an inexact fashion. This makes the proposed algorithm also very attractive to solving the SEB problem with large n.
Conclusions
In this paper, we developed a computationally efficient inexact Newton-CG algorithm for the SEB problem of large dimensions, which finds wide applications in pattern recognition, machine learning, support vector machines and so on. The key difference between the proposed inexact Newton-CG algorithm and the classical Newton-CG algorithm is that the gradient and the Hessian-vector product are inexactly computed in the proposed algorithm by exploiting the special (approximate) sparsity structure of its log-exponential aggregation function. We proposed an adaptive criterion of inexactly computing the gradient/Hessian and also established global convergence of the proposed algorithm. Simulation results show that the proposed algorithm significantly outperforms the classical Newton-CG algorithm and the state-of-the-art algorithm in [1] in terms of the computational CPU time. Although we focused on the SEB problem in this paper, the proposed algorithm can be applied to solve other min-max problems in [44, 45, 46, 47, 48, 49] . 
