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Abstract
For processes X (t); t ¿ 0 governed by signed measures whose density is the fundamental
solution of third and fourth-order heat-type equations (higher-order di'usions) the explicit form
of the joint distribution of (max06s6t X (s); X (t)) is derived. The expressions presented include all
results obtained so far and, for the third-order case, prove to be genuine probability distributions.
The case of more general fourth-order equations is also investigated and the distribution of the
maximum is derived. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper we are concerned with processes X = X (t); t ¿ 0; whose transition
function is the fundamental solution to higher-order heat-type equations of the form
@u
@t
= cn
@nu
@xn
;
u(x; 0) = (x);
x ∈ R; t ¿ 0; (1.1)
where n = 3; 4; cn = −1 and  is the usual Dirac delta function. The construction
of signed measures based on the fundamental solution of (1.1) has been introduced
and discussed by many authors including Krylov (1960), Daletsky and Fomin (1965),
Miyamoto (1966) and Daletsky (1969). More recently a detailed analysis of these
signed measures has been made by Hochberg (1978) for the case n=4 and, for n=3;
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by Orsingher (1991). A general overview of this topic is presented in the book by
Daletsky and Fomin (1991). An accurate analysis of the process X (t); t ¿ 0; related
to Eq. (1.1), for n = 4; is performed by Nishioka (1997). He deFnes in particular
mean values related to (1.1) as well as Fourier–Laplace transforms; he also examines
hitting times and places and the connected Markov strong properties giving a deep
insight into the matter. Related constructions can be found in the papers by Gaveau
and Sainty (1988) and, more recently, by Jumarie (1999).
The processes connected to these measures can be represented as compositions of
Brownian motions in some cases. This is the case for n = 4, where a convenient
representation is given in Hochberg and Orsingher (1996), for c4 = −1 (while, for
c4 =1, it was introduced by Funaki, 1979). Generalizations of these representations are
presented in Orsingher and Zhao (1999), for n= 2k ; k ∈ N.
Some results for the Laplace transform of the maximal distribution of such processes
have been proved by Hochberg (1978), for n= 4; cn =−1, and Orsingher (1991), for
n = 3; cn = ±1: The Fourier–Laplace transform of (inf 06s6t X (s); X (t)), for the case
n=4, has been derived in Nishioka (1997), by approximating processes X (t); t ¿ 0 by
a random walk and then applying the Spitzer identity. In Hochberg (1978) the same
identity has been used in order to obtain the Laplace transform of max06s6t X (s). This
approach works only for symmetrically distributed variables and thus cannot be applied
in the case n= 3:
Finally, in the conditional case, explicit expressions for maximal distributions have
recently appeared in Beghin et al. (2000).
We obtain here the Laplace transforms of the joint distribution of (max06s6t X (s);
X (t)); by means of the Feynman–Kac functional in both cases n=3; 4; for cn=−1; for
the fourth-order process we extract some results of Nishioka (1997), as particular cases.
Furthermore we are able to invert these Laplace transforms and present the explicit joint
distributions of (max06s6t X (s); X (t)) in terms of the fundamental solutions of (1.1)
and stable densities.
We would like to point out that other functionals referring to such processes have
been investigated in detail. In particular the explicit distributions of the sojourn time on
the positive half-line has been obtained for processes related to even-order equations
by Krylov (1960) and for odd-order equations by Hochberg and Orsingher (1994).
Conditional distributions of the sojourn time have been derived in Nikitin and Orsingher
(2000).
The Frst step of our analysis here concerns the Laplace transforms:
’(x; a; c; ) =
∫ +∞
0
e−tP
{
max
06s6t
X (s)6a; X (t)6c
∣∣∣∣ X (0) = x
}
dt; (1.2)
where ¿0; c6a.
The essential tool for the derivation of (1.2) is the Feynman–Kac functional which
has been generalized by many authors to higher-order equations (see, among the oth-
ers, Krylov, 1960; Daletsky, 1969; Ladokhin, 1963; Orsingher, 1991; Hochberg and
Orsingher, 1994; Gaveau and Sainty, 1988).
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The generalized Feynman–Kac functional must be intended (if the limit exists) as
 (x; t) = E
{
g(X (t))e−
∫ t
0
V (X (s)) ds |X (0) = x
}
= lim
n→∞
∫
: :
∫
Rn
g(X (tn))e
−
∑n
j=1
V (X (tj−1))(tj−tj−1)
×P


n⋂
j=1
X (tj−1) ∈ dxj−1 |X (0) = x

 ; (1.3)
where 0 = t0 ¡t1 ¡ · · ·¡tn = t; V is a piecewise-continuous function, g is a real-
valued function and P is the signed measure whose density is the solution to equation
(1.1). In the papers mentioned above it is shown that (1.3) is the solution of the
following Cauchy problem:
@ 
@t
= cn
@n 
@xn
− V ;
 (x; 0) = g(x);
x ∈ R; t ¿ 0: (1.4)
By choosing the functions V and g as follows:
V (x) =
{
; x¿a;
0; x6a
(1.5)
and
g(x) =
{
1; x6c;
0; x¿ c;
(1.6)
the functional (1.3) can be written down as
 (x; a; c; t) = E{1{X (t)6c}[e−
∫ t
0
1{s: X (s)¿a} ds1{max06s6t X (s)¿a}
+1{max06s6t X (s)6a}] |X (0) = x}: (1.7)
Hence, from (1.7), as  → +∞; we obtain
lim
→+∞
 (x; a; c; t) = P
{
max
06s6t
X (s)6a; X (t)6c
∣∣∣∣ X (0) = x
}
: (1.8)
The technique for the derivation of (1.8) is based on the Laplace transform
’(x; a; c; ) =
∫ +∞
0
e−t lim
→+∞
 (x; a; c; t) dt (1.9)
which satisFes the equation
− cn @
n’
@xn
+ (+ V (x))’ =  (x; a; c; 0) = g(x): (1.10)
The general solution to the linear, nth-order equation (1.10) can be written down
piecewise in the three intervals −∞¡x¡c; c¡x¡a and a¡x, so that it involves
3n constants. These are determined by imposing the conditions of boundedness on
the solutions as x → ±∞ (this implies n constraints since all roots of cn have real
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components in the cases treated below) and the 2n conditions of continuity on ’ and
its (n− 1) Frst derivatives (n at x = a and n at x = c):
The Laplace transforms and the distributions presented here refer to the case where
the starting point is x = 0 (we use hereafter ’(a; c; ) to indicate ’(0; a; c; )):
Inverting ’(a; c; ) is one of the main concerns of this paper and we are able to
perform such inversions for both cases examined in detail. We also show that all
particular distributions known so far can be extracted as special cases of our results.
The maximal distribution for the third-order case is
P
{
max
06s6t
X (s)6a
}
= P{X (t)6a} − 1
(1=3)
∫ t
0
p3(a; s)
3
√
(t − s)2 ds; (1.11)
while, for fourth-order di'usions, we have that
P
{
max
06s6t
X (s)6a
}
= 1− 2
√
2
(1=4)
∫ t
0
p4(a; s)
4
√
(t − s)3 ds; (1.12)
where pk(a; s); k = 3; 4; is the fundamental solution of (1.1) for ck =−1:
These must be interpreted as
P
{
max
06s6t
X (s)6a
}
= lim
n→+∞
∫ a
−∞
· · ·
∫ a
−∞
n∏
j=1
pk(xj − xj−1; tj − tj−1) dxj; (1.13)
where xj = X (tj); j = 1; : : : ; n: In particular (1.11) turns out to be a true probability
distribution while (1.12) is an oscillating function with respect to a and thus it is not
a probability distribution. Moreover result (1.11) has the interesting feature that
P
{
max
06s6t
X (s) = 0
}
= 13
which must be connected with the asymmetry of the governing measure, that is
P{X (t)60}= 23 :
It is very likely that, for the processes considered here, the discontinuity of the sample
paths (which is assumed in Nishioka, 1997, for the case n = 4) is one of the reason
of this behavior.
The distributions (1.11) and (1.12) presented above must be compared with the
maximal distribution of Brownian motion B(t); t ¿ 0; which can be written down as
P
{
max
06s6t
B(s)6a
}
= 1−
√
2
(1=2)
∫ t
0
1√
t − sp2(a; s) ds; (1.14)
where p2(a; s) = exp{−a2=2s}=
√
2s:
We emphasize the fact that while for Brownian motion (due to the reLection prin-
ciple) the distribution of the maximum can be written as
P
{
max
06s6t
B(s)6a
}
= P{B(t)6a} − P{B(t)¿a} (1.15)
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for the third-order process we get
P
{
max
06s6t
X (s)6a
}
=P{X (t)6a} − P{X (t)¿a}+ 1
(2=3)
∫ t
0
1
3
√
t − s
@
@a
p3(a; s) ds; (1.16)
where the last term is always negative. In the fourth-order case we have analogously
that
P
{
max
06s6t
X (s)6a
}
=P{X (t)6a} − P{X (t)¿a}+ 1
2(1=4)
∫ t
0
1√
t − z
@
@a
p4(a; z) dz: (1.17)
These results clearly show that in both cases no reLection principle works.
We remark that the maximal distributions of all processes examined here (as well
as of Brownian motion) can be written down in terms of fractional integrals of order
1=n of the fundamental solution of (1.1).
We also examine processes related to the equation
@u
@t
=−@
4u
@x4
+ 2k
@2u
@x2
(1.18)
which has been studied also in Miyamoto (1966). In this case we are able to obtain
the explicit form for the distribution of the maximum, which reads
P
{
max
06s6t
X (s)6a
}
=1− 2
√
2
(1=4)
∫ t
0
p4(a; k; z)
4
√
(t − z)3 dz − 4
∫ t
0
p4(a; k; t − s)
∫ k
0
p4(0; h; s) dh ds;
where p4(a; k; t) is the fundamental solution of (1.18). Clearly when k=0 the previous
expression coincides with (1.12).
2. Third-order equations
Third-order heat-type equations have sometimes appeared in the literature either as
approximations of the Korteweg-de Vries equation or to describe certain chemical re-
actions (see Gardiner, 1985, p. 299). Processes related to the measure, whose density
satisFes the Cauchy problem
@u
@t
=−@
3u
@x3
;
u(x; 0) = (x);
x ∈ R; t ¿ 0; (2.1)
have been considered in Orsingher (1991). The behaviour of the solution of (2.1) has
been thoroughly analysed in Accetta and Orsingher (1997). For processes connected
with (2.1) the conditional distribution of the maximum is obtained in Beghin et al.
(2000), while results of the arcsine type are given in Nikitin and Orsingher (2000).
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Our Frst result here is presented in the following theorem:
Theorem 2.1. For the process X (t); t ¿ 0; related to (2:1); and for ¿ 0; we have
the following result:∫ +∞
0
e−tP
{
max
06s6t
X (s)6a; X (t)6c
}
dt
=


1
 − e
−((3=2)a−c) 3
√

3 [cos(
√
3
2
3
√
a) +
√
3 sin(
√
3
2
3
√
a)]
− 2e−(1=2)
3√c
3 cos(
√
3
2
3
√
c); 06c6a;
1
 − e
−(a=2) 3
√
√
3
[
√
3 cos(
√
3
2
3
√
a) + sin(
√
3
2
3
√
a)]; c¿a¿ 0;
ec
3√
3 − e
−((3=2)a−c) 3
√

3 [cos(
√
3
2
3
√
a) +
√
3 sin(
√
3
2
3
√
a)]; c¡ 0; a¿0:
(2.2)
Proof. We must solve the Cauchy problem:
@ 
@t
=−@
3 
@x3
− V ;
 (x; 0) = g(x);
x ∈ R; t ¿ 0; (2.3)
where V and g are speciFed as in (1.5) and (1.6), respectively. Clearly, the Laplace
transform ’(x; a; c; ), deFned earlier, satisFes the equation
@3’
@x3
+ (+ V (x))’ = g(x) (2.4)
which can be written explicitly as follows:
@3’
@x3
+ ’ = 0 for c¡x¡a;
@3’
@x3
+ ’ = 1 for x¡c;
@3’
@x3
+ (+ )’ = 0 for x¿a: (2.5)
The general bounded solution of (2.5) reads
’(x; a; c; ) =


Aex 0
3√ + Bex 1
3√ + Cex 2
3√ for c¡x¡a;
Dex 0
3√ + Eex 2
3√ + 1 for x¡c;
Fex 1
3
√
+ for x¿a;
(2.6)
where  k = ei$(1+2k)=3; k = 0; 1; 2; are the third-order roots of −1:
By imposing the continuity conditions at x= a and c; we are able to set up a linear
system of equations for the six constants appearing in (2.6), which can be written
down as follows:
A( 0
3
√
) jea 0
3√ + B( 1
3
√
) jea 1
3√ + C( 2
3
√
) jea 2
3√
=F( 1
3
√
+ ) jea 1
3
√
+; j = 0; 1; 2;
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Aec 0
3√ + Bec 1
3√ + Cec 2
3√ = Dec 0
3√ + Eec 2
3√ +
1

;
A k0e
c 0
3√ + B k1e
c 1
3√ + C k2e
c 2
3√ = D k0e
c 0
3√ + E k2e
c 2
3√; k = 1; 2: (2.7)
Since we are interested in the case where the initial position is x = 0; we content
ourselves with evaluating
’(a; c; ) =
{
D + E + 1 ; c¿0;
A+ B+ C; c¡ 0:
(2.8)
In the case c¿0 we obtain
D + E +
1

=
 1e−c
3√ 1
( 2 −  0)
{
 2e−(a+c)
3√ 0
( 1 −  0)( 3
√
+  1 − 3
√
 0)
×[ 0ec
3√ 0+a 3
√
 1 ( 3
√
+  − 3
√
)− ec 3
√
 1+a
3√ 0 ( 3
√
+  1 − 3
√
 0)]
+
 0e−(a+c)
3√ 2
( 2 −  1)( 3
√
+  1 − 3
√
 2)
×[ 2ec
3√ 2+a 3
√
 1 ( 3
√
+ − 3
√
)−ec 3
√
 1+a
3√ 2 ( 3
√
+  1− 3
√
 2)]
}
+
1

;
while, for c¡ 0 we get
A+ B+ C =
 0 1 2( 3
√
+  − 3√)e(a−c) 3
√
 1−a 3
√
 0
( 2 −  0)( 1 −  0)( 3
√
+  1 − 3
√
 0)
+
 0 2e−c
3√ 1
( 1 −  0)( 1 −  2) +
 0 1 2( 3
√
+  − 3√)e(a−c) 3
√
 1−a 3
√
 2
( 2 −  0)( 2 −  1)( 3
√
+  1 − 3
√
 2)
:
On passing to the limit as  → +∞ and carrying out some additional calculations we
obtain expressions (2.2).
Remark 2.1. From formula (2.2) we derive the Laplace transform of the joint density∫ +∞
0
e−t
@2
@a@c
P
{
max
06s6t
X (s)6a; X (t)6c
}
dt
=
2√
3 3
√

e−((3=2)a−c)
3√ sin
(√
3
2
3
√
a
)
(2.9)
for a¿c: Denoting by p3 = p3(x; t) the fundamental solution of
@u
@t
=−@
3u
@x3
;
u(x; 0) = (x);
x ∈ R; t ¿ 0
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from (2.9), for c = 0; we obtain
∫ +∞
0
e−tp3(0; t)
@
@a
P
{
max
06s6t
X (s)6a |X (t) = 0
}
dt
=
2√
3 3
√

e−
3
2 a
3√ sin
(√
3
2
3
√
a
)
(2.10)
which coincides with result (3.5) of Beghin et al. (2000).
Clearly from formula (2.2) we obtain the Laplace transform of the distribution of
{max06s6t X (s)6a} for any a¿0:∫ +∞
0
e−tP
{
max
06s6t
X (s)6a
}
dt
=
1

− 1√
3
e−
1
2
3√a
[√
3 cos
(√
3
2
3
√
a
)
+ sin
(√
3
2
3
√
a
)]
(2.11)
which coincides with formula (5:5) of Orsingher (1991).
Taking the limit for a→ +∞ in expression (2.2) we also obtain the Laplace trans-
form of the distribution function of X (t):
∫ +∞
0
e−tP{X (t)6c} dt =


1
 − 23e−
1
2
3√c cos(
√
3
2
3
√
c); c¿0;
1
3e
3√c; c¡ 0:
(2.12)
Hence∫ +∞
0
e−t
@
@c
P{X (t)6c} dt
=


1
3 3
√
2
e−
1
2
3√c[cos(
√
3
2
3
√
c) +
√
3 sin(
√
3
2
3
√
c)]; c¿0;
1
3 3
√
2
e
3√c; c¡ 0;
(2.13)
which coincides with the Laplace transform of the fundamental solution∫ +∞
0 e
−tp3(x; t) dt (evaluated at x = c) which has been derived in Orsingher (1991).
The reader can check that on the lines c=0 and a the expressions in (2.2) coincide.
Furthermore (2.2) is identically zero for a= 0:
We start by considering the inversion of the Laplace transform of the marginal
distribution of the maximum which we present in the following theorem:
Theorem 2.2. The distribution of the maximum emerging from (2:11) is
P
{
max
06s6t
X (s)6a
}
= P{X (t)6a} − 1
(1=3)
∫ t
0
1
3
√
(t − s)2p3(a; s) ds (2.14)
for any a¿ 0:
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Proof. Formula (2.11) can be easily written down as follows:∫ +∞
0
e−tP
{
max
06s6t
X (s)6a
}
dt
=
1

− 1
3
e−
1
2
3√a
[
cos
(√
3
2
3
√
a
)
+
√
3 sin
(√
3
2
3
√
a
)
+ 2cos
(√
3
2
3
√
a
)]
=(in view of (2:13))
=
1

− 1
3
√

∫ +∞
0
e−tp3(a; t) dt − 23e
− 12
3√a cos
(√
3
2
3
√
a
)
=(in view of (2:12))
=
∫ +∞
0
e−tP{X (t)6a} dt − 1
(1=3)
∫ +∞
0
e−t
{∫ t
0
p3(a; s)
3
√
(t − s)2 ds
}
dt:
(2.15)
In the last step we have taken into account the well-known result∫ +∞
0
e−ut t% dt =
(%+ 1)
u%+1
; %¿− 1: (2.16)
From (2.15) we immediately obtain (2.14).
Remark 2.2. We point out the remarkable fact that the second term in the distribution
(2.14) coincides with the fractional integral (of order 13 ) of the fundamental solution
p3(a; t) with respect to time (see Samko et al., 1993, formula (217), p. 33).
Remark 2.3. We want to underline that, as will be shown shortly, expression (2.14)
represents a genuine probability distribution, as happens in the conditional case (see
Beghin et al., 2000). We think that in both cases the intuitive explanation for this
surprising and valuable result is that the excursions of sample paths on the positive
half-line are governed by the non-negative exponentially decreasing part of the transi-
tion function.
In view of (2.14) we observe that, since p3(a; t)→ 0; as a→ +∞; we get
lim
a→+∞P
{
max
06s6t
X (s)6a
}
= lim
a→+∞P{X (t)6a}= 1: (2.17)
Furthermore, for a= 0, we obtain from (2.14)
P
{
max
06s6t
X (s)60
}
= P{X (t)60} − 1
(1=3)
∫ t
0
1
3
√
(t − s)2p3(0; s) ds=
1
3
:
(2.18)
To evaluate the second term of the previous expression we have used the following
result:
p3(0; s) = ( 13 )=2
√
3 3
√
s
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(see Beghin et al., 2000), together with formula (4.1) in Orsingher (1991), which reads∫ t
0
ds
3
√
s(t − s)2 =
2√
3
:
For the Frst term we have applied the result obtained in Nikitin and Orsingher (2000)
(see also Abramowitz and Stegun, 1972, p. 449, formula 10.4.82)
P{X (t)60}= 2
3
:
It is straightforward from (2.14) that
@
@a
P
{
max
06s6t
X (s)6a
}
= p3(a; t)− 1(1=3)
∫ t
0
1
3
√
(t − s)2
@
@a
p3(a; s) ds¿ 0
(2.19)
as a consequence of the decreasing behaviour of p3 for non-negative real values of a:
The distribution function (2.14) can be rewritten as
P
{
max
06s6t
X (s)6a
}
= P{X (t)6a} − P{X (t)¿a}
+
1
(2=3)
∫ t
0
1
3
√
t − s
@
@a
p3(a; s) ds
or alternatively as
P
{
max
06s6t
X (s)¿a
}
= 2P{X (t)¿a} − 1
(2=3)
∫ t
0
1
3
√
t − s
@
@a
p3(a; s) ds
which proves that no reLection principle works in this case.
We now turn our attention to the more complicated derivation of the joint distribu-
tion, which is presented in the following theorem.
Theorem 2.3. The joint distribution emerging from (2:2) is, for any a¿0;
P
{
max
06s6t
X (s)6a; X (t)6c
}
=


P{X (t)6c} − 1(1=3)
∫ t
0
1
3
√
(t−s)2
∫ s
0
Mp1=3(a− c; w)
×p3(a; s− w) dw ds; 06c6a;
P{X (t)6a} − 1(1=3)
∫ t
0
1
3
√
(t−s)2p3(a; s) ds; c¿a¿ 0
1
(1=3)
∫ t
0
1
3
√
(t−s)2 [p3(a; s)−
∫ s
0
Mp1=3(a− c; w)
×p3(a; s− w) dw] ds; c¡ 0; a¿0:
(2.20)
Proof. For 06c6a; we write the Frst expression of (2.2) as∫ +∞
0
e−tP
{
max
06s6t
X (s)6a; X (t)6c
}
dt = A− B− C
L. Beghin et al. / Stochastic Processes and their Applications 94 (2001) 71–93 81
and consider the inversion of the three terms separately: for the Frst one we obviously
get
A=
1

=
∫ +∞
0
e−t dt: (2.21)
The second term can be inverted by considering the Laplace transform of the stable
law S((); 1; 0) for (= 13 ; )= (
√
3x=2)3 (see, for general reference, Samorodnitsky and
Taqqu (1994) and, for the use of stable laws in this context, Beghin et al. (2000)),
which reads
L1=3(; x) = e−
3√x: (2.22)
Therefore we get
B=
1
3
e
−
(
3
2 a−c
)
3√
[
cos
(√
3
2
3
√
a
)
+
√
3 sin
(√
3
2
3
√
a
)]
=
1
3
√

e−(a−c)
3√ 1
3 3
√
2
e−
1
2
3√a
[
cos
(√
3
2
3
√
a
)
+
√
3 sin
(√
3
2
3
√
a
)]
=
1
(1=3)
(∫ ∞
0
e−t
∫ t
0
1
3
√
(t − s)2 Mp1=3(a− c; s) ds dt
)∫ ∞
0
e−tp3(a; t) dt
=
1
(1=3)
∫ ∞
0
e−t
{∫ t
0
1
3
√
(t − s)2
∫ s
0
Mp1=3(a− c; w)p3(a; s− w) dw ds
}
dt;
(2.23)
where we have denoted by Mp1=3(x; t) the density function of the stable law introduced
above.
Finally, for the third term, we get from (2.12) the following equality:
C =
2
3
e−
1
2
3√c cos
(√
3
2
3
√
c
)
=
∫ ∞
0
e−t{1− P{X (t)6c}} dt: (2.24)
By considering (2.21), (2.23) and (2.24) together we derive the Frst term in (2.20).
The second case (for c¿a¿ 0) follows immediately from the previous theorem.
The third formula in (2.20), which corresponds to the case c¡ 0 and a¿0; can be
derived by considering (2.13) and (2.23).
It is clear that formula (2.20) reduces to (2.14) in the special case of c = a: since
in this case Mp1=3(0; w) = (w) (as can be checked by considering the characteristic
function of the stable law Mp1=3(x; t); at x = 0), we obtain∫ s
0
Mp1=3(0; w)p3(a; s− w) dw = p3(a; s):
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3. Fourth-order equations
Processes related to fourth-order equations of the form
@u
@t
=−@
4u
@x4
(3.1)
(sometimes referred to as fourth-order di'usions) have been more extensively examined
than the third-order ones. In the papers by Hochberg (1978) and Li and Wong (1993)
some properties of the fundamental solution p4 = p4(x; t) of (3.1) are analysed. The
connected measure is constructed in Hochberg (1978) and more extensively examined
by Nishioka (1997). In this last paper the Fourier–Laplace transforms of the joint
distribution of ((X (0) − inf 06s6t X (s)); X (t)); as well as of the hitting time +a =
inf{t ¿ 0: X (t)¡a} and hitting place X (+a) are derived. His approach di'ers from
ours in that it is based on the Spitzer identity.
Representations of these processes in terms of composition of independent Brownian
motions have been introduced by Funaki (1979) and Hochberg and Orsingher (1996).
We note that equations of the form (3.1) have occasionally appeared in the literature
in connection with some physical problems (see, for example, Mullins, 1957).
We present here, in the forthcoming theorem, the Laplace transform of the distri-
bution of (max06s6t X (s); X (t)); which represents the Frst step to derive the explicit
form of P{max06s6t X (s)6a; X (t)6c} given in Theorem 3.2 below. It seems to us
very interesting to remark that this joint distribution can be expressed in terms of the
fundamental solution of (3.1) and of the stable law of order 14 :
Theorem 3.1. Let X (t); t ¿ 0; denote the process related to (1:1) for n = 4 and
c4 =−1; then, for any ¿ 0; the following result holds:∫ +∞
0
e−tP
{
max
06s6t
X (s)6a; X (t)6c
}
dt
=


1
 − e
−(2a−c) 4
√
=
√
2
2 [cos(
c 4
√
√
2
) + sin( c
4√√
2
) + sin( (2a−c)
4√√
2
)]
− e−c
4√=√2
2 cos(
c 4
√
√
2
); 06c6a
1
 − e
−a 4
√
=
√
2
 [cos(
a 4
√
√
2
) + sin( a
4√√
2
)]; c¿a¿ 0;
ec
4√=√2
2 cos(
c 4
√
√
2
)− e−(2a−c)
4√=√2
2 [cos(
c 4
√
√
2
) + sin( c
4√√
2
)
+sin( (2a−c)
4√√
2
)]; c¡ 0; a¿0:
(3.2)
Proof. By resorting to the Laplace transform
’(x; a; c; ) =
∫ +∞
0
e−t (x; a; c; t) dt
the Cauchy problem (1.4) becomes
@4’
@x4
+ (+ V (x))’ =   = g(x): (3.3)
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Specifying V and g as in (1.5) and (1.6) Eq. (3.3) can be written as
@4’
@x4
+ ’ = 0 for c¡x¡a;
@4’
@x4
+ ’ = 1 for x¡c;
@4’
@x4
+ (+ )’ = 0 for x¿a: (3.4)
The linearity of (3.4) permits us to write down immediately its general bounded integral
’(x; a; c; ) =


Aex 0
4√ + Bex 1
4√ + Cex 2
4√ + Dex 3
4√ for c¡x¡a;
Eex 0
4√ + Fex 3
4√ + 1 for x¡c;
Gex 1
4
√
+ + Hex 2
4
√
+ for x¿a;
(3.5)
where  k = ei$=4+ik$=2; k = 0; 1; 2; 3; are the roots of −1.
By imposing the continuity conditions at x = a and c, namely
@k’
@xk
∣∣∣∣
x=a+
=
@k’
@xk
∣∣∣∣
x=a−
; k = 0; 1; 2; 3;
@k’
@xk
∣∣∣∣
x=c+
=
@k’
@xk
∣∣∣∣
x=c−
; k = 0; 1; 2; 3; (3.6)
the eight conditions, which are needed to determine the constants contained in (3.5),
are obtained. The system can be written down as follows:
Aec 0
4√ + Bec 1
4√ + Cec 2
4√ + Dec 3
4√ = Eec 0
4√ + Fec 3
4√ +
1

;
A k0e
c 0
4√ + B k1e
c 1
4√ + C k2e
c 2
4√ + D k3e
c 3
4√
=E k0e
c 0
4√ + F k3e
c 3
4√; k = 1; 2; 3; (3.7)
A( 0
4
√
) jea 0
4√ + B( 1
4
√
) jea 1
4√ + C( 2
4
√
) jea 2
4√ + D( 3
4
√
) jea 3
4√
=G( 1
4
√
+ ) jea 1
4
√
+ + H ( 2
4
√
+ ) jea 2
4
√
+; j = 0; 1; 2; 3:
We have to evaluate
’(a; c; ) =

 E + F +
1

; c¿0;
A+ B+ C + D; c¡ 0:
(3.8)
84 L. Beghin et al. / Stochastic Processes and their Applications 94 (2001) 71–93
For c¿0; after many calculations, we obtain
E + F +
1

=−  1 2 3e
a 4
√
( 1+ 2)−c 4
√
( 0+ 1+ 2)( 4
√
+ 2− 4
√
 0)−1( 4
√
+  1 − 4
√
 0)−1
( 3 −  0)( 2 −  0)( 2 −  1)( 1 −  0)
×{ 0e(c−a)
4√( 0+ 1)( 4
√
+  − 4
√
)( 4
√
+  1 − 4
√
 2)( 1 −  0)
−  0e(c−a)
4√( 0+ 2)( 4
√
+  − 4
√
)( 4
√
+  2 − 4
√
 1)( 2 −  0)
+ e(c−a)
4√( 1+ 2)( 4
√
+  2 − 4
√
 0)(
4
√
+  1 − 4
√
 0)( 2 −  1)}
−  0 1 2e
a 4
√
( 1+ 2)−c 4
√
( 1+ 2+ 3)( 4
√
+ 2− 4
√
 3)−1( 4
√
+ 1 − 4
√
 3)−1
( 3 −  0)( 3 −  1)( 3 −  2)( 2 −  1)
×{ 3e(c−a)
4√( 1+ 3)( 4
√
+  − 4
√
)( 4
√
+  1 − 4
√
 2)( 3 −  1)
−  3e(c−a)
4√( 2+ 3)( 4
√
+  − 4
√
)( 4
√
+  2 − 4
√
 1)( 3 −  2)
− e(c−a) 4
√
( 1+ 2)( 4
√
+  2 − 4
√
 3)(
4
√
+  1 − 4
√
 3)( 2 −  1)}+ 1 :
By taking the limit for  → +∞, we get the Frst formula in (3.2).
In the case c¡ 0; by performing similar calculations we obtain the third formula of
(3.2).
Remark 3.1. From the previous result we can easily derive the Laplace transform of
the joint density function, which, in this case, is equal to
@2
@c@a
’(a; c; ) dc da=
∫ +∞
0
e−tP{ max
06s6t
X (s) ∈ da; X (t) ∈ dc} dt
=
1√

e−(2a−c)
4√=√2
[
cos
(
c 4
√
√
2
)
−cos
(
(2a−c) 4√√
2
)]
dc da
(3.9)
for c¡a and a¿ 0:
It can be checked that many results, which have already appeared in the literature,
can be derived from the previous ones, as particular cases: Frst of all we note that
E0
{∫ ∞
0
e−te−iX (t)−%max06s6t X (s) dt
}
=
∫ ∞
0
e−t
{∫ ∞
0
da
∫ a
−∞
e−ic−%a
@2
@c@a
’(a; c; ) dc
}
dt
=
1
[
√
+
√
2 4
√
(i + %)− 2 + %2 + 2i%][√− 2 −√2 4√i] ;
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coincides with result (6:5) of Nishioka (1997), where clearly the mean value is
performed with respect to (3.9) in the sense deFned in the paper mentioned above.
Furthermore, formula (3.9) for c = 0; coincides with the following one:
∫ +∞
0
e−tp4(0; t)
@
@a
P
{
max
06s6t
X (s)6a |X (t) = 0
}
dt
=
1√

e−
√
2 4
√
a[1− cos(
√
2 4
√
a)] (3.10)
which has been obtained, by means of the conditional Feynman–Kac functional, in
Beghin et al. (2000). It is evident that
p(a; 0; t) = p4(0; t)
@
@a
P
{
max
06s6t
X (s)6a |X (t) = 0
}
represents the joint density p(a; c; t) of (max06s6t X (s); X (t)) for c = 0.
Since{
max
06s6t
X (s)6a
}
⊂{X (t)6a};
we obtain, from the Frst result of (3.2), the second formula of Theorem 3.1, which
corresponds to the Laplace transform of the distribution of the maximum (already
derived by Hochberg, 1978), i.e.
’(a; a; ) =
∫ +∞
0
e−tP
{
max
06s6t
X (s)6a
}
dt
=
1

− 1

e−a
4√=√2
[
cos
(
a 4
√
√
2
)
+ sin
(
a 4
√
√
2
)]
: (3.11)
Taking the limit for a→ +∞ formula (3.2) reduces to
∫ +∞
0
e−tP{X (t)6c} dt =


1
 − 12e−c
4√=√2 cos( c
4√√
2
); c¿0;
1
2e
c 4
√
=
√
2 cos( c
4√√
2
); c¡ 0:
(3.12)
Furthermore we get
∫ +∞
0
e−t
@
@c
P{X (t)6c} dt
=
1
2
√
2 4
√
3
e−|c|
4√=√2
[
cos
(
c 4
√
√
2
)
+ sin
(
|c| 4√√
2
)]
=
∫ +∞
0
e−tp4(c; t) dt; (3.13)
where the last step is based on formula (4:19) in Beghin et al. (2000).
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Remark 3.2. For the inversion of the Laplace transform (3.11), we note, in view of
(3.13) and (2.16), that∫ +∞
0
e−tP
{
max
06s6t
X (s)6a
}
dt
=
1

− 1
4
√
3 4
√

4√
2
√
2
4
e−a
4√=√2
[
cos
(
a 4
√
√
2
)
+ sin
(
a 4
√
√
2
)]
=
∫ +∞
0
e−t dt − 4√
2(1=4)
(∫ +∞
0
e−s
4
√
s3
ds
)(∫ +∞
0
e−zp4(a; z) dz
)
=
∫ +∞
0
e−t
{
1− 4√
2(1=4)
∫ t
0
p4(a; z)
4
√
(t − z)3 dz
}
dt: (3.14)
Whence we have the explicit distribution
P
{
max
06s6t
X (s)6a
}
= 1− 2
√
2
(1=4)
∫ t
0
p4(a; z)
4
√
(t − z)3 dz: (3.15)
In order to check that expression (3.15) reduces to zero for a = 0; we point out that
p4(0; z) = (1=4)=4 4
√
z and we recall the well-known relationship for Beta functions
B(r; s) =
(r)(s)
(r + s)
:
Furthermore, since lima→+∞p4(a; t) = 0; distribution (3.15) converges to one as a →
+∞: However, since @p4=@a is an oscillating function, for a¿ 0; we can conclude that
(3.15) is not a probability distribution.
The integral appearing in formula (3.15) is, up to some constant, the fractional
integral of order 1=4 (denoted by I 1=4) of the fundamental solution p4 evaluated with
respect to time. Therefore an alternative expression for (3.15) is
P
{
max
06s6t
X (s)6a
}
= 1− 2
√
2I 1=4p4(a; t):
Theorem 3.2. The joint distribution of (max06s6t X (s); X (t)) is given by the follow-
ing relations:
P
{
max
06s6t
X (s)6a; X (t)6c
}
=1−
√
2
(1=4)
∫ t
0
dw
4
√
(t − w)3
[
p4(c; w) +
∫ w
0
p4(c; w − s) Mp1=4(a− c; s) ds
]
+
1
2(1=4)
∫ t
0
dz√
t − z
[
@
@x
p4(x; z)
∣∣∣∣
x=2a−c
− @
@x
p4(x; z)
∣∣∣∣
x=c
]
; 06c6a
=
1
(1=4)
∫ t
0
(√
2p4(|c|; w)
4
√
(t − w)3 +
1
(1=4)
√
t − w
@
@x
p4(x; w)
∣∣∣∣
x=|c|
)
dw
− 1
(1=4)
∫ t
0
Mp1=4(a; t − w)
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×
∫ w
0
(√
2p4(|c|; z)
4
√
(w − z)3 +
2
(1=4)
√
w − z
@
@x
p4(x; z)
∣∣∣∣
x=|c|
)
dz dw
+
1
2(1=4)
∫ t
0
dz√
t − z
@
@x
p4(x; z)
∣∣∣∣
x=2a−c
; c¡ 0; a¿0: (3.16)
Proof. We rewrite the Frst Laplace transform in (3.2) as∫ +∞
0
e−tP
{
max
06s6t
X (s)6a; X (t)6c
}
dt = A− B− C − D
and we consider the inversion of the four terms separately: clearly for the Frst one
we get
A=
1

=
∫ +∞
0
e−t dt; (3.17)
while for the second term we use again formula (3.13):
B=
1
2
e−(2a−c)
4√=√2
[
cos
(
c 4
√
√
2
)
+ sin
(
c 4
√
√
2
)]
=
√
2
4
√

e−
√
2(a−c) 4√
∫ +∞
0
e−tp4(c; t) dt
=
√
2
4
√

∫ +∞
0
e−t Mp1=4(a− c; t) dt
∫ +∞
0
e−zp4(c; z) dz
=
√
2
(1=4)
∫ +∞
0
e−z
4
√
z3
dz
∫ +∞
0
e−t
∫ t
0
p4(c; t − s) Mp1=4(a− c; s) ds dt
=
√
2
(1=4)
∫ +∞
0
e−t
{∫ t
0
1
4
√
(t − w)3 dw
∫ w
0
p4(c; w − s) Mp1=4(a− c; s) ds
}
dt:
(3.18)
We have denoted by Mp1=4(x; t) the density function of the stable law S((); 1; 0); for
( = 14 and ) = (
√
2x cos=8)4. To derive the last expression we have applied formula
(2.16) again. For the third term of (3.2) we have
C =
1
2
e−(2a−c)
4√=√2sin
(
(2a− c) 4√√
2
)
=
1
2
√
2 4
√

∫ +∞
0
e−t
@
@z
P
{
max
06s6t
X (s)6z
}∣∣∣∣
z=2a−c
dt
=− 1
4
√

∫ +∞
0
e−t
1
(1=4)
∫ t
0
1
4
√
(t − z)3
@
@w
p4(w; z)|w=2a−c dz dt
=− 1
2(1=4)
∫ +∞
0
e−u
4
√
u3
du
∫ +∞
0
e−t
∫ t
0
1
4
√
(t − z)3
@
@w
p4(w; z)|w=2a−c dz dt
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=− 1
2(1=4)
∫ +∞
0
e−t
{∫ t
0
dw
4
√
(t − w)3
∫ w
0
1
4
√
(t − z)3
@
@x
p4(x; z)|x=2a−c dz
}
dt
=− 1
2(1=4)
∫ +∞
0
e−t
{∫ t
0
@
@x
p4(x; z)|x=2a−c 1√t − z dz
}
dt; (3.19)
where the Frst step follows by taking the derivative of (3.11) and the second one is a
consequence of result (3.15). Finally we rewrite the last term of (3.2) as
D=
1
2
e−c
4√=√2 cos
(
c 4
√
√
2
)
=
√
2
4
√

{ √
2
4 4
√
3
e−c
4√=√2
[
cos
(
c 4
√
√
2
)
+ sin
(
c 4
√
√
2
)]}
− 1
2
e−c
4√=√2sin
(
c 4
√
√
2
)
=
∫ +∞
0
e−t
{ √
2
(1=4)
∫ t
0
p4(c; w)
4
√
(t − w)3 dw
+
1
2(1=4)
∫ t
0
@
@x
p4(x; w)
∣∣∣∣
x=c
dw√
t − w
}
dt; (3.20)
where we have again used formula (3.13) together with (3.19) (replacing 2a − c
by c). By putting together (3.17)–(3.20), we derive the Frst formula in (3.16).
The case a¿ 0; c¡ 0 can be proved by exploiting the expressions for C and D
with small modiFcations.
We note that formula (3.16) reduces to (3.15) in the case a=c: indeed the last term
vanishes and the following equality holds:∫ w
0
p4(c; w − s) Mp1=4(0; s) ds= p4(c; w);
since Mp1=4(0; s) = (s); as it can be checked by considering the characteristic function
of the stable law Mp1=4(x; t) at x= 0. Moreover the two distributions in (3.16) coincide
along the line c = 0.
Remark 3.3. A simple expression for the joint density can be inferred from (3.9), for
−∞6c6a and a¿ 0, as follows:
P
{
max
06s6t
X (s) ∈ da; X (t) ∈ dc
}
=da dc
∫ t
0
Mp1=4(a− c; t − w)0(w; c) dw − 0(t; 2a− c);
where
0(s; z) =
√
2
( 14 )
∫ s
0
p4(z; y) dy
4
√
(s− y)3 +
1
2(1=4)
∫ s
0
@
@z
p4(z; y)
dy√
s− y :
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Remark 3.4. It is possible to represent the distribution of the maximum in an alterna-
tive form, by suitably combining formulas (3.11), (3.12) and (3.19) as follows:
P
{
max
06s6t
X (s)6a
}
= P{X (t)6a} − P{X (t)¿a}
+
1
2(1=4)
∫ t
0
1√
t − z
@
@a
p4(a; z) dz (3.21)
which is similar to (1.16) of the third-order case. We think that the reason why the
reLection principle does not work in this context is that the sample paths of these
pseudo-processes are not continuous, as pointed out in Nishioka (1997).
Remark 3.5. By means of the Feynman–Kac functional it is easy to derive also the
joint distribution of the Brownian motion B(t); t ¿ 0 and of its maximum in [0; t].
In this case we must resolve the following initial value problem:
@ 
@t
=
1
2
@2 
@x2
− V ; x ∈ R; t ¿ 0;
 (x; 0) = g(x); (3.22)
where V and g are deFned as in (1.5) and (1.6), respectively. After some calculations,
similar to the above ones, we obtain that∫ ∞
0
e−tP
{
max
06s6t
B(s)6a; B(t)6c
}
dt =
1

− 1
2
e−
√
2c − 1
2
e−
√
2(2a−c)
for 0 ¡ c ¡ a: (3.23)
In view of the following well-known formula:
∫ ∞
0
e−t
1√
2t
e−y
2=2t dt =
e−
√
2|y|
√
2
; (3.24)
we can rewrite formula (3.23) as∫ ∞
0
e−tP
{
max
06s6t
B(s)6a; B(t)6c
}
dt
=
∫ c
−∞
e−
√
2|y|
√
2
dy −
∫ +∞
2a−c
e−
√
2|y|
√
2
dy
=
∫ ∞
0
e−t
{∫ c
−∞
1√
2t
e−y
2=2t dy −
∫ +∞
2a−c
1√
2t
e−y
2=2t dy
}
dt
=
∫ ∞
0
e−t{P{B(t)6c} − P{B(t)¿ 2a− c}} dt: (3.25)
We thus obtain the well-known result
P
{
max
06s6t
B(s)6a; B(t)6c
}
= P{B(t)6c} − P{B(t)¿ 2a− c}:
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4. On the distribution of the maximum for processes related to Miyamoto equation
We now examine processes connected to fourth-order equations of the form
@u
@t
=−@
4u
@x4
+ 2k
@2u
@x2
; (4.1)
which were Frst taken into account by Miyamoto (1966). It is proved in Hochberg and
Orsingher (1994) that for such processes the arcsine law holds.
In this case the expression  (x; a; a; t) (denoted as  (x; a; t) for brevity), which we
have deFned by means of formula (1.7), is a solution of
@ 
@t
=−@
4 
@x4
+ 2k
@2 
@x2
− V ; (4.2)
subject to the initial condition  (x; a; 0) = 1 and provided that
V (x) =
{
; x¿a;
0; x6a:
For the Laplace transform
’(x; a; ) = lim
→+∞
∫ ∞
0
e−t (x; a; t) dt (4.3)
we have the following result.
Theorem 4.1. For a¿0; k ∈ R; we have that
’(0; a; ) =
1

− 1

e−(a=
√
2)
√√
+k


√√
+ k√
− k sin

a
√√
− k
2

+ cos

a
√√
− k
2



 : (4.4)
Proof. The functional  (x; a; t) solves the equations
@ 
@t
=−@
4 
@x4
+ 2k
@2 
@x2
−  ; x¿a;
@ 
@t
=−@
4 
@x4
+ 2k
@2 
@x2
; x¡a;
 (x; a; 0) = 1 (4.5)
and thus (4.3) resolves
’ − 1 =−@
4’
@x4
+ 2k
@2’
@x2
− ’; x¿a;
’ − 1 =−@
4’
@x4
+ 2k
@2’
@x2
; x¡a; (4.6)
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whose bounded solutions are (considering that, for large  and for any k; we get
√
 + − k2 ¿ 0 =


’(x; a; )
Ae−(x=
√
2)
√√
++k−(ix=√2)
√√
+−k
+Be−(x=
√
2)
√√
++k+(ix=
√
2)
√√
+−k + 1+ ; x¿a;
Ce(x=
√
2)
√√
+k+(ix=
√
2)
√√
−k
+De−(x=
√
2)
√√
+k−(ix=√2)
√√
−k + 1 ; x6a:
(4.7)
Since we want to determine ’(0; a; ) we need only C and D which, by imposing
continuity of @j’=@x j; j = 0; 1; 2; 3 at x = a, turn out to be
C =−e− 0a  1 2 3
( 3 −  0)( 2 −  0)( 1 −  0)

(+ )
; (4.8a)
D =−e− 3a  0 1 2
( 3 −  0)( 3 −  1)( 3 −  2)

(+ )
; (4.8b)
where
 0 =
√√
+ k
2
+ i
√√
− k
2
;
 1 =−
√√
+  + k
2
+ i
√√
+  − k
2
;
 2 =−
√√
+  + k
2
− i
√√
+  − k
2
;
 3 =
√√
+ k
2
− i
√√
− k
2
:
Clearly
’(0; a; ) = C + D +
1

and on taking the limit as  → +∞ we obtain (4.4).
Remark 4.1. For k = 0 formula (4.4) coincides with (3.11).
For the inversion of (4.4) we need the explicit expression of the Laplace transform
of the fundamental solution of (4.1), denoted by p4 = p4(x; k; t). In other terms we
have to evaluate∫ ∞
0
e−tp4(x; k; t) dt
=
1
2
∫ ∞
0
e−t
(∫ +∞
−∞
e−i(xe−(
4t−2k(2t d(
)
dt
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=
1

∫ ∞
0
cos (x
(4 + 2k(2 + 
d(
=
1

∫ ∞
0
cos (x
((2 + k)2 + (− k2) d(: (4.9)
In force of formula 3:731:1 of Gradshteyn and Ryzhik (1994, p. 449), we have
therefore, for any k ∈ R and x ∈ R,∫ ∞
0
e−tp4(x; k; t) dt =
1
2
√
2
√

√√
+ k
e−(x=
√
2)
√√
+k
×


√√
+ k√
− k sin

x
√√
− k
2

+ cos

x
√√
− k
2



 : (4.10)
Relationship (4.10) permits us to state the main result of this section:
Theorem 4.2. The distribution of the maximum for processes governed by Eq. (4:1)
is; for a¿0; k ∈ R;
P
{
max
06s6t
X (s)6a
}
= 1− 2
√
2
(1=4)
∫ t
0
p4(a; k; z)
4
√
(t − z)3 dz
−4
∫ t
0
p4(a; k; t − s)
∫ k
0
p4(0; h; s) dh ds: (4.11)
Proof. The Laplace transform (4.4) can be written, using result (4.10), as
’(0; a; ) =
∫ ∞
0
e−t dt − 2
√
2
√√
+ k√

∫ ∞
0
e−tp4(a; k; t) dt: (4.12)
Moreover we have∫ ∞
0
e−tp4(0; k; t) dt =
1
2
√
2
√

√√
+ k
(4.13)
and thus∫ ∞
0
e−t
∫ k
0
p4(0; h; t) dh dt =
∫ k
0
dh
2
√
2
√

√√
+ h
=
√√
+ k√
2
− 1√
2 4
√

: (4.14)
Finally we have the relationship
2
√
2
√√
+ k√

=
∫ ∞
0
e−t
(
4
∫ k
0
p4(0; h; t) dh+
2
√
2
(1=4)
1
4
√
t3
)
dt: (4.15)
Passing to convolutions the Fnal result (4.11) emerges.
Remark 4.2. It is easy to see that
p4(x; k; t) =
∫ +∞
−∞
p4(x + y; 0; t)p2(y; t) dy;
where p2(y; t) = (1=
√
4kt) exp{−y2=4kt}.
Therefore lima→∞ P{max06s6t X (s)6a}= 1.
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