Systematic reviews synthesize data across multiple studies to answer a research question, and an important component of the review process is to evaluate the heterogeneity of primary studies considered for inclusion. Little is known, however, about the ways that systematic reviewers evaluate heterogeneity, especially in clinical specialties like oncology. We examined a sample of systematic reviews from this body of literature to determine how meta-analysts assessed and reported heterogeneity. A PubMed search of 6 oncology journals was conducted to locate systematic reviews and meta-analyses. Two coders then independently evaluated the manuscripts for 10 different elements based on an abstraction manual. The initial PubMed search yielded 337 systematic reviews from 6 journals. Screening for exclusion criteria (nonsystematic reviews, genetic studies, individual patient data, etc.) found 155 articles that did not meet the definition of a systematic review. This left a final sample of 182 systematic reviews across 4 journals. Of these reviews, 50% (91/182) used varying combinations of heterogeneity tests, and of those, 16% (15/91) of review authors noted excessive heterogeneity and opted to not perform a meta-analysis. Of the studies that measured heterogeneity, 51% (46/91) used a random-effects model, 7% (8/91) used a fixed-effects model, and 43% (39/91) used both. We conclude that use of quantitative and qualitative heterogeneity measurement tools are underused in the 4 oncology journals evaluated. Such assessments should be routinely applied in meta-analyses. S ystematic reviews bring together all related empirical evidence based on predetermined eligibility criteria to answer a research question (1). Th is methodology is designed to minimize bias using an explicit, reproducible approach involving a systematic and comprehensive literature search, an assessment of validity of primary studies, and a systematic presentation and synthesis of fi ndings. Oftentimes, systematic reviews also contain one or more meta-analyses that make use of statistical procedures to summarize the results of primary studies. It is evident that when multiple studies are combined for data synthesis, there will be diff erences, such as location of testing, drug doses, dosing schedules, follow-up, or ethnicity of participants, to name a few. If statistically signifi cant heterogeneity is present, then researchers must decide if the primary studies are too diverse to synthesize or if follow-up analyses should be used to explore the eff ects of these diff erences on study outcomes. Exploring heterogeneity between primary studies in systematic reviews can be done with multiple statistical tests such as I², Cochran's Q (chi-squared), and Tau². All of these tests have their own strengths and weaknesses, and so it is best to use multiple tests to fully inform clinicians on the dependability of a systematic reviews analysis (1-9). While much advice has been off ered on evaluating heterogeneity, little is known about the ways that systematic reviewers actually address heterogeneity. Questions remain regarding the practices of systematic reviewers outside of Cochrane review groups, such as researchers in clinical specialties like oncology.
METHODS
Using the h5-Index from Google Scholar Metrics, we selected the 6 oncology journals with the highest index scores from the oncology subcategory. We searched PubMed using the following . Th is search strategy was adapted from a previously established method that is sensitive to identifying systematic reviews and meta-analyses (10). Searches were conducted on May 18 and May 26, 2015.
We used Covidence (covidence.org) to initially screen articles based on title and abstract. To qualify as a systematic review, studies had to summarize evidence across multiple studies and provide information on the search strategy, such as search terms, databases, or inclusion/exclusion criteria. Meta-analyses were classifi ed as quantitative syntheses of results across multiple
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Jonathan Holmes, BS, David Herrmann, BS, Chelsea Koller, BS, Sarah Khan, BS, Blake Umberham, BS, Jody A. Worley, PhD, and Matt Vassar, PhD of studies, and a mixed-eff ects model was used in only 1 study. Th e remaining 48% did not report the type of model used for analysis. Twenty-four percent (43/182) used the random-eff ects model without considering the results of a heterogeneity test to confi rm the need for such an analysis, and 15% (27/182) changed from the fi xed-to random-eff ects model based on the results of a heterogeneity test.
Th e level of statistical signifi cance for heterogeneity tests was reported in 45 systematic reviews. Among those reporting predefi ned thresholds for statistical signifi cance, the most frequently reported P value was < 0.05 (64.4%; 29/45) followed by P < 0.10 (31.1%; 14/45). (P < 0.01 and P < 0.001 were both reported in 1 study.) Forty-three percent (78/182) of systematic reviews contained heterogeneity plots published as fi gures in the article (Table) . A forest plot was the most common heterogeneity plot (42%). Only 2% used an L'Abbé to graphically represent heterogeneity.
Of the 3 tests designed to investigate heterogeneity (subgroup, meta-regression, and sensitivity analyses), subgroup analysis was used the most (21%), sensitivity analysis was second (18%), and meta-regression was used the least (9%) ( Table 1 ). It was found that 20% (36/182) of the available manuscripts wrote about heterogeneity, but never actually evaluated it. Fifty-eight percent (105/182) of manuscripts did not fi nd signifi cant heterogeneity, 3% (5/182) found enough evidence of heterogeneity to disregard "some" of the meta-analysis, 4% (8/182) found signifi cant heterogeneity, and 35% (64/182) never attempted to assess heterogeneity. studies (11) . Two screeners independently reviewed the titles and abstracts of each citation and made a decision regarding its suitability for inclusion based on the defi nitions previously described. To standardize the coding process, an abstraction manual was developed and pilot tested. After completing this process, a training session was conducted to familiarize coders with abstracting the data elements. A subset of studies was jointly coded. After the training exercise, each coder was provided with 3 new articles to code independently. Inter-rater agreement of these data was calculated using Cohen's kappa. Since interrater agreement was high (k = 0.86; agreement = 91%), each coder was assigned an equal subset of articles for data abstraction. We coded the following elements: a) statistical test used to evaluate heterogeneity; b) a priori threshold for statistical signifi cance; c) type of model (random, fi xed, mixed, or both); d) whether authors selected a random-eff ects model based on signifi cance of the heterogeneity test; e) whether authors used a random-eff ects model without explanation; f ) what type of plot was used to evaluate heterogeneity, if any; g) whether the plot was published as a fi gure in the manuscript; h) whether a follow-up analysis was conducted and, if so, the type of analysis (subgroup, meta-regression, and/or sensitivity analysis); i) whether heterogeneity was mentioned in writing only; and j) whether authors concluded there was too much heterogeneity to perform a meta-analysis. After the initial coding process, validation checks were conducted such that each coded element was verifi ed by the other coder. Next, the screeners held a meeting to discuss the diff erences in decisions for inclusion/exclusion and reconcile any discrepancies by reaching consensus. Following the screening process, full-text versions of included articles were obtained via EndNote. Analysis of the fi nal data was conducted using STATA 13.1. Data from this study are publicly available on Figshare (http://dx.doi.org/10.6084/m9.fi gshare.1496574).
RESULTS
Th e PubMed search resulted in 337 articles from 6 journals. After screening titles and abstracts via Covidence, 79 articles were excluded that did not meet the defi nition of a systematic review and/or meta-analysis. Full-text article screening for exclusion criteria resulted in the removal of an additional 74 articles. Additionally, 2 studies could not be retrieved. Two of the 6 journals were not heavily represented in the original sample of 337 articles, and with the exclusion of 155 articles 2 journals were excluded from the fi nal sample. In total, 182 manuscripts representing 4 journals were analyzed for heterogeneity (Figure) .
Half (91/182) of all meta-analyses used at least 1 heterogeneity test. Th e most widely reported statistic was I 2 (41.2%; 75/182) followed by X 2 (24.2%; 44/182). In combination, X 2 and I 2 (13.2%; 24/182) were reported with greatest use followed by Q and I 2 (12.6%; 23/182). Other combinations were utilized by the manuscripts but were not used to a great extent (I² and Tau² [0.55%; 1/182]; Q and X² [0.55%; 1/182]; Q, X², I² [3.3%; 6/182]; and X², I², Tau² [0.55%; 1/182]). As shown in the Table, authors selected a random-eff ects model most frequently (25%) followed by both fi xed-and randomeff ects models (21%). Fixed-eff ects models were reported in 4% 
DISCUSSION
Systematic reviews operate based on methods designed to assist researchers in minimizing bias, performing literature searches, and evaluating data in a manner that hopefully limits biased results. One important aspect of this systematic process is the analysis of heterogeneity at its origin and the subsequent eff ect on meta-analysis. Although some studies assessed heterogeneity, it was not a common practice in the studies included in this systematic review. Only half of the available studies applied one or more of the common heterogeneity tests evaluated in this study, with 20% of available studies mentioning heterogeneity without further assessment. With interstudy variance always present on some level, heterogeneity evaluation in systematic reviews becomes necessary in many cases. Th e paltry use of meta-regression and/or subgroup analysis (9% and 21%, respectively) limits studies assessing the eff ect of heterogeneity on meta-analysis. Th e random-eff ects model was underused, with 25% using this model and 21% using both random-and fi xed-eff ects models. Th e random-eff ects model assumes that parameters underlying studies follow a distribution, while fi xedeff ects models assume a single parameter value common to all studies (12) . Th e random-eff ects model is a more likely event and may be used in cases of heterogeneous study outcomes. It is recognized that all systematic reviews will have some level of heterogeneity, and this study recommends the use of randomeff ects modeling for meta-analysis of heterogeneous intervention eff ects. Th e Institute of Medicine's Standards for Systematic Reviews state that "although the committee does not believe that any single statistical technique should be a methodological standard, it is essential that the SR [systematic review] team clearly explain and justify the reasons why it chose the technique actually used" (13) . From this review, only 15% of available studies used the random-eff ects model with justifi cation. Th is fi nding highlights the need for greater explanation during the decision-making process.
Th ere have been recent developments for exploring and interpreting heterogeneity both before and after the review process. Evidence mapping is a process developed for systematic reviewers to explore sources of heterogeneity among primary studies prior to pooling (14) . Th is qualitative approach may be a useful mechanism to identify sources of heterogeneity and could be a mechanism to inform subgroup analyses. A second means for interpreting heterogeneity is to calculate and report prediction intervals. Prediction intervals may be used to present an expected range of true eff ects and can assist in the clinical interpretation of heterogeneity by estimating an expected true treatment eff ect in future settings (15) . We recommend that these areas be explored in future research.
Th is study has many positive attributes, including its adequate sample size and the careful application of coding procedures. Additionally, our fi ndings shed light on current practices of heterogeneity assessment, which is greatly lacking in oncology reviews. Given that little research on heterogeneity practices has been conducted to date, especially in clinical specialties such as oncology, comparison of our results with other studies is diffi cult. To our knowledge, this is the fi rst study of its kind in oncology. Th is study also has some limitations. We examined systematic reviews published in high-impact-factor oncology journals, and our results may not represent oncology systematic reviews as a whole. It is possible that higher-impact-factor journals have more rigorous reporting and methodological standards, and systematic reviews published in these journals may refl ect these standards. Our search was also date limited, and our results should not be generalized outside of our search dates. 
