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ABSTRACT
Polarization maps of the Vela C molecular cloud were obtained at 250, 350, and 500µm during the
2012 flight of the balloon-borne telescope BLASTPol. These measurements are used in conjunction
with 850µm data from Planck to study the submillimeter spectrum of the polarization fraction for this
cloud. The spectrum is relatively flat and does not exhibit a pronounced minimum at λ ∼ 350µm as
suggested by previous measurements of other molecular clouds. The shape of the spectrum does not
depend strongly on the radiative environment of the dust, as quantified by the column density or
the dust temperature obtained from Herschel data. The polarization ratios observed in Vela C are
consistent with a model of a porous clumpy molecular cloud being uniformly heated by the interstellar
radiation field.
Subject headings: instrumentation: polarimeters, techniques: polarimetric, submiliimeter: ISM, dust,
extinction, ISM: magnetic fields, ISM: individual objects (Vela C)
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1. INTRODUCTION
The role that magnetic fields play in the process of
star formation is not well understood. This question can
be addressed by observing the strength and morphology
of magnetic fields in the dense molecular clouds where
stars form. One important method of observing mag-
netic fields in star-forming regions is through submillime-
ter polarimetry. Because dust grains tend to align with
their long axes perpendicular to the direction of the local
magnetic field, the linearly polarized thermal emission
from the dust grains can be used to trace the magnetic
field direction in the plane of the sky (see Lazarian (2007)
for a review).
The use of polarimetry to probe magnetic fields re-
quires a good understanding of the mechanism by which
dust grains align with magnetic fields and how the align-
ment depends on the local environment. Multiwave-
length observations of polarized dust emission can probe
the conditions under which dust grains are aligned and
test theories of grain alignment mechanisms. The theory
of radiative torques (RATs; Dolginov & Mytrophanov
1976; Lazarian & Hoang 2007) has become the most fa-
vored model for how dust grains align with magnetic
fields. This model proposes that an irregularly shaped
dust grain with a different cross-section for right- and
left-handed photons will get spun up by unpolarized light
in the presence of an anisotropic radiation field, ulti-
mately causing the particle to rotate with its long axis
perpendicular to magnetic field lines (see Andersson et al.
(2015) for a review).
At visible and near infrared wavelengths, much has
been inferred about the physical properties of dust
grains by studying starlight polarization originating from
dichroic extinction (Whittet et al. 2001, 2008). In par-
ticular, large grains (radii ≥ 0.1µm) are much more effi-
ciently aligned than small grains (Kim & Martin 1995);
amorphous silicate grains are better aligned than car-
bonaceous grains (including polycyclic aromatic hydro-
carbons; Smith et al. 2000; Chiar et al. 2006; see Draine
2003). The simplest models for molecular cloud dust
(Hildebrand et al. 1999; Bethell et al. 2007) predict sub-
millimeter polarization spectra that are flat to 10-20%.
However, the observations to date (Hildebrand et al.
1999; Vaillancourt et al. 2008; Vaillancourt & Matthews
2012; Zeng et al. 2013) show a polarization fraction
with more variation, rising away from a minimum at
350µm (see Figure 4 below).
To explain the rise in the submillimeter spectrum a
model in which the colder grains are better aligned than
the warmer grains is needed. Bethell et al. (2007) have
shown that this can be achieved by applying the RAT
model to starless clouds. They model a clumpy molecu-
lar cloud structure in which external photons can pene-
trate deep into the cloud. These photons heat all grains,
but the larger grains tend to be cooler, because they are
more efficient emitters. At the same time, the mecha-
nism for aligning larger grains is more efficient (Cho &
Lazarian 2005). Therefore, their model predicts that the
cooler grains are better aligned and that the polarization
spectrum rises with wavelength. However, the predicted
submillimeter rise is much shallower than is seen in the
published observations. The model also predicts a po-
larization spectrum rising with wavelength in the far-IR,
and so it cannot explain the falling far-IR spectrum that
has been observed.
The Balloon-borne Large Aperture Submillimeter
Telescope for Polarimetry (BLASTPol) observed the Vela
C molecular cloud at 250, 350, and 500µm. Multiwave-
length observations bracketing the 350µm band provide
a new opportunity to study the shape of the polarization
spectrum. Vela C is a relatively nearby molecular cloud,
spanning 35 pc at a distance of d ∼ 700 pc (Liseau et al.
1992) and contains 5 × 104 M of dense gas (Yamaguchi
et al. 1999). It includes a large number of objects in the
early stages of star formation (Netterfield et al. 2009)
as well as a bright compact H II region, RCW 36, thus
providing an opportunity to study grain alignment in
varying radiative conditions. Hill et al. (2011) analyzed
Vela C using data from the Herschel HOBYS program,
and identified five sub-regions in the cloud, as defined at
an AV> 7 mag threshold.
This paper presents polarization data in Vela C from
BLASTPol at 250, 350, and 500µm, and from Planck
at 850µm. Section 2 describes the observations of sub-
millimeter polarization in Vela C. Section 3 presents the
polarization spectrum of Vela C and investigates the ef-
fect of the radiative environment. Section 4 discusses
the implications of this work for theories of dust grain
alignment and Section 5 summarizes the results.
2. OBSERVATIONS AND DATA ANALYSIS
Polarimetry data at 250, 350, and 500µm were col-
lected during the 2012 flight of BLASTPol (Galitzki et al.
2014; Fissel et al. 2015). BLASTPol was launched on
a stratospheric balloon on 2012 December 26 from Mc-
Murdo Station, Antarctica and took data for 12.5 days
at an altitude of 38.5 km above sea level. Approximately
43 hr were spent mapping the Vela C molecular cloud
(Figure 1), covering four of the five sub-regions defined
by Hill et al. (2011). The data analysis pipeline and in-
strument characterization are described in Fissel et al.
(2015).
The Planck HFI instrument (Planck Collaboration
VIII 2016) obtained polarimetry data at 850µm (their
353 GHz band) over the whole sky (Planck Collabora-
tion Int. XIX 2015). Data from the available map on the
Planck Legacy Archive 22 were regridded to match the
BLASTPol maps. To match the resolution of the Planck
map, the BLASTPol maps were smoothed to 4.′8. Maps
were sampled in pixels of size 2.′4.
To focus the analysis on dust within the Vela C molec-
ular cloud itself, it is necessary to subtract the emission
(in I, Q, and U) from dust along the line of sight and
in the extended Vela Molecular Ridge. We adopted two
subtraction methods described in Fissel et al. (2015) and
their terminology: “conservative” and “aggressive,” and
a third, “intermediate,” for the average of the two. The
first uses a single reference region, labelled C in Figure 1,
while the second interpolates a plane between two regions
labelled A1 and A2 bracketing the outlined “validity re-
gion.”
The data were restricted to being inside the Vela C
sub-regions defined in Hill et al. (2011), because these
sightlines are better probes of the polarization structure
in the cloud itself. These are shown in white in Fig-
22 http://pla.esac.esa.int
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Figure 1. BLASTPol 350µm intensity map of Vela C showing
various regions used in the analysis (see the text).
ure 1. Data outside these regions are also more sen-
sitive to systematic uncertainties in the method of dif-
fuse emission subtraction. Data from a circular region,
shown as a red circle in Figure 1, within 4′ of RCW 36
(l = 265.◦15, b = 1.◦42) were also excluded because null
tests showed large residuals there.
The polarization fraction, p, was calculated at 250, 350,
500, and 850µm from the Stokes parameters I, Q, and
U as p =
√
Q2 + U2/I. Because the polarization ampli-
tude is a positive definite quantity, noise in the Q and
U maps will tend to increase the measured polarization.
The measured value, pm, was therefore approximately
corrected using (Wardle & Kronberg 1974):
pdb =
√
p2m − σ2p , (1)
where pdb is the de-biased polarization and σp is the
uncertainty associated with pm. This is a crude approxi-
mation, but reasonably accurate for high signal-to-noise
ratio measurements (Montier et al. 2015), such as the
data analyzed in this work where only pm ≥ 3σp was
used.
The polarization angle, ψ, with respect to the Q,U
reference frame, was determined as ψ = 12 arctan (U,Q).
The polarization spectrum was studied only where the
measurements of p exceeded 3σp at each of the four
wavelengths, and the measured polarization angles at
all wavelengths agreed to within 10◦. This last cut has
been used in previous studies of submillimeter polariza-
tion (Vaillancourt & Matthews 2012), and reduces the
probability that data at the different wavelengths are
measuring different points along the line of sight.
The number of data points passing the p ≥ 3σp cut
depends on the method of diffuse emission subtraction
used; however, for all of the subtraction methods none
of the remaining data fail the 10◦ angle cut. In total
the number of data points included in the analysis is
383, 405, and 403 in the case of conservative, aggressive,
and intermediate subtraction, respectively, out of a total
of 615 measurements lying inside the regions described
earlier in this section.
Ratios of p were then calculated relative to p350, in
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Figure 2. Maps of polarization ratios p250/p350 (top),
p500/p350 (middle) and p850/p350 (bottom). The color bar is on a
logarithmic scale. Contours show 350µm intensity at levels of 1%,
2%, 5%, 10%, 20%, and 50% of the peak intensity. The red dashed
line indicates the region used to isolate the dust being irrradiated
by RCW 36 (see Section 3.4).
order to compare with previous studies which also nor-
malized their measurements to 350µm. Figure 2 shows
maps of the polarization ratios p250/p350, p500/p350, and
p850/p350 for the case where the intermediate subtraction
method was applied. The 850µm data from Planck have
a higher intrinsic noise, resulting in a higher noise level
in the p850/p350 map.
3. RESULTS
3.1. Median polarization ratios
Figure 3 shows histograms of the three polarization
ratios p250/p350, p500/p350, and p850/p350 for the case of
intermediate diffuse subtraction, with the median val-
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Figure 3. Histograms of the three polarization ratios, using the
intermediate diffuse emission subtraction method. Median polar-
ization ratios are indicated by dashed lines.
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Figure 4. Polarization spectra from previous work (gray), with
new Vela C data added (colors). Points at 850µm separated hori-
zontally for clarity. W51, OMC-1 p100/p350, and DR21 p1300/p350
from Vaillancourt (2002). All previous measurements of p850/p350
from Vaillancourt & Matthews (2012). The solid circle represents
their median ratio for 15 clouds. OMC-1 p450/p350 from Vaillan-
court et al. (2008). M17 from Zeng et al. (2013). Red triangles are
median polarization ratios with MAD error bars. Red circles are
best-fit slopes to scatter plots of p/p350. Magenta lines are spec-
tra using the power-law fit parameters, and blue lines are spectra
using the second-order polynomial fit parameters. Solid lines use
the median values of the fit parameters and dashed lines reflect the
distribution in the fit parameters (see the text).
ues indicated. As in previous submillimeter polarization
spectrum studies mentioned in Section 1, the distribu-
tions of polarization ratios are non-normal, with several
outliers. Therefore, the central tendencies of the his-
tograms are better represented by the median values than
by the means. The median absolute deviation was used
to quantify the scatter in the distribution:
MAD ≡ median(|x− xm|) , (2)
where xm is the median value of the measurements x.
Table 1 lists the medians and MADs for the three po-
larization ratios using the three diffuse emission subtrac-
Table 1
Medians and MADs of polarization ratios (pλ/p350)
Diffuse Emission 250µm 500µm 850µm
Subtraction Method
Conservative 0.97± 0.12 0.93± 0.05 1.04± 0.14
Aggressive 1.07± 0.08 0.92± 0.06 1.08± 0.16
Intermediate 1.02± 0.09 0.93± 0.06 1.07± 0.15
tion methods. For the intermediate subtraction method,
the ratios were p250/p350 = 1.02±0.09, p500/p350 =
0.93±0.06, and p850/p350 = 1.07±0.15. Although there
is a slight minimum at 500µm, the median ± MAD po-
larization ratios at all of the wavelengths observed are
not significantly different from each other, and they are
all very close to a flat spectrum, i.e. a ratio of 1.0, as
can be visualized in Figure 4 (red triangles). This re-
sult does not depend on the method of diffuse emission
subtraction.
3.2. Polarization ratios from scatter plots
As an alternative, linear fits were performed on three
scatter plots of polarization fractions: 250µm ver-
sus 350µm, 500µm versus 350µm, and 850µm versus
350µm (Figure 5). For each, the data were fit by min-
imizing the absolute deviation between the data and a
linear model pλ = aλ + bλ p350. The slopes, bλ, of each
line constitute a polarization spectrum.
The least absolute deviation was used rather than a
least squares method because it produces a more robust
solution, due to its resistance to outliers. The uncer-
tainty on the slopes was calculated using the bootstrap-
ping method with replacement (Press et al. 1992), re-
peating the fits for each of 10,000 random selections. The
standard deviation of the distribution of slopes is used
as an estimate of the uncertainty.
Table 2 lists the slopes and their uncertainties for each
of the three scatter plots and for each of the three diffuse
emission subtraction methods. The spectrum has a min-
imum at 500µm (see Figure 4, red circles), independent
of the method of diffuse emission subtraction. Again, the
spectrum is flat to within about 10%.
Comparing the values in Tables 1 and 2 shows that
the slopes obtained by fitting to scatter plots are consis-
tent with the medians ± MADs obtained in the previous
section. However, the uncertainties on the slopes in Ta-
ble 2 are small compared to the values cited in Table
1 for the MADs. These are quite different approaches,
here describing the uncertainty in the linear fit to the
data, in contrast to the MAD representing the width of
the distribution of the ratioed data. It is not surprising
that the latter are much larger. In the analogous situa-
tion in which the errors were normally distributed, one
would calculate the mean and standard deviation about
the mean, and then estimate the uncertainty of the mean
by dividing the standard deviation by the square root of
the number of data.
3.3. Fits to p(λ)
To explore the shape of the spectrum further, fits were
performed to p(λ) at each individual pixel in the map us-
ing the measurements of p at 250, 350, 500, and 850µm.
The data were fit to three different functions of p(λ);
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Figure 5. Linear fits to scatter plots of pλ vs p350. The red line
indicates the best fit to a linear model with the slope indicated.
Table 2
Slopes of linear fits to scatter plots of pλ vs p350
Diffuse Emission 250µm 500µm 850µm
Subtraction Method
Conservative 1.12± 0.01 0.89± 0.01 1.15± 0.04
Aggressive 1.04± 0.01 0.87± 0.01 1.19± 0.04
Intermediate 1.07± 0.01 0.88± 0.01 1.15± 0.04
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Figure 6. Example fits of p(λ) to the data from three pixels
at l = 265.◦79, b = 1.◦01 (red), l = 266.◦29, b = 0.◦85 (blue), and
l = 266.◦08, b = 0.◦93 (green). Top: power-law fit (Equation (4)).
Bottom: second-order polynomial fit (Equation (5)).
linear
p(λ) = al[bl(λ− λ0) + 1] ; (3)
power law
p(λ) = apl
(
λ
λ0
)bpl
; (4)
and a second-order polynomial
p(λ) = a2p[b2p(λ− λ0)2 + c2p(λ− λ0) + 1] . (5)
Here λ0 = 350µm and in each case a is a normalization
constant that is factored out. The linear and power-
law fits are different attempts to measure the overall in-
crease or overall decrease of the spectrum in the 250-
850µm range. However, in addition, the second-order
polynomial fit also allows in addition a spectrum that
has a minimum or maximum between 250 and 850µm.
Although the error bars for p at 250, 350, and 500µm are
much smaller than at 850µm, the overall uncertainty is
dominated by the diffuse emission subtraction method
which affects all four bands. Therefore, each of the bands
was given equal weight in the fits to p(λ).
Figure 6 shows the results of fitting the power-law and
second-order polynomial functions to the data for three
example pixels. The linear fit is not shown, because the
linear and power-law spectrum look very similar in the
250-850µm range.
The distribution of the fit parameters over all pixels
in the Vela C map was then analyzed. The first three
rows of Table 3 list the median values obtained for each
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Table 3
Median and MADs of p(λ) fit parameters
Diffuse Emission Linear Fit Power-law Fit Polynomial Fit
Subtraction Method bl(×10−4) p350/al bpl p350/apl b2p(×10−6) c2p(×10−4) p350/a2p
Conservative 1.3± 2.7 1.03± 0.06 0.06± 0.13 1.03± 0.06 0.7± 1.4 −1.8± 6.3 1.04± 0.04
Aggressive 0.2± 3.1 0.99± 0.03 −0.01± 0.14 0.98± 0.02 1.7± 1.3 −6.6± 5.2 1.01± 0.03
Intermediate 0.9± 2.8 1.01± 0.04 0.03± 0.13 1.01± 0.04 1.1± 1.1 −3.7± 5.0 1.03± 0.03
Intermediate (p/p350) −2.9± 3.5 . . . −0.21± 0.13 . . . 2.3± 0.6 −8.5± 2.5 . . .
of the fit parameters that relate to the spectrum shape
(bl, bpl, b2p, and c2p), for the three methods of diffuse
emission subtraction. Table 3 also contains the median
values of p350/a, showing how closely the fits match the
data at 350µm. The typical fractional uncertainty of the
measurement of p350 is compatible with the MAD. The
values of the spectral shape fit parameters are consistent
among the three subtraction methods, and their distribu-
tions for the case of intermediate subtraction are shown
in Figures 7 (power-law fit) and 8 (polynomial fit).
The median of the linear fit parameters over the
cloud produces a spectrum that gradually rises from
p250/p350 = 0.99 to p850/p350 = 1.03. The median power-
law fit produces a spectrum that is virtually identical
to the median linear fit. The second-order polynomial
fit was used to probe curvature in the spectrum, look-
ing for a clear minimum or maximum. The median
polynomial fit produces a spectrum with a minimum of
p/p350 ∼ 0.97 at λ ∼ 518µm, rising to p250/p350 ∼ 1.05
and p850/p350 ∼ 1.10.
Figure 4 shows polarization spectra over the 250 to
850µm range plotted using the median p(λ) power-law
and second-order polynomial fit parameters for the in-
termediate subtraction method. The dispersion among
these fits is illustrated by constructing spectra using the
median ± MAD values of the fit parameters. For the
polynomial fit, a scatter plot of b2p vs. c2p shows that the
two terms are highly anti-correlated. A 68% error ellipse
was fit to the distribution; the two endpoints of the major
axis of the ellipse were (b2p, c2p) = (−6.1 × 10−7, 2.9 ×
10−4) and (b2p, c2p) = (2.9 × 10−6, 1.0 × 10−3). These
values were used to construct the dashed blue curves
shown in Figure 4. We note that the curves plotted all
pass through 1.0 by construction and, from the values of
p350/a, that the curves typically fit the data to within
4 % at 350µm, which is about the size of the symbols
plotted there.
An alternative method is to fit to the slopes p/p350
from Table 2, using their associated uncertainties as
weights in the fit. Equations (3)-(5) were modified to the
normalized form with no “a” fitting parameter and there
was no 350µm data point. The remaining fit parameters
obtained using this method are listed at the bottom of
Table 3. The first two types of fits to p have a negative
slopes reflecting the down-weighting of the 850µm data.
However, the polynomial fit is not greatly changed, with
a minimum of p/p350 ∼ 0.92 at λ ∼ 535µm, rising to
p250/p350 ∼ 1.10 and p850/p350 ∼ 1.15.
3.4. Effect of Environment
The environment in the Vela C molecular cloud can be
represented quantitatively by column density of hydro-
gen nuclei, N [cm−2] and dust temperature, T [K]. These
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Figure 7. Distribution of power-law exponent bpl from Equa-
tion (4).
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Figure 8. Distributions of polynomial fit parameters b2p (top)
and c2p (bottom) from Equation (5).
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Table 4
Results for sightlines heated by RCW 36 vs sightlines heated by
the ISRF
Measurement Quantity RCW 36 ISRF
Median p250/p350 1.17± 0.11 1.01± 0.09
Median p500/p350 0.91± 0.05 0.93± 0.06
Median p850/p350 1.10± 0.16 1.06± 0.15
Slope of p250 vs p350 0.99± 0.21 1.07± 0.01
Slope of p500 vs p350 1.03± 0.05 0.87± 0.01
Slope of p850 vs p350 1.24± 0.20 1.15± 0.04
p(λ) linear slope bl(×10−4) −1.0± 2.9 1.0± 2.8
p(λ) power-law exponent bpl −0.09± 0.12 0.037± 0.13
p(λ) polynomial fit b2p(×10−6) 2.3± 1.3 1.1± 1.1
p(λ) polynomial fit c2p(×10−4) −12± 6.7 −3.6± 4.9
quantities were derived from modified blackbody SED
fits to Herschel data at 160, 250, 350, and 500µm, as-
suming a dust spectral index β = 2. The methodology is
described in detail in Fissel et al. (2015). For this anal-
ysis, the Herschel maps were smoothed to 5′ before the
SED fitting.
To investigate whether the shape of the polarization
spectrum depends on environment, the p(λ) fit parame-
ters obtained in Section 3.3 were plotted versus N and
T . The results are shown in Figure 9 for the power-law
and polynomial fit parameters. The data were binned in
N and T and the mean value of each parameter plotted
for each bin. No trend is seen with N , i.e. for all of
the N bins, the average value stays within the median
± MAD listed in Table 3. No trend is seen over most of
the T bins, but for the sparse data at high T the poly-
nomial fit gives a slightly higher second-order coefficient,
with a correspondingly lower value of the anti-correlated
first-order coefficient.
The high T data come from the region of the map
around the compact H II region RCW 36, and so the ef-
fect of environment was also examined by separating the
cloud into two regions. In one region, the dust is heated
by RCW 36, and in the other it is heated by the inter-
stellar radiation field (ISRF). Fissel et al. (2015) describe
how the separation of the two populations was done,
based on the observation of a clear trend of decreasing
T with increasing N for dust heated by the ISRF. Data
that do not lie along this trend line are from sightlines
heated by RCW 36. The closed curve that separates the
two regions is shown in Figure 2. The numbers of data
points were 25 (RCW 36) and 434 (ISRF). The same
methods were then applied to each of the two regions;
the results are listed in Table 4.
The results for the ISRF-heated sightlines are virtually
identical to those for the Vela C cloud as a whole. The
results for the two groups are also consistent with each
other within their uncertainties. Figure 10 shows the
spectrum for the RCW 36-heated sightlines.
4. DISCUSSION
Figure 4 summarized the polarization spectrum mea-
sured for Vela C, using all of the methods described in
the previous sections. Also shown for comparison are the
polarization spectra of other molecular clouds reported
in previous work (see the caption). In combination, the
measurements of the polarization spectra in other clouds
are suggestive of a minimum at λ ∼ 350µm. However,
the minimum is actually seen directly in only one indi-
vidual source, OMC-1. The data for M17 are monotonic
through 350µm and all other sources lack sufficient wave-
length coverage to show this V shape, or not, having po-
larization spectra that rise away from 350µm on either
the longward or shortward side but not both. In contrast,
the BLASTPol data in Vela C are consistent with a flat
spectrum (i.e. p/p350 ∼ 1.0) in the 250-850µm range,
regardless of the method of measuring the polarization
spectrum.
Shortward of 350µm, the Vela C data cannot be di-
rectly compared to other clouds, because no previous
measurements were made at 250µm. Measurements at
60µm and 100µm generally indicate a steep decrease in
the polarization spectrum from 60µm to 350µm, but the
250µm measurement in Vela C does not follow this trend.
There are previous measurements of the spectrum at
850µm by Vaillancourt & Matthews (2012) that can be
compared with the Vela C measurement. There, the
spectrum in other molecular clouds is again steeper than
in Vela C, rising to a ratio of p850/p350 = 1.6 – 1.7, com-
pared to about 1.1 in Vela C.
The putative V-shaped far-IR decrease and submil-
limeter rise seen by other experiments have yet to be
connected to a theoretical dust model. Hildebrand et al.
(1999) and Vaillancourt et al. (2008) argue that the ob-
served behavior is not consistent with a simple isother-
mal dust model, but requires multiple grain populations,
where each population’s polarization efficiency is corre-
lated with either the dust temperature or spectral index.
The Draine & Fraisse (2009) models produce po-
larization spectra that rise from p250/p350∼ 0.9 to
p850/p350∼ 1.0 – 1.3, depending on the composition,
shapes, and alignment of the grain mixture. However,
their models apply to the diffuse interstellar medium
(AV< 4 mag), not to dense molecular clouds such as Vela
C. The Bethell et al. (2007) molecular cloud model is
more relevant to this study and also predicts a spectrum
that gradually rises from p250/p350 ∼ 0.9 to p850/p350 ∼
1.1.
A comparison of the Vela C data with the spec-
trum predicted by Bethell et al. (2007) over the 350 –
850µm range is shown in Figure 11. The Vela C data
are shown as the average degree of polarization at each
wavelength (total polarized intensity, P , divided by to-
tal intensity, I), normalized to 350µm. The data were
restricted to the region heated by the ISRF. Unlike the
model, these Vela C data (as in Figure 10) show a slight
minimum at 500µm, rather than a rise from 250µm to
850µm. However, the data resemble the model more
closely than the previous observations of other molecu-
lar clouds. While the model spectrum is fairly flat long-
ward of λ ∼ 300µm, it falls precipitously at wavelengths
shorter than what BLASTPol measured. Future mea-
surements by experiments like HAWC+ (Dowell et al.
2013), a polarimeter for SOFIA operating at 50-220µm,
would help to constrain the far-IR part of the polariza-
tion spectrum.
While Bethell et al. (2007) work under the assump-
tion of starless clouds, in real molecular clouds there ex-
ist embedded stars that provide an additional source of
photons. The part of the spectrum that increases to-
ward the far-IR could be due to embedded sources both
heating the dust grains and leading to a higher align-
ment efficiency through RATs (Vaillancourt & Matthews
8 Gandilo et al.
1.5
1.0
0.5
0.0
0.5
1.0
1.5
b p
l
1.0
0.5
0.0
0.5
1.0
b 2
p
×
10
−5
1022
N [cm-2 ]
4
3
2
1
0
1
2
3
4
c 2
p
×
10
−3
15 20 25
T [K]
Figure 9. Fit parameters versus column density (left) and temperature (right). From top to bottom: power-law index bpl; second-order
polynomial coefficient b2p; and first-order polynomial coefficient c2p. The gray lines show the median ± MAD values of the fit parameters.
Red lines join means of the fit parameters in bins spaced logarithmically in N and linearly in T . Error bars indicate the standard deviation
of each bin.
102 103
Wavelength [µm]
1
2
3
p
/p
35
0
  W51
  OMC-1
  OMC-3
  DR21
  VM12
  M17
Median p-ratio
Slope of p vs p350
Median power-law
Median ± MAD power law
Median polynomial
68% error polynomial
Figure 10. Polarization spectra for RCW 36-heated sight lines in
Vela C. See caption to Figure 4 for explanation of symbols used.
2012; Zeng et al. 2013). The absence of a spectrum that
increases below 350µm in Vela C might be due to the
early evolutionary state of the cloud. However, future
work at high resolution could look for the effect of em-
bedded sources in Vela C by measuring the polarization
spectrum toward sightlines of known protostars.
A major difference underlying the data compared is
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Figure 11. Comparison with the predicted polarization spectrum
from Bethell et al. (2007), represented by the green dashed line.
Red squares represent the total polarized fraction of the Vela C
data, normalized to 350µm.
that the Vela C data were obtained from balloon-borne
and space-based observatories while the results from pre-
vious works (shown in Figures 4, 10, and 11) use a
combination of data from airborne (12.5 km altitude)
and ground-based observatories (longward of 100µm, the
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data are all from the ground). Because they are observ-
ing through the Earth’s atmosphere, these experiments
are flux limited to very bright dense parts of molecular
clouds. In contrast, the Vela C map probes a wider area
of colder (11-15 K) dust in relatively quiescent regions.
One way of quantifying the difference between the envi-
ronment of the dust in Vela C and that in the clouds ob-
served from the ground is by using the 850µm intensity.
For the data used by Vaillancourt & Matthews (2012)
to study 17 molecular clouds, the median intensity at
850µm is 637 MJy sr−1, with an interquartile range of
300-1327 MJy sr−1. In the Vela C data used here, the
median intensity at 850µm is 9.1 MJy sr−1, with an in-
terquartile range of 6.5-14.1 MJy sr−1.
The part of Vela C being radiated by RCW 36 is
the most comparable to the bright regions of clouds ob-
served by other experiments. However, in RCW 36-
heated sightlines alone, the median 850µm intensity is
still only 20.2 MJy sr−1, with an interquartile range of
12.4-25.4 MJy sr−1. When the dust being irradiated by
RCW 36 is analyzed separately, the various methods of
measuring the shape of the polarization spectrum still
give results that are consistent with a flat spectrum (Fig-
ure 10), in contrast to the V-shape. It is worth noting
that the region closest to RCW 36 was excluded from
analysis (see Section 2), and the shape of the spectrum
might be changed by adding those data points if such
data were available.
Although the radiative environment of the dust in Vela
C was quantified by N and T , it is possible that more
complex metrics are needed. For example, the RAT
mechanism predicts that grain alignment is highly depen-
dent on the anisotropy of the radiation field. Indeed, An-
dersson & Potter (2010) and Vaillancourt & Andersson
(2015) find a dependence of the polarization fraction on
the relative angle between the radiation field anisotropy
and the magnetic field direction. One might carry out
such a test in Vela C using the peak in the RCW 36 in-
tensity to define a relative angle of radiation anisotropy,
but this has not been investigated given the low spatial
resolution of the data.
5. SUMMARY
A total of 459 measurements were made by BLAST-
Pol in the Vela C molecular cloud, at 250, 350, and
500µm. These were analyzed with Planck measurements
at 850µm. The data were used to measure the polariza-
tion spectrum using several methods, including the me-
dian polarization ratios, the slopes of p vs p350 scatter
plots, and fits to functions p(λ). All methods indicate
that the spectrum is quite flat, especially compared to
the V-shaped spectrum suggested by previous observa-
tions in other molecular clouds. The polarization frac-
tion remains relatively constant from 250 to 850µm and
does not depend significantly on the environment of the
cloud, as quantified by N or T or by the source of ir-
radiation (RCW 36 or ISRF). From 250 to 850µm the
spectrum in Vela C appears consistent with the predicted
spectrum from Bethell et al. (2007) for a starless molec-
ular cloud; measurements at shorter wavelengths would
provide further constraints.
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