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We study the behaviour of the familywise error rate (FWER) for Bonferroni-type procedure
in multiple testing problem. Das and Bhandari in a recent article have shown that, in the equicor-
related normal setup, FWER asymptotically (i.e when number of hypotheses is very large) is
a convex function of correlation ρ and hence an upper bound on the FWER of Bonferroni-α
procedure is given by α(1−ρ). We derive upper bounds on FWER for Bonferroni method under
the equicorrelated and general normal setups in asymptotic and non-asymptotic case. We show
similar results for generalized familywise error rates.
1 Introduction
Simultaneous hypothesis testing has emerged as a lively area of research in statistical inference
because of its importance and applicability in astronomy, genomics, brain imaging, and other
modern scientific investigations. Often these hypotheses involve unknown dependence structure
among variables. This dependence among observations has been one of the major problems in
multiple testing. Many efforts have been made to generalize the existing methods under dependence.
Sarkar [16] reviews false discovery rate (FDR) control under dependence. Efron [3] has mentioned
that the correlation penalty on the summary statistics depends on the root mean square (RMS) of
correlations. The relevant literature is reviewed in Efron [4]. These works shed light on the fact
that any error rate criterion (FWER or FDR) should be treated more carefully when correlation
is present. However, very little literature can be found which elucidates the effect of correlation on
different multiple testing procedures.
In this work, we shall focus on the FWER, a widely considered frequentist approach in
multiple testing. This is defined as the probability of erroneously rejecting at least one true null
























concern in many multiple testing problems. This tradition is reflected in the books by Hochberg
and Tamhane [7], Westfall and Young [20], and the review by Tamhane [18]. The control of FWER
at some level α requires each of the individual tests to be conducted at lower levels, as in the
Bonferroni procedure where α is divided by the number of tests considered.
We have considered equicorrelated normal distribution at first. This distribution also has
important applications in modeling the lifetimes of coherent systems [11] and visual sciences ( [14],
[19]). Zhang and Chen [5] have derived non-asymptotic upper bounds for FDR for an adaptive one-
way grouped Benjamini-Hochberg procedure under the equicorrelated setup. Das and Bhandari [2]
have shown that asymptotically (i.e for large no. of hypotheses) FWER(ρ) is a convex function
in ρ ∈ [0, 1] and therefore, FWER in the Bonferroni-α procedure is bounded by α(1 − ρ). This
suggests a necessary correlation correction in Bonferroni’s method. Here, we shall derive upper
bounds on FWER for Bonferroni’s method under the equicorrelated and general normal setups in
both asymptotic and non-asymptotic setups.
Order statistics for exchangable normal random variables have applications in biometrics
( [14], [19]). Also, the maximum of exchangeable normal random vector can be used to model the
lifetime of parallel systems conveniently. The non-asymptotic bound on FWER provided in this
work actually gives a lower bound on the c.d.f. of the failure time of the parallel systems. Lop-
erfido [11] has shown that the maximum of n observations from exchangeable normal distribution
follows (n− 1) dimensional skew normal distribution. While the c.d.f. of multivariate skew normal
distribution is very difficult to deal with, a non-asymptotic bound on the c.d.f. can be obtained
along the similar lines to the one in this work.
This article is organized as follows: in Section 2, we introduce the framework of our work.
In Section 3, we discuss a review of the recent work of Das and Bhandari [2]. We establish upper
bounds on FWER for the asymptotic and non-asymptotic case in Section 4. In Section 5, we focus
on the generalized familywise error rate. Subsequently, Section 6 contains simulation studies based
on the procedures described in previous sections. Finally in Section 7 we raise some questions and
mention some interesting problems.
2 Description of the Problem
Let X1, X2, . . . be a sequence of random variables and we have a sequence of null hypotheses
H0i : Xi ∼ N(0, 1) i = 1, 2, . . .
Suppose we have n such null hypotheses. We have considered one sided tests (i.e, H0i is rejected for
large values of Xi (say Xi > c for some cut-off c)). A classical measure of the type-I error is FWER,
which is the probability of falsely rejecting at least one null hypothesis (this happens if Xi > c for





{Xi ∼ N(0, 1) ∀i = 1, 2, . . . , n}) . Then,







We have considered equicorrelated setup at first (in sections 3, 4.2), i.e,
Corr (Xi, Xj) = ρ ∀i 6= j (ρ ≥ 0).
In section 4.1 and 4.3, we have considered general correlated setup:
Corr (Xi, Xj) = ρij ∀i 6= j (ρij ≥ 0).
We shall study FWER of Bonferroni’s procedure. This method sets a single cut-off for all
the n hypotheses. It rejects the i-th null hypothesis (H0i) if Xi > Φ−1(1 − αn ) where α is the
desired devel at which one wishes to control FWER and Φ denotes the c.d.f of standard normal
distribution.
We shall denote the family wise error rate under a correlated normal set-up with correlation
matrix R by FWER(n, α,R). Our goal is to provide a bound on FWER(n, α,R) of Bonferroni’s
procedure for different choices of R in terms of entries of R.
We shall call the setup with very large number of hypotheses an asymptotic setup while setups
with small or moderate number of hypotheses will be referred to as non-asymptotic setups. We
summarize known and new results regarding bounds on FWER(n, α, ρ) of Bonferroni’s procedure
under various dependent normal setups in the table below:
Dependent Setup Bounds on FWER
Equicorrelated Asymptotic Corollary 3 (due to Das and Bhandari [2]), Corollary 6
General Asymptotic Theorem 3
Equicorrelated Non-asymptotic Theorem 5,8,9,10,11 and Corollary 8
General Non-asymptotic Theorem 12,13,14,15 and Corollary 10
3 Literature Review
Das and Bhandari [2] consider the equicorrelated framework as described in the previous section
and show that asymptotically (i.e for large no. of hypotheses) FWER is a convex function in
ρ ∈ [0, 1]. Towards this, they consider the function
H(ρ) = 1− FWER(n, α, ρ) = P (Xi ≤ c ∀i = 1, 2, . . . , n | H0) .
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Evidently the sequence {Xm}m≥1 is exchangeable under the intersection null hypothesis H0 for the
equicorrelated set-up. In other words,
(Xi1 , . . . , Xik) ∼ Nk (0k, (1− ρ)Ik + ρJk))
where Jk is the k × k matrix of all ones. Then, for each i ≥ 1, Xi = θ + Zi,∀i ≥ 1 where θ is
a normal random variable having mean 0 and independent of the sequence {Zn}n≥1 and Zi ’s are
i.i.d. normal random variables.
Since Cov (Xi, Xj) = ρ, we get that Var(θ) = ρ, implying θ ∼ N (0, ρ) and Zi i.i.d∼ N (0, 1− ρ)
∀i ≥ 1. Thus,














(where Z ∼ N(0, 1))
= E [Φn(d)] (where d is the quantity it is replacing)
Das and Bhandari [2] apply dominated convergence theorem twice to obtain an expression
for H ′′(ρ) and establish the following:
Theorem 1. Suppose each H0i is being tested at size αn. If lim
n→∞
nαn = α ∈ (0, 1) then, as
n→∞, H ′′(ρ) ≤ 0 and therefore H(ρ) asymptotically is a concave function in [0, 1].
From Theorem 1, we get that as n → ∞, the second derivative of FWER(n, α, ρ) w.r.t ρ is non-
negative and therefore FWER(n, α, ρ) is a convex function in ρ ∈ [0, 1] asymptotically. We also
have the following:
• For ρ = 0 (independence), H(ρ) =
n∏
i=1
PH0(Xi ≤ c) = (1− αn)n.
• For ρ = 1 (when Xi = Xj a.s. ∀i 6= j), H(ρ) = 1− αn.
(as one rejection would imply rejection of all null hypotheses here)
Therefore, H(ρ) is bounded below by the line y = L(ρ) which joins (0, (1− αn)n) and (1, 1− αn).
We have the following corollary regarding the asymptotic behaviour of H(ρ) as a function of ρ:
Corollary 1. For large n, H(ρ) ≥ 1− αn − (1− ρ) [1− αn − (1− αn)n].
For large n, 1− (1− αn)n ≈ nαn implying H(ρ) ≥ 1− αn[n− (n− 1)ρ].
Bonferroni’s method suggests taking αn = αn if we want to control FWER at α level. This
choice of αn also satisfies the criterion of Theorem 1. When αn = αn , then αn [n− (n− 1)ρ] ∼
α(1− ρ). Thus, we have the following corollary:
Corollary 2. For Bonferroni’s procedure, H(ρ) is asymptotically bounded below by 1− α(1− ρ).
This result has the following immediate consequence:
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Corollary 3. For Bonferroni’s procedure, FWER(n, α, ρ) is asymptotically bounded by α(1− ρ).
Hence, if the correlation can be estimated in a consistent manner (let ρ̂ be that estimate of
ρ) , then to provide control FWER at level α, the procedure should use α1−ρ̂ as the corrected level
of significance. Thus, the bound by Das and Bhandari [2] provides a significant gain in power for
Bonferroni method for large number of hypotheses. Corollary 3 also implies the following:
Corollary 4. For Bonferroni’s procedure, asymptotically, FWER(n, α, ρ)+FWER(n, α, 1−ρ) ≤ α.
This shows that Bonferroni procedure controls FWER at a much smaller level than α.
4 Bounds on FWER
We establish upper bounds on FWER for the asymptotic and non-asymptotic setups in this section.
This section is further split into three subsections. The first of these is concerned with finding upper
bounds on FWER in the general asymptotic setup. The second subsection considers FWER in
equicorrelated non-asymptotic setup while the last subsection discusses the general non-asymptotic
setup.
4.1 Bound on FWER in General asymptotic Setup
Suppose we have 2n null hypotheses:
H0i : Xi ∼ N(0, 1), i = 1, 2, . . . , 2n
corresponding to a sequence of 2n random variables X1, X2, . . . , X2n. In this section, we shall
consider various dependence structures among these random variables and obtain upper bounds
on FWER under those setups. We shall denote the FWER of Bonferroni’s procedure under a
correlation structure Σ by FWER(Σ) throughout this subsection.
Firstly we consider following block equi-correlation structure among these random variables:
(X1, X2, . . . , Xn) |= (Xn+1, Xn+2, . . . , X2n),
Corr (Xi, Xj) = ρ1 (≥ 0) ∀i 6= j, i, j ∈ {1, . . . , n} and
Corr (Xi, Xj) = ρ2 (≥ 0) ∀i 6= j, i, j ∈ {n+ 1, . . . , 2n}.
Thus (X1, X2, . . . , X2n) have the following covariance structure:
Σ2n(ρ1, ρ2) =

1 . . . ρ1 0 . . . 0
... . . .
...
... . . .
...
ρ1 · · · 1 0 . . . 0
0 · · · 0 1 . . . ρ2
... . . .
...
... . . .
...








where Mn(ρ) denotes the n× n matrix with diagonal entries equal to 1, off-diagonal entries equal
to ρ and On denotes the zero matrix of order n. This block-equicorrelated covariance structure has
been used to explicitly model within-replicate and between-replicate correlations of observations
from genome-wide data [21].
Suppose α is the target level at which we wish to control FWER. We shall obtain upper
bound on
FWER(Σ2n(ρ1, ρ2)) = PΣ2n(ρ1,ρ2)
( 2n⋃
i=1
{Xi > Φ−1(1− α/2n)} | H0
)
in terms of ρ1 and ρ2 in the following theorem.
Theorem 2. Let FWER(Σ2n(ρ1, ρ2)) be defined as above. Then, asymptotically,
FWER(Σ2n(ρ1, ρ2)) ≤ α
(




4 (1− ρ1)(1− ρ2).
We need the following consequence of Corollary 2 to prove this theorem:
Corollary 5. Let Z be a standard normal variable and cn,α = Φ−1(1−α/n). Then, for sufficiently










≥ 1− α(1− ρ).
This is immediate from Corollary 2 using the definition of H(ρ) in Bonferroni procedure.
Proof of Theorem 2: Evidently (X1, X2, . . . , Xn) and (Xn+1, Xn+2, . . . , X2n) are two indepen-
dent sets of exchangeable normal random variables. Therefore, proceeding in the same way as in
the proof of Theorem 1, we get that









(where Z1 ∼ N(0, 1))









(where Z2 ∼ N(0, 1))
for any cn,α where Z1 and Z2 are independent. Since (X1, X2, . . . , Xn) and (Xn+1, Xn+2, . . . , X2n)
are independent, we obtain



















The above identity holds for any α ∈ (0, 1). Hence, using α/2 instead of α, we get
P
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This gives, from Corollary 5, for sufficiently large n,
P
(












FWER(Σ2n(ρ1, ρ2)) = 1− P
(








1− α2 (1− ρ2)
]
(for sufficiently large n)
= α
(




4 (1− ρ1)(1− ρ2)
completing the proof.
Remark 1. It is clear from the preceding proof that the bound provided in Theorem 2 holds for
correlation matrices with odd dimensions also. In other words, we also have the following:
FWER(Σ2n+1(ρ1, ρ2)) ≤ α
(




4 (1− ρ1)(1− ρ2) as n→∞.













where A,B,C have non-negative entries. Evidently, Σ2n reduces to Σ2n(ρ1, ρ2) when A = Mn(ρ1),
B = On and C = Mn(ρ2). We have the following generalization of Theorem 2:





be an arbitrary correlation matrix where A,B,C have








4 (1− ρ1)(1− ρ2).
We shall prove this using the following well-known inequality due to Slepian:
Theorem 4. Slepian [17] Let X be distributed according to N(0,Σ), where Σ is a correlation








Let R = (ρij) and T = (τij) be two positive semidefinite correlation matrices. If ρij > τij holds for
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holds for all a = (a1, . . . , ak)′ . Furthermore, the inequality is strict if R,T are positive definite and
if the strict inequality ρij > τij holds for some i, j.
Proof of Theorem 3: We note that, for any n × n correlation matrix Σ, FWER(Σ) = 1 −
g(k,a,Σ) with k = n and ai = Φ−1(1− α/n) for 1 ≤ i ≤ n. Therefore,
FWER(Σ2n) = 1− g(2n,a,Σ2n) (with ai = Φ−1(1− α/2n) for each i)
≤ 1− g(2n,a,Σ2n(ρ1, ρ2)) (using Theorem 4)
= FWER(Σ2n(ρ1, ρ2))
The rest follows from Theorem 2.






This follows by taking A = C = Mn(ρ) and B = ρJn (where Jn is the n×n matrix all of 1’s)
in Theorem 3. This is an improvement over Corollary 3.
4.2 Bounds on FWER in Equicorrelated Non-asymptotic Setup
In equicorrelated setups with small and moderate dimensions, the α(1−ρ) bound fails (we shall see
this in detail in Section 6). This is the motivation behind considering FWER in the non-asymptotic
case. In the non-asymptotic set-up, we can not apply dominated convergence theorem and hence
we can not procced in the same way as in Das and Bhandari [2]. Therefore, alternative approaches
to bound FWER must be considered. Previously we used FWER(n, α, ρ) to denote the FWER
under the equicorrelated normal setup. For the rest of this work, we are concerned with Bonferroni
procedure only and therefore we can safely use our previous notation FWER(n, α, ρ) to denote the
FWER for Bonferroni’s procedure under the equicorrelated normal. So,
FWER(n, α, ρ) = P
( n⋃
i=1
{Xi > Φ−1(1− α/n)} | H0
)
where Φ denotes the c.d.f of standard normal distribution. We shall prove the following:
Theorem 5. Under the equicorrelated normal set-up,















It is noteworthy that this bound holds for any choice of (n, α) and any ρ ≥ 0. We need the following
two lemmas to establish this theorem:
Lemma 1. Kwerel [9] Let A1, A2, . . . , An be n events. Let S1 =
n∑
i=1











This bound on the union of n events is also called the Sobel-Uppuluri upper bound and is
the optimal linear bound in S1 and S2 [1]. The second lemma is regarding the joint distribution
function of a bivariate normal distribution:
Theorem 6. Monhor [12] Suppose (X,Y ) follows a bivariate normal distribution with parameters
(0, 0, 1, 1, ρ) with ρ ≥ 0. Then, for all x > 0,








Proof of Theorem 5: For i = 1, . . . , n, we define the event Ai = {Xi > Φ−1(1− αn )|H0}. Now,
P(Ai) = PH0
[




Xi ≤ Φ−1(1− α/n)
]
= 1− (1− α/n) = α/n.
This gives S1 =
∑n








Xi > Φ−1(1− α/n)
⋃













Xi ≤ Φ−1(1− α/n), Xj ≤ Φ−1(1− α/n)
)
= 1− (1− α/n)− (1− α/n) + PH0
(










































































Hence, throughout this work, we assume that ρ ≥ αn . Monhor [12] obtained the following
inequality for positively correlated bivariate normal distribution function using Theorem 6:
P(X ≤ x, Y ≤ x) ≥ [Φ(x)]2 + 12π · sin
−1 ρ · e−x2 ∀x > 0.
We strengthen Monhor’s inequality further for x taking value in a certain region, in the following
theorem:
Theorem 7. Suppose (X,Y ) follows a bivariate normal distribution with parameters (0, 0, 1, 1, ρ)
with ρ ≥ 0. Then, for all x ≥ 2,
P(X ≤ x, Y ≤ x) ≥ [Φ(x)]2 + 12π · sin




We shall use the following well-known inequalities to prove the above theorem:
Lemma 2. (Chebyshev Integral Inequality) Let f and g be two nonnegative integrable functions
and synchronous on a bounded interval [a, b], i.e












Lemma 3. (Hermite-Hadamard Integral Inequality) Let f : [a, b]→ R be a convex function.
Then, ∫ b
a






Proof of Theorem 7: Suppose (X,Y ) follows a bivariate normal distribution with parameters
(0, 0, 1, 1, ρ), ρ ≥ 0. Then, from Theorem 6,













1+z have same monotony in z ∈ [0, 1], i.e




































1+z is convex in z if z ≤ x22 − 1. Now, 0 ≤ z ≤ ρ ≤ 1. So, z ≤
x2
2 − 1 holds if x ≥ 2.
Hence, e
−x2





















The rest is obvious from Theorem 6.
Corollary 8. Under the equicorrelated normal set-up, if x = Φ−1(1− αn ) ≥ 2,





− n− 12π · sin




We shall write x for Φ−1(1− αn ) from now on.
We observe from simulation study that, the upper bound α(1−ρ) given by Corollary 3 holds
for any nonnegative value of ρ when n ≥ 10000 and α ≥ 0.01. When n = 10000 and α = 0.01, we
have x = 4.42. This, along with the findings from our simulations suggest that the bound holds for
x ≥ 4.42. Therefore, here we restrict ourselves to the case x ≤ 4.42.
We also observe that, when ρ ≥ 0.5, the bound α(1− ρ) works when n ≥ 900 and α ≥ 0.01.
When n = 900 and α = 0.01, we have x = 4.23. This, along with the findings from our simulations
suggest that, when ρ ≥ .5, the bound works for x ≥ 4.23. Therefore, when ρ ≥ .5, we restrict
ourselves to the case x ≤ 4.23.
We shall also assume ρ ≥ 0.01 from now on. We shall derive upper bounds on FWER(n, α, ρ)
in each of the following four cases separately:
• 4.23 ≥ x ≥ 2, ρ ≥ .5
• 4.42 ≥ x ≥ 2, .01 ≤ ρ < .5
• x ≤ 2, ρ ≥ .5
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• x ≤ 2, ρ < .5
Case 1: 4.23 ≥ x ≥ 2, ρ ≥ .5
Theorem 8. Let 4.23 ≥ x ≥ 2, ρ ≥ .5. Then,








· αρ6 · Cxl(n)
where xl’s and Cxl(n)’s are as follows:
l 1 2 3 4 5 6 7










Proof: We have from Corollary 8, for each x ≥ 2,





− n− 12π · sin


















Hence it is enough to show that









1−Φ(x) . Using computational tools, we get that ∀x ∈ [xl, xl+1],
M(x) ≥ Cxl(n) and the proof is completed.
Case 2: 4.42 ≥ x ≥ 2, .01 ≤ ρ < .5




3) and I3 = [0.01,
1
2π ).
Then, for ρ ∈ Ii with i = 1, 2, 3 and for x ∈ [xm(i), xm+1(i)],








where xm’s and Dxm(n)’s are as follows:
















xm(1) 2 2.3 2.76 3 3.36 3.56 4 4.42
xm(2) 2 2.49 2.72 3.04 3.23 3.66 4.03 4.42
xm(3) 2 2.28 2.5 2.8 2.97 3.37 3.72 4.1 4.42
The proof of this theorem is exactly similar to that of the previous theorem and hence omitted.
Case 3: x ≤ 2, ρ ≥ .5
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Theorem 10. Let x ≤ 2, ρ ≥ .5. Then,








Proof: We have, from Theorem 4,



































1+z dz (using Lemma 2)




































1+z is increasing in z)
= sin
−1 ρ


















(since ρ ≥ .5)
= sin
−1 ρ
2π · (n− 1) ·G(x) (suppose)
Now, we have sin−1 ρ2π ≥
ρ
6 since ρ ≥ .5. Also, G(x) ≥ 1 − Φ(x) =
α
n for x ≤ 2.2. The rest follows
from Theorem 5.
Case 4: x ≤ 2, ρ < .5
Theorem 11. Let x = Φ−1(1− αn ) ≤ 2. Then,








Proof: Φ−1(1− αn ) ≤ 2 implies
α
n ≥ 1− Φ(2) = 0.02275. Therefore, ρ ≥ 0.02275. Now, along the





























(since ρ ≥ .02275)
= ρ2π · (n− 1) ·H(x) (suppose)
Now, H(x) ≥ 45(1− Φ(x)) =
4α
5n for x ≤ 2. The rest follows from Theorem 5.
4.3 Bounds on FWER in General Non-asymptotic Setup
We have considered equicorrelated normal in non-asymptotic case so far. However, problems in-
volving variables with more general dependence structure need to be analysed with more general
correlation matrices. Hence, study of behaviour of FWER in general setups becomes important.
Suppose (X1, X2, . . . , Xn) have covariance matrix R = ((ρij)) with ρij ≥ 0 for all i 6= j. Let
FWER(n, α,R) denote the family-wise error rate for Bonferroni’s procedure under this set-up. So,
FWER(n, α,R) = PR
( n⋃
i=1








where Ai = {Xi > Φ−1(1− αn )|H0} for i = 1, . . . , n.
















That approach can be used to obtain bounds on FWER in the arbitrarily correlated setup also.
However, one observes that the above inequality gives equal importance to all the intersections.
Therefore, it might be advantageous to use some other probability inequality which involves the
intersections with higher probabilities only. We mention such an inequality below:














Evidently Kounias’s inequality is sharper than Kwerel’s inequality and they are equivalent
when P(Ai ∩ Aj) is same for all i 6= j. We are now in a position to establish a generalization of
Theorem 5:
Theorem 12. Consider the arbitrarily correlated normal set-up with covariance matrix R. Suppose
R has non-negative entries. Then,






















Proof : We have P(Ai) = αn where Ai = {Xi > Φ−1(1−
α
n )|H0}, for i = 1, . . . , n. One can show,












1+z dz ∀ i 6= j.









ρij = i∗ (say).































We observe that Theorem 12 reduces to Theorem 5 when ρij = ρ for all i 6= j.
Corollary 9. Consider the arbitrarily correlated normal setup with covariance matrix R. Suppose R
has non-negative entries. Let i∗ = arg maxi
∑n
j=1,j 6=i ρij and j∗ = arg minj ρi∗j. Then, if ρi∗j∗ ≤ αn ,
FWER(n, α,R) ≤ α− n− 1
n
· αρi∗j∗ .





ρi∗j . We have the
following two generalizations of Theorem 10 and Theorem 11 respectively:
Theorem 13. Consider the arbitrarily correlated normal setup with covariance matrix R. Suppose
R has non-negative entries. Let Φ−1(1− αn ) ≤ 2, ρi∗j∗ ≥ .5. Then,










Theorem 14. Consider the arbitrarily correlated normal setup with covariance matrix R. Suppose
R has non-negative entries. Let Φ−1(1− αn ) ≤ 2. Then,










The proofs of these are exactly similar to those of Theorem 10 and Theorem 11 and hence omitted.
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This inequality leads to the following:
Corollary 10. Consider the arbitrarily correlated normal setup with covariance matrix R. Suppose
R has non-negative entries. Let x = Φ−1(1− αn ) ≥ 2. Then,














where i∗ = arg maxi
∑n
j=1,j 6=i ρij.
One can derive results similar to Theorem 8 or Theorem 9 using the above corollary by
imposing certain conditions on the values of the correlations in the i∗-th row of R. For example,
we have the following if we assume that ρi∗j∗ ≥ .5:
Theorem 15. Consider the arbitrarily correlated normal setup with covariance matrix R. Suppose
R has non-negative entries. Let 4.23 ≥ x ≥ 2 and ρi∗j∗ ≥ .5. Then,











where xl’s and Cxl(n)’s are as follows:
l 1 2 3 4 5 6 7










This can be established along the same lines of Theorem 8.
5 Bounds on k-FWER
When the number of hypotheses n is large, control of the FWER is so stringent that departures
from the null hypothesis have little chance of being detected. For this reason, alternative measures
of error control have been proposed in the literature.
Lehmann and Romano [10] consider the k-FWER, the probability of rejecting at least k true
null hypotheses in a simultaneous testing problem. Such an error rate with k > 1 is appropriate
when one is willing to tolerate one or more false rejections, provided the number of false rejections
is controlled. Thus k-FWER controls false rejections less severely, but in doing so detects false null
hypotheses better and consequently provides better power. k-FWER is especially relevant in those
areas where the number of hypotheses is large e.g microarray data analysis.
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We consider the equicorrelated normal setup. Suppose we have n null hypotheses:
H0i : Xi ∼ N(0, 1) i = 1, 2, . . . , n
corresponding to a sequence of n random variables X1, X2, . . . , Xn. H0i is rejected if Xi > c for
some pre-specified cut-off c. k-FWER is defined as the probability of falsely rejecting at least k
null hypothesis:




H0i is the intersection null hypothesis. Evidently, when k = 1, k-FWER reduces to
the usual FWER. The usual Bonferroni procedure uses the cutoff Φ−1(1− αn ) to control FWER at
level α. Lehmann and Romano [10] remark that control of the k-FWER allows one to decrease this
cutoff to Φ−1(1 − kαn ), and thereby greatly increase the ability to detect false hypotheses. Thus,
for their Bonferroni-type procedure,
k-FWER = P
(
Xi > Φ−1(1− kα/n) for at least k i’s | H0
)
.
We establish upper bounds on k-FWER for equicorrelated asymptotic setup and equicorrelated
non-asymptotic setup in subsections 5.1 and 5.2 respectively.
5.1 Bounds on k-FWER in Equicorrelated Asymptotic Setup
We perform simulation study to get idea about the behaviour of k-FWER (of Lehmann and Ro-
mano’s Bonferroni-type procedure) in equicorrelated normal setup with large number of hypotheses.
The simulation scheme for fixed (n, k, α) is given in Section 6. Figure 1 represents the behaviour
of k-FWER (k=1,2,4,8) as a function of ρ for n = 1000 and α = .01, .05, .1, .3, .5, .7. In each of the
plots, the blue straight line indicates the α(1 − ρ) line. The red, green, orange and violet curves
indicate k-FWER with k=1,2,4,8 respectively. We raise two questions by observing Figure 1:
Question 1. Consider the equicorrelated normal setup (n, k, α, ρ). Does there exist some ρ∗(k, α, n)
such that (k + 1)-FWER is less than k-FWER for 0 ≤ ρ ≤ ρ∗(k, α, n)? In particular, does there
exist some ρ∗(k, α) such that for 0 ≤ ρ ≤ ρ∗(k, α),
(k + 1)-FWER(ρ) ≤ k-FWER(ρ) as n→∞?
Question 2. Consider any fixed natural number k. Is k-FWER(ρ) bounded above by α(1 − ρ) as
n→∞?
We have not been able to find theoretical justifications to answer these questions. However,
we have shown that at least under independence, Question 1 has an affirmative answer.
Theorem 16. For any fixed natural number k, (k + 1)-FWER(0) ≤ k-FWER(0) as n→∞.
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(a) alpha=.01 (b) alpha=.05
(c) alpha=.1 (d) alpha=.3
(e) alpha=.5 (f) alpha=.7
Figure 1: Plots of k-FWER (k = 1, 2, 4, 8) vs ρ for n = 1000 and α = .01, .05, .1, .3, .5, .7
Given a positive integer m and a real number p ∈ (0, 1), we denote by Bin(m, p) a binomial random
variable with parameters m and p. Moreover, given a positive real number λ, Poi(λ) denotes a
Poisson random variable with mean λ. We shall use the following result by Fokkink et al. [6] to
prove Theorem 16:
Theorem 17. Fix a real number λ ∈ (0, 1]. Then it holds
P(Poi(λk) ≥ k) ≥ P(Poi(λ(k + 1)) ≥ k + 1), for all k ≥ 1.
Proof of Theorem 16: Suppose the random variables X1, X2, . . . , Xn are independent. Then,
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1− k-FWER
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=P(Bin(n, kα/n) < k).
The random variable Bin(n, kα/n) converges in distribution to Poi(kα) as n → ∞. This implies,
from above, lim
n→∞
1− k-FWER = P(Poi(kα) < k). Consequently,
lim
n→∞
k-FWER = P(Poi(kα) ≥ k).
The rest is immediate from Theorem 17.
We note that an affirmative answer to Question 2 will result in a generalization of Corollary 3.
5.2 Bounds on k-FWER in Equicorrelated Non-asymptotic Setup
We have previously seen that k-FWER can be regarded as P(at least k out of n Ai’s occur) for
suitably defined events Ai, 1 ≤ i ≤ n. Accurate computation of this probability is difficult because,
in practice (as in multiple testing), the complete dependence between the events (A1, . . . , An) is
often unknown or unavailable, unless the events Aj are independent of each other. The available
information is often the marginal probabilities and joint probabilities up to level m(m << n). In
these situations, it is preferable/desirable to compute a lower or upper bound using only a limited
amount of information.
Towards finding such an easily computable upper bound on the probability that at least k
out of n events occur, we generalize Kounias’s inequality (Lemma 4) in the following theorem:
Lemma 5. Let A1, A2, . . . , An be n events. Then,













P(Ai ∩Aj)− (k − 1)P(Ai)
 .
Proof: Let Ii(w) be the indicator random variable of the event Ai for 1 ≤ i ≤ n. Then the
random variable max Ii1(w) · · · Iik(w) is the indicator of the event that at least k out of n Ai’s
occur. Now, for any i = 1, . . . , n,








Taking expectations in above, we obtain
















The rest follows by observing that the above holds for any i = 1, . . . , n.
Suppose (X1, X2, . . . , Xn) have covariance matrix R = ((ρij)) with ρij ≥ 0 for all i 6= j. Let
k-FWER(n, α,R) denote the family-wise error rate for Bonferroni’s procedure under this set-up.
We define Ai = {Xi > Φ−1(1− kα/n)} for 1 ≤ i ≤ n. This means








Xi ≤ Φ−1(1− kα/n)
]
= 1− (1− kα/n) = kα/n.












1+z dz ∀ i 6= j.









ρij = i∗ (say).
We apply Lemma 5 to obtain the following generalization of Theorem 12:
Theorem 18. Consider the arbitrarily correlated normal set-up with covariance matrix R. Suppose
R has non-negative entries. Then,
k-FWER(n, α,R) ≤ α+ k − 1
n





















It is mention-worthy that Theorem 18 is the most general theorem in the non-asymptotic
setup, because it handles both more than one false rejections and general correlation matrices
simultaneously. We have the following immediate corollary under the equicorrelated setup, i.e
when ρij = ρ for all i 6= j:
Corollary 11. Consider the equicorrelated normal set-up with correlation ρ ≥ 0. Then,
k-FWER(n, α,R) ≤ α+ k − 1
n















One can establish upper bounds on k-FWER in general and equicorrelated normal setups
using Theorem 18 and Corollary 11 respectively, in the same way as in section 4.2.
6 Simulations and Discussion
The bound by Das and Bhandari [2] provides a significant gain in power for Bonferroni method for
large number of hypotheses. However, for equicorrelated setups with small or moderate dimensions,
their bound fails as mentioned earlier. We verify this through simulations. Our simulation scheme,
for fixed (n, k, α) is as follows: For each ρ ∈ {0, .025, .050, .075, . . . , 1}, we generate 10000 n-variate
equicorrelated multivariate normal observations (each with mean 0, variance 1; common correlation
being ρ). For each ρ, in each of the 10000 replications, we note whether at least k many of the
generated n components exceeds the cutoff Φ−1(1 − kα/n). For each ρ, the estimated k-FWER
(for that ρ) is obtained accordingly from the 10000 replications.
We obtain the following plots after running these simulations for (n, k, α) = (100, 1, .01) and
(500, 1, .05) (the blue line represents the straight line α(1− ρ):
Figure 2: FWER Plots for (n, α)=(100,.01) and (500,.05)
We can see that the α(1 − ρ) bound fails in these cases. Also, FWER is not a convex function
of ρ in these cases. We present the simulation results for some choices of (n, α, ρ) along with our
proposed bounds (given by theorems derived in preceeding section) below:
(n, α) x ρ 0.1 0.3 0.5 0.7 0.9
(10, 0.3) 1.8808 ˆFWER(ρ) .2132 .2053 .1688 .1242 .0733
Bound .2156 .2087 .1965 .1875 .1785
(100, 0.05) 3.2905 ˆFWER(ρ) .0456 .0355 .0265 .0153 .0005
Bound .0475 .0474 .0462 .0457 .0452
(500, 0.05) 3.7190 ˆFWER(ρ) .0451 .0319 .0198 .0081 .0028
Bound .0475 .0475 .0471 .0469 .0467
It is mention worthy that in each case the estimated FWER is smaller than our proposed bounds.
One can see that our bounds (derived in section 4.2) give good results for small values of
equicorrelation ρ and tend to become naive for large values of ρ. This is in contrast to the method
of Das and Bhandari [2] whose bound works in the large ρ case. This can also be seen in Figure 2.
21
Therefore, in a way, bounds derived in Section 4.2 and the α(1 − ρ) bound are complementary to
each other in depicting the behavior of FWER in equicorrelated normal setups. We present the
simulation results for k-FWER for different values of k and (n = 100, α = .05) along with our
proposed bounds (given by Corollary 11) below:
k ρ 0.1 0.3 0.5 0.7 0.9
2 ˆk-FWER(ρ) .0104 .0177 .0172 .0137 .0069
Bound .0455 .045 .044 .0403 .0333
4 ˆk-FWER(ρ) .0015 .0090 .0132 .0135 .0089
Bound .0415 .0407 .0389 .035 .027
8 ˆk-FWER(ρ) .0001 .0052 .0122 .0145 .0115
Bound .0335 .0324 .03 .0254 .0164
Simulation results for k-FWER for different values of k and (n = 500, α = .05) along with our
proposed bounds (given by Corollary 11)are presented in the following table:
k ρ 0.1 0.3 0.5 0.7 0.9
2 ˆk-FWER(ρ) .0121 .0169 .0127 .0082 .0027
Bound .0451 .0449 .0442 .0422 .0373
4 ˆk-FWER(ρ) .0027 .0117 .0110 .0090 .0038
Bound .0403 .040 .0390 .037 .0308
8 ˆk-FWER(ρ) .0003 .0086 .0105 .0097 .0051
Bound .0307 .0302 .029 .026 .0192
It is seen from the last two tables that in each case the estimated k-FWER is much smaller
than our proposed bounds. We also note that the estimated values of k-FWER decrease in k
for small values of ρ , whereas increase in k for large values of ρ. Thus, our simulations provide
empirical evidence in support of an affirmative answer to Question 1.
7 Future Scope
In this section, we raise some questions and mention some interesting problems. Let FWER(Σn)
denote the family-wise error rate of Bonferroni procedure under a correlation matrix Σn.
Theorem 1 states that FWER(Mn(ρ)) is convex in ρ ∈ [0, 1] as n → ∞. It is also known
that FWER(Mn(ρ)) is a decreasing function in ρ ∈ [0, 1]. Let det(A) denote the determinant of a
real matrix A. One can show that
det (Mn(ρ)) = (1− ρ)n−1 [1 + (n− 1)ρ] .
Evidently det (Mn(ρ)) is a decreasing and convex function in ρ ∈ [0, 1] for n ≥ 3. Therefore, the
functions FWER and det behave similarly for equicorrelated matrices. More precisely, FWER
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and determinant are increasing functions of each other in the set {Mn(ρ) : ρ ∈ [0, 1], n ≥ 3}. This
is expected since both FWER and determinant can serve as useful general indicators of the degree
of dependence among the variables. Naturally, the following question arises:
Question 3. Do FWER and determinant behave similarly (i.e, one is an increasing function of
the other) in the set of all correlation matrices of order n, n ≥ 3?
Olkin (2014) [13] proved the following determinantal inequality for correlation matrices:
Theorem 19. Let R = (rij) denote an n×n correlation matrix, and R̃ = (r̃ij), where r̃ii = 1, r̃ij = r̄
for all i 6= j, and r̄ = ∑i 6=j rij/n(n− 1). Then, det(R) ≤ det(R̃).
By virtue of the above result, if the answer to Question 3 is affirmative then we would have the
following generalization of Corollary 3:
Let Σn = (ρij) denote an n × n correlation matrix with non-negative entries. Suppose ρ̄ =∑
i 6=j ρij/n(n− 1). Then, as n→∞,
FWER(Σn) ≤ α(1− ρ̄).




FWER(Rn) is maximized at Rn = Mn(ρ).
From the results derived in section 4.3, one may ask the following regarding the bound on
FWER in general asymptotic setup:
Question 4. Let Rn = ((ρij)) denote an n × n correlation matrix with non-negative entries. Let









ρi∗j. Does the inequality
FWER(Rn) ≤ α(1− ρ̄i∗)
hold as n→∞?
Question 1 and Question 2, raised in Section 5.1, are concerned with the probability that
at least k out of n events occur. Computation of this probability arises in various contexts. For
example, in the reliability problem of communication networks, where each arc fails with a certain
probability, P(at least k out of n Ai’s occur) can be used to compute or approximate the node-
to-node reliability of the system. Qiu et al [15] mention this probability can also be viewed as a
risk measure for a system with possible failures or security issues on its components, such as the
overloading risk on multiple transmission lines in power system operations. Inequalities involving
(k + 1)-FWER and k-FWER under the equicorrelated setup in asymptotic and non-asymptotic
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cases would be interesting to find. Such results might be useful in establishing new probability
inequalities regarding P(at least k out of n Ai’s occur).
Bounds on K-FWER in general asymptotic setup are yet to be established. Throughout the
text, we have considered multivariate normal setup. Behaviour of familywise error rate and general-
ized familywise error rates may be studied under other or more general distributional assumptions.
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