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Fig. 1. Visual encoding typically features many-to-one mapping from data to visual representations, hence information loss. The
significant amount of information loss in volume visualization and metro maps suggests that viewers not only can abide the information
loss but also benefit from it. Measuring such benefits can lead to new advancements of visualization, in theory and practice.
Abstract—Information theory can be used to analyze the cost-benefit of visualization processes. However, the current measure of
benefit contains an unbounded term that is neither easy to estimate nor intuitive to interpret. In this work, we propose to revise the
existing cost-benefit measure by replacing the unbounded term with a bounded one. We examine a number of bounded measures that
include the Jenson-Shannon divergence and a new divergence measure formulated as part of this work. We use visual analysis to
support the multi-criteria comparison, narrowing the search down to those options with better mathematical properties. We apply those
remaining options to two visualization case studies to instantiate their uses in practical scenarios, while the collected real world data
further informs the selection of a bounded measure, which can be used to estimate the benefit of visualization.
Index Terms—Theory of visualization, benefit of visualization, human knowledge in visualization, information theory, cost-benefit
analysis, divergence measure, abstraction, deformation, volume visualization, metro map.
1 INTRODUCTION
To most of us, it seems rather intuitive that visualization should be
accurate, different data values should be visually encoded differently,
and visual distortion should be disallowed. However, when we closely
examine most (if not all) visualization images, we can notice that
inaccuracy is ubiquitous. The two examples in Fig. 1 evidence the
presence of such inaccuracy. In volume visualization, when a pixel is
used to depict a set of voxels along a ray, many different sets of voxel
values may result in the same pixel color. In a metro map, a variety of
complex geographical paths may be distorted and depicted as a straight
line. Since there is little doubt that volume visualization and metro
maps are useful, some “inaccurate” visualization must be beneficial.
In terms of information theory, the types of inaccuracy featured in
Fig. 1 are different forms of information loss (or many-to-one mapping).
Chen and Golan proposed an information-theoretic measure [11] for
analyzing the cost-benefit of data intelligence workflows. It enables us
to consider the positive impact of information loss (e.g., reducing the
cost of storing, processing, displaying, perceiving, and reasoning about
the information) as well as its negative impact (e.g., being mislead by
the information). The measure provides a concise explanation about the
benefit of visualization because visualization and other data intelligence
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processes (e.g., statistics and algorithms) all typically cause information
loss and visualization allows human users to reduce the negative impact
of information loss effectively using their knowledge.
The mathematical formula of the measure features a term based on
the Kullback-Leibler (KL) divergence [29] for measuring the potential
distortion of a user or a group of users in reconstructing the information
that may have been lost or distorted during a visualization process.
While using the KL-divergence is mathematically intrinsic for mea-
suring the potential distortion, its unboundedness property has some
undesirable consequences. The simplest phenomenon of making a false
representation (i.e., always displaying 1 when a binary value is 0 or
always 0 when it is 1) happens to be a singularity condition of the KL-
divergence. The amount of distortion measured by the KL-divergence
often has much more bits than the entropy of the information space
itself. This is not intuitive to interpret and hinders practical applications.
In this work, we propose to replace the KL-divergence with a
bounded term. We first confirm the boundedness is a necessary property.
We then conduct multi-criteria decision analysis (MCDA) [24] to com-
pare a number of bounded measures, which include the JensenShannon
(JS) divergence [30] and a new divergence measure, Dknew, formulated
as part of this work. We use visual analysis to aid the observation of
the mathematical properties of these candidate measures, narrowing
down from eight options to five. We use two visualization case studies
to instantiate values that may be returned by the remaining options.
The numerical calculations in visualization contexts further inform us
about the relative merits of these measures, enabling us to make the
final selection while demonstrating its uses in practical scenarios.
2 RELATED WORK
Claude Shannon’s landmark article in 1948 [40] signifies the birth
of information theory. It has been underpinning the fields of data
communication, compression, and encryption since. As a mathematical
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Fig. 2. Alphabet compression may reduce the cost of Pi and Pi+1, espe-
cially when human knowledge can reduce the potential distortion.
framework, information theory provides a collection of useful measures,
many of which, such as Shannon entropy [40], cross entropy [17],
mutual information [17], and Kullback-Leibler divergence [29] are
widely used in applications of physics, biology, neurology, psychology,
and computer science (e.g., visualization, computer graphics, computer
vision, data mining, machine learning), and so on. In this work, we
also consider Jensen-Shannon divergence [30] in detail.
Information theory has been used extensively in visualization [9]. It
has enabled many applications in visualization, including scene and
shape complexity analysis by Feixas et al. [19] and Rigau et al. [37],
light source placement by Gumhold [22], view selection in mesh ren-
dering by Va´zquez et al. [44] and Feixas et al. [20], attribute selection
by Ng and Martin [34], view selection in volume rendering by Bor-
doloi and Shen [2], and Takahashi and Takeshima [42], multi-resolution
volume visualization by Wang and Shen [47], focus of attention in vol-
ume rendering by Viola et al. [46], feature highlighting by Ja¨nicke and
Scheuermann [25,26], and Wang et al. [49], transfer function design by
Bruckner and Mo¨ller [6], and Ruiz et al. [5,39], multi-modal data fusion
by Bramon et al. [3], isosurface evaluation by Wei et al. [50], measur-
ing observation capacity by Bramon et al. [4], measuring information
content by Biswas et al. [1], proving the correctness of “overview first,
zoom, details-on-demand” by Chen and Ja¨nicke [13] and Chen et al. [9],
and confirming visual multiplexing by Chen et al. [15].
Ward first suggested that information theory might be an underpin-
ning theory for visualization [35]. Chen and Ja¨nicke [13] outlined an
information-theoretic framework for visualization, and it was further
enriched by Xu et al. [52] and Wang and Shen [48] in the context of sci-
entific visualization. Chen and Golan proposed an information-theoretic
measure for analyzing the cost-benefit of visualization processes and
visual analytics workflows [11]. It was used to frame an observation
study showing that human developers usually entered a huge amount of
knowledge into a machine learning model [43]. It motivated an empiri-
cal study confirming that knowledge could be detected and measured
quantitatively via controlled experiments [28]. It was used to analyze
the cost-benefit of different virtual reality applications [10]. It formed
the basis of a systematic methodology for improving the cost-benefit
of visual analytics workflows [7]. It survived qualitative falsification
by using arguments in visualization [41]. It offered a theoretical ex-
planation of “visual abstraction” [45]. This work continues the path
of theoretical developments in visualization [12], and is intended to
improve the original cost-benefit formula [11], in order to make it more
intuitive and usable in practical visualization applications.
3 OVERVIEW, MOTIVATION, AND PROBLEM STATEMENT
Visualization is useful in most data intelligence workflows, but the
usefulness is not universally true because the effectiveness of visual-
ization is usually data-, user-, and task-dependent. The cost-benefit
ratio proposed by Chen and Golan [11] captures the essence of such
dependency. Below is the qualitative expression of the measure:
Benefit
Cost
=
Alphabet Compression−Potential Distortion
Cost
(1)
Question 5: The image on the right depicts a computed 
tomography dataset (arteries) that was rendered using a 
maximum intensity projection (MIP) algorithm. Consider 
the section of the image inside the red circle (also in the 
inset of a zoomed-in view). Which of the following 
illustrations would be the closest to the real surface of 
this part of the artery?   
A B 
C D 
Curved, 
rather smooth 
Flat, 
rather smooth 
Flat, 
with wrinkles and bumps   
Curved, 
with wrinkles and bumps  
Image by Min Chen, 2008 
Fig. 3. A volume dataset was rendered using the MIP method. A question
about a “flat area” in the image can be used to tease out a viewer’s
knowledge that is useful in a visualization process.
Consider the scenario of viewing some data through a particular
visual representation. The term Alphabet Compression (AC) measures
the amount of information loss due to visual abstraction [45]. Since
the visual representation is fixed in the scenario, AC is thus largely
data-dependent. AC is a positive measure reflecting the fact that visual
abstraction must be useful in many cases though it may result in in-
formation loss. This apparently counter-intuitive term is essential for
asserting why visualization is useful. (Note that the term also helps
assert the usefulness of statistics, algorithms, and interaction since they
all usually cause information loss [7]. See also Appendix A.)
The positive implication of the term AC is counterbalanced by the
term Potential Distortion, while both being moderated by the term
Cost. The term Cost encompasses all costs of the visualization process,
including computational costs (e.g., visual mapping and rendering),
cognitive costs (e.g., cognitive load), and consequential costs (e.g.,
impact of errors). As illustrated in Fig. 2, increasing AC typically
enables the reduction of cost (e.g., in terms of energy, time, or money).
The term Potential Distortion (PD) measures the informative diver-
gence between viewing the data through visualization with information
loss and reading the data without any information loss. The latter might
be ideal but is usually at an unattainable cost except for values in a
very small data space (i.e., in a small alphabet as discussed in [11]).
As shown in Fig. 2, increasing AC typically causes more PD. PD is
data-dependent or user-dependent. Given the same data visualization
with the same amount of information loss, one can postulate that a user
with more knowledge about the data or visual representation usually
suffers less distortion. This postulation is a focus of this paper.
Consider the visual representation of a network of arteries in Fig. 3.
The image was generated from a volume dataset using the maximum
intensity projection (MIP) method. While it is known that MIP cannot
convey depth information well, it has been widely used for observing
some classes of medical imaging data, such as arteries. The highlighted
area in Fig. 3 shows an apparently flat area, which is a distortion from
the actuality of a tubular surface likely with some small wrinkles and
bumps. The doctors who deal with such medical data are expected to
have sufficient knowledge to reconstruct the reality adequately from
the “distorted” visualization, while being able to focus on the more
important task of making diagnostic decisions, e.g., about aneurysm.
As shown in some recent works, it is possible for visualization
designers to estimate AC, PD, and Cost qualitatively [7, 10] and quanti-
tatively [28, 43]. It is highly desirable to advance the scientific meth-
ods for quantitative estimation, towards the eventual realization of
computer-assisted analysis and optimization in designing visual repre-
sentations. This work focuses on one challenge of quantitative estima-
tion, i.e., how to estimate the benefit of visualization to human users
with different knowledge about the depicted data and visual encoding.
Building on the methods of observational estimation in [43] and con-
trolled experiment in [28], one may reasonably anticipate a systematic
method based on a short interview by asking potential viewers a few
questions. For example, one may use the question in Fig. 3 to estimate
the knowledge of doctors, patients, and any other people who may
view such a visualization. The question is intended to tease out two
Table 1. Imaginary scenarios where probability data is collected for
estimating knowledge related to alphabet A= {curved, flat}. The ground
truth (G.T.) PMFs are defined with ε = 0.01 and 0.0001 respectively. The
potential distortion (as “→ value”) is computed using the KL-divergence.
Scenario 1 Scenario 2
Q(AG.T.): {0.99,0.01} {0.9999,0.0001}
P(AMIP): {0.01,0.99}→ 6.50 {0.0001,0.9999}→ 13.28
P(Adoctors): {0.99,0.01}→ 0.00 {0.99,0.01}→ 0.05
P(Apatients): {0.7,0.3}→ 1.12 {0.7,0.3}→ 3.11
Table 2. Imaginary scenarios for estimating knowledge related to alpha-
bet B= {wrinkles-and-bumps, smooth}. The ground truth (G.T.) PMFs
are defined with ε = 0.1 and 0.001 respectively. The potential distortion
(as “→ value”) is computed using the KL-divergence.
Scenario 3 Scenario 4
Q(BG.T.): {0.9,0.1} {0.001,0.999}
P(BMIP): {0.1,0.9}→ 2.54 {0.001,0.999}→ 9.94
P(Bdoctors): {0.8,0.2}→ 0.06 {0.8,0.2}→ 1.27
P(Bpatients): {0.1,0.9}→ 2.54 {0.1,0.9}→ 8.50
pieces of knowledge that may help reduce the potential distortion due
to the “flat area” depiction. One piece is about the general knowledge
that associates arteries with tube-like shapes. Another, which is more
advanced, is about the surface texture of arteries and the limitations of
the MIP method.
Let the binary options about whether the “flat area” is actually flat
or curved be an alphabet A= {curved,flat}. The likelihood of the two
options is represented by a probability distribution or probability mass
function (PMF) P(A) = {1− ε,0+ ε}, where 0 < ε < 1. Since most
arteries in the real world are of tubular shapes, one can imagine that
a ground truth alphabet AG.T. might have a PMF P(AG.T.) strongly
in favor of the curved option. However, the visualization seems to
suggest the opposite, implying a PMF P(AMIP) strongly in favor of
the flat option. It is not difficult to interview some potential viewers,
enquiring how they would answer the question. One may estimate a
PMF P(Adoctors) from doctors’ answers, and another P(Apatients) from
patients’ answers.
Table 1 shows two scenarios where different probability data is ob-
tained. The values of PD are computed using the most well-known
divergence measure, KL-divergence [29], and are of unit bit. In Sce-
nario 1, without any knowledge, the visualization process would suffer
6.50 bits of PD. As doctors are not fooled by the “flat area” shown in
the MIP visualization, their knowledge is worth 6.50 bits. Meanwhile,
patients would suffer 1.12 bits of PD on average, their knowledge is
worth 5.38 = 6.50−1.12 bits.
In Scenario 2, the PMFs of P(AG.T.) and P(AMIP) depart further
away, while P(Adoctors) and P(Apatients) remain the same. Although
doctors and patients would suffer more PD, their knowledge is worth
more than that in Scenario 1 (i.e., 13.28−0.05= 13.23 bits and 13.28−
3.11 = 10.17 bits respectively).
Similarly, the binary options about whether the “flat area” is
actually smooth or not can be defined by an alphabet A =
{wrinkles-and-bumps, smooth}. Table 2 shows two scenarios about
collected probability data. In these two scenarios, doctors exhibit much
more knowledge than patients, indicating that the surface texture of
arteries is a piece of specialized knowledge.
The above example demonstrates that using the KL-divergence to
estimate PD can differentiate the knowledge variation between doctors
and patients regarding the two pieces of knowledge that may reduce
the distortion due to the “flat area”. When it is used in Eq. 1 in a
relative or qualitative context (e.g., [7, 10]), the unboundedness of the
KL-divergence does not pose an issue.
However, this does become an issue when the KL-divergence is
used to measure PD in an absolute and quantitative context. From
the two diverging PMFs P(AG.T.) and P(AMIP) in Table 1, or P(BG.T.)
and P(BMIP) in Table 2, we can observe that the smaller ε is, the
more divergent the two PMFs become and the higher value the PD
has. Indeed, consider an arbitrary alphabet Z= {z1,z2}, and two PMFs
defined upon Z: P= [0+ε, 1−ε] and Q= [1−ε, 0+ε]. When ε→ 0,
we have the KL-divergence DKL(Q||P)→ ∞.
Meanwhile, the Shannon entropy ofZ,H (Z), has an upper bound of
1 bit. It is thus not intuitive or practical to relate the value ofDKL(Q||P)
to that ofH (Z). Many applications of information theory do not relate
these two types of values explicitly. When reasoning such relations is
required, the common approach is to impose a lower-bound threshold
for ε (e.g., [28]). However, there is yet a consistent method for defining
such a threshold for various alphabets in different applications, while
preventing a range of small or large values (i.e., [0,ε) or (1− ε,1]) in
a PMF is often inconvenient in practice. In the following section, we
discuss several approaches to defining a bounded measure for PD.
Note: for an information-theoretic measure, we use an alphabet Z
and its PMF P interchangeably, e.g.,H (P(Z)) =H (P) =H (Z).
4 BOUNDED MEASURES FOR POTENTIAL DISTORTION (PD)
Let Pi be a process in a data intelligence workflow, Zi be its input
alphabet, and Zi+1 be its output alphabet. Pi can be a human-centric
process (e.g., visualization and interaction) or a machine-centric process
(e.g., statistics and algorithms). In the original proposal [11], the value
of Benefit in Eq. 1 is measured using:
Benefit = AC−PD =H (Zi)−H (Zi+1)−DKL(Z′i||Zi) (2)
where H () is the Shannon entropy of an alphabet and DKL() is KL-
divergence of an alphabet from a reference alphabet. Because the Shan-
non entropy of an alphabet with a finite number of letters is bounded,
AC, which is the entropic difference between the input and output
alphabets, is also bounded. On the other hand, as discussed in the
previous section, PD is unbounded. Although Eq. 2 can be used for
relative comparison, it is not quite intuitive in an absolute context, and
it is difficult to imagine that the amount of informative distortion can
be more than the maximum amount of information available.
In this section, we present the unpublished work by Chen and Sbert
[14], which shows mathematically that for alphabets of a finite size, the
KL-divergence used in Eq. 2 should ideally be bounded. In their arXiv
report, they also outlined a new divergence measure and compare it with
a few other bounded measures. Building on initial comparison in [14],
we use visualization in Section 4.2 and real world data in Section 5 to
assist the multi-criteria analysis and selection of a bounded divergence
measure to replace the KL-divergence used in Eq. 2. Appendices B and
C provide more mathematical background and details.
4.1 A Mathematical Proof of Boundedness
Let Z be an alphabet with a finite number of letters, {z1,z2, . . . ,zn},
and Z is associated with a PMF, Q, such that:
q(zn) = ε, (where 0 < ε < 2−(n−1)),
q(zn−1) = (1− ε)2−(n−1),
q(zn−2) = (1− ε)2−(n−2),
· · ·
q(z2) = (1− ε)2−2,
q(z1) = (1− ε)2−1 +(1− ε)2−(n−1).
(3)
When we encode this alphabet using an entropy binary coding scheme
[32], we can be assured to achieve an optimal code with the lowest
average length for codewords. One example of such a code for the
above probability is:
z1 : 0, z2 : 10, z3 : 110
· · ·
zn−1 : 111 . . .10 (with n−2 “1”s and one “0”)
zn : 111 . . .11 (with n−1 “1”s and no “0”)
(4)
In this way, zn, which has the smallest probability, will always be
assigned a codeword with the maximal length of n−1. Entropy coding
is designed to minimize the average number of bits per letter when
one transmits a “very long” sequence of letters in the alphabet over a
communication channel. Here the phrase “very long” implies that the
string exhibits the above PMF Q (Eq. 3).
Suppose that Z is actually of PMF P, but is encoded as Eq. 4 based
on Q. The transmission of Z using this code will have inefficiency. The
inefficiency is usually measured using cross entropyHCE(P,Q):
HCE(P,Q) =H (P)+DKL(P||Q) (5)
Clearly, the worst case is that the letter, zn, which was encoded using
n−1 bits, turns out to be the most frequently used letter in P (instead
of the least in Q). It is so frequent that all letters in the long string are
of zn. So the average codeword length per letter of this string is n−1.
The situation cannot be worse. Therefore, n−1 is the upper bound of
the cross entropy. From Eq. 15, we can also observe that DKL(P||Q)
must also be bounded since HCE(P,Q) and H (P) are both bounded
as long as Z has a finite number of letters. Let >CE be the upper bound
ofHCE(P,Q). The upper bound for DKL(P||Q), >KL, is thus:
DKL(P||Q) =HCE(P,Q)−H (P)≤>CE− min∀P(Z)
(
H (P)
)
(6)
There is a special case worth noting. In practice, it is common to
assume that Q is a uniform distribution, i.e., qi = 1/n,∀qi ∈Q, typically
because Q is unknown or varies frequently. Hence the assumption leads
to a code with an average length equaling log2 n (or in practice, the
smallest integer ≥ log2 n). Under this special (but rather common)
condition, all letters in a very long string have codewords of the same
length. The worst case is that all letters in the string turn out to the
same letter. Since there is no informative variation in the PMF P for
this very long string, i.e.,H (P) = 0, in principle, the transmission of
this string is unnecessary. The maximal amount of inefficiency is thus
log2 n. This is indeed much lower than the upper bound >CE = n−1,
justifying the assumption or use of a uniform Q in many situations.
4.2 Candidates of Bounded Measures
While numerical approximation may provide a bounded KL-divergence,
it is not easy to determine the value of ε and it is difficult to ensure
everyone to use the same ε for the same alphabet or comparable alpha-
bets. It is therefore desirable to consider bounded measures that may
be used in place of DKL.
Jensen-Shannon divergence is such a measure:
DJS(P||Q) = 12
(
DKL(P||M)+DKL(Q||M)
)
=DJS(Q||P)
=
1
2
n
∑
i=1
(
pi log2
2pi
pi +qi
+qi log2
2qi
pi +qi
) (7)
where P and Q are two PMFs associated with the same alphabet Z and
M is the average distribution of P and Q. Each letter zi ∈Z is associated
with a probability value pi ∈ P and another qi ∈ Q. With the base 2
logarithm as in Eq. 7, DJS(P||Q) is bounded by 0 and 1.
Another bounded measure is the conditional entropyH (P|Q):
H (P|Q) =H (P)−I (P;Q) =H (P)−
n
∑
i=1
n
∑
j=1
ri, j log2
ri, j
piq j
(8)
where I (P;Q) is the mutual information between P and Q and ri, j
is the joint probability of the two conditions of zi,z j ∈ Z that are
associated with P and Q. H (P|Q) is bounded by 0 andH (P).
The third bounded measure was proposed as part of this work, which
is denoted as Dknew and is defined as follows:
Dknew(P||Q) =
1
2
n
∑
i=1
(pi +qi) log2
(|pi−qi|k +1) (9)
where k > 0. Because 0≤ |pi−qi|k ≤ 1, we have
1
2
n
∑
i=1
(pi +qi) log2(0+1)≤Dknew(P||Q)≤
1
2
n
∑
i=1
(pi +qi) log2(1+1)
Since log2 1 = 0, log2 2 = 1, ∑ pi = 1, ∑qi = 1, Dknew(P||Q) is thus
bounded by 0 and 1. The formulation of Dknew(P||Q) was derived from
its non-commutative version:
Dkncm(P||Q) =
n
∑
i=1
pi log2
(|pi−qi|k +1) (10)
which captures the non-commutative property of DKL. For each letter
zi ∈ Z, DKL calculates the difference between two probability values
in the logarithmic domain (i.e., log2 pi− log2 qi), while Dkncm(P||Q)
calculates the absolute difference in its original probabilistic domain
(i.e., x = |pi−qi|), and then converts the difference x to the logarithmic
domain (i.e., log2 x or log2 f (x)), where f (x) is a transformation of
x. As log2 x ∈ (∞,0] when x ∈ (0,1], there are still the problems of
unboundedness when x→ 0 and invalidity when x = 0. By using
f (x) = x+1, we have log2 f (x) ∈ [0,1] when x ∈ [0,1], resolving both
problems. Although log2 f (x) and log2 x are both ascending measures,
they have different gradient functions, or visually, different shapes. We
thus introduce a power parameter k to enable our investigation into
different shapes. Meanwhile, deriving Dknew(P||Q) from Dkncm(P||Q)
is easier than deriving DJS from DKL [30]. In this work, we focus on
two options of Dknew and D
k
ncm(P||Q), i.e., when k = 1 and k = 2.
As DJS, Dknew, and D
k
ncm are bounded by [0, 1], if any of them is
selected to replace DKL, Eq. 2 can be rewritten as
Benefit =H (Zi)−H (Zi+1)−Hmax(Zi)D(Z′i||Zi) (11)
whereHmax denotes maximum entropy, while D is a placeholder for
DJS, Dknew, or D
k
ncm.
The four measures in Eqs. 7, 8, 9, 10 all consist of logarithmic
scaling of probability values, in the same form of Shannon entropy.
They are entropic measures. In addition, we also considered a set of
non-entropic measures in the form of Minkowski distances, which have
the following general form:
DkM(P,Q) =
k
√
n
∑
i=1
|pi−qi|k (k > 0) (12)
where we use symbol D instead of D because it is not entropic.
4.3 Comparing Bounded Measures: Visual Analysis
Given those bounded candidates in the previous section, we would like
to select the most suitable measure to be used in Eq. 11. Similar to
selecting many other measures (e.g., metric vs. imperial), there is no
ground truth as to which is correct. We thus devised a set of criteria
and conducted multi-criteria decision analysis (MCDA) [24].
As shown in Table 3, we have considered nine criteria. Criteria
1-5 concern general mathematical properties of these measures, while
criteria 6-9 are assessments based on numerical instances. For criteria
1, 4-7, we use visualization plots to aid our analysis of the mathematical
properties, while for criteria 8 and 9, we use visualization applications
to provide instances of using divergence measures. We detail our
analysis of criteria 1-7 in this section, and that of criteria 8 and 9 in
Section 5. Based on our analysis, we score each divergence measure
against a criterion using ordinal values between 0 and 5 (0 unacceptable,
1 fall-short, 2 inadequate, 3 mediocre, 4 good, 5 best). We draw our
conclusion about the multi-criteria in Section 6.
Criterion 1. This is essential since the selected divergence measure
is to be bounded. Otherwise we could just use the KL-divergence.
Let us consider a simple alphabet Z = {z1,z2}, which is associated
with two PMFs, P = {p1,1− p1} and Q = {q1,1−q1}. We set q1 =
(1−α)p1 +α(1− p1),α ∈ [0,1], such that when α = 1, Q is most
divergent away from P. The entropy values of P and Q fall into the
range of [0, 1]. Hence semantically, it is more intuitive to reason an
unsigned value representing their divergence within the same range.
Fig. 4 shows several measures by varying the values of p1 in the
range of [0,1]. We can obverse that DKL raises its values quickly above
1 when α = 1, p1 ≤ 0.22. Its scaled version, 0.3DKL, does not rise up
as quick asDKL but raises above 1 when α = 1, p1 ≤ 0.18. In factDKL
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Fig. 4. The different measurements of the divergence of two PMFs, P = {p1,1− p1} and Q = {q1,1−q1}. The x-axis shows p1, varying from 0 to 1,
while we set q1 = (1−α)p1 +α(1− p1),α ∈ [0,1]. When α = 1, Q is most divergent away from P.
and 0.3DKL are not only unbounded, they do not return valid values
when p1 = 0 or p1 = 1. We therefore score them 0 for Criterion 1.
DJS, H (P|Q), Dknew, and Dkncm are all bounded by [0, 1], and se-
mantically intuitive. We score them 5. Although DkM is a bounded
measure, its semantic interpretation is not ideal, because its upper
bound depends on k and is always > 1. We thus score it 3. Although
0.3DKL is eliminated based on criterion 1, it is kept in Table 3 as a
benchmark in analyzing criteria 2-5. Meanwhile, we carry all other
scores forward to the next stage of analysis.
Criterion 2. For criteria 2-5, we follow the base-criterion method
[23] by considering DKL and 0.3DKL as the benchmark. Criterion 2
concerns the number of PMFs as the input variables of each measure.
DKL and 0.3DKL depend on two PMFs, P and Q. All candidates of
the bounded measures depend on two PMFs, except the conditional
entropyH (P|Q) that depends on three. Because it requires some effort
to obtain a PMF, especially a joint probability distribution, this makes
H (P|Q) less favourable and it is scored 2.
Criterion 3. In addition, we prefer to have an entropic measure as it
is more compatible with the measure of alphabet compression as well
as DKL that is to be replaced. For this reason, DkM is scored 1.
Criterion 4. One may wish for a bounded measure to have a geo-
metric behaviour similar to DKL since it is the most popular divergence
measure. Since DKL rises up far too quickly as shown in Fig. 4, we use
0.3DKL as a benchmark, though it is still unbounded. As Fig. 4 plots
the curves for α = 0.0,0.1, . . . ,1.0, we can visualize the “geometric
shape” of each bounded measure, and compare it with that of 0.3DKL.
From Fig. 4, we can observe that DJS has almost a perfect match
when α = 0.5, while Dknew(k = 2) is also fairly close. They thus score
5 and 4 respectively in Table 3. Meanwhile, the lines ofH (P|Q) curve
in the opposite direction of 0.3DKL. We score it 1. Dknew(k = 1) and
DkM(k = 2,k = 200) are of similar shapes, with D
k
M correlating with
0.3DKL slightly better. We thus score Dknew(k = 1) 2 and D
k
M(k =
2,k = 200) 3. For the PMFs P and Q concerned, Dkncm has the same
curves as Dknew. Hence D
k
ncm has the same score as D
k
new in Table 3.
Criterion 5. We now consider Fig. 5, where the candidate measures
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Fig. 5. A visual comparison of the candidate measures in a range near
zero. Similar to Fig. 4, P = {p1,1− p1} and Q = {q1,1− q1}, but only
the curve α = 1 is shown, i.e., q1 = 1− p1. The line segments of DKL
and 0.3DKL in the range [0,0.110] do not represent the actual curves.
The ranges [0,0.110] and [0.1,0.5] are only for references to the nearby
contexts as they do not use the same logarithmic scale as in [0.110,0.1].
are visualized in comparison with DKL and 0.3DKL in a range close
to zero, i.e., [0.110,0.1]. The ranges [0,0.110] and [0.1,0.5] are there
only for references to the nearby contexts as they do not have the same
logarithmic scale as that in the range [0.110,0.1]. We can observe that
in [0.110,0.1] the curve of 0.3DKL rises as almost quickly as DKL.
This confirms that simply scaling the KL-divergence is not an adequate
Table 3. A summary of multi-criteria analysis. Each measure is scored against a criterion using an integer in [0, 5] with 5 being the best.
Criteria Importance 0.3DKL DJS H (P|Q) Dk=1new Dk=2new Dk=1ncm Dk=2ncm Dk=2M Dk=200M
1. Boundedness critical 0 5 5 5 5 5 5 3 3
I 0.3DKL is eliminated but used below only for comparison. The other scores are carried forward.
2. Number of PMFs important 5 5 2 5 5 5 5 5 5
3. Entropic measures important 5 5 5 5 5 5 5 1 1
4. Curve shapes (Fig. 4) helpful 5 5 1 2 4 2 4 3 3
5. Curve shapes (Fig. 5) helpful 5 4 1 3 5 3 5 2 3
I EliminateH (P|Q), D2M, D200M based on criteria 1-5 sum: 24 14 20 24 20 24 14 15
6. Scenario: good and bad (Fig. 6) helpful − 3 − 5 4 5 4 − −
7. Scenario: A, B, C, D (Fig. 7) helpful − 4 − 5 3 2 1 − −
8. Case Study 1 (Section 5.1) important − 5 − 1 5 5 5 − −
9. Case Study 2: (Section 5.2) important − 3 − 1 5 3 3 − −
I Dk=2new has the highest score based on criteria 6-9 (1-9) sum: 15(39) 12(32) 17(41) 15(35) 13(37)
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Fig. 6. An example scenario with two states good and bad has a ground truth PMF P = {0.8,0.2}. From the output of a biased process that always
informs users that the situation is bad. Five users, LD, DF, RG, UC and OC, have different knowledge, and thus different divergence. The five
candidate measures return different values of divergence. We would like to see which set of values are more intuitive.
solution. The curves of Dk=1new and D
k=2
new converge to their maximum
value 1.0 earlier than that of DJS. If the curve of 0.3DKL is used as a
benchmark as in Fig. 4, the curve of Dk=2new is closer to 0.3DKL than
that of DJS. We thus score Dk=2new : 5, DJS: 4, D
k=1
new : 3, D
k
M(k = 200): 3,
DkM(k = 200): 2, andH (P|Q): 1. Same as Fig. 4, Dkncm has the same
curves and thus the same score as Dknew.
The sums of the scores for criteria 1-5 indicate that H (P|Q) and
DkM are much less favourable thanDJS,D
k
new, andD
k
ncm. Because these
criteria have more holistic significance than the instance-based analysis
for criteria 6-9, we can eliminateH (P|Q) and DkM for further consider-
ation. Ordinal scores in MCDA are typically subjective. Nevertheless,
in our analysis, ±1 in those scores would not affect the elimination.
Criterion 6. For criteria 6-9, we followed the best-worst method
of MCDA [36]. Let us consider a few numerical examples that may
represent some practical scenarios. We use these scenarios to see
if the values returned by different divergence measures make sense.
Let Z be an alphabet with two letters, good and bad, for describing
a scenario (e.g., an object or an event), which has the probability of
good is p1 = 0.8, and that of bad is p2 = 0.2. In other words, P =
{0.8,0.2}. Imagine that a biased process (e.g., a distorted visualization,
an incorrect algorithm, or a misleading communication) conveys the
information about the scenario always bad, i.e., a PMF Rbiased = {0,1}.
Users at the receiving end of the process may have different knowledge
about the actual scenario, and they will make a decision after receiving
the output of the process. For example, there are five users and we have
obtained the probability of their decisions as follows:
• LD — The user has a little doubt about the output of the process,
and decides bad 90% of the time, and good 10% of the time, i.e.,
with PMF Q = {0.1,0.9}.
• FD — The user has a fair amount of doubt, with Q = {0.3,0.7}.
• RG — The user makes a random guess, with Q = {0.5,0.5}.
• UC — The user has adequate knowledge about P, but under-
compensate it slightly, with Q = {0.7,0.3}.
• OC — The user has adequate knowledge about P, but over-
compensate it slightly, with Q = {0.9,0.1}.
We can use different candidate measures to compute the divergence
between P and Q. Fig. 6 shows different divergence values returned
by these measures, while the transformations from P to Rbiased and
then to Q are illustrated on the right margin of the figure. Each value
is decomposed into two parts, one for good and one for bad. All
these measures can order these five users reasonably well. The users
UC (under-compensate) and OC (over-compensate) have the same
values with Dknew and D
k
ncm, while DJS considers OC has slightly more
divergence than UC (0.014 vs. 0.010). DJS returns relatively low values
than other measures. For UC and OC, DJS, Dk=1ncm , and D
k=2
new return
small values (< 0.02), which are a bit difficult to estimate.
Dk=1ncm andD
k=2
ncm show strong asymmetric patterns between good and
bad, reflecting the probability values in Q. In other words, the more
decisions on good, the more good-related divergence. This asymmet-
ric pattern is not in anyway incorrect, as the KL-divergence is also
non-commutative and would also produce much stronger asymmetric
patterns. An argument for supporting commutative measures would
point out that the higher probability of good in P should also influence
the balance between the good-related divergence.
We decide to score DJS 3 because of its lower valuation and its
non-equal comparison of OU and OC. We score Dk=1ncm ) and D
k=1
new 5;
and Dk=2ncm and D
k=2
new 4 as the values returned by D
k=1
ncm and D
k=1
new are
slightly more intuitive.
Criterion 7. We now consider a slightly more complicated sce-
nario with four pieces of data, A, B, C, and D, which can be de-
fined as an alphabet Z with four letters. The ground truth PMF is
P = {0.1,0.4,0.2,0.3}. Consider two processes that combine these
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Fig. 7. An example scenario with four data values: A, B, C, are D. Two processes (one correct and one biased) aggregated them to two values AB
and CD. Users CG, CU, CB attempt to reconstruct [A, B, C, D] from the output [AB, CD] of the correct process, while BG, BS, and BM attempt to do
so with the output from the biased processes. Five candidate measures compute values of divergence of the six users.
into two classes AB and CD. These typify clustering algorithms, down-
sampling processes, discretization in visual mapping, and so on. One
process is considered to be correct, which has a PMF for AB and CD as
Rcorrect = {0.5,0.5}, and another biased process with Rbiased = {0,1}.
Let CG, CU, and CH be three users at the receiving end of the correct
process, and BG, BS, and BM be three other users at the receiving
end of the biased process. The users with different knowledge exhibit
different abilities to reconstruct the original scenario featuring A, B,
C, D from aggregated information about AB and CD. Similar to the
good-bad scenario, such abilities can be captured by a PMF Q. For
example, we have:
• CG makes random guess, Q = {0.25,0.25,0.25,0.25}.
• CU has useful knowledge, Q = {0.1,0.4,0.1,0.4}.
• CB is highly biased, Q = {0.4,0.1,0.4,0.1}.
• BG makes guess based on Rbiased, Q = {0.0,0.0,0.5,0.5}.
• BS makes a small adjustment, Q = {0.1,0.1,0.4,0.4}.
• BM makes a major adjustment, Q = {0.2,0.2,0.3,0.3}.
Fig. 7 compares the divergence values returned by the candidate mea-
sures for these six users, while the transformations from P to Rcorrect or
Rbiased, and then to Q are illustrated on the right. We can observe that
Dkncm and D
k=2
new return values < 0.1, which seem to be less intuitive.
Meanwhile DJS shows a large portion of divergence from the AB cate-
gory, while Dk=1ncm and D
k=2
ncm show more divergence in the BC category.
In particular, for user BG, Dk=1ncm and D
k=2
ncm do not show any divergence
in relation to A and B, though BG clearly has reasoned A and B rather
incorrectly. Dk=1new and D
k=2
new show a relatively balanced account of
divergence associated with A, B, C, and D. On balance, we give scores
5, 4, 3, 2, 1 to Dk=1new , DJS, D
k=2
new , D
k=1
ncm , and D
k=2
ncm respectively.
5 COMPARING BOUNDED MEASURES: CASE STUDIES
To complement the visual analysis in Section 4.3, we conducted two
surveys to collect some realistic examples that feature the use of knowl-
edge in visualization. In addition to providing instances of criteria 8
and 9 for selecting a bounded measure, the surveys were also designed
to demonstrate that one could use a few simple questions to estimate
the cost-benefit of visualization in relation to individual users.
5.1 Volume Visualization (Criterion 8)
This survey, which involved ten surveyees, was designed to collect
some real-world data that reflects the use of knowledge in viewing
volume visualization images. The full set of questions were presented to
surveyees in the form of slides, which are included in the supplementary
materials. The full set of survey results is given in Appendix C. The
featured volume datasets were from “The Volume Library” [38], and
visualization images were either rendered by the authors or from one
of the four publications [16, 27, 33, 51].
The transformation from a volumetric dataset to a volume-rendered
image typically features a noticeable amount of alphabet compres-
sion. Some major algorithmic functions in volume visualization, e.g.,
iso-surfacing, transfer function, and rendering integral, all facilitate
alphabet compression, hence information loss.
In terms of rendering integral, maximum intensity projection (MIP)
incurs a huge amount of information loss in comparison with the
commonly-used emission-and-absorption integral [31]. As shown in
Fig. 3, the surface of arteries are depicted more or less in the same
color. The accompanying question intends to tease out two pieces of
knowledge, “curved surface” and “with wrinkles and bumps”. Among
the ten surveyees, one selected the correct answer B, eight selected the
relatively plausible answer A, and one selected the doubtful answer D.
Let alphabet Z = {A,B,C,D} contain the four optional answers.
One may assume a ground truth PMF Q = {0.1,0.878,0.002,0.02}
since there might still be a small probability for a section of artery to
be flat or smooth. The rendered image depicts a misleading impression,
implying that answer C is correct or a false PMF F = {0,0,1,0}. The
amount of alphabet compression is thusH (Q)−H (F) = 0.225.
When a surveyee gives an answer to the question, it can also be con-
sidered as a PMF P. With PMF Q= {0.1,0.878,0.002,0.02}, different
answers thus lead to different values of divergence as follows:
Divergence for: DJS Dk=1new Dk=2new Dk=1ncm Dk=2ncm
A (Pa = {1,0,0,0},Q): 0.758 0.9087 0.833 0.926 0.856
B (Pb = {0,1,0,0},Q): 0.064 0.1631 0.021 0.166 0.021
C (Pc = {0,0,1,0},Q): 0.990 0.9066 0.985 0.999 0.997
D (Pd = {0,0,0,1},Q): 0.929 0.9086 0.858 0.986 0.971
Without any knowledge, a surveyee would select answer C, leading
to the highest value of divergence in terms of any of the three measures.
Based PMF Q, we expect to have divergence values in the order of C
> D > A B. DJS, Dk=2new , Dk=1ncm , and Dk=2ncm have produced values in
that order, while Dk=1new indicates an order of A > D > C B. This
order cannot be interpreted easily, indicating a weakness of Dk=1new .
Together with the alphabet compression H (Q)−H (F) = 0.225
and the Hmax of 2 bits, we can also calculate the informative benefit
using Eq. 11. For surveyees with different answers, the lossy depiction
of the surface of arteries brought about different amounts of benefit:
Benefit for: DJS Dk=1new Dk=2new Dk=1ncm Dk=2ncm
A (Pa = {1,0,0,0},Q): −0.889 −1.190 −1.038 −1.224 −1.084
B (Pb = {0,1,0,0},Q): 0.500 0.302 0.586 0.296 0.585
C (Pc = {0,0,1,0},Q): −1.351 −1.185 −1.097 −1.369 −1.366
D (Pd = {0,0,0,1},Q): −1.230 −1.189 −1.088 −1.343 −1.314
All five sets of values indicate that only those surveyees who gave
answer C would benefit from such lossy depiction produced by MIP,
signifying the importance of user knowledge in visualization. However,
the values returned for A, C, and D by Dk=1new are almost indistinguish-
able and in an undesirable order.
Question 3: The image on the right depicts a computed 
tomography dataset (head) that was rendered using a 
ray casting algorithm. Consider the section of the image 
inside the orange circle. Which of the following 
illustrations would be the closest to the real cross 
section of this part of the facial structure?   
A B 
C D 
background skin bone soft tissue and muscle 
Image by Min Chen, 1999 Fig. 8. Two iso-surfaces of a volume dataset were rendered using the ray
casting method. A question about the tissue configuration in the orange
circle can tease out a viewer’s knowledge about the translucent depiction
and the missing information.
One may also consider the scenarios where flat or smooth surfaces
are more probable. For example, if the ground truth PMF were Q′ =
{0.30,0.57,0.03,0.10} and H (Q′) = 1.467, the amounts of benefit
would become:
Benefit for: DJS Dk=1new Dk=2new Dk=1ncm Dk=2ncm
A (Pa = {1,0,0,0},Q′): 0.480 0.086 0.487 −0.064 0.317
B (Pb = {0,1,0,0},Q′): 0.951 0.529 1.044 0.435 0.978
C (Pc = {0,0,1,0},Q′): −0.337 −0.038 0.212 −0.489 −0.446
D (Pd = {0,0,0,1},Q′): −0.049 −0.037 0.257 −0.385 −0.245
Because the ground truth PMF Q′ would be less certain, the knowledge
of “curved surface” and “with wrinkles and bumps” would become
more useful. Further, because the probability of flat and smooth sur-
faces would have increased, an answer C would not be as bad as when
it is with the original PMF Q. Among the five measures, DJS, Dk=2new ,
Dk=1ncm , and D
k=2
ncm returned values indicating the same order of benefit,
i.e., B > A > D > C, which is consistent with PMF Q′. Only Dk=1new
orders C and D differently.
We can also observe that these measures occupy different ranges of
real values. Dk=2new appears to be more generous in valuing the benefit
of visualization, while Dk=1ncm is less generous. We will examine this
phenomenon with a more compelling example in Section 5.2.
Fig. 8 shows another volume-rendered image used in the survey. Two
iso-surfaces of a head dataset are depicted with translucent occlusion,
which is a type of visual multiplexing [15]. Meanwhile, the voxels
for soft tissue and muscle are not depicted at all, which can also been
regarded as using a hollow visual channel. The visual representation has
been widely used, and the viewers are expected to use their knowledge
to infer the 3D relationships between the two iso-surfaces as well as
the missing information about soft tissue and muscle. The question that
accompanies the figure is for estimating such knowledge.
Although the survey offers only four options, it could in fact offer
many other configurations as optional answers. Let us consider four
color-coded segments similar to the configurations in answers C and D.
Each segment could be one of four types: bone, skin, soft tissue and
muscle, or background. There are a total of 44 = 256 configurations.
If one had to consider the variation of segment thickness, there would
be many more options. Because it would not be appropriate to ask a
surveyee to select an answer from 256 options, a typical assumption is
that the selected four options are representative. In other words, con-
sidering that the 256 options are letters of an alphabet, any unselected
letter has a probability similar to one of the four selected options.
For example, we can estimate a ground truth PMF Q such that among
the 256 letters,
• Answer A and four other letters have a probability 0.01,
• Answer B and 64 other letters have a probability 0.0002,
• Answer C and 184 other letters have a probability 0.0001,
• Answer D has a probability 0.9185.
We have the entropy of this alphabet H (Q) = 0.85. Similar to the
previous example, we can estimate the values of divergence as:
Divergence for: DJS Dk=1new D
k=2
new D
k=1
ncm D
k=2
ncm
A: P = {1, ....4 ,0, ....64 ,0, ....184,0} 0.960 0.933 0.903 0.993 0.986
B: P = {0, ....4 ,1, ....64 ,0, ....184,0} 0.999 0.932 0.905 1.000 1.000
C: P = {0, ....4 ,0, ....64 ,1, ....184,0} 0.999 0.932 0.905 1.000 1.000
D: P = {0, ....4 ,0, ....64 ,0, ....184,1} 0.042 0.109 0.009 0.113 0.010
where ....n denotes n zeros. DJS, Dk=2new , D
k=1
ncm and D
k=2
ncm returned values
indicating the same order of divergence, i.e., C ∼ B > A D, which
is consistent with PMF Q′. Only Dk=1new returns an order A > B ∼ C
D. This reinforces the observation by the previous example (i.e., Fig.
3) about the characteristics of ordering of the five measures.
For both examples (Figs. 3 and 8), because both DJS, Dk=2new , D
k=1
ncm
and Dk=2ncm have consistently returned sensible values, we give a score
of 5 to each of them in Table 3. Dk=1new appears to be often incompatible
with other measures in terms of ordering, we score Dk=1new 1.
5.2 London Underground Map (Criterion 9)
This survey was designed to collect some real-world data that reflects
the use of knowledge in viewing different London underground maps.
It involved sixteen surveyees, twelve at King’s College London (KCL)
and four at University of Oxford. Surveyees were interviewed individu-
ally in a setup as shown in Fig. 9. Each surveyee was asked to answer
12 questions using either a geographically-faithful map or a deformed
map, followed by two further questions about their familiarity of a
metro system and London. A £5 Amazon voucher was offered to each
surveyee as an appreciation of their effort and time. The survey sheets
and the full set of survey results are given in Appendix D.
Harry Beck first introduced geographically-deformed design of
the London underground maps in 1931. Today almost all metro
maps around the world adopt this design concept. Information-
theoretically, the transformation of a geographically-faithful map to
such a geographically-deformed map causes a significant loss of infor-
mation. Naturally, this affects some tasks more than others.
For example, the distances between stations on a deformed map
are not as useful as in a faithful map. The first four questions in the
survey asked surveyees to estimate how long it would take to walk (i)
from Charing Cross to Oxford Circus, (ii) from Temple and Leicester
Square, (iii) from Stanmore to Edgware, and (iv) from South Rulslip
to South Harrow. On the deformed map, the distances between the
four pairs of the stations are all about 50mm. On the faithful map,
the distances are (i) 21mm, (ii) 14mm, (iii) 31mm, and (iv) 53mm
respectively. According to the Google map, the estimated walk distance
and time are (i) 0.9 miles, 20 minutes; (ii) 0.8 miles, 17 minutes; (iii)
1.6 miles, 32 minutes; and (iv) 2.2 miles, 45 minutes respectively.
The average range of the estimations about the walk time by the 12
surveyees at KCL are: (i) 19.25 [8, 30], (ii) 19.67 [5, 30], (iii) 46.25
[10, 240], and (iv) 59.17 [20, 120] minutes. The estimations by the four
surveyees at Oxford are: (i) 16.25 [15, 20], (ii) 10 [5, 15], (iii) 37.25
[25, 60], and (iv) 33.75 [20, 60] minutes. The values correlate better
to the Google estimations than what would be implied by the similar
distances on the deformed map. Clearly some surveyees were using
some knowledge to make better inference.
Let Z be an alphabet of integers between 1 and 256. The range is
chosen partly to cover the range of the answers in the survey, and partly
to round up the maximum entropy Z to 8 bits. For each pair of stations,
we can define a PMF using a skew normal distribution peaked at the
Google estimation ξ . As an illustration, we coarsely approximate the
PMF as Q = {qi | 1≤ i≤ 256}, where
qi =

0.01/236 if 1≤ i≤ ξ −8 (wild guess)
0.026 if ξ −7≤ i≤ ξ −3 (close)
0.12 if ξ −2≤ i≤ ξ +2 (spot on)
0.026 if ξ +3≤ i≤ ξ +12 (close)
0.01/236 if ξ +13≤ i≤ 256 (wild guess)
Fig. 9. A survey for collecting data that reflects the use of some knowledge in viewing two types of London underground maps.
Using the same way in the previous case study, we can estimate the
divergence and the benefit of visualization for an answer in each range.
Recall our observation of the phenomenon in Section 5.1 that the
measurements by DJS, Dk=1new , D
k=2
new , D
k=1
ncm and D
k=2
ncm occupy different
ranges of values, with Dk=2new be the most generous in measuring the
benefit of visualization. With the entropy of the alphabet asH (Q)≈
3.6 bits and the maximum entropy being 8 bits, the benefit values
obtained for this example exhibit a similar but more compelling pattern:
Benefit for: DJS Dk=1new D
k=2
new D
k=1
ncm D
k=2
ncm
spot on −1.765 −0.418 0.287 −3.252 −2.585
close −3.266 −0.439 0.033 −3.815 −3.666
wild guess −3.963 −0.416 −0.017 −3.966 −3.965
Only Dk=2new has returned positive benefit values for spot on and close
answers. Since it is not intuitive to say that those surveyees who gave
good answers benefited from visualization negatively, clearly only the
measurements returned by Dk=2new are intuitive. In addition, the ordering
resulting from Dk=1new is again inconsistent with others.
For instance, surveyee P9, who has lived in a city with a metro
system for a period of 1-5 years and lived in London for several months,
made similarly good estimations about the walking time with both
types of underground maps. With one spot on answer and one close
answer under each condition, the estimated benefit on average is 0.160
bits if one uses Dk=2new and is negative if one uses any of the other four
measures. Meanwhile, surveyee P3, who has lived in a city with a
metro system for two months, provided all four answers in the wild
guess category, leading to negative benefit values by all five measures.
Similarly, among the first set of four questions in the survey, Ques-
tions 1 and 2 are about stations near KCL, and Questions 3 and 4 are
about stations more than 10 miles away from KCL. The local knowl-
edge of the surveyees from KCL clearly helped their answers. Among
the answers given by the twelve surveyees from KCL,
• For Question 1, four spot on, five close, and three wild guess —
the average benefit is −2.940 with DJS or 0.105 with Dk=2new .
• For Question 2, two spot on, nine close, and one wild guess —
the average benefit is −3.074 with DJS or 0.071 with Dk=2new .
• For Question 3, three close, and nine wild guess — the average
benefit is −3.789 with DJS or −0.005 with Dk=2new .
• For Question 4, two spot on, one close, and nine wild guess —
the average benefit is with −3.539 DJS or 0.038 with Dk=2new .
The average benefit values returned by Dk=1new , D
k=1
ncm , and D
k=2
ncm are
all negative for these four questions. Hence, unless Dk=2new is used, all
other measures would semantically imply that both types of the London
underground maps would have negative benefit. We therefore give
Dk=2new a 5 score and DJS, D
k=1
ncm , and D
k=2
ncm a 3 score each in Table 3.
We score Dk=1new 1 as it also exhibits an ordering issue.
When we consider answering each of Questions 1∼4 as performing
a visualization task, we can estimate the cost-benefit ratio of each pro-
cess. As the survey also collected the time used by each surveyee in
answering each question, the cost in Eq. 1 can be approximated with the
mean response time. For Questions 1∼4, the mean response times by
the surveyees at KCL are 9.27, 9.48, 14.65, and 11.40 seconds respec-
tively. Using the benefit values based on Dk=2new , the cost-benefit ratios
are thus 0.0113, 0.0075, -0.0003, and 0.0033 bits/second respectively.
While these values indicate the benefits of the local knowledge used
in answering Questions 1 and 2, they also indicate that when the local
knowledge is absent in the case of Questions 3 and 4, the deformed
map (i.e., Question 3) is less cost-beneficial.
6 CONCLUSIONS
In this paper, we have considered the need to improve the mathematical
formulation of an information-theoretic measure for analyzing the cost-
benefit of visualization as well as other processes in a data intelligence
workflow [11]. The concern about the original measure is its unbounded
term based on the KL-divergence. We have obtained a proof that as long
as the input and output alphabets of a process have a finite number of
letters, the divergence measure used in the cost-benefit formula should
be bounded.
We have considered a number of bounded measures to replace the
unbounded term, including a new divergence measure Dknew and its
variant Dkncm. We have conducted multi-criteria decision analysis to
select the best measure among these candidates. In particular, we
have used visualization to aid the observation of the mathematical
properties of the candidate measures, assisting in the analysis of four
criteria. We have conducted two case studies, both in the form of
surveys. One consists of questions about volume visualizations, while
the other features visualization tasks performed in conjunction with
two types of London Underground maps. The case studies allowed us
to test some most promising candidate measures with the real world
data collected in the two surveys, providing important evidence to two
important aspects of the multi-criteria analysis. From Table 3, we can
observe the process of narrowing down from eight candidate measures
to five measures, and then to one. Taking the importance of the criteria
into account, we consider that candidate Dknew(k = 2) is ahead of DJS,
critically because DJS often yields negative benefit values even when
the benefit of visualization is clearly there. We therefore propose to
revise the original cost-benefit ratio in [11] to the following:
Benefit
Cost
=
Alphabet Compression−Potential Distortion
Cost
=
H (Zi)−H (Zi+1)−Hmax(Zi)D2new(Z′i||Zi)
Cost
(13)
This cost-benefit measure was developed in the field of visualization,
for optimizing visualization processes and visual analytics workflows.
It is now being improved by using visual analysis and with the sur-
vey data collected in the context of visualization applications. We
would like to continue our theoretical investigation into the mathemat-
ical properties of the new divergence measure. Meanwhile, having a
bounded cost-benefit measure offers many new opportunities of devel-
oping tools for aiding the measurement and using such tools in practical
applications, especially in visualization and visual analytics.
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A EXPLANATION OF THE ORIGINAL COST-BENEFIT MEASURE
This appendix contains an extraction from a previous publication [7],
which provides a relatively concise but informative description of the
cost-benefit ratio proposed in [11]. The inclusion of this is to minimize
the readers’ effort to locate such an explanation. The extraction has
been slightly modified. In addition, at the end of this appendix, we
provide a relatively informal and somehow conversational discussion
about using this measure to explain why visualization is useful.
Chen and Golan introduced an information-theoretic metric for mea-
suring the cost-benefit ratio of a visual analytics (VA) workflow or any
of its component processes [11]. The metric consists of three funda-
mental measures that are abstract representations of a variety of quali-
tative and quantitative criteria used in practice, including operational
requirements (e.g., accuracy, speed, errors, uncertainty, provenance, au-
tomation), analytical capability (e.g., filtering, clustering, classification,
summarization), cognitive capabilities (e.g., memorization, learning,
context-awareness, confidence), and so on. The abstraction results in a
metric with the desirable mathematical simplicity [11]. The qualitative
form of the metric is as follows:
Benefit
Cost
=
Alphabet Compression−Potential Distortion
Cost
(14)
The metric describes the trade-off among the three measures:
• Alphabet Compression (AC) measures the amount of entropy re-
duction (or information loss) achieved by a process. As it was
noticed in [11], most visual analytics processes (e.g., statistical
aggregation, sorting, clustering, visual mapping, and interaction),
feature many-to-one mappings from input to output, hence losing
information. Although information loss is commonly regarded
harmful, it cannot be all bad if it is a general trend of VA work-
flows. Thus the cost-benefit metric makes AC a positive compo-
nent.
• Potential Distortion (PD) balances the positive nature of AC by
measuring the errors typically due to information loss. Instead
of measuring mapping errors using some third party metrics,
PD measures the potential distortion when one reconstructs in-
puts from outputs. The measurement takes into account humans’
knowledge that can be used to improve the reconstruction pro-
cesses. For example, given an average mark of 62%, the teacher
who taught the class can normally guess the distribution of the
marks among the students better than an arbitrary person.
• Cost (Ct) of the forward transformation from input to output and
the inverse transformation of reconstruction provides a further
balancing factor in the cost-benefit metric in addition to the trade-
off between AC and PD. In practice, one may measure the cost
using time or a monetary measurement.
Why is visualization useful? There have been many arguments about
why visualization is useful. Streeb et al. collected a large number
of arguments and found many arguments are in conflict with each
other [41]. Chen and Edwards presented an overview of schools of
thought in the field of visualization, and showed that the “why” question
is a bone of major contention [8].
The most common argument about “why” question is because vi-
sualization offers insight or helps humans to gain insight. When this
argument is used outside the visualization community, there are often
counter-arguments that statistics and algorithms can offer insight auto-
matically and often with better accuracy and efficiency. There are also
concerns that visualization may mislead viewers, which cast further
doubts about the usefulness of visualization, while leading to a related
argument that “visualization must be accurate” in order for it to be
useful. The accuracy argument itself is not bullet-proof since there are
many types of uncertainty in a visualization process, from uncertainty
in data, to that caused by visual mapping, and to that during perception
and cognition [18]. Nevertheless, it is easier to postulate that visualiza-
tion must be accurate, as it seems to be counter-intuitive to condone
the idea that “visualization can be inaccurate,” not mentioning the idea
of “visualization is normally inaccurate,” or “visualization should be
inaccurate.”
The word “inaccurate” is itself an abstraction of many different types
of inaccuracy. Misrepresentation truth is a type of inaccuracy. Such
acts are mostly wrong, but some (such as wordplay and sarcasm) may
cause less harm. Converting a student’s mark in the range of [0, 100]
to the range of [A, B, C, D, E, F] is another type of inaccuracy. This is
a common practice, and must be useful. From an information-theoretic
perspective, these two types of inaccuracy are information loss.
In their paper [11], Chen and Golan observed that statistics and
algorithms usually lose more information than visualization. Hence,
this provides the first hint about the usefulness of visualization. They
also noticed that like wordplay and sarcasm, the harm of information
loss can be alleviated by knowledge. For someone who can understand
a workplay (e.g., a pun) or can sense a sarcastic comment, the misrep-
resentation can be corrected by that person at the receiving end. This
provides the second hint about the usefulness of visualization because
any “misrepresentation” in visualization may be corrected by a viewer
with appropriate knowledge.
On the other hand, statistics and algorithms are also useful, and some-
times more useful than visualization. Because statistics and algorithms
usually cause more information loss, some aspects of information loss
must be useful. One important merit of losing information in one pro-
cess is that the succeeding process has less information to handle, and
thus incurs less cost. This is why Chen and Golan divided informa-
tion loss into two components, a positive component called alphabet
compression and a negative component called potential distortion [11].
The positive component explains why statistics, algorithms, visu-
alization, and interaction are useful because they all lose information.
The negative component explains why they are sometimes less useful
because information loss may cause distortion during information re-
construction. Both components are moderated by the cost of a process
(i.e., statistics, algorithms, visualization, or interaction) in losing in-
formation and reconstructing the original information. Hence, given
a dataset, the best visualization is the one that loses most information
while causing the least distortion. This also explains why visual ab-
straction is effective when the viewers have adequate knowledge to
reconstruct the lost information and may not be effective otherwise [45].
The central thesis by Chen and Golan [11] may appear to be counter-
intuitive to many as it suggests “inaccuracy is a good thing”, partly
because the word “inaccuracy” is an abstraction of many meanings and
itself features information loss. Perhaps the reason for the conventional
wisdom is that it is relatively easy to think that “visualization must
be accurate”. To a very small extent, this is a bit like the easiness to
think “the earth is flat” a few centuries ago, because the evidence for
supporting that wisdom was available everywhere, right in front of
everyone at that time. Once we step outside the field of visualization,
we can see the phenomena of inaccuracy everywhere, in statistics and
algorithms as well as in visualization and interaction. All these suggest
that “the earth may not be flat,” or “inaccuracy can be a good thing.”
In summary, the cost-benefit measure by Chen and Golan [11] ex-
plains that when visualization is useful, it is because visualization has
a better trade-off than simply reading the data, simply using statistics
alone, or simply relying on algorithms alone. The ways to achieve a
better trade-off include: (i) visualization may lose some information
to reduce the human cost in observing and analyzing the data, (ii) it
may lose some information since the viewers have adequate knowledge
to recover such information or can acquire such knowledge at a lower
cost, (iii) it may preserve some information because it reduces the
reconstruction distortion in the current and/or succeeding processes,
and (iv) it may preserve some information because the viewers do not
have adequate knowledge to reconstruct such information or it would
cost too much to acquire such knowledge.
B FORMULAE OF THE BASIC AND RELEVANT INFORMATION-
THEORETIC MEASURES
This section is included for self-containment. Some readers who have
the essential knowledge of probability theory but are unfamiliar with
information theory may find these formulas useful.
Let Z= {z1,z2, . . . ,zn} be an alphabet and zi be one of its letters. Z
is associated with a probability distribution or probability mass function
(PMF) P(Z) = {p1, p2, . . . , pn} such that pi = p(zi)≥ 0 and ∑n1 pi = 1.
The Shannon Entropy of Z is:
H (Z) =H (P) =−
n
∑
i=1
pi log2 pi (unit: bit)
Here we use base 2 logarithm as the unit of bit is more intuitive in
context of computer science and data science.
An alphabet Z may have different PMFs in different conditions. Let
P and Q be such PMFs. The KL-Divergence DKL(P||Q) describes the
difference between the two PMFs in bits:
DKL(P||Q) =
n
∑
i=1
pi log2
pi
qi
(unit: bit)
DKL(P||Q) is referred as the divergence of P from Q. This is not a
metric since DKL(P||Q)≡DKL(Q||P) cannot be assured.
Related to the above two measures, Cross Entropy is defined as:
H (P,Q) =H (P)+DKL(P||Q) =−
n
∑
i=1
pi log2 qi (unit: bit)
Sometimes, one may consider Z as two alphabets Za and Zb with the
same ordered set of letters but two different PMFs. In such case, one
may denote the KL-Divergence as DKL(Za||Zb), and the cross entropy
asH (Za,Zb).
C CONCEPTUAL BOUNDEDNESS OF HCE(P,Q) AND DKL
For readers who are not familiar with information-theoretic notations
and measures, it is helpful to read Appendix B first. According to the
mathematical definition of cross entropy:
H (P,Q) =−
n
∑
i=1
pi log2 qi =
n
∑
i=1
pi log2
1
qi
(15)
H (P,Q) is of course unbounded. When qi→ 0, we have log2 1qi → ∞.
As long as pi 6= 0 and is independent of qi,H (P,Q)→ ∞. Hence the
discussion in this appendix is not about a literal proof that H (P,Q)
is unbounded when this mathematical formula is applied without any
change. It is about that the concept of cross entropy implies that it
should be bounded when n is a finite number.
Definition 1. Given an alphabet Z with a true PMF P, cross-entropy
H (P,Q) is the average number of bits required when encoding Z with
an alternative PMF Q.
This is a widely-accepted and used definition of cross-entropy in
the literature of information theory. The concept can be observed
from the formula of Eq. 15, where log2(1/qi) is considered as the
mathematically-supposed length of a codeword that is used to encode
letter zi ∈ Z with a probability value qi ∈ Q. Because ∑ni=1 pi = 1,
H (P,Q) is thus the weighted or probabilistic average length of the
codewords for all letters in Z.
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(a) a wasteful binary tree (b) the most unbalanced binary tree 
Fig. 10. Two examples of binary codes illustrated as binary trees.
Here a codeword is the digital representation of a letter in an alphabet.
A code is a collection of the codewords for all letters in an alphabet. In
communication and computer science, we usually use binary codes as
digital representations for alphabets, such as ASCII code and variable-
length codes.
However, when a letter zi ∈ Z is given a probability value qi, it is not
necessary for zi to be encoded using a codeword of length log2(1/qi)
bits, or more precisely, the nearest integer above or equal to it, i.e.,
dlog2(1/qi)e bits, since a binary codeword cannot have fractional bits
digitally. For example, consider a simple alphabet Z = {z1,z2}. Re-
gardless what PMF is associated with Z, Z can always be encoded with
a 1-bit code, e.g., codeword 0 for z1 and codeword 1 for z2, as long
as neither of the two probability values in P is zero, i.e., p1 6= 0 and
p2 6= 0. However, if we had followed Eq. 15 literally, we would have
created codes similar to the following examples:
• if P = { 12 , 12}, codeword 0 for z1 and codeword 1 for z2;
• if P = { 34 , 14}, codeword 0 for z1 and codeword 10 for z2;
• · · ·
• if P = { 6364 , 164}, codeword 0 for z1 and codeword 111111 for z2;
• · · ·
As shown in Fig. 10(a), such a code is very wasteful. Hence, in
practice, encoding Z according to Eq. 15 literally is not desirable. Note
that the discussion about encoding is normally conducted in conjunction
with the Shannon entropy. Here we use the cross entropy formula for
our discussion to avoid a deviation from the flow of reasoning.
Let Z be an alphabet with a finite number of letters, {z1,z2, . . . ,zn},
and Z is associated with a PMF, Q, such that:
q(zn) = ε, (where 0 < ε < 2−(n−1)),
q(zn−1) = (1− ε)2−(n−1),
q(zn−2) = (1− ε)2−(n−2),
· · ·
q(z2) = (1− ε)2−2,
q(z1) = (1− ε)2−1 +(1− ε)2−(n−1).
(16)
We can encode this alphabet using the Huffman encoding that is a
practical binary coding scheme and adheres the principle to obtain a
code with the Shannon entropy as the average length of codewords [32].
Entropy coding is designed to minimize the average number of bits
per letter when one transmits a “very long” sequence of letters in the
alphabet over a communication channel. Here the phrase “very long”
implies that the string exhibits the above PMF Q (Eq. 16). In other
words, given an alphabet Z and a PMF Q, the Huffman encoding
algorithm creates an optimal code with the lowest average length of
codewords when the code is used to transmit a “very long” sequence of
letters in Z. One example of such a code for the above PMF Q is:
z1 : 0, z2 : 10, z3 : 110
· · ·
zn−1 : 111 . . .10 (with n−2 “1”s and one “0”)
zn : 111 . . .11 (with n−1 “1”s and no “0”)
(17)
Fig. 10(b) shows illustrates such a code using a binary tree. In this way,
zn, which has the smallest probability value, will always be assigned a
codeword with the maximum length of n−1.
Lemma 1. Let Z be an alphabet with n letters and Z is associated with
a PMF P. If Z is encoded using the aforementioned entropy coding, the
maximum length of any codeword for zi ∈ Z is always ≤ n−1.
We can prove this lemma by confirming that when one creates a bi-
nary code for an n-letter alphabet Z, the binary tree shown in Fig. 10(b)
is the worst unbalanced tree without any wasteful leaf nodes. Visually,
we can observe that the two letters with the lowest values always share
the lowest internal node as their parent node. The remaining n− 2
letters are to be hung on the rest binary subtree. Because the subtree is
not allowed to waste leaf space, the n−2 leaf nodes can be comfortably
hung on the root and up to n−3 internal node. A formal proof can be
obtained using induction. For details, readers may find Golin’s lecture
notes useful [21]. See also [17] for related mathematical theorems.
Theorem 1. Let Z be an alphabet with a finite number of letters and
Z is associated with two PMFs, P and Q. With the Huffman encoding,
conceptually the cross entropyH (P,Q) should be bounded.
Let n be the number of letters in Z. According to Lemma 1, when
Z is encoded in conjunction with PMF Q using the Huffman encoding,
the maximum codeword length is ≤ n−1. In other words, in the worst
case scenario, there is letter zk ∈ Z that has the lowest probability value
qk, i.e., qk ≤ q j∀ j = 1,2, . . .n and j 6= k. With the Huffman encoding,
zk will be encoded with the longest codeword of up to n−1 bits.
According to Definition 1, there is a true PMF P. Let L(zi,qi) be
the codeword length of zi ∈ Z determined by the Huffman encoding.
We can write a conceptual cross entropy formula as:
H (P,Q) =
n
∑
i=1
pi ·L(zi,qi)≤
n
∑
i=1
pi ·L(zk,qk)≤ n−1
where qk is the lowest probability value in Q and zk is encoded with a
codeword of up to n−1 bits (i.e., L(zk,qk)≤ n−1). Hence conceptually
H (P,Q) is bounded by n−1 if the Huffman encoding is used. Since
we can find a bounded solution for any n-letter alphabet with any PMF,
the claim of unboundedness has been falsified. 
Corollary 1. Let Z be an alphabet with a finite number of letters and
Z is associated with two PMFs, P and Q. With the Huffman encoding,
conceptually the KL-divergence DKL(P‖Q) should be bounded.
For an alphabetZwith a finite number of letters, the Shannon entropy
H (P) is bounded regardless any PMF P. The upper bound ofH (P)
is log2 n, where n is the number of letters in Z. Since we have
H (P,Q) =H (P)+DKL(P||Q)
DKL(P||Q) =H (P,Q)−H (P)
using Theorem 1, we can infer that with the Huffman encoding, con-
ceptually DKL(P||Q) is also bounded. 
Further discussion. The code created using Huffman encoding is also
considered to be optimal for source coding (i.e., assuming without the
need for error correction and detection). A formal proof can be found
in [21].
Let Z be an n-letter alphabet, and Q be its associated PMF. When
we use the Shannon entropy to determine the length of each codeword
mathematically, we have:
L(zi,qi) = dlog2
1
qi
e, zi ∈ Z,qi ∈ Q
As we showed before, the length of a codeword can be infinitely long if
qi→ 0. Huffman encoding makes the length finite as long as n is finite.
This difference between the mathematically-literal entropy encoding
and Huffman encoding is important to our proof that conceptually
H (P,Q) and DKL(P‖Q) are bounded.
However, we should not draw a conclusion that there is much dif-
ference between the communication efficiency gained based on the
mathematically-literal entropy encoding and that gained using the Huff-
man encoding. In fact, in terms of the average length of codewords,
they differ by less than one bit since both lie between H (Q) and
H (Q)+ 1 [17], although their difference in terms of the maximum
length of individual letters can be very different.
For example, if Z is a two-letter alphabet, and its PMF Q is
{0.999,0.001}, the Huffman encoding results in a code with one bit for
each letter, while the mathematically-literal entropy encoding results in
1 bit for z1 ∈ Z and 10 bits for z2 ∈ Z. The probabilistic average length
of the two codewords, which indicate the communication efficiency, is
1 bit for the Huffman encoding, and 1.009 bits for the mathematically-
literal entropy encoding, while the entropy H (Q) is 0.0114 bits. As
predicted, 0.0114 < 1 < 1.009 < 1.0114.
Consider another example with a five-letter alphabet and Q =
{0.45,0.20,0.15,0.15,0.05}. The mathematically-literal entropy en-
coding assigns five codewords with lengths of {2,3,3,3,5}, while the
Huffman encoding assigns codewords with lengths of {1,3,3,3,3}.
The probabilistic average length of the former is 2.65, while that of
the Huffman encoding is 2.1, while the entropyH (Q) is 2.0999. As
predicted, 2.0999 < 2.1 < 2.65 < 3.0999.
D SURVEY RESULTS OF USEFUL KNOWLEDGE IN VOLUME VI-
SUALIZATION
This survey consists of eight questions presented as slides. The ques-
tionnaire is given as part of the supplementary materials. The ten
surveyees are primarily colleagues from the UK, Spain, and the USA.
They include doctors and experts of medical imaging and visualization,
as well as several persons who are not familiar with the technologies
of medical imaging and data visualization. Table 4 summarizes the
answers from these ten surveyees.
There is also a late-returned survey form that was not included in
the analysis. As a record, the answers in this survey form are: 1: c, 2:
d, 3: (D), 4: a, 5: (a), 6: (A), 7: (c), 8: (B), 9: 5, 10: 4. The upper case
letters (always in brackets) are the most appropriate answers, while
the lower case letters with brackets are acceptable answers as they are
correct in some circumstances. The lower case letters without brackets
are incorrect answers.
E SURVEY RESULTS OF USEFUL KNOWLEDGE IN VIEWING
LONDON UNDERGROUND MAPS
Figures 11, 12, and 13 show the questionnaire used in the survey about
two types of London Underground maps. Table 5 summarizes the data
from the answers by the 12 surveyees at King’s College London, while
Table 6 summarizes the data from the answers by the four surveyees at
University Oxford.
In Section 5.2, we have discussed Questions 1∼4 in some detail. In
the survey, Questions 5∼8 constitute the second set. Each question
asks surveyees to first identify two stations along a given underground
line, and then determine how many stops between the two stations. All
surveyees identified the stations correctly for all four questions, and
most have also counted the stops correctly. In general, for each of these
cases, one can establish an alphabet of all possible answers in a way
similar to the example of walking distances. However, we have not
observed any interesting correlation between the correctness and the
surveyees’ knowledge about metro systems or London.
Table 4. The answers by ten surveyees to the questions in the volume visualization survey. The surveyees are ordered from left to right according
to their own ranking about their knowledge of volume visualization. Correct answers are indicated by letters in brackets. The upper case letters
(always in brackets) are the most appropriate answers, while the lower case letters with brackets are acceptable answers as they are correct in some
circumstances. The lower case letters without brackets are incorrect answers.
Surveyee’s ID
Questions (with correct answers in brackets) S1 S2 S3 S4 S5 S6 S7 S8 P9 P10
1. Use of different transfer functions (D), dataset: Carp (D) (D) (D) (D) (D) c b (D) a c
2. Use of translucency in volume rendering (C), dataset: Engine Block (C) (C) (C) (C) (C) (C) (C) (C) d (C)
3. Omission of voxels of soft tissue and muscle (D), dataset: CT head (D) (D) (D) (D) b b a (D) a (D)
4. sharp objects in volume-rendered CT data (C), dataset: CT head (C) (C) a (C) a b d b b b
5. Loss of 3D information with MIP (B, a), dataset: Aneurism (a) (B) (a) (a) (a) (a) D (a) (a) (a)
6. Use of volume deformation (A), dataset: CT head (A) (A) b (A) (A) b b (A) b b
7. Toe nails in non-photo-realistic volume rendering (B, c): dataset: Foot (c) (c) (c) (B) (c) (B) (B) (B) (B) (c)
8. Noise in non-photo-realistic volume rendering (B): dataset: Foot (B) (B) (B) (B) (B) (B) a (B) c (B)
9. Knowledge about 3D medical imaging technology [1 lowest. 5 highest] 4 3 4 5 3 3 3 3 2 1
10. Knowledge about volume rendering techniques [1 lowest. 5 highest] 5 5 4-5 4 4 3 3 3 2 1
Survey Questions for the London Underground Study 
 
Participant’s Anonymised ID:  Time and Date:  
 
Survey Coordinator’s ID:  Survey Location:  
 
Q1. Please use the Conventional London Underground Map to answer this question as accurately as 
possible. 
Consider these two stations, Charing Cross and Oxford Circus (as indicated by blue arrows on the 
map). Estimate how long it would take (in minutes) for an ordinary healthy adult to walk from 
Charing Cross to Oxford Circus. 
 
How Long (mins)?  Response Time (mins & secs):  
 
 
Q2. Please use the Other London Underground Map to answer this question as accurately as 
possible. 
Consider these two stations, Temple and Leicester Square (as indicated by blue arrows on the map). 
Estimate how long it would take for an ordinary healthy adult to walk from Temple to Leicester 
Square. 
 
How Long (mins)?  Response Time (mins & secs):  
 
 
Q3. Please use the Conventional London Underground Map to answer this question as accurately as 
possible. 
Consider these two stations, Stanmore and Edgware (as indicated by red arrows on the map). 
Estimate how long it would take (in minutes) for an ordinary healthy adult to walk from Stanmore to 
Edgware. 
 
How Long (mins)?  Response Time (mins & secs):  
 
 
Q4. Please use the Other London Underground Map to answer this question as accurately as 
possible. 
Consider these two stations, South Rulslip and South Harrow (as indicated by red arrows on the 
map). Estimate how long it would take for an ordinary healthy adult to walk from South Rulslip to 
South Harrow. 
 
How Long (mins)?  Response Time (mins & secs):  
 
  
Fig. 11. London underground survey: question sheet 1 (out of 3).
With the third set of four questions, each questions asks surveyees to
identify the closest station for changing between two given stations on
different lines. All surveyees identified the changing stations correctly
for all questions.
The design of Questions 5∼12 was also intended to collect data that
might differentiate the deformed map from the faithful map in terms
of the time required for answering questions. As shown in Figure 14,
the questions were paired, such that the two questions feature the same
level of difficulties. Although the comparison seems to suggest that the
faithful map might have some advantage in the setting of this survey,
we cannot be certain about this observation as the sample size is not
large enough. In general, we cannot draw any meaningful conclusion
about the cost in terms of time. We hope to collect more real world
data about the timing cost of visualization processes for making further
advances in applying information theory to visualization.
Meanwhile, we consider that the space cost is valid considera-
tion. While both maps have a similar size (i.e., deformed map:
850mm×580mm, faithful map: 840mm×595mm), their font sizes
for station labels are very different. For long station names, “High
Q5. Please use the Conventional London Underground Map to answer this question as quickly as 
possible. 
(a) Where are station Russell Square and station Barons Court on the Piccadilly line (navy colour 
or dark blue)? 
(b) How many stops between Russell Square and Barons Court (excluding the source and 
destination, i.e., Russell Square and Barons Court)? 
 
(a) Response Time (mins & secs), first station:  total:  
 
(b) How many stops?  Response Time (mins & secs):  
 
 
Q6. Please use the Other London Underground Map to answer this question as quickly as possible. 
(a) Where are station Piccadilly Circus and station Queen’s Park on the Bakerloo line (brown 
colour)? 
(b) How many stops between Piccadilly Circus and Queen’s Park (excluding the source and 
destination, i.e., Piccadilly Circus and Queen’s Park)? 
 
(a) Response Time (mins & secs), first station:  total:  
 
(b) How many stops?  Response Time (mins & secs):  
 
 
Q7. Please use the Conventional London Underground Map to answer this question as quickly as 
possible. 
(a) Where are station Richmond and station West Kensington on the District line (green colour)? 
(b) How many stops between Richmond and West Kensington (excluding Richmond and West 
Kensington)? 
 
(a) Response Time (mins & secs), first station:  total:  
 
(b) How many stops?  Response Time (mins & secs):  
 
 
Q8. Please use the Other London Underground Map to answer this question as quickly as possible. 
(a) Where are station Epping and station Snaresbrook on the Central line (red colour)? 
(b) How many stops between Epping and Snaresbrook (excluding Epping and Snaresbrook)? 
 
(a) Response Time (mins & secs), first station:  total:  
 
(b) How many stops?  Response Time (mins & secs):  
 
 
  
Fig. 12. London underground survey: question sheet 2 (out of 3).
Street Kensington” and “Totteridge & Whetstone”, the labels on the
deformed map are of 35mm and 37mm in length, while those on the
faithful map are of 17mm and 18mm long. Taking the height into
account, the space used for station labels in the deformed map is about
four times of that in the faithful map. In other worlds, if the faithful
map were to display its labels with the same font size, the cost of the
space would be four times of that of the deformed map.
Table 5. The answers by twelve surveyees at King’s College London to the questions in the London underground survey.
Surveyee’s ID
Questions P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 mean
Q1: answer (min.) 8 30 12 16 20 15 10 30 20 20 20 30 19.25
time (sec.) 06.22 07.66 09.78 11.66 03.72 04.85 08.85 21.12 12.72 11.22 03.38 10.06 09.27
Q2: answer (min.) 15 30 5 22 15 14 20 20 25 25 25 20 19.67
time (sec.) 10.25 09.78 06.44 09.29 12.12 06.09 17.28 06.75 12.31 06.85 06.03 10.56 09.48
Q3: answer (min.) 20 45 10 70 20 20 20 35 25 30 20 240 46.25
time (sec.) 19.43 13.37 10.06 09.25 14.06 10.84 12.46 19.03 11.50 16.09 11.28 28.41 14.65
Q4: answer (min.) 60 60 35 100 30 20 45 35 45 120 40 120 59.17
time (sec.) 11.31 10.62 10.56 12.47 08.21 07.15 18.72 08.91 08.06 12.62 03.88 24.19 11.39
Q5: time 1 (sec.) 22.15 01.75 07.25 03.78 14.25 37.68 06.63 13.75 19.41 06.47 03.41 34.97 14.29
time 2 (sec.) 24.22 08.28 17.94 05.60 17.94 57.99 21.76 20.50 27.16 13.24 22.66 40.88 23.18
answer (10) 10 10 10 9 10 10 10 10 9 10 10 10
time (sec.) 06.13 28.81 08.35 06.22 09.06 06.35 09.93 12.69 10.47 05.54 08.66 27.75 11.66
Q6: time 1 (sec.) 02.43 08.28 01.97 08.87 05.06 02.84 06.97 10.15 18.10 21.53 03.00 07.40 08.05
time 2 (sec.) 12.99 27.69 04.81 10.31 15.97 04.65 17.56 16.31 20.25 24.69 15.34 20.68 15.94
answer (9) 9 10 9 9 4 9 9 9 8 9 9 9
time (sec.) 07.50 06.53 04.44 16.53 19.41 05.06 13.47 07.03 12.44 04.78 07.91 16.34 10.12
Q7: time 1 (sec.) 17.37 08.56 01.34 03.16 08.12 01.25 21.75 15.56 02.81 07.84 02.22 46.72 11.39
time 2 (sec.) 17.38 13.15 02.34 03.70 08.81 02.25 22.75 26.00 17.97 10.37 03.18 47.75 14.64
answer (7) 7 7 7 7 6 7 7 7 6 7 7 7
time (sec.) 07.53 06.34 03.47 03.87 02.75 04.09 02.16 04.94 26.88 05.31 06.63 12.84 07.23
Q8: time 1 (sec.) 12.00 08.50 06.09 02.88 08.62 14.78 19.12 08.53 12.50 10.22 12.50 20.00 11.31
time 2 (sec.) 13.44 10.78 23.37 09.29 13.03 36.34 23.55 09.50 13.53 10.23 32.44 22.60 18.18
answer (6) 6 6 6 6 6 6 6 6 6 6 6 6
time (sec.) 02.62 05.94 02.15 04.09 04.94 07.06 07.50 04.90 04.37 04.53 05.47 09.43 05.25
Q9: answer (P) P P P P P P P P P P P P
time (sec.) 35.78 02.87 07.40 13.03 06.97 52.15 13.56 02.16 08.13 09.06 01.93 08.44 13.46
Q10: answer (LB) LB LB LB LB LB LB LB LB LB LB LB LB
time (sec.) 05.50 03.13 12.04 14.97 07.00 26.38 11.31 03.38 06.75 07.47 06.50 09.82 09.52
Q11: answer (WP) WP WP WP WP WP WP WP WP WP WP WP WP
time (sec.) 06.07 05.35 07.72 05.00 04.32 23.72 05.25 03.07 10.66 05.37 02.94 17.37 08.07
Q12: answer (FP) FP FP FP FP FP FP FP FP FP FP FP FP
time (sec.) 05.16 02.56 11.78 08.62 03.60 19.72 11.28 03.94 20.72 01.56 02.50 06.84 08.19
live in metro city >5yr >5yr mths 1-5yr >5yr 1-5yr weeks >5yr 1-5yr >5yr mths mths
live in London >5yr >5yr mths 1-5yr 1-5yr mths mths mths mths mths mths mths
Q9. Please use the Conventional London Underground Map to answer this question as quickly as 
possible. 
Consider these two stations, Ladbroke Grove on the Circle line and North Wembley on the 
Bakerloo line (as indicated by yellow arrows on the map). Find the closest station for changing 
between Ladbroke Grove and North Wembley. 
 
Where to change?  Response Time (mins & secs):  
 
 
Q10. Please use the Other London Underground Map to answer this question as quickly as 
possible. 
Consider these two stations, Old Street on the Northern line and Canada Water on the Jubilee line 
(as indicated by yellow arrows on the map). Find the closest station for changing between Old 
Street and Canada Water. 
 
Where to change?  Response Time (mins & secs):  
 
 
Q11. Please use the Conventional London Underground Map to answer this question as quickly 
as possible. 
Consider these two stations, Watford on the Metropolitan line and Stanmore on the Jubilee line (as 
indicated by green arrows on the map). Find the closest station for changing between Watford and 
Stanmore. 
 
Where to change?  Response Time (mins & secs):  
 
 
Q12. Please use the Other London Underground Map to answer this question as quickly as 
possible. 
Consider these two stations, Cockfosters on the Piccadilly line and Walthamstow Central on the 
Victoria line (as indicated by green arrows on the map). Find the closest station for changing 
between Cockfosters and Walthamstow Central . 
 
Where to change?  Response Time (mins & secs):  
 
 
 
 
How long have you lived or stayed in a city with a metro/underground system? 
 
  a. Never   b. a few days   c. a few weeks 
  d. a few months   e. between 1 and 5 years   f. more than 5 years 
 
How long have you lived or stayed in London? 
 
  a. Never   b. a few days   c. a few weeks 
  d. a few months   e. between 1 and 5 years   f. more than 5 years 
 
Fig. 13. London underground survey: question sheet 3 (out of 3).
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Fig. 14. The average time used by surveyees for answering each of the
12 questions. The data does not indicate any significant advantage of
using the geographically-deformed map.
Table 6. The answers by four surveyees at University of Oxford to the
questions in the London underground survey.
Surveyee’s ID
Questions P13 P14 P15 P16 mean
Q1: answer (min.) 15 20 15 15 16.25
time (sec.) 11.81 18.52 08.18 07.63 11.52
Q2: answer (min.) 5 5 15 15 10.00
time (sec.) 11.10 02.46 13.77 10.94 09.57
Q3: answer (min.) 35 60 30 25 37.50
time (sec.) 21.91 16.11 10.08 22.53 17.66
Q4: answer (min.) 20 30 60 25 33.75
time (sec.) 13.28 16.21 08.71 18.87 14.27
Q5: time 1 (sec.) 17.72 07.35 17.22 09.25 12.89
time 2 (sec.) 21.06 17.00 19.04 12.37 17.37
answer (10) 10 8 10 10
time (sec.) 04.82 02.45 02.96 15.57 06.45
Q6: time 1 (sec.) 35.04 38.12 11.29 07.55 23.00
time 2 (sec.) 45.60 41.32 20.23 40.12 36.82
answer (9) 9 10 9 8
time (sec.) 03.82 13.57 08.15 34.32 14.97
Q7: time 1 (sec.) 01.05 02.39 09.55 11.19 06.05
time 2 (sec.) 02.15 05.45 09.58 13.47 07.66
answer (7) 10 6 7 7
time (sec.) 01.06 01.60 02.51 14.06 04.81
Q8: time 1 (sec.) 08.74 26.14 20.37 15.01 17.57
time 2 (sec.) 16.50 30.55 27.01 17.91 22.99
answer (6) 6 6 6 6
time (sec.) 09.30 03.00 02.11 04.94 04.48
Q9: answer (P) P P P P
time (sec.) 05.96 09.38 04.56 05.16 06.27
Q10: answer (LB) LB LB LB LB
time (sec.) 12.74 07.77 01.30 09.94 07.94
Q11: answer (WP) WP WP WP WP
time (sec.) 09.84 04.43 03.39 07.18 06.21
Q12: answer (FP) FP FP FP FP
time (sec.) 06.22 10.46 06.78 05.10 07.14
live in metro city never days days days
live in London never days days days
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31 March 2020 
 
Dear SciVis co-chairs, IPC members, and Reviewers, 
 
Bounded Measure for Estimating the Benefit of Visualization 
Min Chen, Mateu Sbert, Alfie Abdul-Rahman, and Deborah Silver 
 
The original version of this paper was submitted to EuroVis 2020, the paper received scores (5, 4.5, 2.5, 2). 
The co-chairs recommended for the paper to be resubmitted to CGF after a major revision (i.e., fast track). 
Unfortunately, the first author was an editor-in-chief of CGF until January 2020 and still has administrative 
access to the CGF review system. Hence it will not be possible for CGF to arrange a confidential review 
process for this paper. 
 This paper is on the topic of theories of visualization, which is covered by all three VIS conferences. 
The previous VIS papers that featured information theory were mostly presented in SciVis (e.g., Chen and 
Jänicke 2010, Xu et al. 2010, Ruiz et al. 2011, Biswas, et al. 2013), while some others in InfoVis and VAST 
(e.g., at InfoVis and Chen et al. 2019 at VAST), both of which featured less mathematical formulas than 
those in SciVis. We thus consider that SciVis may be most appropriate venue for review this work. In 
addition, one of the two main case studies in this work is volume visualization, which has historically been a 
main subject of SciVis. 
 The authors are hugely thankful to the positive comments by Reviewer 2 (coordinator) and 
Reviewer 1. It is also very assuring that the reviews did not raise any issues that would undermine the 
mathematical correctness of this work. 
 The original EuroVis2020 version of the paper, reviews, and authors’ short feedback are available at 
https://arxiv.org/abs/2002.05282. 
 
Yours sincerely, 
Min Chen on behalf of all authors 
 
 
Coordinator (R2): Summary Review: 
 
1. Ensure that the paper is sufficiently interpretable even if readers are not intrinsically familiar with 
the previous work on the subject. 
 
 Clarification and Action: This requirement relates to the question about how easy to understand the 
central thesis and the cost-benefit measure presented in Chen and Golan’s 2016 TVCG paper. In case 
that some reviewers are not familiar with this, here we give an informal description about the central 
thesis, which was never explicitly mentioned out of respect for many colleagues who have promoted 
the wisdom that “visualization must be accurate”. As we know, this wisdom is deeply embedded in 
the doctrine of visualization, e.g., Tufte’s books, the Vis Lies events, and so on. The InfoVis paper by 
Kindlmann and Scheidegger in 2014 formalizes this wisdom. A few months before VIS2014, the first 
author met Gordon (Kindlmann) in his office, and they discussed the fact that the formalization 
concerned could not explain the phenomenon of volume rendering. 
 A few months after VIS2014, Chen and Golan finalized the formula of cost-benefit measure (reported 
in arXiv in 2015). This formula splits “inaccuracy” into two measures, AC (information loss) and PD 
(the potentially negative consequence of information loss), making the first measure as a positive 
factor and the second a negative one. This formula not only can explain why visualization is useful, 
but also why statistics, algorithms, and interactions are useful, and when they may become less 
useful. 
 This central thesis appears to be counter-intuitive to many as it suggests “inaccuracy is a good thing”, 
partly because the word “inaccuracy” is an abstraction of many meanings and itself features 
information loss. Perhaps the reason for the conventional wisdom is that it is relatively easy to think 
  
that “visualization must be accurate”. To a very small extent, this is a bit like the easiness to think 
“the earth is flat” a few centuries ago, because the evidence for supporting that wisdom was 
available everywhere, right in front of everyone at that time. 
 Before the paper by Chen and Golan was accepted by TVCG, one reviewer required the authors to 
write a section about how to falsify their theory. They showed that the best way is to find a counter-
example that theory cannot explain. To the authors’ best knowledge, no counter-example has been 
found so far. Although this central thesis has now been evidenced by subsequent papers reporting 
empirical studies and applications to VR and VAST, and it was written into a book and presented in 
several VIS, EG, and SIGGRAPH tutorials, we are aware that many VIS colleagues are still not aware of 
this (e.g., EuroVis 2020 reviewer 3) and some may still have doubts about it (e.g., EuroVis 2020 
reviewer 4). We believe that further developing the theory and its applications is the best way to 
encourage colleagues to pay attention to this counter-intuitive theory, to challenge this theory 
through academic publications or reports if one disagrees, and to explore its potential applications if 
one can appreciate it. 
 We recognize the difficulties in using the limited space of this submission to provide “sufficiently 
interpretable” texts to help those colleagues who are yet to read Chen and Golan’s paper and several 
subsequent works on the topics and to convince those colleagues who still have doubts, though no 
one has yet falsified the theory (e.g., by identifying a counter-example). Because the core 
contribution of this submission is about the mathematical formulation of the cost-benefit measure 
and its revision based on a few mathematical options, it will not be appropriate to replace some of 
the core technical content with texts for re-explaining the theory published a few years ago. 
 We have thus made the following changes to improve the explanation of the basic theory 
presented in Chen and Golan’s paper: 
 We have introduced a teaser figure that includes two examples, volume rendering and metro-
maps, which are counterfactual to the wisdom that “visualization must be accurate”. 
 We have revised the introduction to make the counterfactual reasoning more overt, taking the 
risk of attracting more criticisms from colleagues who are reluctant to rethink that wisdom. 
 We have extended Appendix A: The Original Cost-benefit Measure by adding a fair amount of 
texts for explaining the theory and the related work in a less mathematical manner. 
 
2. Clarify and clearly motivate their mathematical description 
 
 Clarification and Action: We appreciate this critical comment. The discovery of the measure in 
Equation 9 was not associated with an enchanting story. As readers can see from the arXiv report by 
Chen and Sbert, they were not very sure in their earlier analysis. Until October 2019, Chen and Sbert 
held a view that DJS would be the best, and they anticipated that tests would confirm this. Only 
during the writing of the EuroVis 2020, the testing of VIS examples revealed that DJS was not the 
best. The writing reflected this evidence-based conclusion. Nevertheless, we recognize that it is 
useful to explain its potential quality that we anticipated before this work. We have added a 
paragraph in Section 4.2 to describe the thought process and rationale for formulating the new 
measure (by Chen and Sbert), together with a proof of its boundedness. 
 
3. Improve and clarify their evaluation of the proposed measures, in particular with respect to the 
subjective criteria that are being listed 
 
 Clarification and Action: We agree that the Table that lists all criteria may mislead some readers as 
the evaluation was based on an average score. We have moved the visual analysis part in Section 
4.2 to a new section, Section 4.3, added two new paragraphs in Section 4.3, and reorganized Table 
3 to explain the evaluation process clearly. 
 
4. Better justify the selected use cases to show why they meaningfully capture real-world tasks 
  
 
 Clarification and Action: These two case studies are counter-examples showing that the 
conventional wisdom that visualization should be accurate cannot be generally or “logically” correct. 
Out of the respect for all VIS researchers and practitioners who have promoted and advocated this 
wisdom, the previous papers that presented or used the cost-benefit measure did not explicitly point 
this out. Our EuroVis 2020 submission followed the same approach. As in this revision we are 
making this a bit more explicit, we have introduced a teaser with two illustrations about the two 
case studies, which addresses this requirement and to some extent helps address that of (1). 
 
Coordinator (R2): Review: 
5. ... an explanation for why the unboundedness of KL-divergence constitutes an issue and I think it 
would be beneficial to provide at least a high-level justification for this already much earlier in the 
paper (in the introduction). 
 
6. Table 3, which presents how the individual measures are scored wrt the individual criteria, is 
unclear. ... I found this somewhat confusing (at least initially). 
 
Committee member (R3): Review: 
 
7. I was not sure how this was extending prior work. I felt the paper was complex to read, such to say 
a simple answer, and it was less clear how it was applicable for the visualization domain. The 
proofs and mathematics offered are very much in the information coding area. There is little 
concrete guidance on application or design of the visual alphabets to arrive at a meaningful 
Potential distortion, or how the visualization hampers correct interpretation. 
 
 Clarification and Action: We can understand that this work will not be easy to follow if readers have 
not read the original paper by Chen and Golan (2016) or one of the following publications where the 
concept is described in some detail and with less mathematical texts. 
[1] M. Chen, M. Feixas, I. Viola, A. Bardera, H.-W. Shen, M. Sbert. Information Theory Tools for 
Visualization. Chapter 2, A K Peters / CRC PRess, 2016 
[2] M. Chen, K. Gaither, N. W. John, and B. McCann. “Cost-benefit analysis of visualization in virtual 
environments.” IEEE Transactions on Visualization and Computer Graphics, 25(1):32-42, 2019. 
[3] M. Chen and D. S. Ebert. “An ontological framework for supporting the design and evaluation of 
visual analytics systems.” Computer Graphics Forum, 38(3):131-144, 2019. 
Because this work features mainly mathematical improvement to the original formula in Chen and 
Golan (2016), the technical descriptions, discussions, and evaluation all contain mathematical 
notations or numerical values. It is indeed more mathematical than the original paper, Chapter 2 of 
[1], and two less mathematical papers on the applications of the theory [2, 3]. It will not be 
appropriate to use the valuable space of a paper to re-explain a theory that has already been 
explained in different forms in these previous publications. Following the same approach as [2, 3], we 
included two appendices, A and B, for providing readers with some further background information. 
Nevertheless, these appendices are not tutorials. 
From R3’s comments, we feel that R3 might expect that this work might give a simple answer, a 
concrete guidance, etc. or the theory was about creating meaningful potential distortion. We sense 
that the main message of Chen and Golan’s theory may not be apparent to this reviewer. As we have 
already described in Point 1, Chen and Golan’s theory was to contest “a simple answer” that 
visualization must be accurate. The cost-benefit measure mathematically shows that designing a 
visual representation or a visual analytics workflow is an optimization process. Such a design problem 
typically involves trade-offs, and the solution may not be with a unidirectional guideline. We have 
now revised the introduction with a new teaser figure. We have also improved Appendix A with 
additional texts. See Point 1 for further details. 
  
 
8. However the paper needs to have readers who understand several information coding 
mathematics formulas and ideas. This (in my view) is not approachable by all in the visualization 
domain. 
 
 Clarification: We strongly disagree. This is to say, the field of visualization should be underpinned 
only by simple theories that most readers in the field can understand at any time. One cannot 
imagine such a view can be a guiding principle of any academic subject, or a review criterion. 
 
9. Sorry, to me (e.g.,) Eq 7-10 seemed confusing. There are references to both px and qx (assumed to 
be elements of P and Q respectively) and probability of conditions zi zj (assumed to be symbol) - 
new symbols should be defined for clarity of the paper. 
 
 Actions: We appreciate this critical comment. We have added a few words to improve the 
readability of this section. 
 
10. So my mind kept on coming back to the examples: I cannot see a doctor miss understanding that a 
2d picture of an artery would be flat. 
 
 Clarification and Action: R3’s this comment also confirmed that the main message of Chen and 
Golan’s theory may not be apparent to this reviewer. This example shows that visualization does not 
always need to be accurate. Alphabet compression is a positive factor, while the amount of potential 
distortion can be alleviated by viewers’ knowledge. For actions, see Point 1 and Point 7. 
 
11. But I was less clear in some of the decisions and utility of how the results could be used in practice. 
Perhaps I missed the nuances in the paper, but I was not sure on the overarching goals or how the 
paper was succeeding in them. 
 
 Clarification and Action: The goal of this paper is to improve the mathematical formulation of the 
cost-benefit measure by addressing the problem of unboundedness, and the work managed to find a 
bounded replacement. In terms of utility, R3 may have two doubts: 
(a) The utility of the theory by Chen and Golan (2016). See Point 14 for this doubt. 
(b) The utility of the improvement of the measure. This was described at the beginning of Section 5. 
We have added new sentences to highlight the utility. For many theoretical developments, the 
transformation from a theory to practice may take many decades. It is not reasonable to expect 
a single paper to deliver such transformation. 
 
Reviewer 1: Review 
 
12. Details ... 
 
 Action: We are very grateful to the detailed suggestions by R1, and we have revised the text 
according to all these suggestions. 
 
13. An explanation on why the measure in equation 9 has been designed this way would be helpful. A 
motivation for the formula would be good. 
 
 Clarification and Action: We appreciate this critical comment. See Point 2 for details. 
 
Reviewer 4: Review 
 
  
14. The idea of having bounded measures to identify the distortion of visualization, and how it is 
affected by human experience is interesting. However, the utility of the measures, and whether 
the measure can be generalized to answer more complex visualization questions are not clear. 
 The utility of the cost-benefit ratio in equation (1) is not clear 
 
 Clarification: The criticism of utility is actually against Chen and Golan’s original paper rather than 
this work. R4 must have overlooked much factual information. The cost-benefit ratio has already 
been applied in the following four publications (mentioned in the Related Work section): 
 Estimated quantification of human knowledge used through interactive visualization in machine 
learning (Tam, Kothari, and Chen, TVCG, 2017, VAST2016 best paper); 
 Estimated quantification of human knowledge used in visualization detected using empirical 
studies (Kijmongkolchai, Abdul-Rahman, and Chen, CGF, 2017); 
 Explaining why some visualization applications in VR/VE environments work well and some do not 
(Chen, Gaither, John, and McCann, TVCG, 2019); 
 Underpinning a systematic method for improving Visual Analytics workflows and visual 
representations in such a workflow (Chen and Ebert, CGF, 2019); 
 Explaining why visual abstraction is useful (Viola, Chen, Isenberg, a chapter in Foundations of Data 
Visualization, 2020). 
In addition, it was speculated that the theory may be applicable to phenomena in human perception 
and cognition as well as the development of human languages (Chen, a chapter in Advances in Info-
Metrics: Information and Information Processing across Disciplines, 2020). 
 
15. I am not sure the alphabet compression in equation (1) should be called 'benefit'. It seems more of 
a loss in the process of visualization than benefit. 
 
 Clarification: This criticism is actually against Chen and Golan’s original paper rather than to this 
work. As discussed in relation to Point 1, it is easy to think that information loss is bad. Because 
statistics, algorithm, visualization, and interaction all cause information loss, making information loss 
as a positive contribution solves this antinomy or paradox. Chen and Golan welcome any challenge to 
their theory, especially through academic publications and reports. Since no one has found a 
counter-example that would challenge Chen and Golan’s theory, it is reasonable for this work to 
assume that their theory is correct, and to make an effort in order to advance that theory further and 
connect it to practice better. Perhaps the reviewer’s this opinion should not affect the review of this 
paper. 
 
16. Given a visualization, one can ask any kind and also any number of questions. As a result, the 
distortion measures seem to be highly subjective. 
 
 Clarification: All the questions are related to the lost information by a visual representation. R4’s 
observation is partly correct – even with this constraint, there are many different questions about 
the lost information. If such lost information posed a serious problem in most situations, visualization 
would be considered as a harmful technology. That is why alphabet compression is a positive 
contribution to ‘benefit’. Only when such an information loss is considered as positive, we can 
explain why visualization is beneficial. (See also answers to Point 15.) 
 
17. The proof in Section 4.1 is very hard to understand. It is not clear it is a rigorous proof given how it 
is presented. 
 
 Clarification and Action: We have added a new appendix (Appendix C) to give a more formal proof, 
with a lemma, a theorem, and a corollary. It is easy to see that these take more space and are much 
hard to understand. While we appreciate the reviewer’s comment, we think that the requesting for a 
more understandable as well as more rigorous proof in Section 4.1 may not be unrealistic. To the 
best of our knowledge, there is no existing proof in the literature. If a proof were easy to obtain, the 
  
problem of unboundedness of DKL might have been addressed long time ago. Of course, like many 
other mathematical problems, someone may find a simpler or easier-to-understand proof in the 
future. 
 
18. The measure in equation 9 needs to be better motivated. Why it is design this way? 
 
 Clarification and Action: We appreciate this critical comment. See Point 2 for details. 
 
19. The scores given in Table 3 seem to be highly subjective (by arbitrary decisions done by the 
authors) and hence its scientific value is weak. 
 
 Clarification and Action: We do not agree. All scores are based on mathematical properties and 
numerical calculations. The five-point ranking is a relative score comparing the measures concerned. 
This is a family of well-established methods for multi-criteria analysis. We have added two book 
references to the methods for multi-criteria analysis, and have added a paragraph to describe the 
comparison process that was recorded in Table 3. 
 
20. Many test cases/examples are simplistic, and repetitive.  
 
 Clarification: Simple examples are more effective in supporting the explanation of the mathematical 
formulae and their reasoning. Complex examples would be more difficult to understand and would 
take a lot of space, hence will not be effective. Almost all information-theoretic measures were 
introduced with simple examples, including Shannon’s original paper. R4 did not explicitly say what is 
repetitive. We have read our paper carefully and have not been able to identify any repetitive aspect. 
 
21. Figure 4 and 5: how are the individual divergences (individual bars in stacked bar charts) 
computed? What is the meaning of the right most subfigures in Figure 4 and 5?  
 
 Action: We appreciate this critical comment, and we have improved the description of these two 
figures (now Fig. 6 and Fig. 7). 
 
 
Dear Min Chen, 
 
We regret to inform you that your EuroVis 2020 
submission 
 
1051: A Bounded Measure for Estimating the Benefit 
of Visualization 
 
was not accepted for the conference program. 
However, we are recommending your paper for 
revision and submission to the journal Computer 
Graphics Forum (CGF) with a "fast track" review 
process. See below for further instructions on how to 
proceed with this process. The full reviews for your 
submission are attached below. 
 
... 
 
Sincerely, 
Michael Gleicher, Ivan Viola, and Tatiana Landesberger 
von Antburg    
EuroVis 2020 Full Papers Co-Chairs 
 
---------------------------------------------------------------- 
 
Reviewer 2 (coordinator) review 
 
Summary Review Text 
 
There is some divergence in the reviews for this paper. 
Two of the reviewers (R2, R1) find the work to be a 
valuable contribution and meaningful extension of this 
research direction, while the other two reviewers have 
some reservations, in particular with respect to the 
mathematical rigor (R4) and accessibility (R3) of the 
work. 
 
In order for the paper to be acceptable, the authors 
need to  
 
1) ensure that the paper is sufficiently interpretable 
even if readers are not intrinsically familiar with the 
previous work on the subject 
 
2) clarify and clearly motivate their mathematical 
description 
 
  
3) Improve and clarify their evaluation of the proposed 
measures, in particular with respect to the subjective 
criteria that are being listed 
 
4) better justify the selected use cases to show why 
they meaningfully capture real-world tasks 
 
Chairs Note: This paper has great potential and is 
recommended for a fast-track to CGF journal. The 
paper needs more space to become self-contained 
and formulations, need to be conveyed in a more 
accessible way to a broader visualization community 
to become accepted as a theoretical contribution to 
the entire field of visualization, not only a smaller 
subset who is more familiar with information theory. 
Furthermore a full review cycle including all the 
reviewers is necessary to improve the manuscript 
according to the reviewer's comments. 
 
Paper Type 
Algorithm / Technique 
 
Scope (relevance to the event) 
Core topic, fits well 
 
Contribution I (novelty, originality) 
The paper addresses a very interesting and rather 
recent area in visualization research and makes a 
valuable contribution in terms of practical utility of the 
cost-benefit ratio. 
 
Contribution II (novelty, originality) 
Strong: a strong contribution, clearly fill a gap in the 
literature 
 
References 
At large, all important references are included 
 
Utility, Importance (relevance in general) 
Addresses a clear need 
 
Soundness (technical soundness, soundness of 
approach) 
Approach is (technically) correct and well justified 
 
Reproducibility 
Everything critical is discussed 
 
Presentation Quality 
Good: only minor typos and grammar problems 
 
 Overall Rating 
Probably accept (4/5): I would argue for accepting this 
paper. 
 
Argumentation Overall Rating 
The paper addresses a clear need, with a good degree 
of novelty and a good case for the utility of the new 
measure. 
 
Expertise 
Expert 
 
The Review 
The paper is a continuation of Chen et al.'s work on 
using information theory as a basis for measuing the 
cost-benefit of visualizations. Specifically, this paper 
focuses on identifying a suitable replacement for the 
Kullback-Leibler divergence initially proposed by Chen 
and Golan, as this measure is unbounded. 
 
The paper then proposes several alternatives, 
including a new measure based on apparently 
unpublished work by Chen and Sbert available on arXiv 
([CS19] in the paper). These measures are then 
compared in terms of curve shares and several other 
criteria. 
 
Finally, the paper presents to case studies based on 
surveys for two different visualization scenarios. 
 
I think the original work by Chen and Golan is a highly 
interesting direction for visualization and thus I am 
also very supportive of new developments in this 
direction. In some sense the paper addresses a rather 
narrow problem within this context, but this is only a 
natural result of the evolution of a theory. 
 
Overall, the paper is pretty well written and the 
authors have made an effort to make it sufficiently 
self-contained, i.e., it should be possible to relate to 
the main contribution of the paper if if a reader is not 
familiar with the original paper by Chen and Golan. 
 
In terms of writing, I find that it takes the authors 
quite a lot of time to work up to an explanation for 
why the unboundedness of KL-divergence constitutes 
an issue and I think it would be beneficial to provide at 
least a high-level justification for this already much 
earlier in the paper (in the introduction). 
 
Table 3, which presents how the individual measures 
are scored wrt the individual criteria, is unlcear. As 
some measures were not evaluated against all of the 
criteria, doesn't this skew the evaluation results (even 
if the scores are averaged afterwards?) how are the 
different importance values weighted numerically? 
Why are you even presenting numerical values if you 
don't really compute a final numerical score based on 
them? I think I do understand what the authors were 
trying to do there, but I found this somewhat 
confusing (at least initially). 
 
One aspect that would be interesting to further 
elaborate on is the potential utility of the proposed 
measure in other application areas of information 
theory (outside of the cost-benefit ratio). 
 
  
Overall, I found that this paper makes a valuable 
contribution to further improve the practical utility of 
the cost-benefit ratio as a means for arguing about 
visualization, and I would be in favor of seeing it 
published. 
 
---------------------------------------------------------------- 
 
Reviewer 3 (committee member) review 
 
Paper Type 
Theory / Model 
 
Scope (relevance to the event) 
Peripheral, but of interest, somehow 
 
Contribution I (novelty, originality) 
The paper looks to measure the benefit of 
visualization. The authors propose to replace the KL-
divergence with one that is bounded. The aim is to 
allow to narrow down the selections to a simpler form. 
The work then presents related work, the metric and 
several examples. This is a theoretical paper that aims 
to evaluate how visualizations are perceived and try to 
allocate maths and metrics based on an extension to 
the KL-Divergence metric. This metric describes how 
different sets of probabilities are, in the form of a prob 
mass function. 
 
Contribution II (novelty, originality) 
Minor: only incremental improvements over previous 
work 
 
References 
At large, all important references are included 
 
Utility, Importance (relevance in general) 
Possibly useful 
 
Soundness (technical soundness, soundness of 
approach) 
Some concerns on correctness, some choices 
questionable 
 
Reproducibility 
Many issues discussed, but some important details left 
out 
 
Presentation Quality 
Fair: some structural changes or some wordsmithing 
needed 
 
Overall Rating 
Probably reject (2/5): I would argue for rejecting this 
paper. 
 
Argumentation Overall Rating 
I was not sure how this was extending prior work. I felt 
the paper was complex to read, such to say a simple 
answer, and it was less clear how it was applicable for 
the visualization domain. The proofs and mathematics 
offered are very much in the information coding area. 
There is little concrete guidance on application or 
design of the visual alphabets to arrive at a meaningful 
Potential distortion, or how the visualization hampers 
correct interpretation. 
 
Expertise 
Passing Knowledge 
 
The Review 
Theoretical analysis of visualization is an interesting 
and worthwhile field. If we are going to develop a 
better understanding of visualization, and move 
towards a deeper understanding and better 
theoretical foundation of visualization, then we do 
need papers like this one. This paper fits in the area of 
information theory, and looks to measure potential 
distortion, and how the information can be lost 
without harming correct interpretation. 
 
However the paper needs to have readers who 
understand several information coding mathematics 
formulas and ideas. This (in my view) is not 
approachable by all in the visualization domain. I am 
therefore on the fence whether this venue is suitable, 
whether it should be written in a more approachable 
way. A reader really needs to understand Shannon 
entropy, KL divergence, probability mass functions and 
get their head round a whole raft of other symbols. 
The other challenge I have is actually the message is 
quite simple. A bounded understanding of measuring 
how much information can be lost without harming 
correct interpretation, and measuring how much 
visualisation hampers correct interpretation are 
interesting and good pursuits. But then the example 
on pg6 says it all: users can be in one of five camps: do 
doubt, fair doubt, random guess, under compensate 
slightly, over compensate slightly. And like the 
underground map distance measurement task, users 
estimate right as they know from their own 
experience, users guess as they don't know and not 
lived in London, etc. 
 
This is wrapped up in, what is at times, confusing 
math. Sorry, to me (e.g.,) Eq 7-10 seemed confusing. 
There are references to both px and qx (assumed to be 
elements of P and Q respectively) and probability of 
conditions zi zj (assumed to be symbol) - new symbols 
should be defined for clarity of the paper. The 
assertion is DKL ({0.99,0.01},[0.01,099}) is 6.5 calculate 
value is rounded and assumed as the summed value. 
this may be acceptable but should be stated. 
 
Reading the end few examples, the written work 
seemed to stop. In a way, I wanted more - I wanted a 
longer ending, more discussion, to pull things 
together. So my mind kept on coming back to the 
  
examples: I cannot see a doctor miss understanding 
that a 2d picture of an artery would be flat. Likewise 
estimating distances from London underground 
stations seems an unusual task, and again one that 
would be more accurate by someone living in London. 
Maybe it is one of providing the right examples. But I 
was less clear in some of the decisions and utility of 
how the results could be used in practice. Perhaps I 
missed the nuances in the paper, but I was not sure on 
the overarching goals or how the paper was 
succeeding in them. Perhaps what is needed is a 
shorter mathematical set of examples, some deeper 
explanation over the types of tasks and examples. A 
set of examples that can be approached by a wide 
range of audience, and a longer/deeper discussion of 
its applicability. 
 
---------------------------------------------------------------- 
 
Reviewer 1 review 
 
Paper Type 
Theory / Model 
 
Scope (relevance to the event) 
Core topic, fits well 
 
Contribution I (novelty, originality) 
 
The paper improves a previously presented measure 
for estimating the benefit of visualization. The 
improvement focuses on choosing a bounded measure 
instead of a bounded as part of the overall measure. 
Having a bounded measure enables generally 
comparative and quantitative analysis of different 
visualization techniques and parts of the overall 
visualization process (including perception and 
previous knowledge). 
 
The actual contribution of the paper aligns well with 
its claims. 
 
Contribution II (novelty, originality) 
Strong: a strong contribution, clearly fill a gap in the 
literature 
 
References 
At large, all important references are included 
 
Utility, Importance (relevance in general) 
Addresses a clear need 
 
Soundness (technical soundness, soundness of 
approach) 
Approach is (technically) correct and well justified 
 
Reproducibility 
Everything critical is discussed 
 
Presentation Quality 
Good: only minor typos and grammar problems 
 
Overall Rating 
Definite accept (5/5): I would argue strongly for 
accepting this paper. 
 
Argumentation Overall Rating 
The paper contributes to the endeavor of 
understanding how visualization works and modelling 
the visualization process as a whole with an 
information theoretic framework. The paper improves 
only a small aspect of the overall model; an important 
one, however, because it improves the applicability of 
the model and the way it can be used to compare 
different visualization settings. The improvement is 
explained well and surveys as well theoretical 
considerations support the usefulness and plausibility 
of the measure well. 
 
Expertise 
Knowledgeable 
 
The Review 
What are the major contributions of the paper to the 
visualization literature? A new submeasure 
contributing the estimation of the benefit of 
visualization that in contrast to previous one is 
bounded. 
 
What are its strengths and weaknesses? The paper is 
well written, the measure is useful and its plausibility 
is well supported 
 
Is this work relevant for the EuroVis conference, and if 
not what other venues would be appropriate? It is at 
the core of visualization science and thus extremely 
relevant for EuroVis 
 
Is this work novel, incremental, or previously 
published? The work is novel in the sense that it 
notably improves the previous overall measure. 
 
Is the work important and useful? Yes, because it 
improves the applicability of the model and the way it 
can be used to compare different visualization settings 
 
Are the technical results sound? Appears to be, apart 
from small notation errors (see below) 
 
Are the techniques described in enough detail that a 
skilled graduate student could reproduce them? Yes. 
 
Are any important details or analyses missing? No. 
Only a few statements could be clearer (see below). 
 
Is the exposition clear? How could the structure or 
style of the presentation be improved? Clear. Only a 
few statements could be clearer (see below). 
  
 
Should anything be deleted or condensed from the 
writeup? No 
 
Are the figures as informative as possible? Yes. 
 
Is the (optional) supplementary material helpful (if 
provided)? Yes. It provides the details on the surveys. 
 
Details: 
- Parts of the first sentence in section three are 
unclear. What is not universally true? 
- In table 2 the last number in the first row should be 
0.999. 
- "are of tubular shapes" -> minus 's' 
- "is of specialized knowledge" -> minus "of"??? 
- "ensure everyone using" -> insert "is" 
- "to considered" -> minus "-ed" 
- Below equation 7: "... is bounded by 0 and 1". Why? 
How can I see this? 
- " One desirable property is for a bounded measure to 
have a geometric behavior similar to the KL-
divergence": Why is this the case? Pleas be more 
detailed/elaborate here. 
- "by varying the values of p_1" -> shouldn't it be 
better "\alpha" instead of "p_1" here? 
- In section 4.2 a claim about intuitivity is made two 
time. Both times a better explanation in which way 
this is more/less intuitive would be helpful. 
- "the relatively answer" -> word missing 
- "maps around world" -> "the" missing 
- "a geographically-faithful maps" -> minus 's' at the 
end 
- As far as I understand the paper uses "wild guess" 
and "wide guess" interchangeably. Pleas use only one 
of the terms to avoid confusion. 
- The conclusion notes that a "proof" has been 
obtained, but than only claims that the "formula 
SHOULD be bounden". Isn't "should" to weak here? 
- Equation 13 is missing a right parenthesis. 
 
- In the middle of 5.1 (below figure 6) I would be 
interested in the benefit values for D1 too (not only 
for D2 and DJS). 
- Why do the values in D^2_ncm and D^1_ncm in 
Table 3 differ? Where does this rating come from? 
What is it based on? Do I overlook something? 
 
- An explanation on why the measure in equation 9 
has been designed this way would be helpful. An 
motivation for the formula would be good. 
 
---------------------------------------------------------------- 
 
Reviewer 4 review 
 
Paper Type 
Algorithm / Technique 
 
Scope (relevance to the event) 
Peripheral, but of interest, somehow 
 
Contribution I (novelty, originality) 
This paper presents a bounded measure to identify the 
benefit of visualization, specifically the potential 
distortion compensated by human knowledge. The 
idea is somewhat novel, although its utility is not clear. 
 
Contribution II (novelty, originality) 
Reasonable: some valuable contribution 
 
References 
At large, all important references are included 
 
Utility, Importance (relevance in general) 
Case for utility not compelling 
 
Soundness (technical soundness, soundness of 
approach) 
Some concerns on correctness, some choices 
questionable 
 
Reproducibility 
Many issues discussed, but some important details left 
out 
 
Presentation Quality 
Good: only minor typos and grammar problems 
 
Overall Rating 
Borderline on the reject side (2.5/5): While this paper 
is on the borderline, I would vote to reject if forced to 
choose. 
 
Argumentation Overall Rating 
The idea of having bounded measures to identify the 
distortion of visualization, and how it is affected by 
human experience is interesting. However, the utility 
of the measures, and whether the measure can be 
generalized to answer more complex visualization 
questions are not clear. 
 
Expertise 
Expert 
 
The Review 
This paper presents  several measures to quantifying 
the potential distortion and benefit of visualization. 
The measures are primarily based on information 
entropy, and the authors try to make a case that 
having bounded entropic measures are important. 
Although the high level goal of quantifying the benefit 
and distortion of visualization is good, the use cases of 
the measures demonstrated in the paper seem quite 
simplistic. The entropic based measures are computed 
from answers via user interviews to some qualitative 
questions. As a result, the data collected from the 
interviews are highly subjective, because the numeric 
  
values (probabilities) in the answers are very much 
user dependent and decided in an ad hoc basis. Also 
the measures themselves do not seem to serve clear 
purposes such as suggesting how to improve the 
visualization etc. It is doubtful the proposed measures 
can be generalized to answering a wider range of 
visualization questions. 
 
Additional comments:  
 
- The utility of the cost-benefit ratio in equation (1) is 
not clear 
- I am not sure the alphabet compression in equation 
(1) should be called 'benefit'. It seems more of a loss in 
the process of visualization than benefit. 
- While I can see why we want to have bounded 
measures for distortion, but what are we going to do 
with the values from the measures? 
- Given a visualization, one can ask any kind and also 
any number of questions. As a result, the distortion 
measures seem to be highly subjective. 
- The proof in Section 4.1 is very hard to understand. It 
is not clear it is a rigorous proof given how it is 
presented. 
- The measure in equation 9 needs to be better 
motivated. Why it is design this way? 
- The scores given in Table 3 seem to be highly 
subjective (by arbitrary decisions done by the authors) 
and hence its scientific value is weak. 
- Many test cases/examples are simplistic, and 
repetitive.  
- Figure 4 and 5: how are the individual divergences 
(individual bars in stacked bar charts) computed? 
- What is the meaning of the right most subfigures in 
Figure 4 and 5?  
 
Given the issues stated above, a borderline towards 
reject score is suggested.   
 
