Abstract. The first contribution of this paper is a theoretical investigation of combinatorial optimization problems. Their landscapes are specified by the set of neighborhoods of all points of the search space. The aim of the paper consists of the estimation of the number N of local optima and the distributions of the sizes (α j ) of their attraction basins. For different types of landscapes we give precise estimates of the size of the random sample that ensures that at least one point lies in each attraction basin.
Introduction.
In the field of stochastic optimization, two search techniques have been widely investigated during the last decade: simulated annealing [26] and evolutionary algorithms (EAs) [7, 8] . These algorithms are now widely recognized as methods of order zero for function optimization as they impose no condition on function regularity. However, the efficiency of these search algorithms, in terms of the time they require to reach the solution, is strongly dependent on the choice of the modification operators used to explore the landscape. These operators in turn determine the neighborhood relation of the landscape under optimization.
This paper provides a new methodology allowing one to estimate the number and the sizes of the attraction basins of a landscape specified in relation to some modification operator. This allows one to derive bounds on the probability that one samples a point in the basin of the global optimum, for example. Further, this method could be used for guiding the choice of efficient problem-dependent modification operators or representations.
Formally, a landscape can be denoted by L = (f, µ, E), where f is the function to optimize and µ the modification operator that is applied to elements of the search space E. The structure of the landscape heavily depends on the choice of the modification operators, which in turn may depend on the choice of the representation (the coding of the candidate solutions into binary or gray strings, for example). Hence, before the optimization process can be started, there is a number of practical choices (representation and operators) that determine the landscape structure. Consequently, these choices are often crucial for the success of stochastic search algorithms.
Some research has studied how the fitness landscape structure impacts the potential search difficulties [14, 22, 23, 27] . It is shown that every complex fitness landscape can be represented as an expansion of elementary landscapes-one term in the Fourier expansion-which are easier to search in most cases. This result has been applied to solve a difficult NP-complete problem [21] (the identification of a minimal finite kstate automaton for a given input-output behavior), using evolutionary algorithms. Other theoretical studies of search feasibility consider the whole landscape as a tree of local optima, with a label describing the depth of the attraction basin at each node [17, 20] . Such a construction naturally describes the inclusion of the local attraction basins present in the landscape. These studies investigate tree structures that ensure a minimal correlation between the strength of the local optima and their proximity to the global optimum, with respect to an ultrametric distance on the tree. However, from a practical point of view, the tree describing the repartition of local optima is unknown and too expensive in terms of computational cost to determine for a given landscape.
The lack of an efficient method at reasonable cost that allows one to characterize a given landscape motivates the construction of heuristics for extracting a priori statistical information about landscape difficulty, for example, based on random sampling of the search space. We cite from the field of evolutionary algorithms: Fitness Distance relations, first proposed in [9] and successfully used to choose problem dependent random initialization procedures [12, 15] ; Fitness Improvement of evolution operators, first proposed in [6] , then extended and successfully used to choose binary crossover operators [13] and representations [10] . However, even if such heuristics can guide the a priori choice of some EA parameters, they do not give significant information about landscape structure; for instance, recent work suggests that very different landscapes (leading to different EA behaviors) can share the same fitness distance relation [19, 11] . Further, the efficiency of such summary statistics is limited to the sampled regions of the space and therefore does not necessarily help the long term convergence results as implicitly illustrated in [13] , for example. This gives strong motivation for developing tools that allow one to derive more global (beyond the sampled regions) information on the landscape at hand, relying on an implicit assumption of stationarity of the landscape. Along that line, this paper proposes a new method to identify the number and the repartition of local optima with respect to a given neighborhood relation of a given landscape. The proposed method applies to any neighborhood relation specified with a modification operator and hence provides a practical tool to compare landscapes obtained with different operators and representations.
The framework is the following. We assume that the search space E can be split into the partition E 1 ,. . . ,E N of subspaces which are attraction basins of local maxima m 1 ,. . . ,m N of the fitness function. We also assume that there exists a local search algorithm (for example, a steepest ascent) which is able to find from any point of the search space the corresponding local maximum:
The basic problem consists of detecting all local maxima m j . This is equivalent to finding a way to put a point in all attraction basins E j because the local search algorithm will complete the job. We shall develop the following strategy. First, we shall study the direct problem, which consists of studying the covering of the search space by a collection of points randomly distributed when the partition (E j ) is known. Second, we shall deal with the inverse problem which consists of estimating the number of local maxima from information deduced from the covering.
Direct problem (section 4). One puts M points randomly in the search space. The question is the following: Given the statistical distribution of the relative sizes of the attraction basins and their number N , what is the probability p N,M that at least one point lies in every attraction basin? This probability is very important. Indeed, using the local search algorithm, it is exactly equal to the probability of detecting all local maxima of the function.
Inverse problem (section 5). The statistical distribution of the relative sizes of the attraction basins and their number are assumed to be known for computing p N,M in section 4. Unfortunately, this is rarely the case in practical situations, and one wants to estimate both. The strategy is to put randomly M initial points in the search space and to detect the corresponding local maxima by the local search algorithm. The data we collect is the set (β j ) j≥1 of the number of maxima detected with j initial points. Of course, β 0 is unknown (number of local maxima of the landscape that have not been detected). The question is the following: How can the total number of local maxima N = ∞ j=0 β j be efficiently estimated from the set (β j ) j≥1 ? A lower bound isN = ∞ j=1 β j , but we aim at constructing a better estimator. The paper is divided into three parts. First, section 4 addresses the direct problem of sample sizing in the case of basins of random sizes, then in the case of basins of equal sizes. Second, section 5 is devoted to the estimation of the distribution of the relative basins sizes for an unknown landscape, using a random sample from the search space. This is achieved by a two step methodology: section 5.2 starts by considering a parametrized family of laws for the relative sizes of basins for which it derives the corresponding covering of the search space (law of (β j )). Then section 5.3 comments on how these results can be practically used for characterizing the sizes of basins of an unknown landscape. For instance, it proposes to compare the covering of an unknown landscape (given by the empirically observed (β j ) values) to the coverings studied in section 5.2. Finally, the last part of the paper (section 6) is devoted to some experiments that validate (section 6.1) and illustrate (section 6.2) the methodology: First, a landscape is purposely designed to test the reliability of the method according to the size of the random sample and to the number of local optima. (Recall that the theoretical results are asymptotic with respect to N and M .) Second, the method is used to investigate some problems known to be difficult to optimize for EAs. For each problem, we also compare the landscapes related to different mutation operators.
Notations and definitions.
Consider a fitness f : E → R, and a neighborhood relation induced by a modification operator µ, such that the number of different µ-neighbors (neighbors that can be obtained by one application of µ to x) of x ∈ E is "bounded." In the following, we denote by N the number of local optima of L and by (α j ) the random variables describing the sizes of the attraction basins of L (normalized to the average size). As shown in [24, 25] , a local improvement algorithm is efficient to find quickly a local optimum starting from some given point. Among the possible algorithms we present the Steepest Ascent (SA), also called the optimal adjacency algorithm in [24] . -Record for all µ-neighbors of X, denoted by Remarks. 1. This definition of the attraction basins yields a partition of the search space into different attraction basins, as illustrated in Figure 1 . The approach proposed in this paper is based on this representation of the search space into a partition of attraction basins and could be generalized to partitions defined with alternative definitions of attraction basins.
2. In the presence of local constancy in the landscape, the above definition of the steepest ascent (and hence also the related definition of the attraction basins) is not rigorous. For instance, if the fittest neighbors of point p have the same fitness value, then the steepest ascent algorithm at point p has to make a random or user-defined choice. Nevertheless, even in the presence of local constancy, the comparison of the results (distribution of (α j )) obtained with different steepest ascent choices may give useful information about the landscape and guide the best elitism strategy: "move" to fitter points or "move" to strictly fitter points only.
Summary of the results.
Given a distribution of (α j ), we determine M min , the minimal size of a random sample of the search space, in order to sample at least one point in each attraction basin of the landscape. Two particular cases are investigated.
1. Deterministic configuration. All the attraction basins have the same size ((α j ) are deterministic). 2. Random configuration. The sizes of the attraction basins are completely random ((α j ) are uniformly distributed). In both configurations, we give the value of M min as a function of the number of local optima N . For instance, a random sample of size M min = N (ln N + ln a) for the deterministic configuration (resp., M min = aN 2 for the random configuration) ensures that a point is sampled in each attraction basin with probability exp(−1/a).
We then address the inverse problem of identifying the distribution of the normalized sizes (α j ) j=1,...,N of the attraction basins for an unknown landscape. Some direct analysis is first required as discussed below.
Direct analysis. Consider a random sample (X i ) i=1,...,M uniformly chosen in the search space. For each i ∈ {1, . . . , M}, a steepest ascent starting from X i (with the modification operator(s) at hand µ) ends at the local optimum µ SA (X i ). Define β j as the number of local optima (m . ) that are reached by exactly j points from (X i ) (see an example in Figure 2 ):
Proposition 5.1 gives the distribution of (β j ) for a family of parametrized distributions Law γ for (α j ) asymptotically with respect to N and M . More precisely, let (Z j ) j=1,...,N be a family of positive real-valued independent random variables with Gamma distributions whose densities are
Moreover, the ratio r = M/N is the unique solution of
The latter equation is then used to find a good estimator of N , with observed values of the variables β j , as explained below.
Inverse problem. Given an unknown landscape, we then propose to characterize the distribution of (α j ) through the empirical estimation of the distribution of the random family (β j ). In fact, by construction, the distribution of (α j ) and that of (β j ) are tightly related: We experimentally determine observed values taken by (β j ) (random sampling and steepest ascent search). Then, for each γ value, we use a χ 2 test to compare the observed law for (β j ) to the law β should (theoretically) obey if the law of (α j ) were Law γ . Naturally, we find a (possible) law for (α j ) if and only if one of the latter tests is positive. Otherwise, we gain only the knowledge that (α j ) does not obey the law Law γ . Note also that the method can be used to determine subparts of the search space with a given distribution for (α j ). In case the law of (α j ) obeys Law γ , (3.1) is used to find a good estimator of N .
Last, section 6 validates the methodology of section 5, by considering known landscapes with random and deterministic sizes of basins, showing that the estimations of the number of local optima N are accurate, even if M is much smaller than N . Further, we apply the methodology on unknown landscapes and show that the Hamming binary and gray F1 landscapes contain much more local optima than the 3-bit-flip landscapes.
Direct problem.
We assume that the search space E can be split into the partition E 1 ,. . . ,E N of subspaces which are attraction basins of local maxima m 1 ,. . . ,m N of the fitness function. Let us put a sample of M points randomly in the search space. We aim at computing the probabilities p N,M that at least one point of the random sample lies in each attraction basin. 
Proof. Let us denote by A j the event
The probability of the intersection of a collection of events A j is easy to compute.
If there are M initial points chosen uniformly and independently in E, then
On the other hand, 1 − p N,M is the probability that at least one of the attraction basin contains no point, which reads as 
If, moreover, the numbers of attractors and initial points are large
N 1 and M = [N (ln N + ln a)], where a > 0 is a constant, then p N,M N →∞ −→ exp −a −1 .
Let us denote by M D the number of points which are necessary to detect all local maxima. Then in the asymptotic framework N 1, M D obeys the distribution of
where Z is an exponential variable with mean 1.
An exponential variable with mean 1 is a random variable whose density with respect to the Lebesgue measure over R + is p(z) = exp(−z). Proof. The first point is a straightforward application of Proposition 4.1. It is actually referenced in the literature as the coupon-collector's problem [4] 
and the numbers of attractors and initial points are large:
Let us denote by M R the number of points which are necessary to detect all local maxima. Then in the asymptotic framework N 1, M R obeys the distribution of
A construction of the R-configuration is the following. Assume that the search space E is the interval [0, 1). a σ(j−1) , a σ(j) ), then the sizes (α j ) j=1,...,N of the attraction basins (E j ) j=1,. ..,N obey a uniform distribution over the simplex S N .
Proof. From (4.1) and the relation N j=1 α j = 1 we get that
where E stands for the expectation with respect to (α j ) j=1,...,N whose distribution is uniform over S N . As pointed out in [29, section 9 .6a], the probability distribution of the sum of any k of the N coverages α j is described by the repartition function given by [29, Formula 9.6 .1], which shows that it admits a density q N,k (α) with respect to the Lebesgue measure over [0, 1] :
We can thus write a closed form expression for p N,M,k :
We shall first prove an estimate of p N,M,k .
Step
Substituting these inequalities into (4.5) establishes the desired estimate.
Step 2. For any fixed
On the other hand,
]+N −1−k is bounded by 1 and converges to exp(−as) as N → ∞, the dominated convergence theorem implies that
which yields the result by (4.4).
Step 3. Convergence of p N,M when M = [aN 2 ]. We first choose some K ≥ 1. We have from the result of Step 1
Substituting the result of Step 2 into (4.6) shows that lim sup
This inequality holds true for any K, so letting K → ∞ completes the proof of the corollary.
It follows from the corollaries that about N ln N points are needed in the Dconfiguration to detect all maxima, while about N 2 points are needed to expect the same result in the R-configuration. This is due to the fact that there exist very small attraction basins in the R-configuration. Actually, it can be proved that the smallest attraction basin in the R-configuration has a relative size which obeys an exponential distribution with mean N −2 . (For more detail about the asymptotic distribution concerning order statistics, we refer the reader to [29] .) That is why a number of points of the order of N 2 is required to detect this very small basin.
Mean values. The expected value of
where C is the Euler's constant whose value is C 0.58. The expected value of M R /N 2 is equal to infinity. This is due to the fact that the tail corresponding to exceptional large values of M R is very important:
Standard deviations. The normalized standard deviation, which is equal to the standard deviation divided by the mean, of the number of points necessary to detect all local maxima in the D-configuration is equal to
which goes to 0 as N → ∞ , which proves in particular that M D /(N ln N ) converges to 1 in probability. This is, of course, not surprising. The D-configuration has a deterministic environment, since all basins have a fixed size, so that we can expect an asymptotic deterministic behavior. The situation is very different in the R-configuration which has a random environment, and it may happen that the smallest attraction basin be much smaller than its expected size N −2 . That is why the fluctuations of M D , and especially the tail corresponding to exceptional large values, are very important.
Inverse problem.

Formulation of the problem.
We now focus on the inverse problem. We look for the number N of local maxima of the fitness function and also some pieces of information on the distribution of the sizes of the corresponding attraction basins. We assume that we can use an algorithm that is able to associate to any point of the search space the corresponding local maximum. In order to detect all local maxima, we should apply the algorithm to every point of the search space. Nevertheless, this procedure is far too long since the search space has a large cardinality. Practically, we shall apply the algorithm to M points that will be chosen randomly in the search space E. The result of the search process can consequently be summed up by the following set of observed values (j ≥ 1):
β j := number of maxima detected with j points. (5.1) Our arguments are based upon the following observations. First note thatN := ∞ j=1 β j is the number of detected maxima. It is consequently a lower bound of the total number of local maxima N , but a very rough estimate, in the sense that it may happen that many maxima are not detected, especially those whose attraction basins are small. Besides,N represents less information than the complete set (β j ) j≥1 . By a clever treatment of this information, we should be able to find a better estimate of N thanN .
Analysis.
The key point is that the distribution of the set β j is closely related to the distribution of the sizes of attraction basins. Let us assume that the relative sizes (α j ) j=1,...,N of the attraction basins can be described by a distribution parametrized by some positive number γ as follows. Let (Z j ) j=1,...,N be a sequence of independent random variables whose common distribution has density p γ with respect to the Lebesgue measure over (0, ∞): 
which shows that, in the asymptotic framework N 1, the ratio Z j /N stands for the relative size α j up to a negligible correction. The so-called D-and R-configurations described in section 4 are particular cases of this general framework:
• For γ = ∞, Z j ≡ 1, and T N = N , so that we get back the deterministic D-configuration. • For γ = 1, the Z j 's obey independent exponential distributions with mean 1, and the family α j = Z j /T N obeys the uniform distribution over S N [18] . The important statement is the following one. 
, then β j,γ can be expanded as
Proof. Under H γ , the probability that j of the M points lie in the kth attraction basin can be computed explicitly:
where α k = Z k / i Z i and E γ stands for the expectation of Z j with distribution p γ . Accordingly, in terms of the Z i 's this expression reads
The probability density of Z k is p γ given by (5.2). The random variableŽ k is the sum of N − 1 independent random variables with densities p γ , so that its probability density is [5, p. 47, Formula 2.3]:p
Accordingly,
By the change of variables u = z/(z +ž) and v = z +ž we get
The integral with respect to v is straightforward by definition of the Gamma function. The integral with respect to u can be obtained via tabulated formulae [5, p. 47, Formula 2.5]. This gives the explicit formula (5.4) for β j,γ since
This proves the asymptotic formula (5.5).
In particular, the distribution of the β j 's under the D-configuration is Poisson in the asymptotic framework N 1:
while it is geometric under the R-configuration:
From (5.5) we can deduce that the following relation is satisfied by the ratio r = M/N :
Estimator of the number of local maxima.
We now have sufficient tools to exhibit a good estimator of the number of local maxima. We remind the reader of the problem at hand. We assume that some algorithm is available to determine from any given point the corresponding local maximum. We choose randomly M points in the search space and detect the corresponding local maxima. We thus obtain a set of values (β j ) j≥1 as defined by (5.1). We can then determine from the set of values (β j ) j≥1 which configuration H γ0 is the most probable, or at least which H γ0 is the closest configuration of the real underlying distribution of the relative sizes of the attraction basins. The statistics used to compare observed and expected results is the so-called χ 2 goodness of fit test [28, section 8.10] , which consists first of calculating for each γ
where Ω := {j ∈ N, β j ≥ 1} is the set of the indices j for which β j ≥ 1. Obviously, a large value for T γ indicates that the corresponding β j,γ are far from the observed ones; that is to say, H γ is unlikely to hold. Conversely, the smaller T γ , the more likely H γ holds true. In order to determine the significance of various values of T . , we need the distribution of the statistics. A general result states that if the hypothesis H γ0 does hold true, then the distribution of T γ0 is approximatively the so-called χ 2 -distribution with degrees of freedom equal to the cardinality of the set Ω minus 1. Consequently, we can say that the closest configuration of the real underlying distribution of the relative sizes of the attraction basins is H γ0 , where γ 0 is given by
Furthermore, we can estimate the accuracy of the configuration H γ0 by referring T γ0 to tables of the χ 2 -distribution for card(Ω) − 1 degrees of freedom. A value of T γ0 much larger than the one indicated in the tables means that none of the configurations H γ hold true. Nevertheless, H γ0 is the closest distribution of the real one. Remark. The distribution theory of χ 2 goodness of fit statistic can be found in [3, Chapter 30 ]. The result is in any case approximate, and all the poorer as they are many expected β j,γ less than five. These cases must be avoided by combining cells. However, power in the tail regions is then lost, where differences are more likely to show up.
Defining γ 0 as (5.7), we denote byβ the quantitȳ
From (5.6), under H γ0 the ratio α = M/N is the unique solution of
Consequently, once we have determined γ 0 , formula (5.8) is a good estimator of the ratio α = M/N , hence N .
Experiments.
Given a landscape L, the following steps are performed in order to identify a possible law for the number and sizes of the attraction basins of L, among the family of laws Law γ studied above.
1. Choose a random sample (
2. Perform a steepest ascent starting from each X i up to µ SA (X i ). 3. Compute β j defined as the number of local optima reached by exactly j initial points X i . 4. Compare the observed law of β to the laws of β(γ) for different γ values, using the χ 2 test. To visualize the comparison of the last item, we propose to plot the obtained χ 2 value for different γ values. We also plot the corresponding χ 2 value below which the test is positive with a confidence of 95%.
Experimental validation.
The results obtained in section 5 are asymptotic with respect to the number of local optima N and the size of the random sample M . Hence, before the methodology can be applied, some experimental validation is required in order to determine practical values for M and N for which the method is reliable. This is achieved by applying the methodology to determine the distribution of (α j ) (normalized sizes of the attraction basins) in two known purposely constructed landscapes: The first contains basins with random sizes; the second contains basins with equal sizes.
Results are plotted in Figures 4, 5 , and 6. Samples with smaller sizes than those shown in these figures yield β j values which are not rich enough to allow a significant . Further, we demonstrate that the estimation of number of local optima is accurate, even when initial points visit a small number of attraction basins of the landscape (Figure 6 ). This situation is even more striking in the experiments of the following section on Baluja F1 problems.
The methodology at work.
Having seen that the methodology is a powerful tool, provided that the information obtained for β is rich enough, we apply it to investigate the landscape structure of the difficult gray-and binary-coded F1 Baluja problems are considered. This encoding consequently corresponds to the binary search space with l = 9k.
Considering the 1-bit-flip mutation (Hamming landscape), Figure 7 shows that the distribution of the sizes of the basins is closer to the random configuration than to the deterministic one and that the estimated number of local optima is similar for the binary and gray codings. On the other hand, considering the 3-bit-flip mutation (Figure 8 ), the estimated number of local optima drops significantly for both problems: less than 250 for both binary and gray landscapes, whereas the Hamming landscape contains thousands of local optima (Figure 7 ).
Experiments at problem sizes l = 18 and l = 36 have been carried out in addition to the plotted ones (l = 27), leading to similar results for both F1g and F1b problems: The number of local optima of the 3-bit-flip landscape is significantly smaller than that of the Hamming landscape. For example, when = 18, there are less than 10 local optima in the 3-bit-flip landscape versus hundreds in the Hamming landscape. When = 36, the estimations for the Hamming landscape show about two times more local optima for the gray than for the binary encoding (resp., 45000 and 25000). Still for = 36, but for the 3-bit-flip landscape, the estimated number of local optima drops, respectively, to 1400 and 1000.
A new optimization heuristic. A simple search strategy for solving difficult problems naturally follows from the methodology presented in this paper: Once the number N and distribution of the attraction basins is estimated following the guidelines summarized in the beginning of section 6, generate a random sample whose size is set to N (ln N + ln a) if the sizes of the basins are close to the deterministic configuration (resp., aN 2 if the sizes of the basins are close to random). Then a simple steepest ascent starting from each point of the sample ensures that the global optimum is found with probability exp(−1/a).
In the 27-bits F1 problem, this heuristic demonstrates to be very robust and efficient in solving the problem with the 3-bit-flip operator. Using a 3-bit-flip mutation steepest ascent, an initial random sample of 5 points (versus 100 with 1-bit-flip mutation) is enough to ensure that one point at least lies in the global attraction basin (experiments based on 50 runs)! This is due to the fact that the basin of the global optimum is larger than the basins of the other local optima. In order to detect all 6.3. Discussion. This paper provides a new methodology allowing one to estimate the number and the sizes of the attraction basins of a landscape specified in relation to some modification operator. This allows one to derive bounds on the probability that one samples a point in the basin of the global optimum, for example. Further, it allows one to compare landscapes related to different modification operators or representations, as illustrated with the Baluja problem.
The efficiency of the proposed method is certainly dependent on the class of laws of (α j ) (sizes of the attraction basins) for which the distribution of β is known. We have chosen a very particular family of distributions p γ for representing all possible distributions for the relative sizes of attraction basins. The constraints for this choice are twofold and contradictory. On the one hand, a large family of distributions is required to be sure that at least one of them is sufficiently close to the observed repartition (β j ). On the other hand, if we choose an overlarge family, then we need a lot of parameters to characterize the distributions. It is then very difficult to estimate all parameters and consequently to decide which distribution is the closest to the observed one. That is why the choice of the family is very delicate and crucial. We feel that the particular family p γ that has been chosen (5.2) fulfills determinant conditions. First, it contains two very natural distributions, the so-called D-and Rconfigurations that we have studied with great detail. Second, it is characterized by a single parameter easy to estimate. Third, it contains distributions with a complete range of variances, from 0 (the D-configuration) to infinity, by going through 1 (the R-configuration).
However, the experiments with the Baluja problem appeal for refining the class The method of estimating the number of local minima described in section 5.3 could then be applied with this family. To apply our method we have also made a crucial choice which consists of executing the local search algorithm from randomly distributed points. We do so because we have no a priori information on the landscape at hand. However, assume for a while that we have some a priori information about the fitness function, e.g., its average value. Consequently, we could hope that starting with points whose fitnesses are better than average would improve the detection of the local maxima. Nevertheless, extensive computer investigations of some particular problems have shown that this is not the case [16, p. 456 ], possibly because a completely random sampling of starting points allows one to get a wider sample of local optima.
A first application of the methodology presented in this paper is to compare landscapes obtained when different operators are used (k-bit-flip binary mutations for different k values, for example). However, the complexity of this method is directly related to size of the neighborhood of a given point. Hence, its practical usefulness to study k-bit-flip landscapes is limited when k value increases. Hence, it seems most suited to investigate different representations. Its extension to nonbinary representations is straightforward, provided that a search algorithm that leads to the corresponding local optimum can be provided for each representation. Further, this methodology can be used to determine subparts of the search space, such that (α j ) obey a particular law, hence guiding a hierarchical search in different subparts of the space.
Note finally that the distributions of the sizes of basins do not fully characterize landscape difficulty. Depending on the relative position of the attraction basins, the search still may range from easy to difficult. Additional information is necessary to compare landscapes difficulty. Further work may address such issues to extract additional significant information in order to guide the choice or the design of problem dependent operators and representations.
