Abstract. Let A be a finitely generated associative algebra over an algebraically closed field k, and consider the variety mod A .k/; they are given by rank conditions on suitable matrices associated with M . We study the schemes C M defined by such rank conditions for modules over arbitrary A, comparing them with similar schemes defined for representations of quivers and obtaining results on singularities. One of our main theorems is a description of the ideal of x O M for a representation M of a quiver of type A n , a result Lakshmibai and Magyar established for the equioriented quiver of type A n in [12] .
Introduction
Throughout the paper, k denotes an algebraically closed field of arbitrary characteristic. By abuse of notation, a k-scheme X and its functor of points, i.e. the functor from the category of commutative k-algebras to the category of sets sending X to the set of morphisms Spec.R/ ! X, will be denoted by the same symbol. Any scheme X considered in the paper will be of finite type over k. In fact, X.k/ can be viewed as the set of closed points of the scheme X.
Let d 2 N. We denote by M d the k-scheme of d d -matrices and by GL d the group k-scheme of invertible d d -matrices. Let A be a finitely generated associative k-algebra with a unit. The module scheme mod O M . When A is a finite dimensional algebra, these rank conditions are directly related to the so-called Hom-order considered extensively before, for instance in [4] , [5] , [13] , [15] . In fact, if M; N 2 mod O M in special cases, e.g. if A is a representation-finite algebra [15] or a tame concealed algebra [4] . However, .C M / red strictly contains x O M in general; the first example is due to Carlson [13] . Moreover, C M need not be reduced even if .C M / red D x O M . This occurs already for the algebra A D kOEx=.x 2 / of dual numbers and dimension d D 2 (see Example 3.7 for details).
Our goal in this article is to study the scheme C M in its own right. We now roughly describe the content of every section.
In Section 2 we define rank ideals and present tools used later. The definition of the scheme C M is given in Section 3, along with a reduction of the set of matrices a to be considered. In fact, a p q-matrix a with coefficients in A yields a morphism a W A p ! A q , and two matrices a and a 0 yield the same rank conditions if a and a 0 have isomorphic cokernels. In Section 4, we define analogous rank schemes for quiver representations and use them in Section 5 to extend Bongartz' results on a geometric version of the Morita equivalence to rank schemes.
In [12] , Lakshmibai and Magyar proved a result which turns out to be equivalent to the following (see Section 4): If M is a representation of an equioriented Dynkin quiver of type A, then C M D .C M / red D x O M . In [17] , the second author introduced so-called hom-controlled exact functors. This tool allowed him to show that some types of singularities in orbit closures of modules over two different algebras coincide. In Section 6 we study hom-controlled exact functors for rank schemes, and we obtain one of our main results, a generalization of the result above to representations of Dynkin quivers of type A, not necessarily equioriented (see Theorem 6.4) . Thus the ideal defining x O M is now known for Dynkin quivers of type A; it is an open question whether this result can be generalized to representations of arbitrary Dynkin quivers.
The main advantage of the scheme C M over x O M is that its tangent space at some N 2 x O M has a module theoretic interpretation; we will explain this in Section 7 and use it in Section 8 to study the regularity of C M at N . Under the assumption that the algebra is representation-finite, we will characterize the singular locus of C M . The motivation is that the knowledge of the singular locus for C M helps to describe the singular locus for the orbit closure x O M . We will show in a forthcoming paper that in fact both loci coincide if M is a nilpotent representation of an oriented cycle.
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Rank ideals
Throughout the section R denotes a commutative ring. Let M p q be the affine scheme of p q-matrices, and fix U 2 M p q .R/ and t 2 f1; : : : ; min.p; q/g. Following [7] , 1.B, we denote by I t .U / the ideal in R generated by the minors of U of size t. It will be convenient to define I 0 .U / D R and I t .U / D 0 for t > min.p; q/. Thus we have
We first collect a few properties of I t .U /.
Lemma 2.1. Let U 2 M p q .R/ and V 2 M q r .R/. Then
Proof. Recall that, given a matrix W 2 M p 0 q 0 .R/ and the corresponding R-homomorphism U W R q 0 ! R p 0 , the entries of the matrix of the R-homomorphism
/ with respect to the standard bases are just the t tminors of W . For two subsets K Â f1; : : : ; p 0 g, L Â f1; : : : ; q 0 g of the same cardinality, we denote the minor of W corresponding to rows in K and columns in L by W K;L . Using the functoriality of ƒ t , we obtain
for any two subsets K Â f1; : : : ; pg, N Â f1; : : : ; rg of cardinality t , where L ranges over all subsets of f1; : : : ; qg of cardinality t . Our claim follows. Proof. Apply Lemma 2.1 to
We leave the proof of the next lemma to the reader. Given two matrices U and V we set U˚V D U 0 0 V .
Lemma 2.3. We have
In particular, if V is the identity matrix of size s Ä t , then I t .U˚V / D I t s .U /.
Definition and first properties of C M
Let A be a finitely generated associative k-algebra and d 2 N. The coordinate algebra kOEmod d A can be constructed as follows: Choosing generators a 1 ; : : : ; a r of A we obtain an isomorphism of A with the quotient of a free k-algebra khx 1 ; : : : ; x r i by a two-sided ideal J . We consider rd 2 independent variables x
A is the quotient of the polynomial algebra kOEx 
The coordinate algebra kOEM p q is the polynomial algebra kOEy i;j with i Ä p, j Ä q. We denote by V r p q Â M p q the closed subscheme of "matrices of rank at most r" defined by the ideal
Let a D .a i;j / be a p q matrix with coefficients in A. The assignment Proof. Fix a commutative k-algebra R. We need to show that N 2 C M;a .R/ and g 2 GL d .R/ implies g N 2 C M;a .R/, or equivalently that all r r-minors of We define the rank scheme associated to M as
where a ranges over all p q-matrices with coefficients in A for all p and q. Thus As a consequence, we obtain a well defined scheme C M;L for any finitely presented A-module L by choosing a presentation
where L ranges over representatives of all isomorphism classes of finitely presented A-modules.
Proof of the lemma. Let a 0 and a 00 be two matrices with coefficients in A of sizes p 1 q 1 and p 2 q 2 , respectively. Setting f 1 D a 0 and f 2 D a 00 we obtain two A-homomorphisms
We assume that there is an A-isomorphism W Coker.f 1 / ! Coker.f 2 /. We claim that there are matrices b and c with coefficients in A such that
Using the property that free A-modules are projective we obtain the following commutative diagram with exact rows
and g 1 l 0 h 0 D g 1 . The latter implies that Im.1 l 0 h 0 / is contained in Im.f 1 /, and consequently 1 l 0 h 0 factors through f 1 . From this, and by symmetry, we get two
We conclude from (3.1) and (3.2) that
We get the claim by choosing matrices b and c such that
By Lemmas 2.1 and 2.3, we know that In a similar way we prove the reverse inclusion, which finishes the proof.
Proof. We fix matrices a 0 and a 00 with coefficients in A such that the cokernels of for any matrix U with coefficients in a commutative ring R, we get from Lemma 2.3
Let L be a finitely presented A-module. Then the space Hom A .L; M / is finite dimensional, and we choose a basis f 1 ; : : : ; f s . We denote by L M the kernel of the map
Note that L M does not depend on the choice of the basis f 1 ; : : : ; f s .
Lemma 3.4. Using the above notation, we have
Proof. As there is an injective A-homomorphism from L=L M to M s , the module L=L M is finite dimensional and thus finitely presented, as A is finitely generated. We may choose presentations of L and of L=L M for which there is a commutative diagram
with exact rows. 
Next we study the behavior of rank schemes under an algebra homomorphism ' W A ! B. For a p q-matrix a D .a i;j / with coefficients in A, we denote the corresponding p q-matrix with coefficients in B by '.a/ D .'.a i;j //. Any B-module can be considered as an A-module via '; we will write A M for the Amodule corresponding to the B-module B M . In addition, ' induces a regular
A similar result holds for rank schemes.
Lemma 3.5. Let ' W A ! B be an algebra homomorphism and let M belong to mod
If ' is surjective, the above inclusion is an equality.
and thus
The algebra B D A= Ann M is finite dimensional, being a subalgebra of End k .M /. By the above lemma, we can work over the finite dimensional algebra B D A= Ann M instead of A and consider M as a B-module. For a finite dimensional algebra, any finitely presented module is isomorphic to a direct sum of indecomposables, and we obtain the following consequence. 
We construct C M on a simple but instructive example.
Example 3.7. Let A D kOE" ' kOEx=.x 2 / be the algebra of dual numbers and M W A ! M 2 .k/ be the unique algebra homomorphism satisfying M."/ D 0 0 1 0 , so that the corresponding module is isomorphic to A A. Choosing " as a generator of A, we identify the coordinate algebra kOEmod 2 A with kOEx 1;1 ; x 1;2 ; x 2;1 ; x 2;2 = entries of
The set L considered in the previous corollary consists of two modules: M and its one-dimensional simple submodule denoted by S. In fact, any indecomposable A-module is isomorphic to either M or S, so the algebra A is representation finite and therefore 
Obviously the trace of
does not belong to « M (but its third power does), so the ideal « M is not radical and C M is not reduced.
Rank schemes for representations of quivers
We first recall the classical definition of the representation space of a quiver with relations for a given dimension vector, acted upon by a product of general linear groups, and then view this space as the k-points of an affine scheme with the action of a group scheme.
Let Q D .Q 0 ; Q 1 ; s; t/ be a finite quiver, i.e. a finite set Q 0 of vertices and a finite set Q 1 of arrows˛W s˛! t˛, where s˛and t˛denote the starting and the terminating vertex of˛, respectively. A representation of Q over k is a collection .X.i/I i 2 Q 0 / of finite dimensional k-vector spaces together with a collection
The dimension vector of a representation X of Q is the vector
We denote the category of representations of Q by rep.Q/, and for any vector
Note that the GL d .k/-orbit of X, denoted by O X , consists of the representations Y in rep d Q .k/ which are isomorphic to X.
Let kQ denote the path algebra of Q: The paths in Q form a k-basis of kQ, and two paths are multiplied by juxtaposing them if possible and they have product 0 otherwise. In each vertex i of Q we have the trivial path " i of length zero. Note that
is a decomposition of 1 into a sum of pairwise orthogonal idempotents and that " i kQ " j is the vector subspace consisting of the linear combinations ! of paths starting from vertex j and terminating at i. We will write s.!/ D j and
!/ is defined in the obvious way. If J is a two-sided ideal of kQ, one can restrict the category rep.Q/ to the full subcategory rep.Q; J / consisting of the representations annihilated by J . The pair .Q; J / is called a bound quiver if J is an admissible ideal, i.e. .kQ C / N Â J Â .kQ C / 2 for some N 2, where kQ C stands for the ideal in kQ spanned by the paths of positive length.
The affine scheme rep 
where ! ranges over all possible matrices of paths with all possible sets of starting and terminating vertices. Note that
Q is the ideal generated by all minors of size 1 C rk ‚ ! .M / of the matrix
We leave the necessary adjustments for quivers with relations to the reader.
All results presented before in the context of module scheme have a corresponding version in terms of representations of bound quivers .Q; J /. The main difference is that instead of finitely generated free presentations of modules we consider projective presentations of representations using the projectives .kQ=J / " i , i 2 Q 0 . In particular, if Q is an equioriented Dynkin quiver of type A n ,
Thus « M is exactly the ideal generated by determinantal conditions as considered by Lakshmibai and Magyar in [12] . Therefore we can reformulate their main result as follows: 
A geometric version of Morita equivalence for rank schemes
The purpose of this section is to relate rank schemes for quiver representations to rank schemes for modules over algebras. Let A be a finite dimensional algebra, and let S 1 ; : : : ; S s be representatives for the isomorphism classes of simple A-modules. The Grothendieck group K 0 .A/ can be identified with Z s , and the dimension vector dimN 2 Z s of a finite dimensional A-module N is the vector
where d l is the multiplicity of S l in any composition series for N . If e l 2 A is a primitive idempotent such that Ae l is a projective cover for S l , we have
By [9] or Lemma 1 of [3] , there is a connected component mod .e l / , where .e l / is the 1 1-matrix having the idempotent defined above as its entry, we get that
for l D 1; : : : ; s. But
Let B be a maximal semisimple subalgebra of A. We know that
where we set n l D dim k S l . Denote by e l i;j , l D 1; : : : ; s, i; j D 1; : : : ; n l the canonical basis of B, and set e D P s lD1 e l 1;1 . Then eAe is a basic algebra Morita equivalent to A. There is a quiver Q with the set of vertices f1; : : : ; sg together with an admissible ideal J in kQ and an algebra isomorphismˆW eAe ! kQ=J such thatˆ.e
Bongartz showed in [3] that the fiber of some special element E 2 mod into a sum of primitive orthogonal idempotents, we subdivide a d d -matrix W first into s 2 "large" blocks, the block W l 0 ;l 00 being of size n l 0 d l 0 n l 00 d l 00 , l 0 ; l 00 Ä s, and then we subdivide each block W l 0 ;l 00 into n l 0 n l 00 blocks, the block W l 0 ;l 00 i;j being of size d l 0 d l 00 ; i Ä n l 0 , j Ä n l 00 . In order to handle these blocks we introduce the obvious injective scheme morphisms
We define a subfunctor E of mod 
is in accordance with an equivalence between the category of representations of .Q; J / and the category of A-modules.
Proposition 5.2. With the above notations we have
Proof. The result is a consequence of the following two facts. 
(2) For any p 0 , q 0 , any vertices u 1 ; : : : ; u p 0 ; v 1 ; : : : ; v q 0 of Q and any elements ! i 0 ;j 0 2 " u i 0 kQ=J " v j 0 with ! D .! i 0 ;j 0 /, there is a p 0 q 0 -matrix a.!/ with coefficients in A such that
In order to prove (1) we first construct !.a/ for a 2 A such that Following Hesselink (see (1.7) in [11] ) we call two pointed schemes .X; x 0 / and .Y; y 0 / smoothly equivalent if there are smooth morphisms f W Z ! X, g W Z ! Y sending a point z 0 2 Z to x 0 and y 0 , respectively. This is an equivalence relation and an equivalence class will be denoted by Sing.X; x 0 / and called the type of singularity of X at x 0 . Assuming Sing.X; x 0 / D Sing.Y; y 0 /, the scheme X is regular (or reduced, normal, Cohen-Macaulay, respectively) at x 0 if and only if the same is true for the scheme Y at y 0 (see [10] , Section 17, for more information about smooth morphisms).
Sing.
E is smooth and induces an isomorphism of schemes GL
It is not hard to see (compare e.g. [6] ) that the diagram
is a pullback, where is the projection to the first factor and .g; N / D g ÁN . Note that is smooth as smoothness is preserved under base change. As .k/ is surjective and thus contains ÁM 0 in its image, it is enough to show that
A pair .g; N / 2 GL d .R/ C ÁM .R/ belongs to . 1 C ÁM /.R/, for a commutative k-algebra R, if and only if g ÁN 2 C ÁM .R/. As by Lemma 2.2 C ÁM .R/ is stable under GL d .R/, this is equivalent to ÁN 2 C ÁM .R/, which is in turn equivalent to .g; N / 2 GL d .R/ C M .R/ by Proposition 5.2.
Hom-controlled exact functors
Let ' W A ! B be a homomorphism of finite dimensional algebras and ' W mod B ! mod A the induced change of scalars functor. For a B-module M we will use the notation
Following [17] , we call an exact functor F W mod B ! mod A hom-controlled, if there is a bilinear form
for any U; V 2 mod B. Here and later on, we abbreviate dim k Hom B .U; V / by OEU; V B , for any U; V 2 mod B and similarly for A-modules.
Assume now that the functor ' is hom-controlled. It follows from Theorem 1.1 of [17] that the restriction of '
is a smooth morphism. The aim of this section is to show this is still true if we replace the orbit closures by the rank schemes C B M and C A M . Let L be a finite dimensional A-module and t 2 N. We choose a p q-matrix a such that Coker. a / is A-isomorphic to L. Let mod 
which is smooth.
Proof. We know that C B M is a subscheme of mod 
The first part is easy, because
B follows from Lemma 3.5 and Lemma 5.1. In order to prove the reverse inclusion we will show that, for any B-module B L, we have
Let L be a finite dimensional B-module. Choosing a finite free presentation of A L we obtain the exact sequence of A-modules
for some p; q 1 and a p q-matrix a with coefficients in A. We apply the tensor functor B˝A . / to get another exact sequence
Using the homomorphism ' we have a left and a right A-module structure on B, and the functor ' can be identified with the functor A B˝B . / as well as with Hom B . B B A ; /. Observe that
where is the B-B-bimodule B˝A B, and that for any B-module Y we have
As ' is hom-controlled, we obtain
for any B-module Y . Let fP 1 ; : : : ; P n g be a complete set of pairwise non-isomorphic indecomposable projective B-modules and S i D P i = rad.P i / for i Ä n. Note that fS 1 ; : : : ; S n g is a complete set of pairwise non-isomorphic simple B-modules.
The latter holds for any finite dimensional B-module Y , hence ˝B L ' L˚P L , by Auslander's theorem. This implies that the ideal generated by .
If P L D 0, the inclusion (6.1) clearly holds. Otherwise, choose matrices b 0 and b 00 with coefficients in B such that the Coker.
by Lemma 2.3. Obviously I 1Cr 1 .X.b 0 // D « B M; B L and therefore
Thus it suffices to show that
Let N be a module in mod
The proof can be adapted to rank schemes, yielding the following result. The only slight difficulty is taken care of by the lemma following the theorem. Recall that if M 0 is a point of C M .k/, the modules M and M 0 have the same dimension vector, and so do their images F .M / and F .M 0 / under an exact functor. 
Proof. The easiest way to see this is to replace the algebras by quivers and relations using Theorem 5.3. Then we have
As D is semisimple, its quiver consists of some vertices but no arrows, and thus
The above theorem remains true if modules are replaced by representations of quivers, by Theorem 5.3. In particular, applying the theorem to the exact functors constructed in [1] and [2] we may generalize Theorem 4.1 as follows. Let us describe the ideal « M explicitly. We know from Corollary 3.6 that Independently of the orientations of the arrows, an indecomposable L is given by an interval L D OEl; l 0 in OE1; n, for some l Ä l 0 : Each vertex in OEl; l 0 is represented by k, each arrow between such vertices by the matrix .1/. Denote the full subquiver of Q with vertex set OEl; l 0 by Q OEl;l 0 . We associate with L the sequence l Ä v 1 < < v q Ä l 0 of all sources of Q OEl;l 0 and the sequence l 1 Ä u 1 < < u p Ä l 0 C 1 consisting of all sinks in Q OEl;l 0 distinct from l; l 0 in addition tó l 1 if 1 < l and there is an arrow l 1 l 2 Q 1 ; l 0 C 1 if l 0 < n and there is an arrow l
For any u i there is either some v j 0 < u i and a path ! i;j 0 W v j 0 ! u i in Q or some v j 00 > u i and a path ! i;j 00 W v j 00 ! u i in Q or both, in which case we must have j 00 D j 0 C 1. The p q-matrix ! corresponding to L D OEl; l 0 has all its entries 0, except for those just described.
In the special case
the matrices to be considered are ˛1 ; ˛2 ; ˛3 ; ˛4 ;
˛1˛2 ; ˛2 B˛3 ; 
for two A-modules Y; Z, where
Note that the pushout or pullback of an exact sequence in E belongs to E again. As a consequence, E. ; / is a k-subfunctor of Ext 
The following corollary is an immediate consequence. 
Proof. The algebraic group scheme GL p GL q acts on M p q via .g; h/ N 0 D g N 0 h 1 , and we know that N D g 
A .k/ and identifying Hom A .A; N 0 / with N 0 , we see that
Corollary 7.4. Using the notions just introduced, we have that the tangent space
Using (7.1), the corollary is a direct consequence of Lemma 7.3 and the fact that rk
Now Proposition 7.1 is easy to prove. Indeed, we have
where the intersection is taken over representatives L of all isomorphism classes of A-modules which are finitely presented, or, by Lemma 3.4, even finite dimensional. Proof. Statement (1) holds by definition. For (2) , note that the pullback of Z under any morphism in Hom.Y; V Z / will still have a splitting pushout under any morphism from Z to X 2 add F and thus belongs to E.Y; Z/. By the definition of Z , any exact sequence with OE 2 E.Y; Z/ is a pullback of Z . The proof of (3) is dual, and (4) follows from (2) and (3) as shadows cannot grow under pushouts nor under pullbacks.
As an immediate consequence we obtain the following corollary.
Lemma 8.3.
For an A-module X the following properties are equivalent:
There is a dual statement characterizing X 0 2 add F 0 .
Proof. The implications from (1) to (2) and from (2) to ( Proof. Obviously (2) implies (1) and (4) implies (3) . Thus, up to duality, it suffices to show that (1) implies (4) . Let Z be a module. As W Z 2 add F and W As U N belongs to add F 0 by our hypothesis,ˇis surjective. Then˛is surjective as well, thus E.N; V Z / D 0, which implies V Z 2 add F by Lemma 8.3.
We are now ready to give a first characterization of the regularity C M at N . 
Thus ' is fit for .M; N /, being a pushout of N . A decomposition of V N into a direct sum of submodules yields a corresponding decomposition of ' as a direct sum. We choose a direct summand of ':
such that V is indecomposable and does not belong to add.F /. As g is radical, f is a source map from U to add F . But a source map from a decomposable module has a decomposable cokernel, and therefore U must be indecomposable and Á is isomorphic to U . Finally, suppose the mesh stopping at some indecomposable Y belongs to Ã Á . Equivalently, we have ı .k/ of 2 4-matrices of rank at most 1, which has a single singularity at 0, the image of the semisimple representation. Hence x O M is regular at N .
