Fluid flow in the earth's crust plays an important role in a number of geologic processes. In carbonate reservoirs, fluid flow is thought to be controlled by open macrofractures. The movement of fluids in the fractured media results in changes in the pore pressure and consequently causes changes in the effective stress, traction, and elastic properties. Many recent examples in time-lapse or 4D seismic surveys have demonstrated that seismic waves can be used to monitor changes in oil or gas reservoirs as a function of time (e.g., Landrø, 2002; Angerer et al., 2002).
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During production from a reservoir, the movement of fluids is accompanied by substantial change in the pore pressure field. As fluids drain, pore pressure decreases, which increases the effective pressure on fractures, grain boundaries, and microcracks. Higher static load on these surfaces decreases their compliance nonlinearly and decreases fracture opening and/or pore throat size, thus increasing the stiffness of the rock (by increasing compressional and shear velocities) and decreasing permeability (Schoenberg, 2002) . Conversely, pore pressure buildup due to injection leads to a decrease in effective pressure and an increase in rock compliance.
Fractured rock is often modeled as a relatively rigid, defect-free, "background" medium with embedded sets of linear slip interfaces. A linear slip interface is a surface across which anomalously large strain occurs due to the passage of a wave. In linear slip deformation theory, the large strain is approximated by a displacement discontinuity across the surface that is linearly related to the dynamic traction acting on the interface (to the first order). The dynamic elastic properties of the rock are determined by adding the compliance tensor of the background to an excess fracture compliance tensor associated with the fractures (e.g., Liu et al., 2000) . The linear parameters governing the infinitesimal slip on these planes have been shown to depend on the static stress state in a highly nonlinear and most likely hysteretic manner. If such relations are established, we may begin to be able to predict static effective stress based on dynamic properties (wave speeds and their associated polarizations) and ultimately explore the pore pressure field changes induced by reservoir drainage or other fluid movement.
The main purpose of this study is to examine the effect of pore pressure changes on seismic wave propagation (i.e., amplitude, frequency, etc.). This is achieved by using a dual simulation of fluid flow and seismic propagation in a common fracture network (developed by Vlastos et al., 2004) . The flow simulation updates the pore pressure at consecutive time steps, and thus the elastic properties of the rock, for the seismic modeling. The simulation allows us to effectively evaluate the validity of inferring changes in fluid properties directly from seismic data. Our results indicate that P-waves are not as sensitive to pore pressure changes as S-waves or coda (scattered) waves. The increase in pore pressure causes a shift of the energy toward lower frequencies, as shown by changes in the spectrum (as a result of attenuation). In addition, the fluid effects on the wavefield vary significantly with the source-receiver direction (i.e., the azimuth relative to the fracture orientation).
Simulation of fluid injection. At a macroscopic scale, fluid flow in porous rocks and fracture zones can be considered an anisotropic diffusive process that varies spatially and temporally by several orders of magnitude. At this scale, pore pressures can also have high local variations. Injecting fluids into a porous rock mass at sufficiently high pressures results in two possible fracture processes-hydraulic fracturing or induced seismicity-depending on the fluid and rock properties and the local stress field. However, because changes in the fracture network will complicate the identification of pore pressure changes in seismic signatures, we have chosen to keep the fracture network unchanged. This type of model is "static" in terms of the stress field, and the fracture network is used only to account for the porosity and permeability. We assume that both fluid and solid phases are chemically inert and at constant temperatures, that the implicit void spaces are fully connected and that the porosity φ is uniform and constant. Only the single phase of fluid is considered. We combine mass conservation, Darcy's law and a linear equation of state [ρ f = ρ f0 (1+ρ/K s )], to obtain the time evolution of the fluid pressure ρ:
(1) where ρ f0 is the fluid density at the initial stress state, ρ f is the fluid density at pressure ρ, and K s is the bulk modulus of the solid.
(2) Equation 2 is the diffusivity tensor, and η and K ij (x,y,t) are the viscosity of the fluid and the permeability tensor of the matrix, respectively. We use the lattice Boltzmann method to solve equation 1, which is valid for the most general media with anisotropic, heterogeneous and time-dependent diffusivity.
In the examples presented below, we have implemented the fluid flow model in 2D using a 256 x 256 "d2q9" lattice for the BGK diffusion model. Following the terminology of Quian et al. (1992) , a "d2q9" lattice is a 2D square lattice where each node is connected to eight neighbors; four horizontally and vertically, and four at 45°. The boundary conditions are periodic, where the top side of the grid links to the bottom side, and the left side to the right side. The plane of computation is horizontal, justifying the absence of a gravity term in equation 1. An injection well is inserted in the center. The dimension of the model is characterized by the length scale L that represents the overall extent of the grid, and the timescale T that represents the duration of the fluid injection at the well. The spatial discretization is ∆x=10 m, and therefore the dimension of the model is 2560 x 2560 m. In the model, the diffusivity for unfractured (isotropic) background rock is D=10 2 D. The time step is ∆t d =1 s. We examine the case of a pre-existing, hydraulically conductive, fracture network with fluid injected in the center of the model. Figure 1 shows the resulting pore-pressure maps at 10, 40, 70 and 100 hours after the initialization of the injection.
Effects of pore pressure on fracture compliance. Fracture surfaces, grain boundaries, microcracks and joint faces are much more compliant and thus sensitive to stress than intact rock. Fractured rock properties therefore are analyzed based on fracture compliance. Fracture anisotropy that changes as the traction on the fractures varies with pore pressure properties of the intact background rock are assumed to be constant. During fluid injection, pore pressure generally increases, resulting in a decrease in the effective pressure on fractures, grain boundaries and micro cracks. Lower static load on such surfaces increases the compliance in a nonlinear way and increases fracture opening and/or pore throat size, thus decreasing the stiffness of the rock (decreasing compressional and shear velocities) and increasing permeability (Schoenberg, 2002) . The model that we examine here has nearly parallel 2D fractures, i.e., the fracture direction lies in the (1,2)-plane (Figure 1) . We consider the effects on this model when subjected to an anisotropic external stress field with principle external stresses denoted by σ x , σ y and σ z in the 1-, 2-, and 3-directions, respectively.
As a simple assumption, let the fracture compliances at any angle be independent of the tangential component of effective stress traction on the fracture faces and dependent on the normal component, τ⊥(θ), given by:
where θ is the angle relative to the normal direction of fractures, ρ is the pore pressure, and σ x and σ y the principal stresses in the horizontal 1-and 2-directions. We assume highly compliant fractures at low normal stress with fracture compliances asymptotically approaching low values as normal stress becomes large (Schoenberg, 2002) . Approximating such dependence by an exponential decay function (neglecting any hysteretics) yields:
for a general case where the parameters governing the exponential decay functions are themselves functions of θ. However, in the model examined, are not functions of θ. The coefficients τ T and τ N have been empirically set to 1.35 MPa. The compliances at zero stress are and , and the compliances at infinite stress are and .
Seismic simulation using finite difference method. From equations 4 and 5, we compute the effect of the pore pressure changes on fracture compliance, from which we can compute the dynamic effective elastic properties of the rock (e.g., Liu et al., 2000) . Then we use a finite-difference method that can simulate wave propagation in complicated fractured networks with fractures at arbitrary angles (Vlastos et al., 2003) to examine the potential of extracting information about the pore pressures directly from seismic waves. Figure 2 shows an example of the x-component of the waves recorded at a receiver located at x=1000 m and y=300 m at consecutive stages of the injection numerical simulation. The source of the seismic waves is located at the center of the medium (x=1280 m, y=1280 m), exactly at the same position as the fluid injection point, so the waves traveling to the receivers will be greatly affected by pore-pressure changes. In the y-direction, the source-receiver angle is 16°while the average fracture direction angle is 30°. The source-receiver angle relative to the fracture normal direction averages 104°. The waveform in black (Figure 2 ) is recorded at the pre-injection stage when pore pressure is equal throughout the model (used as a reference). The waveforms in red, green, blue and orange are recorded at 10, 40, 70, and 100 hours after the initialization of the fluid injection, respectively. Generally we can see variations on the features of the waves as pore pressure changes. The direct P-wave at 0.37 s does not seem significantly affected by pore pressure changes. In contrast, the shear wave and the coda waves exhibit strong amplitude changes attributed to the pore pressure changes. In addition, pore pressure affects the spectrum (Figure 3) . As pore pressure builds, there is a gradual shift of shear-wave energy towards lower frequencies, indicating systematic increase of attenuation. The magnitude of the peak frequency shift is about 10 Hz. The Pwave amplitudes are less affected when compared to the shear-waves, which agree with the laboratory results of Prasad (2002) .
It is common in time-lapse seismic monitoring to examine the difference in measurements for two consecutive timesteps, to evaluate the effect of pore pressure changes. We conducted forward modeling for the pre-injection state, and the states 10, 40, 70, and 100 hours after the fluid injection. Snapshots of the seismic wave are generated for each simulation at 150, 250, 350, and 450 ms, after the initialization of the source. To examine the effect of pore pressure changes, we determine the difference between the pre-injection stage and the snapshots of each stage after injection. Figures 4 and 5 show examples of the snapshots at consecutive time steps, which are the results of the difference between the simulation stages at 70 and 100 hours after the fluid injection and the pre-injection stage, respectively. From Figures 4 and 5 we can see that the area of strong differences in the seismic signal have an elliptical shape with the long axis paralleling the fracture direction. Also, the strongest differences are concentrated in the center of the model, or the injection site, with the highest differences in pore pressure. The results indicate that the dual simulation shown here can accurately map the effect of pore pressure changes in seismic wave propagation. Specifically, when the seismic wave has covered a significant part of the modeled area (at 450 ms after source initialization), the area of strong difference spreads gradually from the injection point outwards, following an ellipse exactly the shape of the fluid front.
Finally, we examine the azimuthal dependence of seismic waves on fluid pressure. The waveforms are recorded at three receivers, at almost the same distance from the source, and at 90°, 130°and 180°from the fracture normal. This is repeated for each of the four states of fluid flow simulations shown in Figure 1 . Figure 6 shows the differences in the horizontal components recorded at the three receivers at each azimuth. The differences are computed between: (a) 10 and 40 hours after injection, (b) 10 and 70 hours after injection, and (c) 10 and 100 hours after injection. Figure 7 shows the corresponding difference in the frequency spectra. In general, the P-waves are not greatly affected in contrast to shear-waves and coda or scattered waves as shown in Figure 6 . Along the fractures (azimuth 90°), we can see the strongest differences in shear waveforms, while at normal to the fractures (azimuth 180°) the strongest difference is in coda or scattered waveforms. As the pore pressure increases, this effect becomes stronger. It is interesting to note that there is a variation of the frequency content of the waveforms with azimuth. The greatest frequency shift occurs for an azimuth of 180°where a significant amount of energy is shifted from 50-60 Hz towards 30-40 Hz. At an azimuth of 130°, energy moves between the same frequency ranges are much smaller (negligible).
Finally, at a 90°azimuth there is a much more limited shift of energy, but significant energy present at the range of 50-60 Hz. In this case the energy is redistributed to both low and high frequencies, in a transition phase, before it shifts to systematically lower frequencies as angle increases from fracture normal.
Discussion and conclusions.
We have conducted systematic dual numerical simulations of fluid flow and seismic wave propagation in a common fractured network. For the fluid flow simulation the fluid is injected in the center of a horizontal fractured layer, and at selected time steps after the injection, information about pore pressure is collected. Variations in pore pressure lead to variations in the local effective stress. We use an empirical relationship between the effective stress changes and respective changes in the compliance of the rock. Therefore, at each selected time step of the fluid simulation, we obtain complete information about the updated elastic properties of the medium, and use these to perform seismic simulation. This process gives results in seismic data at consecutive time steps with varying pore pressures, or synthetic time lapse seismic data.
Our results show a different response between P, shear-, and coda waves to pore pressure changes. P-waves seem to be less affected or affected in a limited way, while shear-and coda waves are strongly affected, which supports the theoretical results of Liu et al. (2002) and field evidence of Angerer et al. (2002) . Also, the amplitudes increase with increasing pore pressure and the frequency spectrum shows significant variations with pore pressure. There is an important shift of the peak frequency towards lower frequencies (implying strong attenuation) as pore pressure increases. Another important aspect of our study is the azimuthal dependence of these effects. Fractures comprise the main path where the fluid moves in the reservoir, which is why the fluid front is an ellipse with its long axis oriented parallel to the fracture orientation. We also observe very strong amplitude differences in the shear-waves parallel to the fracture orientation and the coda waves normal to the fracture orientation, as pore pressure changes. Finally, we show that the greater shift of energy in frequency happens when seismic waves travel normal to the flow path. We conclude that significant diagnostic interpretation may be made by examining time-lapse shear-waves and coda-wave data, especially prior to any study that analyzes wave attenuation.
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