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Abstract
In this paper, we ﬁrst introduce a notion of semisimple system with parameters, then we establish
Lusztig’s isomorphism theorem for any cellular semisimple systemwith parameters.As an application,
we obtain Lusztig’s isomorphism theorem forAriki–Koike algebras, cyclotomic q-Schur algebras and
Birman–Murakami–Wenzl algebras. Second, using the results for certain Ariki–Koike algebras, we
prove an analogue of Lusztig’s isomorphism theorem for the cyclotomic Hecke algebras of type
G(p, p, n) (which are not known to be cellular in general). These generalize earlier results of [G.
Lusztig, On a theorem of Benson and Curtis, J. Algebra 71 (1981) 490–498.] on such isomorphisms
for Iwahori–Hecke algebras associated to ﬁnite Weyl groups.
© 2005 Elsevier B.V. All rights reserved.
MSC: 16G99
1. Introduction
Let q1/2 be an indeterminate over Q and let W be a ﬁnite Weyl group. Lusztig’s iso-
morphism theorem [17] is an explicit realization of Tits’ deformation theorem [8], i.e.,
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a homomorphism from the Hecke algebra Hq(W) over Q[q1/2] to the group algebra
Q[q1/2]W , which becomes an isomorphism over any ﬁeld K which is a Q[q1/2]-algebra
and such that K⊗Q[q1/2]Hq(W) is semisimple. The construction in [17] makes essential
use of the Kazhdan–Lusztig bases for Iwahori–Hecke algebras associated to ﬁnite Weyl
groups.
The starting point of this paper is to look for a generalization of Lusztig’s isomor-
phism theorems for cyclotomic Hecke algebras, e.g., the Ariki–Koike algebras, which
have been extensively studied in recent years, see e.g., [3,2,6,20,18] and the references
therein. Note that bases of Kazhdan–Lusztig type are not presently available for gen-
eral cyclotomic Hecke algebras. However, we ﬁnd that a generalization of Lusztig’s iso-
morphism does exist for Ariki–Koike algebras (which answer a question of Mathas
[19, (3.13)]), and actually for a larger class of ﬁnite dimensional algebras—the so-called
cellular algebras [11].
In this paper, we shall ﬁrst introduce the notion of semisimple system with parame-
ters, then we shall establish Lusztig’s isomorphism theorem for any cellular semisimple
system with parameters. As an application, we obtain Lusztig’s isomorphism theorem for
Ariki–Koike algebras (which include the Iwahori–Hecke algebras of type A and type B
as special cases), for cyclotomic q-Schur algebras (which include q-Schur algebras as a
special case, see [10]) and for Birman–Murakami–Wenzl algebras as well. Furthermore,
using these results for certain Ariki–Koike algebras, we prove an analogue of Lusztig’s
isomorphism theorem for the cyclotomic Hecke algebras of type G(p, p, n) (which include
the Iwahori–Hecke algebras of type Dn as a special case, and are not known to be cellular
in general).
2. Semisimple system with parameters
Let us ﬁrst recall the deﬁnition of cellular algebras [11]. Throughout this paper, all rings
are assumed to have identities, and all homomorphisms are assumed to preserve identities.
Let R be a commutative domain. Let A be an associative R-algebra which is free as R-
module. Let (, ) be a ﬁnite poset. Suppose that for each  ∈ , there is a ﬁnite indexing
setT() and elements m
st
∈ A for all s, t ∈T() such that
(C1) C := {m
st
| ∈  and s, t ∈T()} is an R-basis of A;
(C2) the involutive R-linear map ∗ : A → A determined by (m
st
)∗ = m
ts
for all  ∈ 
and s, t ∈T(), is an algebra anti-automorphism of A;
(C3) for any  ∈ , s, t ∈T() and a ∈ A we have
amst ≡
∑
sˆ∈T()
ra(sˆ, s)m

sˆt
(mod A>),
where ra(sˆ, s) ∈ R is independent of t and where A> is the R-submodule of A
generated by {muv| ∈ , >  and u, v ∈ T()}. Then the pair (C,) is called a
cellular basis of A and the R-algebra A is called a cellular R-algebra.
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It is easy to see, by (C2) and (C3), for any  ∈ , s, t ∈T() and a ∈ A
(C4) m
st
a ≡ ∑
tˆ∈T()r
′
a(tˆ, t)m

stˆ
(mod A>), where r ′a(tˆ, t) ∈ R is independent of s.
Clearly, if the R-algebra A is cellular, then so is the K-algebra K⊗RA for any
R-algebraK.
We give the deﬁnition of semisimple system with parameters as follows:
Deﬁnition 2.1. Let R be a commutative domain with identity 1R , R0 be a subring of R.
Suppose that, as an R0-algebra, R is generated by a ﬁnite set q. Let K (resp. K0) be the ﬁeld
of fractions of R (resp. of R0). Then K0 ⊆ K . Let q0 be a ﬁnite subset in R0. Suppose that
(S1) AR is an R-algebra which is free as R-module;
(S2) there is a surjective map ev0 from q to q0, which naturally extends to a surjective
R0-algebra homomorphism ev0 : RR0;
(S3) theK0-algebraAK0 := K0⊗RAR is semisimple,whereK0 is regarded as anR-algebra
via RR0 ↪→ K0,
(S4) the K-algebra AK := K⊗RAR is semisimple, where K is regarded as an R-algebra
via natural embedding R ↪→ K .
Then (AR,R, q, q0) is a semisimple systemwith parameters. If furthermoreAR is a cellular
R-algebra, then (AR,R, q, q0) is a cellular semisimple system with parameters.
Let AR0 := R0⊗RAR , where R0 is regarded as an R-algebra via ev0. Let K0[q] be the
K0-subalgebra of K generated by q. It is clear that R ⊆ K0[q].
Theorem 2.2. For any cellular semisimple system (AR,R, q, q0) with parameters, we
deﬁne
AK0[q] := K0[q]⊗RAR, K0[q]AR0 := K0[q]⊗R0 AR0 ,
where K0[q] is regarded as an R-algebra (resp. an R0-algebra) via natural embedding
R0 ↪→ R ↪→ K0[q]. Then there is a K0[q]-algebra homomorphism 
 : AK0[q] −→ K0[q]AR0 ,
such that for any ﬁeld k which is a K0[q]-algebra, the kernel of
k : 1⊗K0[q]: k⊗K0[q]AK0[q] → k⊗K0[q]K0[q]AR0
is a nilpotent ideal. In particular, k is an isomorphism between k⊗K0[q] AK0[q] and
k⊗K0[q]K0[q]AR0 if k⊗K0[q]AK0[q] is semisimple.
Proof. We basically follow the idea of Lusztig and repeat the argument in [17]. The only
real change that is needed is a proof of Lusztig’s “PropertyA” in our cellular context. In [17],
such property was established by using deep results relating Verma module multiplicities
and Kazhdan–Lusztig polynomials. In our case, as one can see soon, this is implicitly built
into the deﬁnition of a cellular algebra.
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By hypothesis, AR is a cellular R-algebra. Let
C := {mst| ∈  and s, t ∈T()}
be its cellular R-basis. For any ,  ∈  and s, t ∈T(), u, v ∈T(), we have
mstm

uv =
∑
∈
p,q∈T()
g
(p,q)
(s,t),(u,v)
mpq,
where g(p,q)
(s,t),(u,v)
∈ R. Let MR0 be a free R0-module with basis
{Xst| ∈  and s, t ∈T()}.
We setM := K0[q]⊗R0MR0 . Note thatAK0[ q] := K0[q]⊗RAR is a cellularK0[q]-algebra,
and so isK0[q]AR0 := K0[q]⊗R0AR0 . For simplicity, we shall writemst instead of 1⊗Rmst
(resp., m
st
|q0 instead of 1⊗R0(1⊗Rmst)).
We deﬁne a left action of AK0[ q] and a right action of K0[q]AR0 on M as follows: for
any ,  ∈  and s, t ∈T(), u, v ∈T(),
mstX

uv =
∑
∈
p,q∈T()
g
(p,q)
(s,t),(u,v)
Xpq,
Xst(m

uv|q0) =
∑
∈
p,q∈T()
(g
(p,q)
(s,t),(u,v)
|q0)Xpq,
where g(p,q)
(s,t),(u,v)
|q0 := ev0
(
g
(p,q)
(s,t),(u,v)
)
∈ R0. Obviously, this makes M into a well-deﬁned
left AK0[ q]-module as well as right K0[q]AR0 -module.
For any  ∈ , let M>R0 be the R0-submodule of MR0 generated by
{Xuv| ∈ , >  and u, v ∈T()}.
We deﬁne M> := K0[q]⊗R0M>R0 .
For any , ,  ∈  and s, t ∈T(), u, v ∈T() and p, q ∈T(), by the multiplication
property for cellular basis, we have
mstm

uv ≡
∑
uˆ∈T()
ra(uˆ, u)m

uˆv
(mod A>),
m

uvm

pq ≡
∑
vˆ∈T()
r ′b(vˆ, v)m

uvˆ
(mod A>),
where a = m
st
, b = mpq. Therefore,
mstX

uv ≡
∑
uˆ∈T()
ra(uˆ, u)X

uˆv
(mod M>),
X

uv(m

pq|q0) ≡
∑
vˆ∈T()
(
r ′b(vˆ, v)|q0
)
X

uvˆ
(mod M>).
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Hence we get that
(mstX

uv)(m

pq|q0)
≡
∑
uˆ∈T()
ra
(
uˆ, u
)
X

uˆv
(
mpq|q0
)
≡
∑
uˆ∈T()
ra(uˆ, u)
∑
vˆ∈T()
(
r ′b(vˆ, v)|q0
)
X

uˆvˆ
≡
∑
uˆ∈T()
∑
vˆ∈T()
ra(uˆ, u)
(
r ′b(vˆ, v)|q0
)
X

uˆvˆ
(mod M>),
and
mst
(
X

uv(m

pq|q0)
)
≡ mst
∑
vˆ∈T()
(
r ′b(vˆ, v)|q0
)
X

uvˆ
≡
∑
vˆ∈T()
(r ′b(vˆ, v)|q0)mstXuvˆ
≡
∑
vˆ∈T()
(
r ′b(vˆ, v)|q0
) ∑
uˆ∈T()
ra(uˆ, u)X

uˆvˆ
≡
∑
uˆ∈T()
∑
vˆ∈T()
ra(uˆ, u)
(
r ′b(vˆ, v)|q0
)
X

uˆvˆ
(mod M>).
In other words,(
mstX

uv
) (
mpq|q0
)
− mst
(
X

uv
(
mpq|q0
))
∈ M>. (2.3)
For any  ∈ , let MR0 be the R0-submodule of MR0 generated by
{Xuv| ∈ ,  and u, v ∈T()}.
We deﬁne M := K0[q]⊗R0MR0 . It follows from (2.3) that there is a natural AK0[ q]-
K0[q]AR0 -bimodule structure on each M/M>. Hence, we get an algebra homomor-
phism
 : AK0[q] −→ EndK0[q]AR0 (grM) , (2.4)
where grM := ⊕∈M/M>. Let grMK0 := ⊕∈MK0 /M>K0 . Then it is clear that
grMK0[q]⊗K0grMK0 .
To complete the proof the theorem, it sufﬁces to repeat exactly the same argument used in
[17]. For completeness, we give the full details below. By assumption, AK0 is a semisimple
K0-algebra. Hence, it is split semisimple over K0 as AK0 is a cellular K0-algebra. In
particular, grMK0 is a semisimple (right) AK0 -module. In fact, by its construction, it is
isomorphic to the (right) regular AK0 -module. As a result, grMK0[q]⊗K0grMK0 is also
isomorphic to the (right) regular
K0[q]⊗K0AK0 = K0[q]⊗K0K0⊗R0AR0K0[q]⊗R0AR0 = K0[q]AR0
module. Therefore,
EndK0[ q]AR0 (grM)EndK0[ q]AR0 (K0[q]AR0)K0[q]AR0 .
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Hence we get an algebra homomorphism
 : AK0[q] −→ EndK0[ q]AR0 (grM)K0[q]AR0 .
For any ﬁeld k which is a K0[q]-algebra, let
k = 1⊗K0[q]:Ak = k⊗K0[q]AK0[q] −→ k⊗K0[q]EndK0[q]A′R0 (grM) .
Note that K0 ⊆ k and hence kAR0 := k⊗K0[q]K0[q]AR0k⊗K0AK0 is split semisimple
too. In particular, grMk is isomorphic to the (right) regular kAR0 -module. We have that
k⊗K0[q]EndK0[q]AR0 (grM)k⊗K0[q]K0[q]AR0 = kAR0
 EndkAR0 (grMk) .
Now for any h ∈ Ker k , we have that h(Mk ) ⊆ M>k for any  ∈ . Note that (as a left
Ak-module) Mk is in fact isomorphic to the (left) regular Ak-module. Since  is a ﬁnite
poset, it follows that Ker k must be a nilpotent ideal in Ak , as required. This completes the
proof of the theorem. 
Corollary 2.5. With the abovenotations, there is a uniquehomomorphismofK0[q]-algebra
 : AK0[q] −→ K0[q]AR0 such that
hX

uv ≡ Xuv(h) (mod M>),
for any  ∈  and s, t ∈T().
Proof. This is obvious by using Theorem 2.2 and the fact that grM affords the regular
representation of the algebra K0[q]AR0 , (cf. [17, (3.1)(a)]).
Example 2.6. Let n be a positive integer. Let q be an indeterminate over Z. Let Hq =
Hq(Sn) be the unital Z[q, q−1]-algebra given by generators T1, . . . , Tn−1 and relations
(Ti − q)(Ti + 1) = 0 for 1 in − 1,
TiTi+1Ti = Ti+1TiTi+1 for 1 in − 2,
TiTj = TjTi for 0 i < j − 1n − 2.
This algebra is the Iwahori–Hecke algebra of typeA. Upon setting q=1, one recovers the
group algebra for the symmetric group Sn. By [22], it is a cellular algebra over Z[q, q−1]
with cellular basis{
mst|s and t are standard -tableaux for some partition  of n.
}
For notations and conventions, we refer the readers to [22]. We set
R0 := Z, R := Z[q, q−1], q := {q, q−1}, q0 := {1}.
Let ev0 : RR0 be the surjective R0-algebra homomorphism deﬁned by q 	→ 1 for each
i. Then it is clear that (Hq, R, q, q0) is a cellular semisimple system with parameters.
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By Theorem 2.2, we get a Q[q, q−1]-algebra homomorphism  : HQ[q,q−1](Sn) →
Q[q, q−1]Sn, such that for anyﬁeld kwhich is aQ[q, q−1]-algebra, 1⊗ is an isomorphism
ifHk(Sn) is semisimple. Therefore, we recover the Lusztig’s isomorphism theorem for
the Iwahori–Hecke algebra of type A [17,7] established via Kazhdan–Lusztig bases. Note
that our isomorphism is “better” because it is deﬁned over Q(q) whereas Lusztig works
over Q(q1/2).
Example 2.7. Let n, r be ﬁxed positive integers. Let q, u1, . . . , ur be indeterminates over
Z. LetH =Hr,n =H(Sr,n) be the unital algebra given by generators T0, T1, . . . , Tn−1
and relations
(T0 − u1) · · · (T0 − ur) = 0,
T0T1T0T1 = T1T0T1T0,
(Ti − q)(Ti + 1) = 0 for 1 in − 1,
TiTi+1Ti = Ti+1TiTi+1 for 1 in − 2,
TiTj = TjTi for 0 i < j − 1n − 2.
This algebra is the so-called Ariki–Koike algebra [2] or cyclotomic Hecke algebra of type
G(r, 1, n). It contains the Iwahori–Hecke algebras of type A and type B as special cases
(i.e., the case where r = 1 or r = 2). Upon setting q = 1 and uk = εk for each k (where ε
is a primitive rth root of unity in C), one obtains the group algebra Z[ε]Sr,n. By [9], it is a
cellular algebra over Z[q, q−1, u1, . . . , ur ] with cellular basis{
mst
∣∣∣ s and t are standard -tableaux for some
r-partition = ((1), . . . , (r)) of n.
}
For notations and conventions, we refer the readers to [9]. We set
R0 := Z[ε], R := Z[ε][q, q−1, u1, . . . , ur ],
q := {q, q−1, u1, . . . , ur}, q0 := {1, ε, . . . , εr−1}. (2.8)
Let ev0 : RR0 be the surjective R0-algebra homomorphism deﬁned by q 	→ 1, ui 	→ εi
for each i. Then it is clear that (H, R, q, q0) is a cellular semisimple systemwith parameters.
By Theorem 2.2, we get a Q(ε)[q, q−1, u1, . . . , ur ]-algebra homomorphism 
 :HQ(ε)[q,q−1,u1,...,ur ](Sr,n) −→ Q(ε)[q, q−1, u1, . . . , ur ]Sr,n,
such that for anyﬁeld kwhich is aQ(ε)[q, q−1, u1, . . . , ur ]-algebra, 1⊗ is an isomorphism
ifHk(Sr,n) is semisimple. This answers a question of Mathas [19, (3.13)]. Note that in
the special case where r = 1 or r = 2, we recover the Lusztig’s isomorphism theorem for
Hecke algebras of type A and type B [17,7] established via Kazhdan–Lusztig bases for
Hecke algebras, while such Kazhdan–Lusztig bases are not presently available in general
for Ariki–Koike algebras when r > 2.
Example 2.9. LetH=Hr,n=H(Sr,n) be as in Example 2.7 above. Let be the set of all
multicompositions of n which have r components such that if  ∈  and  is a multipartition
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of n such that  then  ∈ . Let + be the set of multipartitions in . Following [9], the
cyclotomic q-Schur algebra is deﬁned to be the endomorphism algebra
() = EndHr,n
⎛
⎝⊕
∈
M
⎞
⎠ ,
where M := mHr,n (see [9] for deﬁnition of m). It contains the well-known q-Schur
algebra as special case. As before, it can be deﬁned over Z[q, q−1, u1, . . . , ur ], where
q, u1, . . . , ur are all indeterminates. Upon setting q = 1 and uk = εk for each k (where ε
is a primitive rth root of unity in C), one obtains the cyclotomic Schur algebra 0(). By
[9], it is a cellular algebra over Z[q, q−1, u1, . . . , ur ] with cellular basis{
ST
∣∣∣ S ∈T0(, ), T ∈ T0(, ) for some,  ∈  and  ∈ +
}
.
For notations and conventions, we refer the readers to [9]. Let R0, R, q, q0 and ev0 be
the same as in Example 2.7. Then it is clear that ((), R, q, q0) is a cellular semisim-
ple system with parameters. By Theorem 2.2, we get a Q(ε)[q, q−1, u1, . . . , ur ]-algebra
homomorphism 
 : ()Q(ε)[q,q−1,u1,...,ur ] −→ Q(ε)[q, q−1, u1, . . . , ur ]⊗Q(ε)0(),
such that for anyﬁeld kwhich is aQ(ε)[q, q−1, u1, . . . , ur ]-algebra, 1⊗ is an isomorphism
if ()k is semisimple. Note that in the special case where r = 1, we recover the Lusztig’s
isomorphism theorem for q-Schur algebra established in [10] viaKazhdan–Lusztig bases for
q-Schur algebra, while such Kazhdan–Lusztig bases are not presently available for general
cyclotomic q-Schur algebras when r > 1.
Example 2.10. Let n ∈ N. Let r, q and x be indeterminates over Z. Let R0 := Z[x], R :=
Z[r, r−1, q, q−1, x]/I(r, q, x), where I(r, q, x) is the two-sided ideal of Z[r, r−1,
q, q−1, x] generated by (1 − x)(q − q−1) + r − r−1. One can show that R is an inte-
gral domain and the natural map x 	→ x + I(r, q, x) from R0 to R is an embedding.
The Birman–Murakami–Wenzl algebra (see [4,21]) Bn(r, q) over R is a unital R-algebra
generated by the elements T1, . . . , Tn−1, E1, . . . , En−1 subjected to the following relations:
(Ti − q)(Ti + q)(Ti − r−1) = 0 ∀ 1 in − 1,
TiTj = TjTi ∀ 1 i < j − 1n − 2,
TiTi+1Ti = Ti+1TiTi+1 ∀ 1 in − 2,
Ei+1T ±1i Ei+1 = r±1Ei+1 ∀ 1 in − 2,
Ei−1T ±1i Ei−1 = r±1Ei−1 ∀ 2 in − 1,
(q − q−1)(1 − Ei) = Ti − T −1i ∀ 1 in − 1,
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while the Brauer’s centralizer algebra [5] Bn(x) over R0 is a unital R0-algebra with gen-
erators s1, . . . , sn−1, e1, . . . , en−1 and relations:
s2i = 1, e2i = xei, eisi = ei = siei ∀ 1 in − 1,
sisj = sj si , siej = ej si, eiej = ej ei ∀ 1 i < j − 1n − 2,
sisi+1si = si+1sisi+1 eiei+1ei = ei ei+1eiei+1 = ei+1 ∀ 1 in − 2,
siei+1ei = si+1ei ei+1eisi+1 = ei+1si ∀ 1 in − 2.
By [23], Bn(r, q) is a cellular algebra over R. Let q := {r, r−1, q, q−1}, q0 := {1}. As a R0-
algebra, R is generated by q. Let ev0 : RR0 be the surjective R0-algebra homomorphism
deﬁned by q 	→ 1, r 	→ 1. It is well-known that Bn(x)R0⊗RBn(r, q). In fact one can
show that (Bn(r, q), R, q, q0) is a cellular semisimple system with parameters. Let K be
the ﬁeld of fractions of R. Let Q(x)[q] be the Q(x)-subalgebra of K generated by q. By
Theorem 2.2, we get a Q(x)[q]-algebra homomorphism 
 : Bn(r, q)Q(x)[ q] → Q(x)[q]⊗Q(x)Bn(x),
such that for any ﬁeld k which is a Q(x)[q]-algebra, 1 ⊗  is an isomorphism if Bn(r, q)k
is semisimple.
3. Cyclotomic Hecke algebra of type G(p, p, n)
Let p, n ∈ N. In this section we shall prove an analogue of Lusztig’s isomorphism
theorem for the cyclotomic Hecke algebras of type G(p, p, n). Note that these algebras
include the Iwahori–Hecke algebras of type Dn as a special case (i.e., the case when p =
2), and they are not known to be cellular in general. For their representation theory, see
[3,12–15].
Let ε be a primitive pth root of unity in C. Let q be an indeterminate over Z. LetHq(p, n)
be the cyclotomic Hecke algebra of type G(p, 1, n) with parameters q, 1, ε, . . . , εp−1. By
deﬁnition, Hq(p, n) is the unital Z[ε][q, q−1]-algebra with generators T0, T1, . . . , Tn−1
and relations
T
p
0 − 1 = (T0 − 1)(T0 − ε) · · · (T0 − εp−1) = 0,
T0T1T0T1 = T1T0T1T0,
(Ti − q)(Ti + 1) = 0 for 1 in − 1,
TiTi+1Ti = Ti+1TiTi+1 for 1 in − 2,
TiTj = TjTi for 0 i < j − 1n − 2.
The cyclotomic Hecke algebra Hq(p, p, n) of type G(p, p, n) is deﬁned to be the
Z[ε][q, q−1]-subalgebra ofHq(p, n) generated by
T −10 T1T0, T1, T2, . . . , Tn−1.
J. Ding, J. Hu / Journal of Pure and Applied Algebra 205 (2006) 296–309 305
Upon setting q = 1, one obtains the group algebra Z[ε]Sp,p,n of the complex reﬂection
group Sp,p,n of type G(p, p, n).
We set
R0 := Z[ε], R := Z[ε][q, q−1], q := {q, q−1},
q0 := {1}, K0 := Q(ε), K := Q[ε](q). (3.1)
Let ev0 : R0[q]R0 be the surjective R0-algebra homomorphism deﬁned by q 	→ 1.
By the semisimple criterion of Ariki–Koike algebra (see [1]), we know thatHK(p, n) :=
K⊗RHq(p, n) is a semisimpleK-algebra, andK0Sp,p,n is a semisimpleK0-algebra. Then
it is clear that (Hq(p, n), R, q, q0) is a cellular semisimple system with parameters. By
Theorem 2.2, we get a K0[q, q−1]-algebra homomorphism
 :HK0[q,q−1](p, n) := K0[q, q−1]⊗RHq(p, n) −→ K0[q, q−1]Sp,n,
such that for any ﬁeld k which is a K0[q, q−1]-algebra, 1 ⊗  is an isomorphism if
Hk(p, n) := k⊗K0[q,q−1]HK0[q,q−1](p, n) is semisimple.
We shall use the notations in Example 2.7. Let AR =HR0[q,q−1](p, n). In this case,
 :=
{
|= ((1), . . . , (p)) is a p-partition of n
}
, and for each  ∈ , T() :=
{t|t is a standard -tableau}. For each s, t ∈T(), the m
s,t
is Dipper-James-Mathas’ stan-
dard basis element of HR0[q,q−1](p, n) in [9, (3.26)]. Let m := mt,t , where t
 is the
standard -tableau in which 1, 2, . . . , n appear in order along the rows of the ﬁrst compo-
nent, and then along the rows of the second component, and so on.
Recall that for each  ∈ , the left Specht module S() ofHK0[q](p, n) corresponding
to  is deﬁned as the leftHK0[q](p, n)-submodule of
HK0[q](p, n)/HK0[q](p, n)
>
generated by m+HK0[q](p, n)>. Similarly, the right Specht module S′() of K0[q]Sp,n
corresponding to  is deﬁned as the right K0[q]Sp,n-submodule of K0[q]Sp,n/
(K0[q]Sp,n)> generated by m|q0 + (K0[q]Sp,n)>. By our discussion in Section 2,
we have anHK0[q](p, n)-K0[q]Sp,n-bimodule structure on M/M>.
Lemma 3.2. There is anHK0[q](p, n)-K0[q]Sp,n-bimodule isomorphism
 : M/M>S()⊗K0[q]S′(),
which maps X
s,t
+ M> to(
m
s,t
+HK0[q](p, n)>
)
⊗K0[q]
(
m
t,t
|q0 + (K0[q]Sp,n)>
)
for each s, t ∈T().1
1 Note that the Specht modules S() and S′() are free module and stable under base change. In particular,
S()kk⊗K0[q]S(), S′()kk⊗K0[q]S′().
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For each  ∈ , we set (i+jp) = (i) for any integer 1 ip and any integer j. For any
integer j, we deﬁne [j ] := ((j+1), (j+2), . . . , (j+p)). Then one gets an action of the
cyclic group Z/pZ =〈〉 on  as follows:
j ·  := [j ] for any j0 and any  ∈ .
Let∼p be the corresponding equivalence relation on. LetC be the stabilizer of  inZ/pZ.
Then C is a cyclic subgroup of Z/pZ. Let d = |C|, then p/d is the smallest positive
integer such that =[p/d]. By the discussion in [13, p. 477], there is an explicitly deﬁned
leftHK0[q](p, p, n)-module automorphism	ofS()↓HK0[q](p,p,n), such that	d=f̂(q)
d
,
where f̂(q) ∈ K0[q] (see [13, p. 477] for deﬁnition of f̂(q)). For any K0[q]-algebra k
such that ε is specialized to a primitive pth root of unity εk in k, we deﬁne 	k = 1⊗K0[ q]	.
Deﬁnition 3.3. For each  ∈ , and each 0 id − 1, we deﬁne2
Si()k =
{
x ∈ S()k↓Hk(p,p,n) |	k(x) = f̂(q)εip/dk x
}
.
By [13, (4.6),(4.8),(5.8)], if k is a ﬁeld such that Hk(p, p, n) is semisimple, then
the set
{
S0()k, S1()k, . . . , Sd−1()k| ∈ /∼p
}
forms a complete set of pairwise non-
isomorphic irreducibleHk(p, p, n) modules. Moreover, in that case,
S()k↓Hk(p,p,n) = S0()k ⊕ S1()k ⊕ · · · ⊕ Sd−1()k .
By symmetry and specialization, for each 0 id − 1, we can also deﬁne a right
K0[q]Sp,p,n-submodule S′i ()k of S′()k with similar properties.
Deﬁnition 3.4. For each  ∈ , let
M˜[] = ()−1
⎛
⎝d−1⊕
i=0
Si()K0[q]⊗K0[q]S′i ()K0[q]
⎞
⎠
.
Let gr M˜ = ⊕∈/∼pM˜[].
Note that, since K0[q] is a principal ideal domain, Si()K0[q] is a free K0[q]-submodule
of the free K0[q]-module S(). In fact, it follows easily from [13, (4.6)] that
rankSi()K0[q] =
1
d
rankS() = 1
d
dim S()K0 = dim Si()K0 .
Moreover, it follows directly from deﬁnition that Si()K0[q] is a pure K0[q] submodule
of S(), which implies (as K0[q] is a principal ideal domain) that Si()K0[q] is in fact a
direct K0[q]-summand of S()K0[q]. By the same reasoning, S′i ()K0[q] is a free K0[q]-
submodule and a direct K0[q]-summand of S′(). Therefore, we can naturally identify
2 Note also that, in contrast to the Specht modules S()k and S′()k , the modules Si()k and S′i ()k are in
general not stable under base change.
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Si()K0[q]⊗K0[q]S′i ()K0[q] as a direct K0[q]-summand of S()⊗K0[q]S′(). In particular,
the above deﬁnition makes sense.
By restriction, we get anHK0[q](p, p, n)-K0[q]Sp,p,n-bimodule isomorphism
 : M˜[]
d−1⊕
i=0
Si()K0[q]⊗K0[q]S′i ()K0[q]. (3.5)
It follows that, as a right K0[q]Sp,p,n-module,
M˜[]
d−1⊕
i=0
S′i ()
⊕ rank Si()K0[q]
K0[q] K0[q]⊗K0
d−1⊕
i=0
S′i ()
⊕ rank S′i ()K0[q]
K0
= K0[q]⊗K0
d−1⊕
i=0
S′i ()
⊕ dim S′i ()K0
K0
,
hence
gr M˜K0[q]⊗K0K0Sp,p,n = K0[q]Sp,p,n.
Theorem 3.6. There is a K0[q]-algebra homomorphism ˜
˜ :HK0[q](p, p, n) −→ K0[q]Sp,p,n,
such that for any ﬁeld k which is a K0[q]-algebra and such that ε is specialized to a
primitive pth root of unity in k, the kernel of ˜k := 1⊗K0[q]˜ is a nilpotent ideal. In
particular, for such specialization, ˜k is an isomorphism betweenHk(p, p, n) and kSp,p,n
ifHk(p, p, n)k⊗K0[q]HK0[q](p, p, n) is semisimple.
Proof. By the above discussion, we know that left multiplication induces a K0[q]-algebra
homomorphism
˜ :HK0[q](p, p, n) −→ EndK0[q]Sp,p,n(gr M˜)K0[q]Sp,p,n.
It remains to show that, for any ﬁeld kwhich is aK0[q]-algebra and such that ε is specialized
to a primitive pth root of unity in k, the kernel of ˜k is a nilpotent ideal.
Let x ∈Hk(p, p, n) be such that ˜k(x) = 0. Since K0 ⊆ k, kSp,p,n is semisimple. We
have that
k⊗K0[q]EndK0[q]Sp,p,n(grM˜)k⊗K0[q]EndK0[q]Sp,p,n(K0[q]Sp,p,n)
k⊗K0[q]K0[q]Sp,p,nkSp,p,nEndkSp,p,n(k⊗K0[q]grM˜).
Note that
k⊗K0[q]grM˜⊕∈/∼p (k⊗K0[q]M˜[]).
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Since Si()K0[q]⊗K0[q]S′i ()K0[q] is a directK0[q]-summand of S()K0[q]⊗K0[q]S′()K0[q],
it follows that
k⊗K0[q]M˜[] = (k)−1
⎛
⎝d−1⊕
i=0
(
k⊗K0[q]Si()K0[q]
)⊗k(k⊗K0[q]S′i ()K0[q])
⎞
⎠ ,
where k := 1⊗K0[q]K0[q]. Then for each  ∈ /∼p, xM˜[] = 0, hence for each
0 id − 1,
x((k⊗K0[q]Si()K0[q])⊗K0[q](k⊗K0[q]S′i ()K0[q])) = 0.
Note that k⊗K0[q]S′i ()K0[q]S′i ()k is a simple module over the semisimple k-algebra
kSp,p,n. It follows that
x(k⊗K0[q]Si()K0[q]) = 0, (3.7)
for each 0 id − 1. Since K0(q) is the ﬁeld of fractions of K0[q], we have that
K0(q)⊗K0[q]Si()K0[q]Si()K0(q). Hence (as HK0(q)(p, p, n) is a semisimple K0(q)-
algebra)
K0(q)⊗K0[q]
⎛
⎝d−1⊕
i=0
Si()K0[q]
⎞
⎠ d−1⊕
i=0
Si()K0(q) = S()↓HK0(q)(p,p,n).
Therefore,
k⊗K0[q]
⎛
⎝d−1⊕
i=0
Si()K0[q]
⎞
⎠ d−1⊕
i=0
(k⊗K0[q]Si()K0[q])
represents the same element as (S()k)↓Hk(p,p,n) in the Grothendieck group of ﬁnite di-
mensionalHk(p, p, n)-modules. In particular, each simpleHk(p, p, n) module occurs as
a composition factor in k⊗K0[q]Si()K0[q] for some  ∈ /∼p and some 0 id − 1.
Therefore, (3.7) implies that xD=0 for each simpleHk(p, p, n)-moduleD. Hence, Ker ˜k
is contained in the Jacobson radical ofHk(p, p, n). It follows that Ker ˜k is a nilpotent
ideal inHk(p, p, n), as required. This completes the proof of the theorem. 
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