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ABSTRACT
Quantum entanglement has become the key notion bridging originally distinct
fields of research over the last decade, namely, quantum information and computa-
tion, condensed matter physics, and quantum gravity. Previous studies on quantum
entanglement have largely focused on the entanglement entropy, which quantifies the
amount of entanglement. However, a natural question arises: is there additional infor-
mation of a quantum state that is not captured by the entanglement entropy alone?
For ground states of gapped Hamiltonians, this question has been answered in the
affirmative. In this dissertation, I extend this idea to study highly entangled states
typically having volume law entropy, and demonstrate that there is indeed much
richer information on the complexity of a quantum state beyond the entanglement
entropy.
In the first part, I study the entanglement spectrum of highly entangled states
corresponding to highly excited eigenstates of non-integrable Hamiltonians, time-
evolved states after a quantum quench with Hamiltonians exhibiting different dynam-
ical phases, and random unitary circuits consisting of random braids of non-Abelian
anyons. I demonstrate that the entanglement spectrum is able to capture the de-
gree of randomness of a quantum state, which we call the entanglement complexity.
vii
In the context of scrambling, this quantifies the degree of randomness produced by
scrambling beyond entropic diagnostics.
Our understanding of quantum entanglement in condensed matter systems and
high energy physics have largely benefited from the field of quantum computation.
In the second part of the dissertation, I present two examples of novel platforms
for quantum computation using state-of-the-art experimental technologies. I demon-
strate how one can use hybrid quantum-classical architecture to solve computational
problems based on an optimal variational ansatz of the evolution protocol. I also
present a hierarchical architecture of constructing logical Majorana zero modes which
can be used for demonstrating non-Abelian braiding statistics experimentally.
viii
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1Chapter 1
Introduction
The notion of quantum entanglement dates all the way back to the early stage of
quantum mechanics. The existence of “spooky” nonlocal correlations between degrees
of freedom at distance has led to skepticism and criticisms of quantum mechanics,
until subsequent experimental tests of Bell’s inequality supported its correctness [1, 2].
With the growing interest and developments in quantum information and quantum
computation, various properties of quantum entanglement have been understood [3].
In this context, quantum entanglement quantifies the physical resources needed for
quantum information processing. For example, quantum teleportation is possible only
with the help of maximally entangled Einstein-Podolsky-Rosen (EPR) pairs [4].
It was not until slightly more than a decade ago when people realized that quan-
tum entanglement may provide further insights into seemingly unrelated fields, such
as quantum field theory and condensed matter physics [5]. Conventionally, a central
topic of condensed matter physics is to understand and classify distinct phases of
matter that emerge when a huge number of degrees of freedom are correlated via
interactions. Defined as a measure of quantum correlations between different degrees
of freedom, it turns out that the entanglement entropy of the ground state of a many-
body Hamiltonian is able to identify novel phases of matter that cannot be classified
by a local order parameter or its correlation functions [6, 7]. Moreover, quantum
entanglement provides a measure of the number of parameters needed to simulate
a given quantum state, which further inspired a plethora of powerful numerical ap-
2proaches to study strongly-correlated systems, e.g. matrix product states and tensor
network states [8–14].
The important role of quantum entanglement goes beyond equilibrium phenom-
ena. The recent revival of the old subject of quantum chaos once again initiated a
cross-fertilization among quantum information, condensed matter physics and high
energy physics. Information scrambling in systems exhibiting chaotic behaviors can
be partially captured by the growth of entanglement entropy under unitary evolu-
tion, which falls into different universality classes [15, 16]. It is believed that chaotic
systems will eventually thermalize at late times under unitary evolution, and their
properties at thermal equilibrium (e.g. expectation value of local operators) is en-
coded only in the eigenstates. This statement is known as the “Eigenstate Thermal-
ization Hypothesis (ETH)” [17, 18]. Recent studies have unveiled a broad class of
non-integrable models where ETH fails, which is now dubbed “many-body localiza-
tion (MBL)” [19, 20]. As it turns out, thermalization and the lack thereof are also
manifest in the entanglement growth behavior after a quantum quench [21].
The fontier of our understanding of quantum entanglement in non-equilibrium
dynamics is currently expanding rapidly. While a lot has been known in terms of the
entanglement entropy, the finer structure of entanglement beyond entropic diagnostics
has remained unexplored until very recently. In particular, the entanglement spec-
trum (ES) of a given quantum state contains much richer information than the entropy
alone, as was demonstrated for ground states [22]. In the context of non-equilibrium
phenomena, one may thus expect that the ES also reveals more information of the
underlying dynamics.
In this dissertation, we shall investigate the ES of highly-entangled states typically
in non-equilibrium settings, as well as novel architectures and dynamical protocols
for quantum computation. The first part of the dissertation discusses the ES of (1)
3highly-excited eigenstates of Hamiltonians exhibiting a thermalization-to-MBL phase
transition; (2) time-evolved states after a quantum quench with Hamiltonians ex-
hibiting different dynamical phases; (3) random unitary circuits consisting of random
braids on non-Abelian anyons. In the second part, we shall switch gears and present
(1) designs of novel dynamical protocols based on optimal control theory to solve cer-
tain computational problems, and (2) a hierarchical construction of logical Majorana
zero modes (MZMs) for topological quantum computation.
Below we present motivations and outline the structures and main results of each
part separately.
1.1 Part I: Entanglement complexity of quantum states
In numerical simulations of many-body systems or computations, the amount of en-
tanglement, or the entanglement entropy, often quantifies the amount of resources
needed, e.g. in terms of the maximum bond dimensions of matrices in matrix prod-
uct states [8, 23] or tensors in tensor network algorithms [14, 24–26]. In this sense,
the entanglement entropy defines a notion of complexity. In the context of quantum
chaos and scrambling, this is also the complexity generated by the underlying unitary
evolution.
Indeed, completely random (or Haar random) states have nearly maximal entan-
glement entropy [27], for which approximations would require quantum circuits whose
number of gates scale exponentially with the number of qubits [3]. However, the con-
verse is not true: complexity is not all about the amount of entanglement. There
exits ensembles of states that are not truly Haar random, yet still have nearly maxi-
mal entanglement entropy. A well-known example is the Clifford circuit, under which
the entanglement entropy also reaches that of Haar random states [28] although the
Clifford group does not generate a Haar random ensemble [3]. This indicates that
4there must be a complexity gap between complete randomness and maximal entropy,
which, in the context of quantum chaos, implies that scrambling can exhibit different
complexities depending on the degree of randomness it produces. Recent progress
suggests that the Re´nyi entropies could potentially be a measure of this additional
complexity [29, 30].
The ES, defined as the full set of eigenvalues of the reduced density matrix, con-
tains richer information than the entanglement entropy, a single number. Historically
this was first realized in the study of ground states of gapped Hamiltonians with
nontrivial topological orders [22]. More recently, the idea has been further extended
to include highly excited eigenstates of thermalizing Hamiltonians [31], Floquet sys-
tems [32], and states evolved under random unitary circuits [28, 33]. In the first
part of the dissertation, we study the density of states and level spacing statistics of
the ES in different settings, and demonstrate that the deviation of the ES statistics
from random matrix theory (RMT) quantifies the degree of randomness of a given
quantum state, even at the same amount of entanglement entropy.
In Chapter 2, we focus on the density of states of the ES of highly excited eigen-
states of generic non-integrable Hamiltonians in one dimension (1D). In particular,
in the presence of quenched disorder, the Hamiltonians that we study typically un-
dergo a dynamical phase transition from thermalization to MBL as the strength of
disorder is increased. We find that the ES of highly-excited eigenstates shows a two-
component structure: a universal part that is associated with RMT, and a nonuniver-
sal part that is model dependent. The nonuniversal part manifests the deviation of
the highly-excited eigenstate from a true random state even in the thermalized phase.
We further use the fraction of the universal part of the ES to measure the degree of
randomness of an eigenstate, and demonstrate that it gives good predictions of the
location of the phase transition point.
5Chapter 3 considers the ES of time-evolved states, i.e. states obtained after a
quantum quench with a certain Hamiltonian. For different choices of parameters,
the Hamiltonian that we study exhibits three different dynamical phases: Anderson
localization, thermalization and MBL. We look at the ES level spacing statistics at
long enough times when the entanglement entropy saturates. We find that the ES dis-
plays a Poisson distribution for the Anderson localization case, and a Wigner-Dyson
(WD) distribution for both thermalization and MBL. We argue that the different
ES distributions defines a notion of entanglement complexity, which can be probed
by whether or not it is possible to efficiently disentangle a given time-evolved state
without precise knowledge of the time evolution operator.
Based on the definition of entanglement complexity in Chapter 3, Chapter 4 fur-
ther quantifies this complexity in terms of the degree of randomness produced by a
given unitary dynamics, and studies the dynamics of the ES under time evolution.
In particular, we define the Kullback-Leibler (KL) divergence between the ES level
spacing distribution and the WD distribution as a measure of the degree of ran-
domness, and apply this measure to quantum circuits consisting of random braids of
non-Abelian anyons. We show that there is indeed a hierarchy of entanglement com-
plexity produced by different dynamics at the same amount of entanglement entropy,
as is revealed by the KL divergence.
1.2 Part II: Novel architectures for quantum computation
Our understanding of quantum entanglement and operator spreading has largely ben-
efited from ideas in quantum computation. For example, a wealth of analytical results
are accessible by considering quantum circuit models [15, 16, 34, 35]. Quantum com-
putation aims at utilizing quantum mechanics to solve problems that are intractable
classically. In spite of the surge of interests and advances in quantum computation
6over the past decade, building a full-fledged universal quantum computer would likely
require significant advances in both theoretical understanding and experimental tech-
nologies. In Part II of the dissertation, I present two examples of novel platforms for
quantum computation using state-of-the-art experimental technologies.
In addition to circuit model quantum computation, there exists an alternative
platform known as the “Quantum Adiabatic Algorithm (QAA)” [36]. QAA directly
makes use of the adiabatic theorem in quantum mechanics, which states that for
sufficiently slow evolution under a time-dependent Hamiltonian starting from the
initial ground state, the system will remain close to its instantaneous ground state.
The total evolution time for the adiabatic theorem to hold, and hence the complexity
of the algorithm, is controlled by the minimum energy gap along the evolution path. It
has been shown that QAA is equivalent to circuit model quantum computation [37].
However, the advantage of the QAA over the best up-to-date classical algorithms
has remained unclear so far [38]. When applied to typical NP-complete problems,
it turns out that the system often undergoes a first-order transition into a glassy
phase, which yields an exponentially small energy gap either at the phase transition
or due to avoided crossings within the glassy phase and hence an exponential scaling
of time-to-solution [39–43].
Upon realizing the limitations of QAA, a number of groups proposed alterna-
tive time evolution protocols that do not require adiabaticity. Quite surprisingly,
for certain hard instances of problems, fast, nonadiabatic protocols can outperform
QAA [44, 45]. Further explorations along the line of thinking have led to several
systematic algorithms in contrast to QAA, namely, Quantum Approximate Opti-
mization Algorithm (QAOA) [46], Variational Quantum Algorithm (VQA) [47–51],
and counterdiabatic drivings [52], etc.
In Chapter 5, we prove that the optimal time evolution protocol for a given total
7time generically has a bang-bang form, which coincides with the protocol of QAOA.
The proof is a direct consequence of the Pontryagin’s minimum principle in optimal
control theory. We further demonstrate the optimality of the bang-bang protocol by
applying it to the Sherrington-Kirkpatrick spin glass model [53]. This protocol is an
example of the more general VQA, which can be implemented on a near-term hybrid
quantum-classical device.
Another route towards quantum computing is the so-called topological quantum
computation [54]. In topological quantum computation, qubits are built out of non-
Abelian anyons of topologically ordered systems. Unitary operations on a given state
is implemented via braiding of non-Abelian anyons. Due to the topological nature
of the systems hosting such anyons, this platform is less prone to decoherence from
local perturbations or coupling to the environment. So far, one of the most promising
platforms for topological quantum computing the the MZMs at the endpoints of
superconductor-proximitized semiconductor nanowires [55]. However, in spite of the
tremendous experimental progress on probing the existence of such MZMs, there
remains the important open question of demonstrating their non-Abelian fusion and
braiding statistics.
In Chapter 6, we present a hierarchical architecture for building logical MZMs
using physical MZMs at the Y-junctions of a hexagonal network of semiconductor
nanowires. This has the advantage of being fully tunable by gating the individual
wires. We demonstrate that selecting the gate voltages that generate a Kekule´ pattern
in the hybridization of the MZMs at opposite endpoints of a wire yields an emergent
“logical” MZM bound to the vortex core. The position of a logical Majorana can
be tuned adiabatically by programming the gate voltages to change as a function of
time, thereby demonstrating non-Abelian braiding statistics.
Part I: Entanglement complexity of
quantum states
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Chapter 2
Two-component structure in the
entanglement spectrum of highly-excited
states
Abstract
We study the entanglement spectrum of highly excited eigenstates of two known
models that exhibit a many-body localization transition, namely the one-dimensional
random-field Heisenberg model and the quantum random energy model. Our results
indicate that the entanglement spectrum shows a “two-component” structure: a uni-
versal part that is associated with random matrix theory, and a nonuniversal part
that is model dependent. The nonuniversal part manifests the deviation of the highly
excited eigenstate from a true random state even in the thermalized phase where the
eigenstate thermalization hypothesis holds. The fraction of the spectrum containing
the universal part decreases as one approaches the critical point and vanishes in the
localized phase in the thermodynamic limit. We use the universal part fraction to
construct an order parameter for measuring the degree of randomness of a generic
highly excited state, which is also a promising candidate for studying the many-body
localization transition. Two toy models based on Rokhsar-Kivelson type wave func-
tions are constructed and their entanglement spectra are shown to exhibit the same
structure.1
1The contents of this chapter were published in Physical Review Letters, 115, 267206 (2015).
9
10
2.1 Introduction
Quantum entanglement, a topic of much importance in quantum information the-
ory, has also gained relevance in quantum many-body physics in the past few years
[56, 57]. In particular, the entanglement entropy provides a wealth of information
about physical states, including novel ways to classify states of matter that do not
have a local order parameter [58, 59]. However, it has been realized only recently
in various physical contexts that the entanglement entropy is not enough to fully
characterize a generic quantum state. For example, the quantum complexity corre-
sponding to the geometric structure of black holes cannot be fully encoded just by
the entanglement entropy [60]. One natural step beyond the amount of entanglement
is the specific pattern of entanglement, i.e., the entanglement spectrum. A recent
result that motivates this direction is the relationship between irreversibility and
entanglement spectrum statistics in quantum circuits [28, 33]. It was shown that ir-
reversible states display Wigner-Dyson statistics in the level spacing of entanglement
eigenvalues, while reversible states show a deviation from Wigner-Dyson distributed
entanglement levels and can be efficiently disentangled.
Are there universal features in the entanglement spectrum of a generic eigen-
state of a quantum Hamiltonian? Highly excited eigenstates of a generic quantum
Hamiltonian are believed to satisfy the “eigenstate thermalization hypothesis” (ETH)
[17, 18, 61], which states that the expectation value 〈ψα|Oˆ|ψα〉 of a few-body observ-
able Oˆ in an energy eigenstate |ψα〉 of the Hamiltonian with energy Eα equals the
microcanonical average at the mean energy Eα. So one could as well ask the follow-
ing question: What is the structure of the entanglement spectrum of highly excited
eigenstates of a thermalized system? Here we find a quandary. Completely ran-
dom states are generically not physical, namely, they cannot be the eigenstates of
Hamiltonians with local interactions. For the ETH to be a physical scenario for ther-
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malization, highly excited eigenstates of physical local Hamiltonians cannot always
be completely random, yet they have to contain enough entropy. Deviations from a
completely random state can be quantified by the entanglement entropy, more pre-
cisely by the amount that it deviates from the maximal entropy in the subsystem,
derived by Page, which we will refer to as the Page entropy hereafter [27]. But are
there features that cannot be captured by the entanglement entropy alone? Can one
identify remnants of randomness in the full entanglement spectrum? What about in
states that violate the ETH?
In this chapter, we address the above questions using as a case study the problem
of many-body localization (MBL) [19–21, 62, 63]. We study two known models that
were shown to exhibit a MBL transition, namely, the Heisenberg spin model with
random fields, and the quantum random energy model (QREM) [64–66]. In the
delocalized phase, high-energy eigenstates are thermalized according to the ETH.
The deviation from completely random states manifests itself in a “two-component”
structure in the entanglement spectrum: a universal part that corresponds to random
matrix theory[67], and a nonuniversal part that is model dependent. We show that the
universal part fraction decreases as one approaches the transition point and vanishes
in the localized phase in the thermodynamic limit. We therefore propose an order
parameter that is able to measure the degree of randomness of a generic highly excited
state and capture the many-body localization-delocalization transition based on the
entanglement spectrum, and show that it gives predictions consistent with previous
results. We further construct two toy models in terms of Rokhsar-Kivelson- (RK)
type wavefunctions [68, 69] and the same structure in the entanglement spectra is
observed.
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2.2 Heisenberg spin chain
A well-studied model that shows a MBL transition is the isotropic Heisenberg spin-1/2
chain with random fields along a fixed direction,
H =
L∑
i=1
(
hi S
z
i + J ~Si · ~Si+1 + ΓSxi
)
, (2.1)
where the random fields hi are independent random variables at each site, drawn from
a uniform distribution in the interval [−h, h]. Γ is a uniform transverse field along
the x direction, which breaks total Sz conservation. We assume periodic boundary
condition and set the coupling J = 1 and Γ = 0.1. In the absence of the transverse
field Γ, previous work located the critical point at h = hc ≈ 3.5 in the Sz = 0 sector
[19, 70]. We consider two different regimes by varying the disorder strength parameter
h: (i) within the thermalized phase (h < hc), and (ii) in the localized phase (h > hc).
In each regime, we focus on eigenstates of Hamiltonian (5.9) at the middle of the
spectrum, namely, on highly excited states.
We consider a bipartition of the system into subsystems A and B of equal size
(L/2 sites each). For a generic eigenstate |ψ〉 = ∑σ ψ(σ)|σ〉, where σ ≡ σ1σ2 . . . σL
labels the 2L possible spin configurations of the system, we cast the wave function as
ψ(σ) ≡ ψ(σA σB), where σA ≡ σ1 . . . σL/2 and σB ≡ σL/2+1 . . . σL. The entanglement
spectrum is obtained from the eigenvalues of the reduced density matrices ρA =
trB|ψ〉〈ψ| and ρB = trA|ψ〉〈ψ|: {pk = λ2k}, k = 1, . . . 2L/2. In this work, we are
primarily concerned with the density of states and level statistics of the {λk} for
highly excited eigenstates for different strengths of disorder. For each value of h
analyzed, the spectra were averaged over 10 realizations of disorder for L = 16, and
100 realizations for L = 14. For each spectrum, the eigenstate with energy closest
to zero was obtained by a Lanczos projection [71]. This eigenstate corresponds to a
highly excited state.
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Figure 2·1: (Color online) Average entanglement spectrum of highly
excited eigenstates for a system of size L = 16, averaged over 10 real-
izations of disorder (plotted in logarithmic scale). Panels a–f show the
spectrum for h = 0.5, 1.5, 2, 2.5, 3 and 6, respectively. The solid lines
correspond to the spectrum of a completely random state (derived from
a Marchenko-Pastur distribution), and is shown for reference. Insets:
scaling of the average entanglement entropy S(1) with system size.
2.3 Thermalized phase
We start by considering the weakly disordered case, h  hc. Only a small amount
of disorder is necessary to break the integrability of the clean Hamiltonian. However,
conservation of the total Sz also plays a crucial role in making eigenstates completely
random. A small transverse field Γ is applied to break this conservation without
substantially altering the many-body localization transition. In this regime, we find
that the entanglement spectrum of the highly excited state with eigenenergy near
zero is close to that of a completely random quantum state, as shown in Fig. 2·1(a)
for systems of size L = 16 and h = 0.5. The entanglement spectrum follows closely
a Marchenko-Pastur distribution (with proper normalization), which describes the
asymptotic average density of eigenvalues of a Wishart matrix [72, 73]. (The expres-
sion for the entanglement spectral density for the random state is presented in the
Appendix) One can also check that, in this regime, the von Neumann entanglement
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entropy S(1) = −∑k pk ln pk is in good agreement with the Page entropy for random
states: Sm,n =
∑mn
k=n+1
1
k
− m−1
2n
≈ ln(m)− m
2n
, where m and n are the Hilbert space
dimensions of subsystem A and B, respectively [27]. For example, our computed
average entropy for 16 sites is 〈S(1)〉 = 4.9719± 0.0015, while the corresponding Page
entropy is SPage = 5.0452.
As the disorder strength is increased, but still h < hc, the system remains in the
thermalized phase where it is supposed to obey the ETH and yield volume-law scaling
of the entanglement entropy with system sizes [74], which is verified in the insets of
Figs. 2·1(a) to 2·1(e). However, in spite of the volume-law scaling of the entanglement
entropy and the thermalization of eigenstates, the entanglement entropy is much lower
than the Page entropy. This indicates that the pattern of entanglement must have
changed, which is manifest in the spectra shown in Figs. 2·1(b) to 2·1(e). The
entanglement spectrum shows a striking “two-component” structure: (i) a universal
tail in agreement with random matrix theory, and (ii) a nonuniversal part. The non-
universal part dominates the weights in the spectrum (large λk values), resulting in low
entanglement entropy, as it decays much faster than the universal part. Therefore,
we find that although thermalized states are not necessarily random states, they
partially retain a component that is reminiscent of a random state: the entanglement
spectrum follows the Marchenko-Pastur level density distribution. In addition, the
universal part of the entanglement spectrum follows a Wigner-Dyson distribution of
level spacings (see the Appendix).
2.4 Localized phase
In this regime, the entanglement entropy exhibits an area-law scaling with the system
size [see inset of Fig. 2·1(f)], which in one spatial dimension implies a constant entropy
and, at most, weakly logarithmic corrections, in accordance with Ref. [75].
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The entanglement spectrum in the localized regime, depicted in Fig. 2·1(f) for h =
6, shows a different scenario from that in the thermalized phase: the universal part of
the spectrum disappears completely, leaving only the nonuniversal part characterized
by its fast decay rate.
2.5 QREM
The QREM describes L spins in a transverse field Γ with the following Hamiltonian:
H = E({σz}) + Γ
L∑
i=1
σxi (2.2)
where E({σz}) is the classical REM term that takes independent values from a Gaus-
sian distribution of zero mean and variance L/2 [76]. This model was first studied in
the context of a mean-field spin glass, and was shown to exhibit a first-order quantum
phase transition as a function of Γ [64]. More recently, it was further demonstrated to
have a MBL transition when viewed as a closed quantum system [65]. Numerical and
analytical arguments show that the transition happens at an energy density || = Γ
in the microcanonical ensemble. Since there is no support for the many-body local-
ized phase at energy density  = 0, we examine the eigenstates with energy density
closest to  = 0.5 instead, and study the entanglement spectrum as Γ is tuned. The
two-component structure and its evolution as a function of Γ similar to Fig. 2·1 are
again observed (see the Appendix).
2.6 An order parameter
The above picture unveils a new aspect of the MBL transition. The two parts of
the entanglement spectrum of a highly excited state clearly evolve as the disorder
strength h is increased, namely, the universal part shrinks and the nonuniversal part
grows. This fact suggests that one could use the fraction of each component as an
16
order parameter.
Figures 2·1(a) to 2·1(e) indicate an h dependent value kh that separates the nonuni-
versal (k ≤ kh) from the universal (k > kh) parts of the rank-ordered entanglement
levels (see the Appendix for the protocol for determining kh). One can thus define
the partial Re´nyi entropies
S
(q)
≤ =
1
1− q ln
∑
k≤kh
pqk , (2.3)
with q ≥ 0. Because the universal part of the spectrum is where the eigenvalues
with low entanglement reside, this part of the spectrum is obscured by any measure
that relies on the eigenvalues as weights. A good measure of the fraction of the two
components that does not depend on these weights is given by the q = 0 Re´nyi entropy,
which simply measures the ranks: S
(0)
≤ = ln kh. Therefore, an order parameter that
measures the fraction of the universal component is
OMBL = 1−
S
(0)
≤
S(0)
= 1− log2 kh
L/2
. (2.4)
Figure 2·2 shows the order parameter as defined above for the Heisenberg spin
model and the QREM, respectively. For the QREM, all curves at different system
sizes cross at Γc ≈ 0.5, in excellent agreement with Ref. [65]. We have also looked at
energy density  = 0.3, and the curves cross at Γc ≈ 0.25, giving the same numerical
prediction as in Refs. [65] and [66] (plot shown in the Appendix). For the random-
field Heisenberg model, however, the fact that the transition happens at the point
where the order parameter is nearly zero makes it harder to accurately locate the
critical point using our order parameter. We see from Fig. 2·2 that the curves cross
at hc ≈ 3.3, which is also consistent with previous studies. This indicates that, by
considering the full entanglement spectrum at high energies, our order parameter
reveals a novel property that is promising for studying the MBL transition.
17
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.90
0.05
0.1
0.15
0.2
0.25
1−K
<O
M
BL
>
 
 
L=12
L=14
L=16
¡=0.5
1 2 3 4 5 6
0
0.2
0.4
0.6
0.8
1
h
<O
M
BL
>
 
 
L=12
L=14
L=16
Figure 2·2: (Color online) The order parameter defined as the fraction
of the universal component in the full entanglement spectrum for the
Heisenberg spin model (upper panel) and the QREM (lower panel).
We remark that, although the MBL transition can also be captured by the scaling
property of the entanglement entropy, our order parameter seems to be applicable even
for models with nonlocal interactions, which could obscure the connection between
the volume-to-area law transition of the entropy and the MBL transition.
2.7 Toy models
We construct two RK-type model wave functions that are shown to have (i) the two-
component structure in their entanglement spectra, and (ii) a phase transition as a
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function of the tuning parameter. The wave functions take the following form:
|Ψ〉 = 1√Z
∑
σ
sσe
−β
2
E(σ)|σ〉, (2.5)
where E(σ) is the energy for the classical configuration σ and Z is the corresponding
partition function of the classical statistical system [69]. sσ is a random sign for each
configuration, such that the wave function represents a highly excited state. We con-
sider the following two cases: (i) E(σ) = EREM(σ), and (ii) E(σ) = − JL
∑
i<j σ
z
i σ
z
j .
In the first case, the energy is taken to be that of the REM, while in the second case
the energy is that of an infinite-range uniform ferromagnetic interaction.
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Figure 2·3: (Color online) The order parameter for the random-sign
RK-type wave functions. Upper panel: E(σ) = EREM(σ). Lower panel:
E(σ) = −J
L
∑
i<j σ
z
i σ
z
j , with J = 1.
In the small β regime, the above RK-type wave functions are close to completely
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random states; upon increasing β, the wave functions are pushed towards product
states and start to deviate from completely random states. Therefore, the tuning
parameter β here plays the role of the “disorder strength”. Indeed, we find the same
two-component structure in the entanglement spectrum (see the Appendix), and the
order parameter is shown in Fig. 2·3. The REM case was recently studied by Chen
et al. where the MBL transition was obtained numerically using other measures [77].
Here we clearly see that, in both cases, the curves cross at some critical β, indicating
the existence of a similar phase transition.
2.8 Summary and discussion
The details of the structure of the entanglement spectrum, especially the universal
part at the tails of the spectrum, have long been overlooked. The main focus has
been primarily on the dominating nonuniversal component, and the universal tail has
thus far been discarded. For example, in the density matrix renormalization group [8]
and tensor network methods [9, 13, 78, 79], the density matrix is truncated to avoid
uncontrolled growth of its dimensions. While this procedure is certainly justified when
the purpose is to obtain ground state properties, it discards important information
about the behavior of the system at higher energy states. In this chapter we showed
that the full entanglement spectrum, directly computable from the wave function,
provides information that is often invisible in the entanglement entropy alone.
On the other hand, much has been known about random quantum states, e.g.,
the Page entropy and volume-law scaling entropy. Nevertheless, the Page entropy
is often an overestimate of the actual entanglement entropy computed from generic
quantum states. Therefore, a natural question that arises is as follows: How random
does a given quantum state look? In this chapter, we show that a generic quantum
state that satisfies ETH does not necessarily mean a completely random state. We
20
present an order parameter to quantify the degree of randomness by using information
about the full entanglement spectrum. In the context of MBL, our order parameter
is able to locate the critical point, consistent with previous results. Our work may
provide a novel way of studying MBL, and may shed new light on the understanding
many-body systems at the level of wave functions.
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A Marchenko-Pastur distribution and random states
The Marchenko-Pastur distribution describes the asymptotic (large-N) average den-
sity of eigenvalues of an N × N matrix of the form Y = XX†, known as a Wishart
matrix, where X is a N ×M random rectangular matrix with independent but iden-
tically distributed entries [72]. Let σ2 be the variance of the entries in X. When
N = M →∞, the Marchenko-Pastur distribution takes the form
D(p) =
〈
1
N
N∑
k=1
δ(p− pk)
〉
N→∞
=
2
pipmax
√
pmax
p
− 1, (6)
where {pk} are the eigenvalues of Y , 0 ≤ p ≤ pmax and pmax = 2σ2. From this
distribution we can obtain the average number function associated to the eigenvalues
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of Y . Let p1 ≥ p2 ≥ · · · ≥ pN and ηk = k/N . Then,
η(p) = 1−
〈
1
N
N∑
k=1
θ(p− pk)
〉
N→∞
(7)
=
1− p∫
0
dp′D(p′)
 (8)
=
pmax∫
p
dp′D(p′) (9)
= 1− 2
pi
[
u
√
1− u2 + arcsin(u)
]
u=
√
p/pmax
. (10)
Thus, introducting the rescaled variable x =
√
p/pmax, we find
η(x) = 1− 2
pi
[
x
√
1− x2 + arcsin(x)
]
. (11)
It is straightforward to relate the average number function derived from the
Marchenko-Pastur distribution with that obtained from the entanglement spectrum
of a bipartitioned random vector. Let ψ(xA, xB) be the wavefunction of the bipartite
system. Then, the reduced density matrix is given by
ρA(xA, x
′
A) =
∑
xB
ψ(xA, xB)ψ
∗(x′A, xB). (12)
We can see that, for completely random wavefunctions, the reduced density matrix
is a random Wishart matrix and therefore its eigenvalues should follow a Marchenko-
Pastur distribution[73]. Thus, we expect the average number function to provide an
accurate description of the average spectrum.
Let {pk}, k = 1, . . . , d, be the set of eigenvalues of ρA in decreasing order, with
pk ≥ 0,
∑d
k=1 pk = 1, and d ≤ 2L/2. It is straightforward to relate the eigenvalues
{pk} to the singular values {λk} resulting from the Schmidt decomposition of the
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bipartite wavefunction,
ψ(xA, xB) =
d∑
k=1
λk φ
(k)
A (xA)φ
(k)
B (xB), (13)
by simply setting pk = λ
2
k (notice that λk ≥ 0), where φ(k)A (xA) and φ(k)B (xB) are the
left-singular and right-singular vectors, respectively. For the purpose of comparing
the average spectra to Eq. (11), it is necessary to rescale the singular values and their
indices as follows:
pk =
4
d
x2(ηk) (14)
where x(η) is the inverse function of η(x). The prefactor is chosen to guarantee the
normalization of pk:
d∑
k=1
pk → 4
1∫
0
dη x2(η)
=
16
pi
1∫
0
dx x2
√
1− x2
= 1. (15)
We tested this formulation by plotting the numerical results for pk obtained from
a random state against the analytical expression in Eq. (11). Figure ·4 shows ηk = kd
versus xk =
1
2
√
pkd. There is very good agreement with the analytical prediction.
Notice that in the cases considered in the main text, the random part of the
entanglement spectrum alone is not normalized. However, by plotting logλk versus k,
the missing normalization factor only amounts to a trivial shift of the entire spectrum.
B Level spacing statistics
We studied the statistics of the entanglement spectrum by looking at the level spacing
distribution in the set {λk}. To avoid having to perform spectral unfolding, we
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chose to evaluate the distribution of ratios of adjacent level spacings [62]: rk =
(λk+1 − λk)/(λk − λk−1). Accurate surmises exist for the distribution of these ratios
in the case of Gaussian ensembles [80]. They are given by
PWD(r) =
1
Z
(r + r2)β
(1 + r + r2)1+3β/2
, (16)
where Z = 8
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for the Gaussian Orthogonal Ensemble (GOE) with β = 1, and Z =
4
81
pi√
3
for the Gaussian Unitary Ensemble (GUE) with β = 2. The corresponding
distribution for the Poisson distributed spectrum is given by the exact form
PPoisson =
1
(1 + r)2
. (17)
Notice that for the Gaussian ensembles, level repulsion manifests itself in the asymp-
totic behavior P (r → 0) ∼ rβ, which is absent in the case of Poisson statistics.
Results are shown in Fig. ·5 for disordered Heisenberg chains with L = 16 and
100 disorder realizations. A completely random real state follows a GOE statistics.
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Figure ·4: Average entanglement pectrum of completely random wave-
function (L = 16, 100 realizations used).
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The universal part of the spectrum at h = 0.5 also follows a GOE distribution.
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Figure ·5: Left panel: Distribution of the ratios of consecutive spac-
ings for the entanglement spectrum of Heisenberg spin chains with dis-
order parameter h = 0.5 and transverse field Γ = 0.1 (crosses). Right
panel: the same data in a logarithmic scale. L = 16 and 500 realizations
used.
C Protocol for determining kh
The definition of the order parameter in this Letter required a protocol for determin-
ing the point kh which separates the non-universal part (k ≤ kh) from the universal
(k > kh) part of the rank-ordered entanglement levels. We use the following protocol:
we took the spectrum obtained from each random state considered and multiply it
by a factor s such that the rescaled smallest singular value coincided in value with
that obtained from a completely random state. Then we swept through the spectrum,
starting from the tail, and computed the relative deviation from the completely ran-
dom state prediction, until it exceeded a certain amount. That is, until
(λk)
2 − s(λMPk )2
s(λMPk )
2
> , (18)
where  is a number of order 1. In our case, we set  = 1.
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However, we would like to point out one subtlety of this methodology. In cases
where the universal component of the spectrum almost vanishes near the transition,
it is hard to accurately locate the critical point. That is because the last few points at
the tail of the spectrum show large sample-to-sample fluctuations, and our protocol
requires strictly matching a single point close to the tail. Therefore, kh can be very
sensitive to our choice of the matching point and can even yield incorrect predictions
under finite-size scaling. On the other hand, we find that in cases such as the QREM,
where there is still a large fraction of the universal component at the transition, this
methodology is not very sensitive to the choice of matching point. For the Heisenberg
model, we locate the critical point kh by choosing the matching point away from the
tail end, thus effectively discarding the smallest eigenvalues. For example, for L = 16
we discarded the last 16 eigenvalues. In order to demonstrate that this does not
lead to a sizable errors in determining the MBL critical point, we also computed the
the order parameter directly from the averaged entanglement spectrum, where the
fluctuations are smoothened out (Fig. ·6). The critical point found this way is very
close to the one we show in the main text. We believe that the result can be further
improved if more realizations are include in the averaring, which we hope to attempt
in the future.
D Entanglement spectra for QREM and RK-type toy models
In this section, we present in Fig. ·7 through Fig. ·9 the entanglement spectra for
the QREM and two RK-type toy models that were discussed in the main text.
We clearly see the following: (1) the two-component structure shows up in all
three cases; (2) the same evolution behavior as explained in the main text happens
here as well. Namely, the universal fraction shrinks as one increases the strength of
disorder, thereby pushing the states further away from completely random states.
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Figure ·6: Left: Results obtained when the matching point is chosen
too close to the last eigenvalue for each entanglement spectrum, yielding
a wrong transition point under finite-size scaling. Middle: the order
parameter computed from the averaged entanglement spectrum of the
random-field Heisenberg model, where fluctuations are smoothened out
and not many small eigenvalues need to be eliminated. Right: the order
parameter computed from the average entanglement spectrum of the
QREM. One can see that in this case our approach is robust and the
result is very close to that shown in the main text.
0 50 100 150 200 250
10−8
10−6
10−4
10−2
100
k
log
h
k2
 
 
K=0.9
random state
(a)
0 50 100 150 200 25010
−8
10−6
10−4
10−2
k
log
h
k2
 
 
K=0.6
random state
(b)
0 50 100 150 200 25010
−10
10−8
10−6
10−4
10−2
100
k
log
h
k2
 
 
K=0.4
random state
(c)
0 50 100 150 200 250
10−20
10−15
10−10
10−5
100
k
log
h
k2
 
 
K=0.2
random state
(d)
Figure ·7: Averaged entanglement spectrum of eigenstates with en-
ergy density  = 0.5, for the QREM. The system size L = 16, and
Γ = 0.9, 0.6, 0.4, and 0.2, averaging over 10 realizations of disorder.
We also show the order parameter for the QREM at energy density  = 0.3, which
is different from the one shown in the main text. We clearly see from Fig. ·10 that the
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Figure ·8: Averaged entanglement spectrum of the RK-type wave-
function, with E(σ) = EREM(σ). The system size L = 16, and
β = 0.2, 0.7, 1, and 1.8, averaging over 100 realizations of disorder.
curves for different system sizes cross at around Γc ≈ 0.25, which is again in excellent
agreement with previous known results.
E Randomness versus non-randomness: another toy model
In this section, we view the emergence of the non-universal component in the en-
tanglement spectrum from a different perspective: the degree of randomness in the
wavefunctions. The physical intuition can be understood as follows. A completely
random state is supposed to yield a Marchenko-Pastur distribution in its entangle-
ment spectrum, i.e. only the universal component exits. This implies that for states
whose entanglement spectra deviate from Marchenko-Pastur distribution, they can-
not be completely random. Therefore we construct another toy model which captures
this feature, by borrowing ideas from spin glasses.
First let us start with a truly random (real) wavefunction that we denote by
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Figure ·9: Averaged entanglement spectrum of the RK-type wave-
function, with E(σ) = −J
L
∑
i<j σ
z
i σ
z
j . The system size L = 16, and
β = 0.3, 1, 1.5, and 2.5, averaging over 100 realizations of random
sign.
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Figure ·10: The order parameter for QREM with target energy den-
sity  = 0.3.
ΨREM(σ) = sgn(EREM), where sgn(x) is the sign function and EREM are identically
independently distributed with probability P (EREM) =
1√
piL
e−E
2
REM/L, with L being
the number of spins. The wavefunction ΨREM is, by construction, random. The
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subscript REM is used to draw an analogy to the Random Energy Model (REM) in
spin glass systems.
Next, we note that the REM is a limiting case of a spin glass with p-spin inter-
actions as p → ∞, which eliminates correlations between configurations. So we can
take a step back and consider the following “less random” Sherrington-Kirkpatrick
(SK) spin glass model with infinite-range two-spin interactions [53], and construct
the following wavefunction:
ΨSK(σ) = sgn (ESK(σ)) = sgn
(∑
i<j
Jij σi σj
)
, (19)
where the Jij are drawn from uniform distribution in the interval [−1, 1]. The am-
plitudes computed from the SK-like model are obviously not as random as in the
REM-like one; there are only L(L− 1)/2 independent random Jij’s in the former as
opposed to 2L independent random amplitudes in the latter. Nevertheless, the ampli-
tudes of ΨSK do inherit some randomness from the Jij, and the energy distribution of
the SK-like model also follows accurately a Gaussian distribution for any one given
σ, similarly to those in the REM-like model. But the correlations between the am-
plitudes for different σ exist in the case of the SK-like model, and these correlations
are manifest in the entanglement spectrum computed from ΨSK, as shown in the left
panel of Fig. ·11.
The entanglement entropy follows a volume-law scaling (see inset of Fig. ·11)
and, again, we see the emergence of a two-component structure in the spectrum. The
universal part agrees with RMT. The non-universal part is different from that found
for the high energy eigenstates of a disordered Heisenberg spin chain, reflecting its
non-universal, model dependent nature. Yet, this component is still characterized
by its fast decay rate. The toy model shows that non randomness can be present
in a generic quantum state when there are correlations between components of the
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Figure ·11: (Color online) Entanglement spectrum of: ΨSK (left) and
Ψ3−spin(σ) (right), for a system of size L = 16, averaged over 500
realizations of disorder. The order parameter as defined in Eq. (3)
is: 〈O〉 = 0.3888 ± 0.0067, with a threshold k ≈ 30 for ΨSK; and
〈O〉 = 0.4279 ± 0.0060, with a threshold k ≈ 24 for Ψ3−spin(σ). The
insets show the volume-law scaling of the von Neumann entanglement
entropy.
wavefunction. The entanglement spectrum captures the non randomness and its
structure can be well described by a two-component picture.
Another interesting manifestation of the mixing between universal and non-
universal components in the SK wavefunction is revealed by employing a color map.
In Fig. ·12 we show the amplitude of the wavefunction ΨSK(σA,σB) plotted in a
σA × σB grid, and compared it to the amplitude of a REM wavefunction. The ex-
istence of a structure, similar to wefts in a tapestry, is clearly visible for the ΨSK
wavefunction, but completely absent for the REM wavefunction.
One can further consider wavefunctions built with three-spin interactions,
Ψ3−spin(σ) = sgn
(∑
i<j<k
Jijk σi σj σk
)
, (20)
where the Jijk are drawn from a uniform distribution in the interval [−1, 1]. As shown
in the right panel of Fig. ·11, the spectrum again shows a two-component structure,
very similar to the cases discussed in the main text.
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Figure ·12: (Color online) Color map of the matrix Ψ(σA,σB) for
typical realizations of the (a) SK and (b) REM wavefunctions (L = 18).
Chapter 3
Entanglement complexity in quantum
many-body dynamics, thermalization and
localization
Abstract
Entanglement is usually quantified by von Neumann entropy, but its properties are
much more complex than what can be expressed with a single number. We show that
the three distinct dynamical phases known as thermalization, Anderson localization,
and many-body localization are marked by different patterns of the spectrum of the
reduced density matrix for a state evolved after a quantum quench. While the entan-
glement spectrum displays Poisson statistics for the case of Anderson localization, it
displays universal Wigner-Dyson statistics for both the cases of many-body localiza-
tion and thermalization, albeit the universal distribution is asymptotically reached
within very different time scales in these two cases. We further show that the com-
plexity of entanglement, revealed by the possibility of disentangling the state through
a Metropolis-like algorithm, is signaled by whether the entanglement spectrum level
spacing is Poisson or Wigner-Dyson distributed.1
1The contents of this chapter were published in Physical Review B, 96, 020408 (2017).
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3.1 Introduction
Entanglement is usually quantified by a number, the entanglement entropy, defined
as the von Neumann entropy of the reduced density matrix ρA of a subsystem, and
it is a key concept in many different physical settings, from novel phases of quantum
matter [6, 7, 81, 82] to cosmology [60, 83]. However, there is a lot more information
in the entanglement spectrum of ρA, namely the full set of its eigenvalues (or its loga-
rithms) [22]. Recently, a measurement protocol to access the entanglement spectrum
of many-body states using cold atoms has been proposed [84]. The main goal of this
letter is to explore the relationship between entanglement spectrum and dynamical
behavior of a quantum many-body system.
In Refs. [28, 33] it was shown that the entanglement of a state generated by a
quantum circuit can be simple or complex, in the sense that the state either can
or cannot be disentangled by an entanglement cooling algorithm that resembles the
Metropolis algorithm for finding the ground state of a Hamiltonian. The success
or failure of the disentangling procedure is signaled by the so called entanglement
spectrum statistics (ESS) [28, 33], namely the distribution of the spacings between
consecutive eigenvalues of ρA. When such a distribution is Wigner-Dyson (WD),
the cooling algorithm fails. This situation occurs when the gates in the circuit are
sufficient for universal computing, either classical or quantum. On the other hand, for
circuits that are not capable of universal computing, the states can be disentangled
and they feature a (semi-)Poisson ESS.
In this chapter, we focus on systems whose dynamics is controlled by a time-
independent quantum many-body Hamiltonian, as opposed to a random circuit. We
study the entanglement complexity revealed by the ESS of the time-evolved state for
Hamiltonians whose eigenstates yield one of three behaviors: 1) eigenstate thermaliza-
tion (ETH) [18, 85–88], 2) Anderson localization (AL), or 3) many-body localization
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(MBL) [19, 20, 62]. We find that the time-evolved states under Hamiltonians that
feature AL follow a Poisson ESS, and that they can be disentangled by applying the
entanglement cooling algorithm which uses only the unitaries generated from one-and
two-body terms in the Hamiltonian. On the other hand, the time-evolved states un-
der Hamiltonians that satisfy ETH follow a WD distribution, and the entanglement
cooling algorithm fails. Remarkably, the dynamics generated by MBL Hamiltonians
results in ESS approaching asymptotically in time a WD distribution, the same dis-
tribution that time-evolved states with ETH Hamiltonians reach in shorter times. We
find that the rate of such approach to WD scales with the inverse of the logarithm
of time. We further find that the state generated by MBL Hamiltonians cannot be
disentangled using a cooling algorithm.
3.2 Quantum Quench of the Heisenberg spin chain
We shall focus on a quantum state that is time-evolved after a quantum quench,
namely, a sudden switch of the Hamiltonian so as to throw the initial state away from
equilibrium. We consider the XXZ spin-1/2 chain of L sites with open boundary
conditions,
H = J
L−1∑
i=1
(σxi σ
x
i+1 + σ
y
i σ
y
i+1 + ∆σ
z
i σ
z
i+1 + ziσ
z
i + xiσ
x
i ) . (3.1)
We consider three distinct regimes of parameters: (i) In the absence of a transverse
field and interaction (∆ = xi = 0, zi 6= 0), the Hamiltonian in Eq. (3.1) maps onto free
fermions via a Jordan-Wigner transformation [89, 90]. The complexity of the problem
is reduced from that of diagonalizing a 2L×2L matrix to that of diagonalizing a L×L
matrix. In the limit case of no disorder, zi = const, the system is completely integrable
while in the presence of disorder it shows AL [91]. In the case of AL, the Hamiltonian
is noninteracting in the basis of local conserved quantities. The presence of constants
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of motion prevents the system from thermalizing. (ii) In the presence of interactions
and weakly disordered external fields (zi ∈ [−1, 1] and ∆ = 0.5), the Hamiltonian in
Eq. (3.1) is nonintegrable and thermalizes. Its eigenstates obey ETH. (iii) Finally,
in the presence of interactions and strong disorder (zi ∈ [−10, 10] and ∆ = 0.5), the
system features MBL: Even the high-energy eigenstates of such a system are weakly
entangled, obey an area law and thus do not follow ETH [17, 18, 61]. The dynamical
behavior of the MBL phase is also apparent in the fact that during the evolution, the
entanglement grows only logarithmically in time [21, 63, 92].
The quantum evolution is studied as follows. We consider the state |Ψ(t)〉 =
exp(−ı˙Ht)|Ψ0〉, where |Ψ0〉 = ⊗j |ψ〉j is a random factorized state. By quenching to
different values of {xi, zi,∆}, we can obtain all possible dynamics we want to study.
The marginal state ρA(t) corresponds to the reduced density matrix of one half of the
total chain. The set of eigenvalues of ρA are then denoted by {pi}2L/2i=1 and ordered
in decreasing order. At the same time, we also consider the eigenenergies {Ej}2Lj=1 of
the full Hamiltonian.
3.3 Entanglement spectrum statistics
At t = 0, the state contains initially no entanglement and gets entangled only through
the dynamics. After a time t0 = 1000 in units of 1/J , we study the ESS of the
spectrum {pi}2L/2i=1 [28, 33], here obtained from the distribution P (r) = R−1
∑R
i=1〈δ(r−
ri)〉 of the ratios of consecutive spacings, ri = (pi−1− pi)/(pi− pi+1). In an analogous
fashion, we obtain the statistics of ratios of the energy spectrum {Ej}2Lj=1 and compare
it to the ESS. Our results are summarized in Table 3.1.
We first consider case (i), the XX spin chain (∆ = xi = 0) in the presence of a ran-
dom field zi ∈ [−h, h]. This model can be brought into the form of free fermions in one
dimension and features AL for every value of h. Here, we choose h = 1. In Fig. 3·1a,
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Dynamical phases
Features AL ETH MBL
Entanglement
spectrum
Poisson WD WD
Energy spectrum Poisson Poisson
or WD
Poisson
Entanglement
cooling
3 7 7
Table 3.1: Summary of the main results presented in this chapter.
The ESS of Hamiltonians featuring AL shows a Poisson distribution,
while for both ETH and MBL Hamiltonians it displays a WD distri-
bution. In particular, the deviation from the WD distribution in the
MBL case decays as 1/ log(t). The energy level spacing statistics yields
a Poisson distribution for both AL and MBL, while for ETH case it can
be either Poisson (in the presence of additional conserved quantities)
or WD (with no conserved quantities). Finally, the states generated by
AL Hamiltonians can be disentangled using an entanglement cooling
algorithm, while the states generated by ETH and MBL Hamiltonians
cannot.
we show P (r) of the final states after a long time evolution (t0J = 1000). The ESS fits
the distribution expected for uncorrelated eigenvalues, PPoisson(r) = (1 + r)
−2, which
can be straightforwardly derived assuming a Poisson distribution of spacings. In
Refs. [28, 33] such statistics corresponds to simple patterns of entanglement that are
easily reversible under the entanglement cooling algorithm. In the quantum quench
scenario, such pattern results in the failure to reach thermalization. Indeed, the dis-
tribution of the spacings in the energy spectrum is also Poisson (see Fig. 3·1b), which
is a typical feature of integrable systems [93, 94]. As we can see, in the integrable
case, the ESS and the energy level spacings convey the same information. Similarly,
we find that in the completely integrable case (zi = 0) both ESS and energy spectrum
are still Poisson. However, because of the absence of localization, entanglement prop-
agates and fulfills volume law like in a thermal system [95], though no thermalization
can happen. This shows that it is the finer structure of entanglement in the ESS that
is able to diagnose dynamical phases, instead of just the amount of entanglement.
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Figure 3·1: (Color online) Comparison between ESS and energy level
spacing statistics after a quantum quench at t0 = 1000 starting from
a random product state in systems that are Anderson localized (a-
b), nonintegrable and featuring ETH (c-d), featuring MBL (e-f). ESS
follows three different distributions, namely Poisson (a), WD (c), and
a non-universal one (e), thus perfectly classifying the three different
dynamical phases. On the other hand, the distribution of the energy
level spacings is always Poisson in all three cases. It becomes WD in
the nonintegrable, ETH case shown in inset of panel (d) only if total
magnetization Sz conservation is broken by a field in the x direction.
In the MBL case, the ESS approaches WD upon discarding the largest
eigenvalues values of the spectrum (inset of (e)). All simulations are
done with 2000 realizations of disorder and L = 12 unless otherwise
specified.
When the interaction ∆ is switched on, the system can be made nonintegrable
by introducing a random field zi [96, 97]. Although nonintegrable, there is still a
simple conserved quantity in the model, namely, the total magnetization Sz in the z
direction. If the disorder is weak (we choose h = 1) we are in case (ii): The model
obeys ETH and thermalizes. At this point we are confronted with a shortcoming
of the energy level statistics. For a nonintegrable system, the distribution of energy
level spacings is expected to follow a WD distribution and very accurate surmises
exist in this case [80]: PWD(r) = Z
−1(r + r2)β(1 + r + r2)−1−3β/2, where Z = 8/27
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for the Gaussian Orthogonal Ensemble (GOE) with β = 1, and Z = 4pi/81
√
3 for
the GUE with β = 2. However, to find such a result one needs to diagonalize the
Hamiltonian only in the subspace of fixed total magnetization [98]. If one does not
know what the conserved quantities are – and this is a generic case – and diagonalizes
the Hamiltonian in the full Hilbert space, one would find again Poisson statistics, see
Fig. 3·1d. However, if one breaks the Sz conservation by a small uniform field in
the x direction, one does find the WD distribution, see inset of Fig. 3·1d. Thus, for
nonintegrable systems, one is required to know all conserved quantities in order to
check the ETH through the energy level statistics. The presence of just one (local)
constant of motion makes the system behave as integrable (Poisson statistics) from
the viewpoint of the energy gaps if we consider the full spectrum, even though the
system indeed thermalizes, while breaking all conservation laws results in WD, see
Table 3.1.
In contrast, we find that the ESS is more robust and captures that thermalization
should not be impaired by the fact that there is one conserved quantity. We find
that the ESS data agrees well with a WD distribution with β = 2, see Fig. 3·1c.
Breaking the last constant of motion by introducing a small constant field xi = 0.1 in
the x direction results in the same distribution (see inset). Therefore, it is clear that
ESS already gives us an advantage in comparison to the energy level statistics, as it
can discriminate between integrable and nonintegrable models without requiring the
knowledge of the local conserved quantities.
Finally, keeping fixed ∆ = 0.5 and increasing the range of zi we enter in the
MBL case (iii). In spite of the system being still nonintegrable, the energy eigen-
states stay very localized breaking ergodicity and hence thermalization. Moreover,
the eigenstates are weakly entangled (they obey an area law [57, 99], which for a one-
dimensional chain implies an entanglement entropy nearly independent of the system
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size). Thus the mechanism behind ETH breaks down and the system does not ther-
malize, at least within reasonable time scales, that is, nonexponential in system size.
At such time scales, the system shows some features of the integrable systems, as
there is an extensive number of quasilocal conserved quantities [99–103]. This is also
reflected in the distribution of the energy level spacings. We computed that distri-
bution and show it in Fig. 3·1f, which reveals a Poisson statistics, just like for an
integrable system (or AL, that is, integrable).
Let us now analyze the ESS for MBL. We shall find that MBL can be distinguished
from both AL/integrable systems and ETH. The analysis that we present below shows
that the ESS for MBL approaches asymptotically a WD distribution at rather long
time scales, which we quantify below. The ESS is shown in Fig. 3·1e, and show the
following features. At the given time scale (t0J = 1000), the ESS appears to deviate
from WD statistics (as well as from Poisson statistics); the deviation is reduced if
one considers a fraction of the full spectrum, retaining lowest eigenvalues values of
the spectrum and discarding the largest ones (see inset). In order to quantify the ap-
proaching of the entanglement spectrum to WD (GUE) distribution upon truncation,
we consider the statistical distance between two probability distributions given by
the Kullback-Leibler (KL) divergence: DKL(p‖q) =
∑
i pi log(pi/qi). In Fig. 3·2a, we
show the KL divergence between P (r) of MBL and the WD distribution as function
of the fraction of the cutoff. As more of the largest eigenvalues values are discarded,
we get closer to universal statistics. Moreover, we find that, as function of evolution
time, all the DKL decreases as 1/ log(t) (see Fig. 3·2b), and thus the ESS of MBL
asymptotically approaches a WD (GUE) distribution. (We remark that the DKL di-
vergence between P (r) and the WD distribution in the ETH regime goes to zero at a
time scale of order 1/J .) Indeed, in the infinite time limit, time-evolved states in the
MBL regime also have to equilibrate, as the time fluctuations of typical observables
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go to zero, though the scaling with both time and system size are different in MBL
from ETH [104].
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Figure 3·2: (Color online) (a) The KL divergence DKL as function
of the fraction of truncation of the full spectrum for different total
evolution times (L = 14 and zi ∈ [−8, 8]). The data are averaged over
100 realizations of disorder and 2000 realizations of the initial product
state, evolved for times t = 100, 500, 1000, and 106. (b) scaling of DKL
with 1/ log(t) for the full spectrum and for the truncated spectrum at
fraction 0.1875, consistent with the KL divergence vanishing at long
times and the ESS asymtoptically reaching the WD distribution.
We interpret the slow approach to universal WD (GUE) statistics of the ESS of a
state following unitary evolution with a Hamiltonian in the MBL regime as follows.
At reasonable time scales, the system has approximately local conserved integrals of
motion, and may look like an integrable one. However, unlike AL, the MBL Hamil-
tonian remains interacting even in the basis of conserved quantities. Eventually, for
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long time scales, information propagates along the full chain [105], and the interaction
between far away quasilocal conserved quantities is revealed by the slow 1/ log(t) ap-
proach to the universal WD distribution. The ESS detects the presence of interaction
already at short time scales, because the deviations from the universal distribution
are small and decreasing in time. None of these aspects can be captured by the study
of the energy level spacings. We remark that this feature of the ESS is a truly dy-
namical one, and depends on the fact that the system is away from equilibrium. If
one truncates the entanglement spectrum of a high energy eigenstate of MBL, the
spectrum stays nonuniversal [31, 106, 107].
3.4 Complexity of Entanglement
The different statistics in the ESS correspond to different complexity of the entan-
glement generated by the time evolution. In Refs. [28, 33], it was shown that the
entanglement generated by a quantum circuit can be undone by an entanglement
cooling algorithm when the ESS shows (semi-)Poisson statistics. On the other hand,
if one uses a quantum circuit obtained by a universal set of gates, the ESS displays
WD statistics and the simple algorithm for disentangling fails, so the ESS is complex.
How does the disentangling algorithm perform in the case of Hamiltonian evo-
lution? We start from the final state obtained after a quantum quench for running
time t0 = 1000, like in the previous analysis for ESS. Notice that a similar amount
of entanglement (averaged over all possible contiguous bipartitions of the system) is
reached in both the MBL and the AL case (see Fig. 3·3), while the average entangle-
ment is much higher for the ETH case. The disentangling (cooling) algorithm works
as follows. We pick randomly a one-or two-body term from the model Eq. (3.1), and
evolve the state for a time δt = pi/10. Then we accept such an attempt with proba-
bility min{1, exp(−β∆S¯)}, where ∆S¯ is the change of the amount of von Neumann
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entropy averaged over all possible bipartitions of the system, and β−1 is a fictitious
temperature that is gradually reduced to zero.
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Figure 3·3: (Color online) Attempt of disentangling using the entan-
glement cooling algorithm starting from the states at t0 = 1000. S¯ is
the von Neumann entropy averaged over all possible bipartitions of the
system with L = 12.
Let us look first at the cooling in the disordered XX model, which at time t0 = 1000
after the quench features Poisson statistics for the ESS – what we would call a non-
complex entanglement pattern. The performance of the cooling algorithm is shown
in the blue curve in Fig. 3·3. As the data show, the state can be disentangled almost
completely by this kind of entanglement cooling algorithm. It is a remarkable fact that
entanglement can be undone after Hamiltonian evolution even without knowledge of
the precise Hamiltonian.
What happens for ETH and MBL? Figure 3·3 shows that the entanglement en-
tropy reached at t0 = 1000 using both the MBL and ETH Hamiltonians cannot be
undone by the cooling algorithm, even though the value of the entanglement entropy
is smaller in the case of MBL. States generated from evolutions using MBL or ETH
Hamiltonians cannot be disentangled, and in both cases, the ESS shows some degree
of universality (both reach a WD distribution, albeit at rather different time scales).
We conclude that what determines how easy or hard it is to disentangle a state is not
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the level of entanglement, as measured by the entanglement entropy, but instead that
information is contained in the ESS, like in the case for states generated by quantum
circuits.
Chapter 4
Scrambling via braiding of nonabelions
Abstract
We study how quantum states are scrambled via braiding in systems of non-Abelian
anyons through the lens of entanglement spectrum statistics. In particular, we focus
on the degree of scrambling, defined as the randomness produced by braiding, at
the same amount of entanglement entropy. To quantify the degree of randomness,
we define a distance between the entanglement spectrum level spacing distribution
of a state evolved under random braids and that of a Haar-random state, using the
Kullback-Leibler divergence DKL. We study DKL numerically for random braids of
Majorana fermions (supplemented with random local four-body interactions) and
Fibonacci anyons. For comparison, we also obtain DKL for the Sachdev-Ye-Kitaev
model of Majorana fermions with all-to-all interactions, random unitary circuits built
out of (a) Hadamard (H), pi/8 (T), and CNOT gates, and (b) random unitary circuits
built out of two-qubit Haar-random unitaries. To compare the degree of randomness
that different systems produce beyond entanglement entropy, we look at DKL as a
function of the Page limit-normalized entanglement entropy S/Smax. Our results
reveal a hierarchy of scrambling among various models — even for the same amount
of entanglement entropy — at intermediate times, whereas all models exhibit the
same late-time behavior. In particular, we find that braiding of Fibonacci anyons
randomizes initial product states more efficiently than the universal H+T+CNOT
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set. 1
4.1 Introduction
The notion of many-body quantum chaos plays a central role in understanding the
emergence of statistical mechanical descriptions and thermodynamics of quantum
systems under unitary time evolution (see for example [108–111]). A precise quanti-
tative formulation of quantum many-body chaos, in particular, remains an important
problem. One possible diagnostic of chaos that has attracted recent interest is the
“out-of-time-ordered” correlator (OTOC) [112, 113], which generalizes the classical
butterfly effect and Lyapunov exponent to quantum systems [114–117]. Indeed, the
exponential growth behavior of the OTOC with a corresponding quantum Lyapunov
exponent λL has been confirmed in several large-N theories (including large-N gauge
theories, as well as theories holographically dual to black holes [114–121]), and weakly
interacting disordered systems [122].
A notion intimately related to chaos is scrambling, which refers to the phenomenon
that initially localized information of a system becomes undetectable under its own
dynamics without measuring a significant fraction of all degrees of freedom [123]. It
was shown that the butterfly effect necessarily implies scrambling in quantum sys-
tems [124]. Scrambling can be captured by local entropy production under time
evolution in chaotic systems [125]. Remarkably, the entanglement growth under ran-
dom unitary dynamics belongs to the same universality class of Kardar-Parisi-Zhang
equation for classical surface growth [15, 126]. One may be tempted then to char-
acterize the degree of scrambling for different systems in terms of the growth rates
of entanglement. However, the entanglement growth can behave in the same fashion
in systems that are not truly chaotic, for example, under random Clifford dynam-
1The contents of this chapter were published in Physical Review B, 99, 045132 (2019).
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Figure 4·1: (Color online) Depiction of braidings as a brick wall lat-
tice of tiles representing elementary strand exchanges: 1 (no exchange),
T (overpass), and T−1 (underpass) respectively. A random braid cor-
responds to a random choice of these tilings.
ics [15, 28].
Indeed, scrambling can exhibit different complexities depending on the random-
ness it produces, and there is a gap between maximal entanglement entropy and
complete randomization [29, 30]. In this chapter, we propose a measure of the de-
gree of scrambling that employs the entanglement spectrum (ES) statistics. We shall
mainly focus on dynamics generated by random unitary circuits without additional
conserved quantities, although we do present an example of Hamiltonian dynamics as
well. Random unitary circuits serve as an excellent theoretical playground in recent
studies of quantum chaos, from which lots of insights on deterministic dynamics can
be obtained [15, 34, 35, 127]. For chaotic random circuits, one expects that the long
time evolution samples uniformly from the ensemble of Haar-random states [128, 129].
Therefore, the entanglement level spacing distribution of the final states of a suffi-
ciently long evolution should be that of Haar-random states, which are described
47
by random matrix theory, in particular, the Gaussian unitary ensemble (GUE) in
the present case [31, 130, 131]. Crucially, this observation will allow us to define
a distance between the entanglement level spacing distribution of unitarily evolved
states at intermediate times — when the entanglement entropy is far from reaching
its maximum — and the GUE distribution. In this work, we choose as the measure
of distance the Kullback-Leibler (KL) divergence, or relative entropy, defined as
DKL(p||q) =
∑
i
pi ln
pi
qi
, (4.1)
and satisfying DKL ≥ 0, where {pi} and {qi} are two sets of discrete probability dis-
tributions p, q. To compare the degree of randomness that different systems produce
under time evolution, we look at DKL as a function of the Page limit-normalized
entanglement entropy S/Smax. This allows for an umambiguous comparison of the
degree of randomization between systems under drastically different unitary dynamics
beyond the entanglement entropy.
The entanglement level spacing distribution reveals important information re-
garding the complexity of entanglement that is not captured by the entanglement
entropy alone. More precisely, it signals whether a time-evolved state (even if maxi-
mally entangled) can be efficiently disentangled without precise knowledge of the time
evolution operator, which is a highly non-trivial task for generic highly entangled
states [28, 33, 130]. Therefore, the distance of the entanglement level distribution to
the GUE distribution as a function of the amount of entanglement entropy should be
viewed as the distance to the fixed point under chaotic quantum dynamics, that is,
the degree of scrambling. In fact, we show in this work that DKL can vary considerably
between different chaotic systems even at the same level of entanglement entropy.
We demonstrate our results by studying dynamics generated by various random
unitary circuits that are chaotic, starting from unentangled product states. Con-
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cretely, we investigate two types of random circuits operating on non-Abelian anyons
(Fig. 4·1): (1) Majorana fermions with random braidings supplemented with ran-
dom four-body interactions on every four contiguous sites; (2) Fibonacci anyons with
random braidings. It is well-known that braidings of Fibonacci anyons alone are
capable of universal quantum computation, but braidings of Majorana fermions are
not [54, 132]. In the latter case, in order for the final states to reach GUE entangle-
ment spectra, we supplement braidings with random local four-Majorana interactions.
To gain further insights, we also compare the degree of scrambling of anyon braind-
ings with those of the Sachdev-Ye-Kitaev model of Majorana fermions with all-to-all
interactions [133, 134], and random unitary circuits built out of (a) Hadamard (H),
pi/8 (T), and CNOT gates, and (b) random unitary circuits built out of two-qubit
Haar-random unitaries. We find that, at intermediate times (when the entanglement
entropy is still far from maximum), the DKL for the above systems are drastically
different at the same normalized entanglement entropy S/Smax. This indicates that
there is indeed a hierarchy in the degree of randomness produced by different systems
at the same amount of entanglement entropy. Interestingly, we find that braiding of
Fibonacci anyons randomizes initial product states more efficiently than the univer-
sal H+T+CNOT set, which sheds new light on the potential computational power of
topological quantum computation. The SYK model, on the other hand, randomizes
more efficiently comparing with local random circuit models.
The rest of this chapter is organized as follows. We first introduce the concept of
ES statistics and its relevance to entanglement complexity in both quantum circuits
and Hamiltonian dynamics in Sec. 4.2. In Sec. 5.4, we introduce the models that we
study in this work. The numerical results for DKL are presented in Sec. 4.4. Finally
we close with a few remarks regarding future directions (Sec. 4.5).
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4.2 Entanglement spectrum statistics and entanglement com-
plexity
We start by introducing the basic concepts of ES statistics and the significance of
GUE level spacing statistics in both quantum circuits and Hamiltonian dynamics.
Consider a pure state |ψ〉 written in some complete local basis |ψ〉 =∑
{σ} ψ({σ})|{σ}〉. From now on we shall drop the “{ }” and denote a collection
of degrees of freedom simply as σ, which should be clear from the context. Under a
bipartition of the system into two subsystems A and B with Hilbert space dimensions
dA and dB, we have:
|ψ〉 =
∑
σ
ψ(σ)|σ〉
=
∑
σA,σB
Ψ(σA, σB)|σA〉|σB〉, (4.2)
where in the second line we have recasted the wavefunction ψ(σ) as a dA× dB matrix
Ψ(σA, σB). We define the ES of |ψ〉 under this bipartition as the set of singular values
{λk} obtained from a Schmidt decomposition of the matrix Ψ(σA, σB) [135]. The
entanglement entropy can then be defined using the ES as
S = −
∑
k
λ2k ln λ
2
k . (4.3)
Notice that the reduced density matrix of subsystem A is related to Ψ as ρA =
trB|ψ〉〈ψ| = ΨΨ†, so the eigenvalues of ρA are simply related to the ES as {pk = λ2k}.
Depending on how one partitions the system, Ψ is not necessarily a square matrix.
However, in this chapter we restrict ourselves to equi-bipartitions, so that dA = dB.
Historically, the usefulness of the ES was first recognized in the study of ground
states of gapped systems, and was proposed as a fingerprint of topological order,
and even more generally, symmetry breaking order [22, 136–143]. The entanglement
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entropy of ground states of gapped local Hamiltonians is typically low (area law),
which means that the ES decays very fast, usually with a large gap separating the
dominant singular values, which capture universal aspects of the underlying system,
from the rest of the spectrum. Highly excited states, on the other hand, typically have
high entanglement entropy (volume law), and in general the ES is not gapped [144].
Important physical characteristics encoded in the ES of highly excited states can
be revealed in entanglement level spacing statistics. Let the singular values of an ES
be rank-ordered in descending order: λi > λi+1; define the ratio of adjacent gaps in
the spectrum as
rk =
λk−1 − λk
λk − λk+1 , (4.4)
so that rk ≥ 0. It was shown [31, 33, 106, 130, 131] that for Haar-random states,
the ES can be described in terms of random matrix theory, where the density of
states follows the Marchenko-Pastur distribution [72], and the level spacing statistics
is given by the Wigner-Dyson distribution [80]
PWD(r) =
1
Z
(r + r2)β
(1 + r + r2)1+3β/2
, (4.5)
with Z = 4pi/81
√
3 and β = 2 for GUE distribution. For Poisson distributed spectra,
on the other hand, the distribution function takes the form
PPoisson =
1
(1 + r)2
, (4.6)
which displays no level repulsion as r → 0 and decays as a different power compared
to the GUE distribution as r → ∞. The ratio (4.4) probes local (nearest-neighbor)
correlations between the singular values in the ES. There exists complementary quan-
tities such as the spectral form factor [131, 145] and spectral rigidity [33] which can
probe level repulsion at longer ranges. However we will not study these quantities in
this work.
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The ES level statistics (4.4) contains information on the “complexity” of a state,
that is, states with GUE distributed ES have complex structures of entanglement,
whereas states with Poisson distributed ES have simple structures of entanglement,
regardless of the amount of entanglement. We define the entanglement complexity as
the inefficiency of disentangling a given state evolved under certain unitary dynamics,
without precise knowledge of the time evolution operator. In general, this is a highly
non-trivial task for generic highly entangled states. However, in Refs. [28, 33], it
was shown that one can efficiently disentangle states generated by certain classes of
random unitary circuits that are not capable of universal quantum computation (e.g.,
the Clifford circuits) using a simple Metropolis-like algorithm, even though these states
also reach maximal entanglement entropy. On the other hand, for states evolved under
circuits that are capable of universal quantum computation, such a disentangling
algorithm fails. The entanglement entropy growth shows identical behavior in both
cases, yet the ES exhibits Poisson distribution in the first case and GUE distribution
in the second. Later, Ref. [130] extended this ES-based diagnostic to distinguish
between Hamiltonian dynamics that are integrable or non-integrable (either many-
body localized or thermalized).
These observations suggest that, in addition to reaching maximal entanglement
entropy, time-evolved states of truly chaotic systems should have a GUE distributed
ES after a sufficiently long time evolution, i.e., the GUE distributed ES is the fixed
point under time evolution, when the initial product states are completely random-
ized. This motivates us to define the KL divergence between the ES in the process of
time evolution and GUE distribution DKL[P (r)||PGUE(r)] as a measure of the degree
of randomness produced by the evolution. In particular, when compared at the same
fraction of maximal entropy S/Smax, the difference in DKL reveals the hierarchy of
the complexity of scrambling beyond entanglement entropy.
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4.3 Non-Abelian random circuit models
In this section, we describe the non-Abelian random circuit models that we use for nu-
merical demonstrations of our results. The basic setup we adopt here is to start from
unentangled product states, and then evolve under certain types of unitary dynamics.
Random unitary circuits have been intensively studied recently as a theoretical handle
to understand quantum chaos [15, 16, 34, 35, 127]. In this work, we will mainly focus
on systems of non-Abelian anyons, with braidings and local interactions acting as
unitaries operating on anyonic qubits. These systems provide insights into the degree
of scrambling in a context that is also relevant to topological quantum computation.
4.3.1 Majorana fermions with random braidings and local interactions
The simplest non-Abelian anyons carrying a multidimensional representation of the
braid group are Majorana fermions, or Ising anyons [54, 146]. These are quasiparticle
excitations believed to exist in ν = 5/2 fractional quantum Hall systems [147], as well
as vortex cores of p + ip topological superconductors [148]. Consider 2n Majorana
fermions γi (i = 1, 2, . . . , 2n) satisfying γ
†
i = γi and {γi, γj} = 2δij. These can
be combined into n complex fermions, such that two Majorana fermions fuse into
iγ2k−1γ2k = 1 − 2nk = ±1, where nk is the fermion occupation number. Hence the
total Hilbert space dimension is 2n−1 within each fermion parity sector.
Unitary evolutions or “computations” are implemented by adiabatically braiding
anyons around one another, which induces a transformation on the Hilbert space
corresponding to an element of the braid group B2n [149]. The group B2n is generated
by elementary interchanges of neighboring anyons which we denote by Ti (see Fig. 4·2),
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Figure 4·2: (Color online) Generator of the braid group Ti and its
inverse T−1i .
which satisfy the following relations:
TiTj = TjTi, |i− j| > 1,
TiTjTi = TjTiTj, |i− j| = 1. (4.7)
A nonlocal exchange can be achieved via a sequence of nearest-neighbor
exchanges; namely, for exchanging anyons p and q, one has Tp,q =
Tq−1Tq−2 · · ·Tp+1TpT−1p+1T−1p+2 · · ·T−1q−1.
Physically, we are interested in unitary representations of the braid group. For
the case of Majorana fermions, the braid group representation for the generators is
given by [150]:
ρ(Ti) = exp
(pi
4
γi+1γi
)
=
1√
2
(1 + γi+1γi). (4.8)
Written explicitly under qubit basis, the braid element can act as either a single-qubit
gate or a two-qubit gate, depending on whether the two anyons that are braided
belong to the same qubit or not. For example, consider four Majorana fermions
γ1, . . . , γ4 defining a four-dimensional Hilbert space |n1, n2〉. One can work out the
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Figure 4·3: (Color online) All possible braid elements acting on four
Majorana fermions. (a) ρ(T1); (b)ρ(T3); (c)ρ(T2). The ovals indicate
how qubit basis is defined. (a) & (b) act as single-qubit gates, and (c)
acts as a two-qubit gate.
action of all possible braids on this Hilbert space as given by (see Fig. 4·3):
ρ(T1)|n1, n2〉 = eipi4 (1−2n1)|n1, n2〉,
ρ(T3)|n1, n2〉 = eipi4 (1−2n2)|n1, n2〉,
ρ(T2)|n1, n2〉 = 1√
2
(|n1, n2〉+ i|1− n1, 1− n2〉) , (4.9)
where the braids in the first two lines correspond to single-qubit gates, and the third
line corresponds to a two-qubit gate. Applying Eq. (4.9) to 2n Majorana fermions,
one can calculate the unitary transformation under circuits of arbitrary braidings of
2n anyons.
Braidings of Majorana fermions are insufficient to create circuits capable of uni-
versal quantum computation, which is necessary to fully randomize arbitrary initial
states. In fact, the braiding representation presented in Eq. (4.8) essentially cor-
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responds to a free fermion system, which fails to even maximally entangle initial
product states. Therefore, we must supplement braidings with local interactions in
order to have truly chaotic random circuits [151]. We add random local four-body in-
teraction terms involving every four contiguous Majorana fermions γj, . . . , γj+3, which
corresponds to unitary operators
Uj = exp (−iαjγjγj+1γj+2γj+3) , (4.10)
where αj ∈ [0, 2pi] are random interaction strengths. Now each realization of the
random unitary circuit operating on 2n Majorana fermions can be built by acting on
the anyons with either braiding [Eq. (4.9)] or four-body interaction [Eq. (4.10)] at
every single step.
4.3.2 Fibonacci anyons with random braidings
A particular type of non-Abelian anyon that allows for universal quantum computa-
tion, and is thus capable of fully randomizing arbitrary initial states, is the Fibonacci
anyon [132, 152, 153]. The Fibonacci anyon belongs to the quasiparticle spectrum
of SU(2)3 Chern-Simons theory whose non-Abelian part is also equivalent to the Z3
parafermion theory [154]. It may also be related to the ν = 12/5 fractional quantum
Hall state observed in experiments.
The quasiparticle contents in this model are very simple: it contains a single
nontrivial quasiparticle denoted as τ and the identity, or vacuum, denoted by 1. The
nontrivial fusion rule is given by:
τ × τ = 1 + τ. (4.11)
To define the Hilbert space of a system of multiple anyons, we consider the Fi-
bonacci chain [155, 156] with open boundary condition as shown in Fig. 4·4. This is
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essentially a fusion tree drawn in a slightly different orientation. We label states in
⌧
⌧⌧⌧⌧⌧⌧⌧
⌧
x1 x2 x3 · · · xn 1
Figure 4·4: (Color online) The fusion tree of a Fibonacci chain consist-
ing of n anyons. States in the Hilbert space are labeled by the degrees
of freedom on the horizontal links |x1x2 . . . xn−1〉, with the additional
constraint that there cannot be two 1’s next to each other.
the Hilbert space corresponding to Fig. 4·4 as |x1x2 . . . xn−1〉, with xi = τ or 1, for
a system of n anyons (the τ ’s on the two endpoints are considered as boundary con-
ditions). Due to the fusion rule in Eq. (4.11), the allowed configuration must satisfy
an additional constraint, namely, there cannot be two 1’s next to each other. Hence
the Hilbert space dimension of n anyons is Fib(n + 1), where Fib(n) are Fibonacci
numbers satisfying Fib(n+ 1) = Fib(n) + Fib(n− 1) and Fib(1) = Fib(2) = 1. For
large n, the Hilbert space dimension of Fibonacci anyons grows as φn, where the
quantum dimension φ = (1 +
√
5)/2 is the golden ratio.
The unitary representation of the braid group in terms of Fibonacci anyons can
be derived using the R-matrix and the F -matrix of the topological field theory. From
now on we shall denote the states of xi using the language of qubits: |0〉 ≡ |xi = 1〉,
⌧⌧
xi 1 xi xi+1
1
Figure 4·5: (Color online) The effect of braiding two Fibonacci anyons
only depends on the configuration of the three qubits in contact with
the two anyons: xi−1, xi, and xi+1.
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|1〉 ≡ |xi = τ〉. We directly list below the action of braiding on the qubit basis as
in Eq. (4.9) and provide the derivation in Appendix A. The effect of braiding two
adjacent anyons depends only on the configuration of the three qubits in contact with
the two anyons, see Fig. 4·5. The representation of the braiding in the qubit basis is
ρ(Ti) |101〉 = −e−ipi/5/φ |101〉 − ie−ipi/10/
√
φ |111〉,
ρ(Ti) |111〉 = −ie−ipi/10/
√
φ |101〉 − 1/φ |111〉,
ρ(Ti) |110〉 = −e−2pii/5 |110〉,
ρ(Ti) |011〉 = −e−2pii/5 |011〉,
ρ(Ti) |010〉 = e−4pii/5 |010〉, (4.12)
where we have suppressed the labels for the rest of the qubits.
The “no consecutive 1s” constraint imposed on the states of adjacent qubits means
that the Hilbert space dimension of the full chain is not equal to the product of the
subsystem Hilbert space dimensions under a bipartition, i.e. d 6= dAdB.
4.3.3 Hadamard, pi/8, and CNOT gate
In addition to the two non-Abelian random circuit models introduced above, we also
study three more cases as a comparison. The first system is the random circuits
built out of Hadamard, pi/8, and CNOT gates. The action of these gates is most
conveniently expressed in terms of the following unitary matrices:
H =
1√
2
(
1 1
1 −1
)
, T =
(
1 0
0 eipi/4
)
,
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 . (4.13)
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It can be shown that H, T and CNOT combined together is capable of universal
quantum computation [3], and hence is also capable of fully randomizing arbitrary
initial states.
4.3.4 Two-qubit Haar-random unitaries
In this case, we study the same setup as in previous work by considering random
unitary circuits built from two-qubit Haar-random unitary gates, which are drawn
from the uniform probability distribution on the unitary group for two qubits U(4) [15,
34]. Here we shall only use local gates which act on two nearest-neighboring qubits
at a single step.
4.3.5 SYK model
Finally, we consider the SYK model consisting of N Majorana fermions with all-to-all
random interactions [133, 134]. The main difference from all previous cases is that
this system undergoes Hamiltonian dynamics with energy conservation, instead of
random unitary dynamics. The Hamiltonian of the SYK model is:
H =
∑
ijkl
Jijklγiγjγkγl, (4.14)
where the couplings Jijkl are real Gaussian random variables with zero mean and
variance J2ijkl = 3!J
2/N3. This model is exactly solvable in the large-N limit, with
a Lyapunov exponent obtained from the OTOC saturating the bound λL = 2pi/β,
where β is the inverse temperature [113, 118]. Hence the SYK model is often referred
to as being maximally chaotic. Moreover, the eigenstates of the SYK model have
been shown to be thermalizing, with entanglement entropies obeying volume law
scaling [157–160]. It is thus interesting to look at the degree of scrambling using our
measure of DKL and compare with the previous cases.
We consider pure states obtained from a quantum quench of an unentangled prod-
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uct state with the Hamiltonian of Eq. (4.14) [161, 162]. One can explicitly construct
a representation for the Majorana field operators in terms of Pauli matrices using the
following Jordan-Wigner transformation:
γ2k−1 = σxk
k−1∏
i=1
σzi , γ2k = σ
y
k
k−1∏
i=1
σzi , (4.15)
which maps the Hamiltonian (4.14) to a spin system.
4.4 Numerical results
We now present our numerical calculations of DKL as a function of S/Smax for models
A-E as explained in previous sections. Here the Smax denotes the maximal Page
entropy of a Haar-random state given by [27]:
Smax = lndA − dA
2dB
, dA ≤ dB (4.16)
where dA = dB = Fib(nA + 2) for the Fibonacci anyon model with nA qubits (not
anyon number!) in subsystem A, and dA = dB = 2
nA for all other cases [163].
For both the Majorana fermion circuit and the SYK model, the global fermion
parity is conserved, and physically one can only create states within a fixed fermion
parity sector: inγ1γ2 · · · γ2n|ψ〉 = ±|ψ〉. As a consequence of that, the reduced density
matrix ρA will be block-diagonal with two blocks corresponding to even/odd parities
respectively, and hence the ES statistics of the full spectrum will be a mixture of
two sectors and yields a Poisson distribution. One way of working around this is
to study the ES statistics within each block. However, in order to obtain a denser
spectrum without having to double the total number of sites, a more convenient way
is to simply start with random product states that mix the two parity sectors. The
physics of scrambling should not be affected by this choice, and one should view this
as a theoretical probe, not the modeling of a physical system.
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Figure 4·6: (Color online) DKL as a function of S/Smax for different
models. At intermediate times, one clearly observes a hierarchy of DKL
among various chaotic systems even at the same amount of entropy.
The horizontal dotted dashed line corresponds to the DKL calculated
for Haar-random states, which serves as a lower bound numerically. We
only look at times after S/Smax > 0.2 when we have enough non-zero
singular values in each ES to study statistics. For each ES, singular
values smaller than 10−12 are discarded. The data are obtained for:
N = 28 Majorana fermions (equivalently 14 qubits) for the SYK model,
averaged over 2000 realizations; n = 23 anyons (equivalently 22 qubits)
for the Fibonacci anyon model, averaged over 1000 realizations; and 16
qubits averaged over 1000 realizations for all other cases.
The numerical results are summarized in Fig. 4·6. Remarkably, we find that
there is a clear hierarchy of DKL among various models even at the same amount of
entropy. Since DKL quantifies how close a given state is to a Haar-random state, this
result reveals the hierarchy in the degree of randomness produced by different unitary
evolutions beyond the entanglement entropy. As shown in Fig. 4·6, at intermediate
times (when the entanglement entropy is still far from maximum), the H+T+CNOT
gate set turns out to be the least efficient scrambler among all cases. This result shows
that, although the universal set of gates is capable of scrambling initial product states,
at intermediate steps, the degree of randomness of such states are in fact quite low.
In particular, in this regime, the states generated by H+T+CNOT gates are much
less random than those generated by two-qubit Haar-random unitary circuits, at the
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same amount of entanglement entropy.
Interestingly, the Fibonacci anyon model randomizes initial product states more
efficiently than the H+T+CNOT gate set. Traditionally, there has been considerable
effort in designing sophisticated compiling algorithms to build H, T, and CNOT
gates from either the Ising or Fibonacci anyons [151–153]. While this is necessary
for implementations of real-world quantum algorithms written in terms of universal
gates, our results imply that a better strategy may be to bypass the compilation
of standard gates completely and focus on computations carried out directly with
braiding. Conversely, one can ask how to approximate an arbitrary anyonic braid
by combining universal gates. Our results indicate that the appropriate combination
may be quite complicated.
The SYK model, in spite of having additional energy conservation, generates a
much higher degree of randomness than the local random unitary circuit models. This
result may not be completely surprising since the SYK model has all-to-all interac-
tions, hence the large number of independent random couplings in the Hamiltonian
makes the corresponding unitary resemble a Haar-random unitary acting on n qubits.
However, we now have a concrete way to quantify the degree of randomness that this
system produces under time evolution, which can be compared with systems under
drastically different dynamics.
It is important to emphasize that, by looking at DKL as a function of the normal-
ized entanglement entropy S/Smax, we are not comparing the ‘speed’ of information
scrambling that people usually think of. After all, it is not sensible to talk about
a unique time unit for drastically different systems, namely, random unitary circuits
versus local or non-local Hamiltonian systems. Rather, we compare the degree of ran-
domness produced by different systems when the same fraction of the systems becomes
entangled, that is, at the same S/Smax. One may alternatively view the parametriza-
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tion S/Smax as a ‘proper time’ which eliminates real time or circuit depths and allows
different models to be compared on equal footing. In Appendix B, we show that
this parametrization is insensitive to different system sizes, whereas the real time or
circuit depth is not.
Finally, there is an interesting observation from Fig. 4·6 regarding the late time
behavior of DKL (when the entanglement entropy is close to reaching its maximum).
Starting from S/Smax ≈ 0.7, the curves for different cases seem to collapse on top
of each other. It is tempting to think of this as a universal late-time behavior of
chaotic systems as a function of the entropy, in the sense that the discrepancies in the
degree of randomness they produce disappear prior to reaching maximal entanglement
entropy.
4.5 Summary and outlook
The notion of information scrambling bridges many different areas in physics, includ-
ing quantum many-body physics, quantum computation and quantum information,
quantum statistical mechanics and quantum gravity. Scrambling can exhibit dif-
ferent complexities depending on the degree of randomness it produces, which very
often cannot be captured by the entanglement entropy alone [29, 30]. In this work,
we propose a new metric to quantify the degree of scrambling in the form of the
Kullback-Leibler divergence DKL, which is a measure of the distance to universal ES
level spacing distribution corresponding to complete randomization. The universal
distribution of the ES is intimately tied to the complexity of entanglement in a given
state, which is not reflected in the net amount of entanglement entropy. We demon-
strate numerically that there is indeed a hierarchy of DKL among various models,
which defines the degree of scrambling in a model-independent manner.
This work opens interesting directions for future research. Our methodology can
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be extended to a plethora of other quantum Hamiltonian systems, such as quantum
spin chains. In particular, it was pointed out in Ref. [130] that many-body localized
(MBL) systems — although they do not thermalize and hence do not reach Page
entropy — also reach GUE distributed ES asymptotically as 1/lnt, where t is real
time. Therefore, DKL could potentially be a useful quantity to compare the degree of
scrambling of different MBL systems, without the ambiguity of time units.
Furthermore, it has been conjectured that quantum chaos underlies the computa-
tional complexity of quantum circuits or, more generally, quantum channels [124, 145].
From the topological quantum computation perspective, our results imply that braid-
ing non-Abelian anyons may well be a much faster quantum computer than the uni-
versal gate set. This suggests that there might be more efficient ways of utilizing
the computational power of braidings, than trying to design the universal gates using
braidings.
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A Derivation of the braid group representation in terms of
Fibonacci anyons
We present the derivation of the action of braiding operations on qubit basis of Fi-
bonacci anyons, whose results are summarized in Eq. 4.12. We shall use the language
of F and R matrices to derive these results. There also exists an alternative derivation
by drawing a connection between the braid group representation and the Temperley-
Lieb algebra. We refer the interested readers to refs. [164, 165].
64
 i  j  k
 m
 p
=
X
q
[F ijkm ]pq
 i  j  k
 m
 q
Figure ·7: (Color online) The F -matrix relates the two different basis
states resulting from fusing four anyons in different orders.
The R-matrix and F -matix are important data characterizing a given conformal
field theory or topological quantum field theory. The R-matrix Rabc specifies the
phase resulting from braiding anyons of type a and b which fuse into type c. For the
Fibonacci anyons, the R-matrix is given by [54]:
R =
(
e4pii/5 0
0 −e2pii/5
)
, (17)
or, Rττ1 = e
4pii/5, Rτττ = −e2pii/5. The F -matrix [F ijkm ]pq, on the other hand, specifies
the unitary transformation between two difference bases, when four anyons are fused
in different orders (see Fig. ·7). For Fibonacci anyons, F τττ1 can be easily seen to be
trivially identity. However, F ττττ is non-trivial and given by [54]:
F ττττ =
(
1/φ 1/
√
φ
1/
√
φ −1/φ
)
, (18)
where φ = (1 +
√
5)/2 as defined earlier. Notice that the F -matrix satisfies F−1 = F .
As we explained in Fig. 4·5, the action of braiding on the qubit basis only depends
on the configuration of three adjacent qubits. One can tilt Fig. 4·5 and draw it in
exactly the same way as in Fig. ·7, so that the action of braiding can be determined
using the F and R matrices. Let us give an example of the state |xi−1xixi+1〉 = |101〉.
This configuration corresponds to the fusion tree depicted in Fig. ·8. One will first
need to convert to the basis where the two anyons being braid (top right) fuse into a
definite anyon type using the (inverse of) F -matrix, then followed by applying the R-
65
⌧ ⌧ ⌧
⌧
1
Figure ·8: (Color online) A qubit configuration |xi−1xixi+1〉 = |101〉
corresponding to Fig. 4·5 drawn in the fusion tree orientation.
matrix. Finally, one converts back to the original basis by applying F again. Hence,
the action of braiding on this configuration is given by the first row of the matrix
FRF−1, which is:
FRF−1 =
( −e−ipi/5/φ −ie−ipi/10/√φ
−ie−ipi/10/√φ −1/φ
)
. (19)
Eq. 19 leads to the first line of Eq. 4.12 shown in the text. One can also check in a
similar way the rest of the results claimed in Eq. 4.12.
B Finite-size effect on the parametrization S/Smax
In this section, we show that the parametrization S/Smax is insensitive to finite-size
effect, whereas the real time or circuit depth is not. Therefore, the main result that
we present in Fig. 4·6 holds even with the slight non-uniformity in our choices of
system sizes for different models.
We take the case of universal set of gates H+T+CNOT as an example. In
Fig. ·9(a), we plot DKL as a function of S/Smax for different system sizes. We find
that the curves almost fall on top of one another, indicating that the ratio S/Smax
measures the fraction of the degrees of freedom of the system that becomes entangled
and is thus insensitive to different system sizes. On the other hand, if we plot DKL as
a function of the circuit depth (i.e. real time) as in Fig. ·9(b), we find that there is
a systematic shift of the curves upon changing system sizes, namely, DKL gets bigger
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Figure ·9: (Color online) (a)DKL as a function of S/Smax for the
H+T+CNOT gate set for different system sizes; (b)DkL as a function
of circuit depth (i.e. real time) for different system sizes. One finds
that the curves collapse with the parametrization S/Smax but not with
the circuit depth.
at the same circuit depth as the system size increases. This is consistent with the
expectation that it takes a longer real time for larger systems to scramble to the same
degree. However, this effect is indeed eliminated with the parametrization S/Smax,
which can be viewed as a ‘proper time’ that is robust against slight non-uniformity
in the system sizes.
Part II: Novel architectures for quantum
computation
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Chapter 5
Optimizing variational quantum
algorithms using Pontryagin’s minimum
principle
Abstract
We use Pontryagin’s minimum principle to optimize variational quantum algorithms.
We show that for a fixed computation time, the optimal evolution has a bang-bang
(square pulse) form, both for closed and open quantum systems with Markovian
decoherence. Our findings support the choice of evolution ansatz in the recently pro-
posed Quantum Approximate Optimization Algorithm. Focusing on the Sherrington-
Kirkpatrick spin-glass as an example, we find a system-size independent distribution
of the duration of pulses, with characteristic time scale set by the inverse of the cou-
pling constants in the Hamiltonian. The optimality of the bang-bang protocols and
the characteristic time scale of the pulses provide an efficient parameterization of the
protocol and inform the search for effective hybrid (classical and quantum) schemes
for tackling combinatorial optimization problems. Furthermore, we find that the suc-
cess rates of our optimal bang-bang protocols remain high even in the presence of
weak external noise and coupling to a thermal bath.1
1The contents of this chapter were published in Physical Review X, 7, 021027 (2017).
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5.1 Introduction
Quantum Annealing (QA) aims to solve computational problems by using a guided
quantum drive. The dynamics is generated by a time-dependent Hamiltonian along
a trajectory that ends at a final target Hamiltonian whose ground state contains
the solution of the problem [36, 166, 167]. QA is based on the adiabatic theorem,
which guarantees that if the Hamiltonian is changed sufficiently slowly, transitions
to excited states are suppressed during the adiabatic evolution, thus preparing states
that are close to the target ground state. Unfortunately, the adiabatic condition that
ensures that the system remains in the instantaneous ground state leads to long time
scales for the solution of hard computational problem. Within the framework of adia-
batic computation, there has been several theoretical proposals on the optimizations
of the Quantum Adiabatic Algorithm (QAA), such as heuristic guesses for the ini-
tial state [168], increasing the minimum gap [169, 170], and the quantum adiabatic
brachistochrone formulation [171].
The adiabatic trajectory is not the only path for reaching the ground state of a
final Hamiltonian that encodes the solution of the computational problem. More gen-
erally, one could imagine many other paths, including those where the Hamiltonian is
varied rapidly, that land at the desired state or, of practical interest, reach low energy
states. In fact, it has been already found that for certain hard instances of problems,
fast nonadiabatic paths can sometimes prevent the system from getting stuck at lo-
cal minima, thus improve the search results [44, 45, 172]. The Variational Quantum
Algorithm (VQA) is an example where one searches for such possible paths, using
optimization of the outcome via the variation of a fixed number of parameters in the
protocol. A hybrid machine, combining classical optimization and quantum evolu-
tion, optimizes the variational parameters. Such hybrid variational approaches have
proved useful in the context of quantum state preparation [173–176]. Recently, Ref.
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Figure 5·1: (a) Variational quantum algorithm as a closed-loop learn-
ing control problem. (b) Increasing the total time expands the set of
final states that one can reach with the variational protocols. The opti-
mal protocol for a given time generates the closest state to a low energy
target state within this reachable set.
[47] introduced a variational quantum eigensolver (VQE) for applications in quantum
chemistry. This idea was further explored in [48–51, 177] and experimentally tested
in [178–180]. In a related approach [46, 181–183], Farhi et al. introduced a Quan-
tum Approximate Optimization Algorithm (QAOA) for combinatorial optimization
problems based on a parameterized square-pulse ansatz for dynamical evolution of
the solver.
In this chapter, we make a connection between VQA and optimal control the-
ory [184–187]. VQA is essentially an adaptive feedback control [188, 189] of a quan-
tum system with the objective function encoding the solution of a computational
problem, see Fig. 5·1(a). It utilizes a hybrid system comprised of a classical com-
puter that searches for the optimal variational protocol using measurements done on a
quantum machine that generates the final states corresponding to different variational
protocols, via a closed-loop learning method [190].
Using Pontryagin’s minimum principle of optimal control, we show that the opti-
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mal protocol for VQA has a “bang-bang” form. Our results put the bang-bang ansatz
of QAOA on a rigorous ground in contrast to VQA with a continuous-time evolution.
A comparison of the performance of the optimal nonadiabatic bang-bang protocol
with conventional (linear ramp) QAA demonstrates that the former significantly re-
duces error in the final state in the absence of noise or decoherence. The advantage
over the linear ramp protocol in QAA survives weak dephasing white noise as well as
weak coupling to a thermal bath. Furthermore, we perform a quantitative analysis
of the characteristics of these optimal protocols. We numerically find a system-size
independent distribution function for the duration of individual pulses, which may
facilitate the development of effective algorithms for the classical optimizer through
an efficient representation of the protocol with few variational parameters. Inter-
estingly, each of the pulses in our bang-bang protocols contains commuting (either
one-qubit or two-qubit) terms. Thus our protocol can be implemented by applying a
sequence of one-qubit gates [generated by the initial Hamiltonian, g = 0 in Eq. (5.9)]
and two-qubit gates generated by the problem Hamiltonian (g = 1).
5.2 Variational Quantum Algorithm
Consider a computational optimization problem such as finding a sequence of N bits
that minimizes a certain function of all of the bits. To solve this problem with VQA,
we consider a system of N qubits with a parameterized Hamiltonian
Hg(t) =
∑
α
gα(t) Hα. (5.1)
Generically, we can cast the problem into generating a state |ψ〉 that minimizes a
certain cost function such as the expectation value of an operator O with respect
to |ψ〉. A common example is finding the ground state of a disorderd classical Ising
Hamiltonian [191], where the operator O is a Hamiltonian diagonal in the computa-
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tional basis. In the context of quantum chemistry, VQE considers the operator O to
be the Hamiltonian of a molecule [48].
The essence of VQA, as depicted in Fig. 5·1, is finding the time-dependent pa-
rameters gα(t) over a time period T such that
|ψ(T )〉 = T e−i
∫ T
0 Hg(t)dt |ψ(0)〉 , (5.2)
minimizes a cost function 〈ψ(T )|O|ψ(T )〉. Generically, the controls gα(t) belong to a
permissible set determined by the experimental setup. A common such set is given by
simple bounds as seen in Eq. (5.3) below. The ideal solution could be a unique state
|ψtarget〉 [as depicted in Fig.5·1(b)] that is the ground state of the target Hamiltonian
or more generally a set of states in the Hilbert space with an optimal figure of merit.
One can either fix the initial state |ψ(0)〉 or add it to the list of the variational
parameters (here we fix it motivated by experimental constraints). Generally, the
longer the total time T , the closer we can get to an ideal solution.
One way to view this is to consider the reachable set, i.e., the set of all the final
states one can reach by using one of the infinite number of permissible controls. The
reachable set, naturally, grows with T (in fact, if gα = 0 is allowed, the reachable
set for T = T1 is strictly a subset of the reachable set for T = T2 > T1). As seen in
Fig. 5·1(b), there could be a critical time beyond which the reachable set includes the
target state and an exact solution is possible. There is no advantage in increasing T
beyond this critical time. Generically, for smaller T , where the reachable set does not
include the target state, the optimal protocols are highly constrained as they should
prepare the closest point(s) of the reachable set to the target. For times longer
than the critical time mentioned above, we expect an infinite number of protocols to
produce the target as the evolution has extra time to meander in the Hilbert space.
Our strategy is to fix T and find the best variational protocol gα(t). If the solution
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is not acceptable, we can increase T . Next we discuss how Pontryagin’s minimum
principle from optimal control theory determines the form of optimal gα(t) functions.
5.3 Pontryagin’s minimum principle applied to VQA
5.3.1 Bang-bang optimal protocols
The parameters in Hamiltonian (5.1) are generically constrained by their range:
gminα 6 gα(t) 6 gmaxα (5.3)
during the evolution 0 < t < T . Eq. (5.3) implies that, by assumption, each gα can be
tunned in the above range independently of the values of the other control parameters.
For fixed initial state |ψ(0)〉, the coupling constants gα(t) uniquely determine the final
wave function. Consequently, the cost function, which we take as an arbitrary function
of the final state, is a functional of gα(t)
F [{gα(t)}] = F(|ψ(T )〉). (5.4)
The Pontryagin’s minimum principle [185] is directly applicable here. Briefly, this
theorem states that for a set of dynamical variables x evolving from given initial
values x(0) with the equations of motions x˙ = f(x, g), where g are a set of control
functions, the control functions g∗ that minimize an arbitrary function F [x(T )] of
the final values of the dynamical variable satisfy
H(x∗,p∗, g∗) = min
g
H(x∗,p∗, g) (5.5)
at any point in time and for each of the control functions. The optimal-control
Hamiltonian is defined as H(x,p, g) ≡ f(x, g) · p for conjugate variables p that
evolve as p˙ = −∂xH with boundary conditions p(T ) = ∂xF [x(T )]. Here the “∗”
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superscript indicates the optimal solution corresponding to g∗.
An important consequence of Eq. (5.5) is that if the equations of motion for x,
and consequently the optimal-control Hamiltonian H, are linear in g, generically,
the optimal protocol is bang-bang, i.e., at any time during the evolution we have
g∗α(t) = g
min
α or g
∗
α(t) = g
max
α . This follows from the fact that at any point in time
we need to choose gα to minimize H(x∗,p∗, g). If the sign of the coefficient of gα
in the optimal-control Hamiltonian is positive (negative), we should then choose the
smallest (largest) gα from the permissible range (5.3). In other words, the optimal
protocol for each control function involves a sequence of sudden jumps between its
minimum and maximum permissible values. The only caveat for the above argument
is the possibility that the coefficient of a particular gα in H(x∗,p∗, g) vanishes over a
finite interval (since the sign of this coefficient determines whether we should choose
the minimum or maximum value). We expect this special scenario to be nongeneric
particularly for the disordered systems considered in the present work.
In the quantum mechanical context, if the physical Hamiltonian is linear in the
controls, the equations of motion and consequently the optimal-control Hamiltonian
will also be linear, giving rise to bang-bang protocols as verified in several recent
studies on optimal topological quantum computing [192, 193]. To find the protocol
g that minimizes the cost function in our case, we expand the wave function in a
complete orthonormal basis, e.g., the computational basis |z〉 as |ψ(t)〉 = ∑z Az(t)|z〉
and treat the real and imaginary parts of the amplitudes Az(t) as dynamical variables,
which evolve according to the Schro¨dinger equation
A˙Rz =
1
2
∑
α,z′
gα
[(
Hzz
′
α +H
z′z
α
)
AIz′ − i
(
Hzz
′
α −Hz
′z
α
)
ARz′
]
, (5.6)
A˙Iz =
1
2
∑
α,z′
gα
[
−
(
Hzz
′
α +H
z′z
α
)
ARz′ − i
(
Hzz
′
α −Hz
′z
α
)
AIz′
]
, (5.7)
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where Hzz
′
α ≡ 〈z|Hα|z′〉 and AR,Iz ≡ Re, Im(Az). Clearly, these equations of motion
are linear in the control functions gα and the cost function (5.4) is a function of only
the final values of the dynamical variables. Thus, the argument above holds and
the optimal protocol is generically bang-bang regardless of the number of variational
parameters. We remark that our optimal bang-bang protocol is nonadiabatic by
construction, and we put no constraint on maximizing the degree of adiabaticity.
The value of this result hinges upon the time scale over which a coupling constant
is held fixed. The longer this time scale, the fewer parameters (switching times) are
needed to represent the protocol. In fact, in the limit where this time scale goes
to zero, any protocol can be approximated by a sequence of square pulses through
Trotterization. In this work, we find that the time scale above is indeed finite and is
set by the energy scale of the Hamiltonian for the Sherrington-Kirkpatrick (SK) Ising
spin-glass model [see Eq. (5.9)].
5.3.2 Presence of decoherence
From a practical point of view, it is important to assess the validity of the closed
system findings in the presence of decoherence. Again, a straightforward application
of the Pontryagin principle extends the above results for a closed system evolution to
an open quantum system with Markovian dynamics described by a Lindblad equation
dρ
dt
= −i
[∑
α
gα(t) Hα, ρ
]
+
∑
β
fβ(t)
(
2Fβ ρ F
†
β −
{
F †βFβ, ρ
})
(5.8)
where the optimal protocol {gα(t), fβ(t)}, if controllable, are of type bang-bang. This
is due to the linearity of the dynamical equation (5.8). A decoherence operator Fβ
can represent either noise in the Hamiltonian parameters (in which case, Fβ is Her-
mitian [194, 195]) or an engineered bath [196]. In the former case, fβ’s are constant
rates of noise processes and in the latter, fβ(t)’s are control knobs that the Pontrya-
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gin’s minimum principle says should vary in bang-bang form for an optimal protocol.
In the rest of the chapter, we only focus on closed systems Schro¨dinger dynamics
when finding the optimal protocol. We do, however, discuss the effects of noise and
open-system dynamics on our optimal protocols.
5.4 VQA for the SK Spin-Glass Model
We now focus on a canonical problem in combinatorial optimization, namely the SK
Ising spin glass [53] with the energy function
C =
1√
n
n∑
i,j=1
Jijσ
z
i σ
z
j +
n∑
i=1
hiσ
z
i . (5.9)
where Jij and hi are independent Gaussian random variables with zero mean and
variance J2 = h2 = 1, and each σz spin can take the values ±1. The goal is to
minimize C over all the 2n spin configurations. A multitude of practical combinatorial
optimization problems map to this model. The computational cost of finding the
minimum with classical algorithms is exponential in n.
In analogy with the simple instances of quantum annealing, we focus on the case
with only one control function g(t) and use the following parameterized Hamiltonian:
Hg(t) = g(t)C + [1− g(t)]B, (5.10)
with the operator B ≡ −∑ni=1 σxi representing a transverse field, which generates
quantum fluctuations.
For the initial state, we choose the ground states of B. It is easy to prepare
product state |ψ(0)〉 = ∏i ( |↑〉i+|↓〉i√2 ) commonly used in other schemes such as the
QAA. Here σzi | ↑〉i = | ↑〉i and σzi | ↓〉i = −| ↓〉i. We would like to minimize the cost
function 〈ψ(T )|C|ψ(T )〉. In the adiabatic scheme, a smooth ramp such as g(t) = t
T
is applied for 0 < t < T and we can generate large overlap with the ground state
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of C in the limit of large T . Here, we allow for arbitrary time dependence of the
control function in the fixed range 0 6 g(t) 6 1. According to the general argument
of Sec. 5.3.1, the optimal solution is bang-bang.
As discussed in the introduction, in VQA a classical optimization algorithm com-
mands a quantum system to find the optimal protocol variationally from measurement
of the cost function for many protocols. This requires many repetitions and it is to
our advantage to use the shortest possible time T for which the final state has an
acceptable overlap with the ground state of C (projective measurement is ultimately
used in generating the ground state). In the adiabatic scheme, we only need one shot
but there are important restrictions from the small energy gaps along the adiabatic
trajectory, which can lead to exceedingly long time scales, over which quantum co-
herence cannot be even approximately sustained. Furthermore, the presence of noise
or modulation in the control fields places important limitations on adiabatic schemes
due to the emergence of the recently proposed noise-induced anti-adiabaticity in the
long-time limit [197]. Unlike QAA, which relies on the adiabatic theorem, VQA has
no known connection to instantaneous ground states and the minimum gap to exci-
tations as transitions to excited states during the time evolution are allowed as long
as the system eventually lands at the ground state of the final Hamiltonian.
Given the limitations of adiabatic scheme, a quantum approximate algorithm has
been introduced for solving combinatorial optimization problems [46, 181–183] in the
spirit of VQA. The algorithm of Ref. [46] uses an ansatz
|γ,β〉 = U(B, βp)U(C, γp) · · ·U(B, β1)U(C, γ1) |ψ(0)〉, (5.11)
where the evolution operators are given by U(C, γ) = e−iγC and U(B, β) = e−iβB.
The integer p is a parameter characterizing a variational ansatz.
For a given p, the goal of the algorithm is to find a set of variational parameters
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that minimizes the expectation value of Fp(γ,β) = 〈γ,β|C |γ,β〉, which ensures that
the state |γ,β〉 approaches the ground state of C. Physically, the ansatz describes
time evolution for a total time T =
∑p
i=1 (γi + βi), and a sequence of sudden switching
between the Hamiltonians B and C. While this ansatz with a finite p is an intelligent
guess, the result that we derived using Pontryagin’s minimum principle implies that
given bounded independent control of Hamiltonian terms, the ansatz (5.11) is the
optimal choice for a VQA approach to optimization. We reiterate that B and C are
each a sum of commuting one- and/or two-qubit terms. Therefore, our protocol can
be interpreted as a sequence of simple gates. Estimating the required p requires an
analysis of the characteristic time scales of the pulses, which we carry out in this
work.
5.5 Numerical studies
We start by verifying for small system sizes and short annealing times that the op-
timal annealing protocol is indeed bang-bang, by using a Metropolis Monte Carlo
(MC) algorithm, which makes no assumptions about the nature of the protocol. We
divide the total time T into S slices of duration δt = T/S and use a piece-wise con-
stant protocol. The method approaches an unbiased optimization, i.e., it explores all
permissible controls and chooses the optimal one, if the protocols obtained converge
upon increasing S. We then proceed by carrying out a MC simulation starting from
random initial protocols, without any assumption regarding the bang-bang nature
of the protocol. In each step, we slightly change the control parameter g in a ran-
domly chosen discretized time interval. If the cost function gets smaller, we accept
the attempt; if the cost function gets larger, we accept the attempt with probability
e−∆E/TMC , where TMC is a fictitious temperature that is gradually reduced to zero.
In Fig. 5·2(a), we show the optimal protocol obtained from such MC simulation
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for a fixed instance of Hamiltonian (5.9) with n = 5 spins and total time T = 0.8.
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Figure 5·2: (a) The optimal protocol obtained from MC simulations
for a fixed instance of Hamiltonian (5.9) with n = 5 spins and total
annealing time T = 0.8. Different colors represent different initial pro-
tocols. The plots are for S = 40, but the optimal protocol does not
change upon increasing S. (b) A typical protocol obtained for a given
instance of Hamiltonian (5.9) with n = 5 spins and T = 2, using a
classical optimization solver. We start from a uniform initial protocol
with S slices such that δt = T/S = 0.1.
Indeed, the MC simulation converge to a bang-bang protocol for different initial
protocols in agreement with the Pontryagin’s minimum principle. Despite the con-
vergence for short total time, the MC simulations often fail to converge for longer
times and larger systems, signaling the difficulty of implementing VQA without any
a priori knowledge about the form of the optimal protocol. However, based on the
mathematical proof of the bang-bang nature of the optimal protocols, we can pa-
rameterize the protocol similar to QAOA [46] and use the durations of the pulses as
variational parameters to be optimized with the interior-point minimization method
(IPMM), increasing p to achieve convergence.
We have checked that IPMM results are indeed in agreement with MC results,
e.g., Fig. 5·2(a) (it also runs much faster). In Fig.5·2(b), we show a typical optimized
protocol obtained with IPMM for a certain instance of Hamiltonian (5.9) with n = 5
spins and T = 2. Guided by MC results, we choose around ∼ 20 × T variational
parameters, which proved to be adequate (we converged to a smaller number of bangs
than we allowed in the ansatz).
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Figure 5·3: The average probability distribution of the time scales
of bangs for different system sizes: n = 6, 7, 8, 9 and 10. The total
annealing time is fixed to be T = 2, leading to an average success
rate around 0.33 ∼ 0.47, depending on the system sizes. Each curve is
averaged over 50 instances of Hamiltonian (5.9).
We now turn to the critical question of the time scales of the pulses. We observe
numerically and then argue analytically that the typical time scale of each bang is
independent of the system size, and is only determined by some characteristic energy
scale of Hamiltonian (5.9). Therefore, from a complexity theory perspective, this
result implies that the hardness of the optimization problem should translate into the
number of pulses and/or the hardness of the protocol optimization. In Fig. 5·3 we
plot the distribution of the time scales of each bang ∆t for system sizes n = 6, 7, 8, 9
and 10. For each system size, we fix the total annealing time to be T = 2, and average
over 50 instances of the Hamiltonian (5.9).
We find that the distributions for the bang time collapse for different system sizes,
and peak at almost the same value. This observation suggests a universal average
distribution of the bang times for the near optimal protocols, and a typical time scale
(peak or average value) that is independent of the system size. Although we have
only considered a few system sizes, the dependence on n is extremely weak and we
expect our results to extrapolate to large n.
Finally we comment on the performance of our protocols. The cost function we
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minimize is the expectation value 〈ψ(T )|C|ψ(T )〉. Minimizing the energy expectation
value results in larger overlap with the ground state of C. As expected, the time scales
for our protocols are significantly shorter than those of the adiabatic algorithm with
similar success rate. A comparison between the optimal bang-bang protocols and
linear ramps g(t) = t/T is shown in Fig. 5·4. The errors in the final wavefunctions
1 − |〈ψGS|ψ(T )〉|2 and final energies E − EGS ≡ 〈ψ(T )|C|ψ(T )〉 − EGS are averaged
over the 20 instances (out of 50 generated realizations) with the highest success rates,
for the optimal bang-bang protocol and linear QAA ramp respectively. We find that,
in the system sizes considered in this work, the nonadiabatic bang-bang protocol with
the same total time, performs better than the linear ramp (commonly used in QAA)
in the ideal case, where the thermal environment and external noise are neglected.
Of course, in practice one needs to include the overhead of searching for the optimal
solution, and understand how it scales as function of system size. In particular,
while implementing the bang-bang protocol consisting of square pulses on a quantum
annealer is feasible [198], finding the optimal protocol with a classical optimizer could
be difficult for certain hard instances of problems.
5.6 Effects of Dissipation and Dephasing
Real-world implementations of the bang-bang and QAA protocols are inevitably sub-
ject to noise either in the external controls or due to coupling to the thermal envi-
ronment. Therefore, it is important to examine the effects of these perturbations on
our optimal protocols for practical applications. Here we consider two noise mod-
els in order to evaluate the robustness of our bang-bang protocol, at the same time
comparing it with the performance of QAA.
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5.6.1 Random Dephasing Noise
Here we consider pure dephasing noise, where we introduce random fields in the x and
z directions. This type of noise can capture noise induced by hardware electronics.
Our error model can be viewed as the continuous time analog of the depolarizing
channel commonly used for simulating noise in quantum circuits [3]. Since in a bang-
bang protocol we either have g(t) = 1 or g(t) = 0 at any given time, we can write the
stochastic Hamiltonian as
H(t) = C +
n∑
i=1
δhi(t)σ
z
i +
n∑
i=1
δbi(t)σ
x
i , g = 1, (5.12)
H(t) = B +
n∑
i=1
δhi(t)σ
z
i +
n∑
i=1
δbi(t)σ
x
i , g = 0, (5.13)
where δhi(t) and δbi(t) are noise in the z and x directions respectively, with strengths
independent of the value of the coupling constants (additive noise). Assuming inde-
pendent white noise for different terms with zero mean and second moments
δhi(t)δhi′(t′) = W 2hδii′δ(t− t′), (5.14)
δbi(t)δbi′(t′) = W 2b δii′δ(t− t′), (5.15)
the noise-averaged density matrix evolves with the following master equation [195]
dρ(t)
dt
=− i[H, ρ(t)]− 1
2
W 2h
n∑
i=1
[[ρ(t), σzi ], σ
z
i ]
− 1
2
W 2b
n∑
i=1
[[ρ(t), σxi ], σ
x
i ],
(5.16)
where we take Wb = Wh = W for simplicity. In the bang-bang case, the Hamiltonian
H takes two different values H = C (H = B) for g = 1 (g = 0), while in the QAA
case, H has the explicit time dependence of Eq. (5.10) with g(t) = t/T .
In Fig. 5·4 we show the errors in the fidelity 1− 〈ψGS|ρ(T )|ψGS〉 and final energy
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Tr [ρ(T )C]−EGS for different strengths of noise. We find that in the small W regime,
the noise only slightly decreases the fidelity, acting like a perturbation without induc-
ing any instability. The effects of the noise on the linear QAA ramp are similar both
qualitatively and quantitatively, changing the W = 0 error by amount of the same
order of magnitude. For the strongest strength of noise that we studied (W = 0.01),
the fidelity of the optimal bang-bang protocol remains higher than that of the linear
ramp protocol.
A comment is in order regarding the dimension of W and the range used. As
δ(t − t′) has a dimension of time (inverse energy), W 2 has a dimension of energy.
Strictly speaking, the δ function introduces infinitely large (albeit completely uncor-
related) random fields. This is unrealistic. In real experiments there is a characteristic
high frequency, introducing a characteristic short time scale ∆τ , over which noise is
correlated. This frequency scale is typically several orders of magnitude larger than
the characteristic energy of the Hamiltonian (it diverges for the δ function). Therefore,
Eq. (5.14) and (5.15) imply that δh, δb ∼ W/√∆τ , which means that for moderate
noise in the random fields δh and δb, the corresponding values of W are suppressed
by
√
∆τ .
5.6.2 Weak Thermal Bath
Here we consider coupling the system to a weak thermal bath at temperature 1/β. In
this regime, the dynamics of the open system can be approximately described by the
Redfield master equation which is commonly used to model noisy QAA for an actual
annealing hardware [199–201]. Here we use the formulation in Ref. [199] and apply
it to both QAA and bang-bang protocols.
The system of many qubits is coupled to the thermal bath via the Hamiltonian∑n
i σ
z
iQ
z
i , where Q
z
i are bath operators. We assume an Ohmic bosonic bath in thermal
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equilibrium, with the spectral density function given by
Szi (ω) =
∞∫
−∞
dt eiωt 〈Qzi (t)Qzi (0)〉 = ηω
1
1− e−βω , (5.17)
where η is a dimensionless coefficient describing the strength of the coupling to the
environment. We have taken the cut-off frequency of the bath to be infinite, so
as to guarantee the Markovian assumption of dynamics. We employed Eqs.(4-9) in
reference [199] to simulate the dynamics of open systems based on the Redfield master
equation.
Fig. 5·5 shows the errors in the fidelity for different strengths of coupling to the
bath, for both QAA and bang-bang protocols. Similar to the case of the closed system
in the presence of white noise, we find that the errors corresponding to both protocols
change in an analogous manner due to weak coupling to the environment in both the
short- and long-time regimes. There is an intermediate time regime 8.5 . T . 11.5,
where QAA exhibits remarkable robustness and a much smaller change in η = 0 error.
However, the errors of the VQA and QAA get closer as we increase T . Once again,
the fidelity of the optimal bang-bang protocol remains higher than the QAA even for
open system dynamics.
5.7 Pulse duration from the Pontryagin’s minimum principle
Here we provide more details on how the Pontryagin’s minimum principle can not
only tell about the form of optimal solution for VQA but can also shed light on when
the pulses should be switched on and off, in the context of the SK model.
Using the computational basis z = z1 . . . zn, we represent the wave function as
|ψ(t)〉 = ∑z Az(t) |z〉. The initial state with all the spins in the x direction corre-
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sponds to Az(0) = 1/
√
2n, and the Schro¨dinger equation reads
i∂tAz(t) = g(t)CzAz(t) + [1− g(t)]
n∑
k=1
Az¯(k)(t), (5.18)
with z¯(k) = z1 . . . z¯k . . . zn, where z¯k represents a flipped spin with respect to zk and Cz
is the energy function we would like to minimize. In terms of the real and imaginary
parts of Az(t) = Rz(t) + iIz(t) , we can then write
∂tRz(t) = g(t)CzIz(t) + [1− g(t)]
n∑
k=1
Iz¯(k)(t), (5.19)
∂tIz(t) = −g(t)CzRz(t)− [1− g(t)]
n∑
k=1
Rz¯(k)(t). (5.20)
Introducing conjugate momenta Pz(t) and Qz(t) respectively for the real and imag-
inary parts of Az(t), the explicit form of the optimal-control Hamiltonian is given
by
H =
∑
z
{
g(t)Cz [Pz(t)Iz(t)−Qz(t)Rz(t)]
+ [1− g(t)]
n∑
k=1
[
Pz(t)Iz¯(k)(t)−Qz(t)Rz¯(k)(t)
]}
.
(5.21)
The equations of motion for the conjugate momenta are ∂tPz(t) = − ∂H∂Rz(t) and
∂tQz(t) = − ∂H∂Iz(t) , which can be written explicitly as
∂tPz(t) = g(t)CzQz(t) + [1− g(t)]
n∑
k=1
Qz¯(k)(t), (5.22)
∂tQz(t) = −g(t)CzPz(t)− [1− g(t)]
n∑
k=1
Pz¯(k)(t), (5.23)
where we have used the relationships
∑
z,kQz(t)Rz¯(k)(t) =
∑
z,kQz¯(k)(t)Rz(t) and∑
z,k Pz(t)Iz¯(k)(t) =
∑
z,k Pz¯(k)(t)Iz(t).
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The cost function
F [g(t)] =
∑
z
|Az(T )|2Cz (5.24)
leads to the following boundary conditions at t = T for the conjugate momenta:
Pz(T ) = 2Rz(T )Cz, Qz(T ) = 2Iz(T )Cz. (5.25)
Notice that g(t) uniquely determines Az(t). From Az(T ) and the expression above,
we can find Pz(T ) and Qz(T ), solve the equations of motion backward in time and
determine the conjugate momenta as a function of time. Therefore, g(t) also uniquely
determines Pz(t) and Qz(t). The Potryagin’s minimum principle states that the
optimal protocol g∗(t) satisfies
H(g∗,R∗, I∗,P∗,Q∗) = min
g
H(g,R∗, I∗,P∗,Q∗), (5.26)
where R∗, I∗,P∗,Q∗ are the corresponding optimal solution. As argued in Sec. 5.3,
g∗(t) is bang-bang and can only take two values of 0 and 1. Which value will depend
on the sign of ∂H
∂g
given by the expression
∂H
∂g
=
∑
z
{
Cz [P
∗
z (t)I
∗
z (t)−Q∗z(t)R∗z(t)]
−
n∑
k=1
[
P ∗z (t)I
∗
z¯(k)(t)−Q∗z(t)R∗z¯(k)(t)
]}
.
(5.27)
The sudden quenches at which g(t) switches from 0 to 1 or vice versa correspond
to the zeros of ∂H
∂g
above.
Let us first combine Pz and Qz into one complex momentum
Πz(t) = Pz(t) + iQz(t). (5.28)
As we argued above, the optimal protocol is bang-bang with g(t) = 0, 1. In any
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interval with g(t) = 1, we can write
Az(t) = e
−iCz(t−t0)A(t0) (5.29)
Πz(t) = e
−iCz(t−t0)Π(t0), (5.30)
where t0 is the beginning of the current bang g(t0) = 1. We first note that the
term Pz(t)Iz(t) − Qz(t)Rz(t) = Im [Az(t)Π∗z(t)] in Eq. (5.27) and does not change in
intervals with g(t) = 1. Moreover the terms
Pz(t)Iz¯(k)(t)−Qz(t)Rz¯(k)(t)
=Im
[
e−i(Cz−Cz¯(k))(t−t0)Az(t0)Π∗z¯(k)(t0)
]
.
(5.31)
The above equation allows for an estimation of the typical time scale of the interval
g(t) = 1. Suppose at some t0, g(t) switches from 0 to 1, i.e. a bang starts. From the
discussion above, we know that at t = t0 we must have
∂H
∂g
(t0) = 0. The time when
the bang stops corresponds to the next t > t0 when
∂H
∂g
(t) = 0. More explicitly, in
the interval g(t) = 1, Eq. (5.27) can be written as
w(t) =
∑
z
n∑
k=1
Im
[
(e−i(Cz−Cz¯(k))(t−t0) − 1)Az(t0)Π∗z¯(k)(t0)
]
. (5.32)
We have w(t0) = 0. The first root of the equation w(t) = 0 with t > t0 then
determines the duration of a pulse.
While we cannot derive analytically the average first root for t > t0 from
Eq. (5.32), one can see that the only time dependence in Eq. (5.32) within the current
interval is in e−i(Cz−Cz¯(k))t. Thus, the energy difference ∆Cz,k ≡ Cz −Cz¯(k), which has
zero mean (as both Cz and Cz¯(k) have zero mean) and variance ∆C2z,k = 4(J
2 + h2),
sets the characteristic time scale proportional to 1/
√
J2 + h2 observed in Fig. 5·3.
Importantly, this time scale is finite and system-size independent, distinguishing our
bang-bang type optimal protocol from the Trotterization of generic protocols, where
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the duration of individual pulses must be taken to zero. We believe the numerically
obtained system-size independent distribution of Fig. 5·3 follows from Eq. (5.32)
whose root determines one set of the switching times for quenching g(t) from 1 to 0,
giving the duration of a pulse with g(t) = 1 [the distributions of pulse durations with
g(t) = 0 and g(t) = 1 were found numerically to be almost identical]. However, an
analytical derivation of the distribution in Fig. 5·3 has remained elusive.
5.8 Summary and Outlook
We have shown that the optimal VQA with bounded linear control parameters has
a protocol of the bang-bang form. We verified this prediction by finding numerically
the optimal protocol that minimizes the energy of a SK spin glass. The optimal
nonadiabatic bang-bang protocols significantly reduce the error when compared to
QAA within the same running time, and, at least for our system sizes, the advantage
remains in the presence of weak additive white noise in the control parameters as well
as weak coupling to a thermal environment.
Importantly, we show that the characteristic time scale between bangs is fixed by
the energy scales in the problem and is independent of system size, which we confirm
numerically. This finding significantly reduces the number of variational parameters
in VQA, potentially decreasing the computational cost of the VQA outer-loop classical
optimization algorithm to a great extent.
Our results, that the bang-bang protocols are optimal and the duration of each
square pulse is size-independent, inform the search for effective hybrid classical-
quantum schemes for solving combinatorial optimization problems. Further progress
relies on the development of efficient outer-loop algorithms as well as hardware de-
velopment for quantum enhanced optimization. Ultimately, the power of our re-
sults lies in their application to larger systems, for which solving the time-dependent
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Schrodinger equation is impossible on a classical computer. Rapid developments in
quantum technologies [202], together with the relative robustness of our protocols to
specific models of external noise and thermal environment support the promise of
such applications.
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Figure 5·4: Errors in the fidelity (upper panel) and final energies
(lower panel) evolved with the bang-bang and QAA protocols in the
presence of noise with different strengths for n = 5.
6 7 8 9 10 11 12 13 14
0
0.05
0.1
0.15
0.2
0.25
0.3
=0 QAA
=0 bang-bang
=0.002
=0.006
=0.01
Figure 5·5: Errors in the fidelity of final states evolved with the bang-
bang and QAA protocols in the presence of different strengths of cou-
pling to the environment for n = 5. The inverse temperature is chosen
to be β = 2/J .
Chapter 6
Hierarchical Majoranas in a
programmable nanowire network
Abstract
We propose a hierarchical architecture for building “logical” Majorana zero modes
using “physical” Majorana zero modes at the Y-junctions of a hexagonal network
of semiconductor nanowires. Each Y-junction contains three “physical” Majoranas,
which hybridize when placed in close proximity, yielding a single effective Majorana
mode near zero energy. The hybridization of effective Majorana modes on neighboring
Y-junctions is controlled by applied gate voltages on the links of the honeycomb net-
work. This gives rise to a tunable tight-binding model of effective Majorana modes.
We show that selecting the gate voltages that generate a Kekule´ vortex pattern in
the set of hybridization amplitudes yields an emergent “logical” Majorana zero mode
bound to the vortex core. The position of a logical Majorana can be tuned adiabat-
ically, without moving any of the “physical” Majoranas or closing any energy gaps,
by programming the values of the gate voltages to change as functions of time. A
nanowire network supporting multiple such “logical” Majorana zero modes provides
a physical platform for performing adiabatic non-Abelian braiding operations in a
fully controllable manner.
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6.1 Introduction
Topological qubits offer stronger resistance to decoherence by storing quantum infor-
mation non-locally. This property is a driving motivation behind theoretical stud-
ies of topological quantum computation. [54] Majorana zero modes (MZMs), for in-
stance, make up half-a-qubit, thereby allowing the coding of qubits non-locally in two
far-away Majoranas. There has been a number of experimental setups proposed to
realize MZMs in condensed matter systems. [55, 203] One approach aims at engineer-
ing Hamiltonians with effective p-wave superconductivity by proximitizing an s-wave
superconductor to a semiconductor nanowire with strong spin-orbit coupling, [204–
210] or a topological insulator. [211–214] Such hybrid systems typically host MZMs
at the endpoints or boundaries of the system. Recently, the theoretically predicted
quantized zero-bias conductance peak at 2e2/h in the presence of MZMs has been
observed in indium antimonide semiconductor nanowires covered with an aluminium
superconducting shell. [215]
Despite this progress, there remains the question of how to braid MZMs once they
are realized experimentally. For example, many proposals for braiding MZMs involve
processes by which energy gaps are selectively closed and reopened, thereby violat-
ing the adiabatic hypothesis. [216] In this work, we shall propose a scheme where
braiding of MZMs can be implemented without violating the adiabatic hypothesis.
The building blocks of our proposal are Majorana nanowires, i.e., semiconductor
nanowires supporting Majorana modes bound to their endpoints at sufficiently low
temperatures. However, the “logical” MZMs that are braided are not these elemen-
tary Majorana modes residing at the endpoints of the nanowires. Rather, they are
emergent zero modes bound to point topological defects that can be programmed
by gating the nanowires. These emergent zero modes live in two spatial dimensions,
in contrast to 1D wires where the braiding statistics is intrinsically ill-defined. The
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Figure 6·1: (a) Hierarchy of Majorana zero modes (MZMs). We start
from an array of Majorana nanowires, depicted as the black links of a
honeycomb lattice. Each nanowire furnishes three “physical” QMZMs
(green circles in the inset) that hybridize locally, leaving one QMZM
at each Y -junction (blue circle in the inset). The resulting effective
QMZMs reside on the sites of a honeycomb lattice (blue and red circles).
An array of gates (grey “plungers”) provides tunable hybridization am-
plitudes for the effective QMZMs. Writing a particular pattern of gate
voltages gives rise to a Kekule´ vortex that binds an emergent “logi-
cal” MZM (purple density profile). The position R(t) of the emergent
MZM is arbitrary and can be tuned continuously as a function of time,
so that multiple “logical” MZMs can be braided adiabatically. Inset:
Definition of the hexagonal lattice in terms of the two triangular sub-
lattices ΛA and ΛB, with the nearest-neighbor vectors sα, α = x, y, z.
(b) Controlling the overlap between adjacent effective QMZMs with a
gate voltage Vg. The Majorana wavefunctions (purple) decay exponen-
tially across the length of the nanowire with a decay length that scales
inversely with the topological nanowire gap ∆nw. Increasing Vg from
Vg,1 to Vg,2 > Vg,1 decreases the nanowire gap, thereby increasing the
wavefunction decay length, and with it the overlap between the two
effective QMZMs (compare solid and dashed curves).
“logical” MZMs are hierarchical, in the sense that they emerge by coupling together
a set of Majorana modes that are themselves the result of the topological state of
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matter realized in each nanowire. The hierarchy of Majorana zero modes that are
used in this work is depicted schematically in Fig. 6·1(a).
The hierarchical construction of the “logical” MZMs starts from a set of Majo-
rana nanowires. Since each nanowire is of finite size, the Majorana modes at its
endpoints hybridize weakly and split from zero energy. We call such a Majorana
mode a quasi-Majorana zero mode (QMZM). Imagine placing one of the Majorana
nanowires on each bond of a honeycomb lattice. At each vertex of the honeycomb
lattice, where three nanowires form a Y-junction, three QMZMs hybridize strongly
as their wavefunctions have large overlaps. This hybridization results in two QMZMs
splitting away from zero energy by an amount much larger than the energy splitting
of the QMZMs bound to the endpoints of a single nanowire, leaving a single effective
QMZM at each site of the honeycomb lattice. This is the next level of the hierarchy.
Now, imagine reducing the length of the Majorana nanowires making up the bonds of
the honeycomb lattice. The increase of the overlap between these effective QMZMs
will then be captured by a tight-binding model for Majorana modes hopping on the
honeycomb lattice. If we assume translation invariant nearest-neighbor hopping am-
plitudes, there arises a gapped liquid with two massive Majorana cones very much as
one finds in Kitaev’s honeycomb model in the presence of a magnetic field, [217] or
in other lattices in the presence of quartic Majorana interactions. [218]
Another gap, which allows for the formation and manipulation of “logical” MZMs,
can then be opened by giving the hopping amplitudes a Kekule´ pattern. In practice,
this can be done by applying voltages on the individual Majorana nanowires, which
modulates the hybridization of nearest-neighbor effective QMZMs. To see how, recall
that the topological gap ∆nw in a Majorana nanowire decreases when a gate voltage
Vg is applied, thereby increasing the hybridization. [204–207] Decreasing the size of
the topological gap increases the decay length of the QMZMs, thereby increasing the
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overlap of their wavefunctions, see Fig. 6·1(b). Thus, by programming the set of gate
voltages applied to every bond, one can exercise control over every hopping amplitude
in the effective tight-binding model.
Furthermore, one can program these hopping amplitudes in a position-dependent
manner so as to “write” an arbitrary number v of Kekule´ vortices into the system.
This is achieved by modulating the gate voltages as Vg → Vg + δVg r,α, where
δVg r,α ..= V0 cos
(
K+ · sα + (K+ −K−) · r +
v∑
n=1
qn arg (r −Rn)
)
. (6.1)
Here, r is a point in one of the triangular sublattices of the honeycomb lattice, sα
(α = x, y, z) are the nearest-neighbor vectors connecting to the other sublattice (see
Fig. 6·1), K+ = −K− are the corners of the Brillouin zone of the honeycomb lattice.
The vorticities qn = ±1 (n = 1, . . . , v) and positions Rn are here merely parameters
that can be tuned at will. Kekule´ vortices have been shown to bind zero-energy
modes in graphene, [219, 220] analogs of which also appear in photonic crystals. [221]
Similar physics arises here, with the crucial distinction that the zero modes are now
of Majorana nature, owing to the fact that the underlying tight-binding model is one
of Majoranas. It is the MZMs localized near the core of each vortex that we shall
call the “logical” MZMs, which constitute the final level of the hierarchy. Because
the positions Rn of the vortices are merely parameters, they can be tuned simply by
changing the voltages on each wire as a function of time, like addressing pixels on a
screen. Therefore, in a system with multiple vortices, this scheme would allow one to
move and braid the logical MZMs adiabatically.
The rest of the chapter is organized as follows. We present the realization with
Majorana nanowires in Sec. 6.2 of an analogue of a p+ip superconductor belonging to
the symmetry class D. We determine the conditions under which the Kekule´ dimer-
ization controls the gap. We define a scaling limit that allows one to derive a simple
96
B
B
B
A
 xA,j 
y
A,j
 zA,j
 xB,j+sx
 yB,j+sy
 zB,j+sz
Figure 6·2: A Y-junction built from Majorana nanowires. The
QMZMs are depicted as green dots. Effectively, there are three fla-
vors of QMZMs on each lattice site. We label the operators creating
QMZMs by γˆαS,j, where α = x, y, z denotes the bond to which the
QMZM belongs, while S = A,B denotes the sublattices, and j is the
label for the lattice sites.
model of free Majoranas with nearest-neighbor hopping amplitudes on a honeycomb
lattice in Sec. 6.3. In this scaling limit, the low-energy effective theory has higher
symmetry, belonging to symmetry class BDI. We explicitly solve for the MZM bound
to a Kekule´ vortex. We further show that the Kekule´ vortices indeed have the braid-
ing statistics of MZMs. In Sec. 6.4, we demonstrate numerically the emergence of an
MZM bound to the core of a Kekule´ vortex away from the scaling limit. Section 6.5
discusses possible experimental measurement schemes for the emergent MZMs and
demonstrates the feasibility of our setup using realistic experimental parameters. We
conclude with a summary and outlook for future directions in Sec. 6.6.
6.2 Realization with Majorana nanowires
The building block that we shall use in this work is a nanowire which at low tempera-
tures supports a topological superconducting gap ∆nw. Because of the topological gap
∆nw, the nanowire hosts a pair of QMZMs at its endpoints when superconducting.
We shall call such a nanowire a “Majorana nanowire.”
The main idea of this work is to imagine that each nearest-neighbor bond of the
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honeycomb lattice is realized by a Majorana nanowire. There are two energy scales
in the problem: a hybridization U and a hopping amplitude t, as we now explain.
On the one hand, three Majorana nanowires must meet at the sites of the hon-
eycomb lattice, thereby realizing a Y-junction of Majorana nanowires, as shown
in Fig. 6·2. Effectively (i.e., below the energy gap ∆nw of an isolated Majorana
nanowire), we have three flavors of QMZMs on each site of the honeycomb lattice.
The pairwise hybridization among the three QMZMs will split their quasidegener-
acy by an energy scale |U |. Then, only one QMZM remains below the energy scale
|U | on any given Y-junction (site of the honeycomb lattice). Thus, each Y-junction
effectively contributes a single emergent Majorana mode.
On the other hand, the pair of QMZMs bound to the two ends of a Majorana
nanowire are split away from zero energy by the energy scale t that results from
the overlap of their wavefunctions. This hybridization increases as each Majorana
nanowire is shortened, inducing a nearest-neighbor hopping amplitude t for the three
pairs of QMZMs localized on nearest-neighbor Y-junctions of Majorana nanowires.
Hence, working at energies below the topological gap ∆nw of a Majorana nanowire,
we have outlined the construction of an effective six-band tight-binding model on the
honeycomb lattice using Majorana nanowires. Below we shall discuss this construc-
tion in more detail.
6.2.1 Trimer limit (U 6= 0, t = 0)
Consider a honeycomb lattice Λ made of two interpenetrating triangular lattices ΛA
and ΛB. We shall label the bonds of the honeycomb lattice by α = x, y, z depending on
their orientations, as shown in Fig. 6·2. Each bond of the honeycomb lattice realizes a
Majorana nanowire. We shall thus associate to each bond of the honeycomb lattice a
pair of Majorana operators as depicted in Fig. 6·2. If the label S = A,B distinguishes
between the triangular sublattices ΛA and ΛB, and if the label j stands for a site from
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U
Figure 6·3: Representation of the trimer limit defined by the ground
state of Hamiltonian (6.3). The MZMs at each Y-junction are repre-
sented by green dots. Their pairwise hybridization U is represented by
directed bonds arranged along the edges of a triangle. The blue and red
triangles encircles sites from sublattices ΛA and ΛB, respectively. The
hybridization energy scale for blue and red triangles is U . The pattern
of arrows along the edges of each triangle defines the order in which
two Majorana operators are to be multiplied with the convention that
U is positive for this order of multiplication.
ΛS, then the Majorana algebra reads{
γˆαS,j, γˆ
α′
S′,j′
}
= 2δα,α′δS,S′δj,j′ (6.2a)
with the Majorana reality condition
γˆα†S,j = γˆ
α
S,j. (6.2b)
These Majorana operators stand at the first level of the hierarchy.
The trimer limit occurs for t = 0. The Hamiltonian describing this limit is
Ĥtrimer ..=
∑
S=A,B
∑
j∈ΛS
iU
(
γˆxS,j γˆ
y
S,j+γˆ
y
S,j γˆ
z
S,j+γˆ
z
S,j γˆ
x
S,j
)
. (6.3)
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We represent in Fig. 6·3 the trimer limit as a decorated honeycomb lattice. Hy-
bridization within each Y-junction is represented by a directed arrow relating a pair
of MZMs. The direction of the arrows along the edges of each triangle defines the
order in which two Majorana operators are to be multiplied. It fixes the sign of the
hybridization U to be positive along the arrow. Reversing the chirality of the red or
blue triangles thus amounts to reversing the sign of U .
Hamiltonian (6.3) is the sum over S = A,B and j ∈ ΛS of the pairwise commuting
operators
iU
(
γˆxS,j γˆ
y
S,j + γˆ
y
S,j γˆ
z
S,j + γˆ
z
S,j γˆ
x
S,j
)
. (6.4a)
As each one of these operators has the three single-particle eigenvalues
−
√
3U, 0, +
√
3U, (6.4b)
with the Majorana zero mode
ηˆ ..=
1√
3
(
γˆxS,j + γˆ
y
S,j + γˆ
z
S,j
)
, (6.4c)
Hamiltonian (6.3) supports three doubly-degenerate flat bands with the single-particle
energies (6.4b), respectively.
6.2.2 Dimer limit (t 6= 0, U = 0)
The dimer limit occurs for U = 0. The Hamiltonian describing this limit is
Ĥdimer ..=
∑
j∈ΛA
∑
α=x,y,z
it γˆαA,j γˆ
α
B,j+sα
. (6.5a)
Here, sα are the unit vectors connecting the three sites in ΛB that are nearest-neighbor
to a site in ΛA, i.e.,
sz ..=
(
0
−1
)
, sx ..=
(
+
√
3/2
1/2
)
, sy ..=
(−√3/2
1/2
)
. (6.5b)
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t
Figure 6·4: Representation of the dimer limit defined by the ground
state of Hamiltonian (6.5a). The arrows specify the order in which
Majorana operators (the green dots) enter Hamiltonian (6.5a), with the
convention that operators on sublattice ΛA are to the left of operators
from sublattice ΛB along an arrow. With this convention, the hopping
amplitude t is positive along an arrow.
One may represent this Hamiltonian as is done in Fig. 6·4. The energy scale t results
from the finite lengths of Majorana nanowires, which allows the pair of wavefunctions
of the QMZMs bound to the two ends of the semiconductor nanowire to have a
nonvanishing overlap. This overlap leads to a splitting of their energies away from 0
by the amount ±|t|.
Hamiltonian (6.5a) is the sum over j ∈ ΛA and α = x, y, z of the pairwise com-
muting operators
it γˆαA,j γˆ
α
B,j+sα
. (6.6a)
As each one of these operators has the two single-particle eigenvalues
− |t|, +|t| (6.6b)
Hamiltonian (6.5a) supports two triply-degenerate flat bands with the single-particle
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energies (6.6b), respectively. The single-particle energies (6.6b) correspond to the
fermionic state
cˆα†j |0〉 ..=
1
2
(
γˆαA,j − i γˆαB,j+sα
) |0〉, cˆαj |0〉 ..= 0, (6.7)
being empty or occupied, respectively. There is no zero mode in the dimer limit.
6.2.3 Reversal of time
We shall define the action of time reversal by the rules
i 7→ −i, γˆαA,j 7→ +γˆαA,j, γˆαB,j+sα 7→ −γˆαB,j+sα . (6.8)
The motivation for this definition is that we would like to interpret
cˆαA,j ..=
1
2
(
γˆαA,j + i γˆ
α
B,j+sα
)
(6.9)
as a fermion operator localized on the directed bond 〈j ∈ ΛA, j + sα ∈ ΛB〉 of the
honeycomb lattices that is left invariant by the operation of time reversal.
One verifies that Hamiltonian (6.5a) is even under reversal of time while Hamil-
tonian (6.3) is odd under reversal of time, i.e.,
Ĥdimer 7→ +Ĥdimer, Ĥtrimer 7→ −Ĥtrimer. (6.10)
Although Ĥtrimer is odd under time reversal, the zero-energy flat band transforms
trivially whereas the finite-energy bands are interchanged.
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6.2.4 Hamiltonian for the nanowire network
When both U 6= 0 and t 6= 0, we can write the noninteracting Hamiltonian in mo-
mentum space as
Ĥwire ..= Ĥtrimer + Ĥdimer =
∫
ΩKBZ
d3k Ψ̂†kHwire Ψ̂k, (6.11a)
with the spinor
Ψ̂†k =
(
γˆxA,k γˆ
y
A,k γˆ
z
A,k γˆ
x
B,k γˆ
y
B,k γˆ
z
B,k
)
(6.11b)
and the single-particle Hamiltonian
Hwire =

0 +iU/2 −iU/2 + it
2
eik·sx 0 0
−iU/2 0 +iU/2 0 + it
2
eik·sy 0
+iU/2 −iU/2 0 0 0 + it
2
eik·sz
− it
2
e−ik·sx 0 0 0 +iU/2 −iU/2
0 − it
2
e−ik·sy 0 −iU/2 0 +iU/2
0 0 − it
2
e−ik·sz +iU/2 −iU/2 0
 .
(6.11c)
The single-particle Hamiltonian (6.11c) is of Bogoliubov-de Gennes (BdG) form.
This is to say that out of its six Majorana bands, three have positive single-particle
energies, three have negative single single-particle energies, and there exists an antiu-
nitary transformation such that the six bands can be organized into three pairs such
that for any one of these three pairs the Majorana band with positive single-particle
energy maps to the Majorana band with negative single-particle energy and vice versa
under the antiunitary transformation.
When |U/t|  1, the two flat bands of Ĥdimer acquire a dispersion with a band-
width that is controlled by |U |. Both bands are topologially trivial. We will not
consider this limit anymore in this chapter.
When |t/U |  1, the zero-energy modes (6.4c) of Ĥtrimer that are localized on the
sites of the honeycomb lattice get hybridized by Ĥdimer. More precisely, the twofold
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degenerate flat band in the Brillouin zone ΩBZ arising from the zero mode ηˆ defined
in Eq. (6.4c) when t/U = 0 turns into two bands related by particle-hole symmetry.
The bandwidth for this pair of Majorana bands is of order |t|. These emergent low-
energy Majorana modes realize the second level of the hierarchy of Majoranas. The
limit |U |  |t| enforces the first hierarchical reduction in the number of effective
Majorana modes. We now turn to a quantitative analysis of the band structure of
the Hamiltonian (6.11c) in this limit.
In Fig. 6·5, we plot the band structure for t/U = 0.1 with U > t > 0. We
find that a gap opens at the corners of the Brillouin zone. We shall call this gap the
Haldane gap. This terminology will be explained when we introduce the single-particle
Hamiltonian (6.19) and show that it opens a spectral gap and endows Majorana bands
with non-vanishing Chern numbers. A direct calculation of the eigenvalues at K±
shows that the energies of the two bands at K± are given by
ε±(K+) = ε±(K−)
= ± 1
4
(√
3U −
√
3U2 + 4t2
)
≈ ± t
2
2
√
3U
+O
(
t4
U3
)
. (6.12)
We thus find that the Haldane gap is of order t2/U and, as such, can be explained
within second-order perturbation theory. Upon linearization of the single-particle
Hamiltonian in the vicinity ofK±, this gap can be interpreted as a Haldane mass that
implements the microscopic breaking of time-reversal symmetry. [222]. The counter-
part of this phase in the Kitaev’s honeycomb model is the non-Abelian topologically
ordered phase stabilized by a magnetic field. [217]
When the system is perturbed by a Kekule´ dimerization defined by
δĤdimer ..= i
∑
j∈ΛA
∑
α=x,y,z
δtj,α γˆ
α
A,j γˆ
α
B,j+sα
(6.13a)
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with the dimerization pattern [223]
δtj,α ..= ∆ e
iK+·sα eiG·rj + c.c., (6.13b)
where the Kekule´ amplitude
∆ ..= ∆0 e
iϕ, ∆0 ..= |∆|, ϕ ∈ [0, 2pi), (6.13c)
and
G ..= K+ −K− ≡ 2K+ ≡ −2K− (6.13d)
is the momentum connecting the two valleys, such that 0 < ∆0  t2/U , the band gap
decreases until it vanishes when ∆0 ∼ t2/U . When the Kekule´ amplitude ∆0 & t2/U ,
the gap is of Kekule´ character [219]. This case is illustrated in Fig. 6·6. We stress
that the Haldane and Kekule´ gaps compete against each other, so they realize two
distinct gapped phases separated by a gap-closing transition. [224]
6.2.5 Scaling limits
There is an interesting scaling limit of (6.11) consisting in taking the limit U → ∞
holding t fixed. In this limit, the hierarchy
U > t >
t
U
t (6.14a)
becomes
∞ > t > 0. (6.14b)
This limit sends to infinite energy the two pairs of particle-hole symmetric Majorana
bands that are separated by an energy of order 2U [see Eqs. (6.4)]. It leaves a gapless
pair of particle-hole symmetric Majorana bands with conical band crossing at the
corners K+ and K− of the Brillouin zone ΩBZ. In this limit, time-reversal symmetry,
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Figure 6·5: The pair of particle-hole symmetric bands with the low-
est energies for Hamiltonian (6.11a) when U/t = 10 with U > t > 0.
A Haldane gap appears at the corners of the Brillouin zone ΩBZ (de-
picted in light blue). The magnitude of the Haldane gap follows from
ε±(K+) = ε±(K−) ≈ ± t
2
2
√
3U
+O(t4/U3). The energies are plotted in
units of t.
as measured by the vanishing of the Haldane gap, is restored. This limit is useful as it
allows one to treat in closed analytical form the effect of a Kekule´ modulation of t – in
particular the effect of a vortex in the Kekule´ modulation of t – on the single-particle
spectrum.
6.3 Free Majoranas on a honeycomb lattice with Kekule´
dimerization
We start by reviewing the properties of a tight-binding model for Majoranas hopping
on the honeycomb lattice with nearest-neighbor hopping amplitudes. This model is
motivated by the scaling limit U →∞ holding t fixed that turns the hierarchy (6.14a)
into the hierarchy (6.14b).
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Figure 6·6: Upper panels: the pair of particle-hole symmetric bands
with the lowest energies for Hamiltonian (6.11a) when U/t = 10 with
U > t > 0 in the reduced Brillouin zone ΩKBZ (depicted in light blue).
The energies are plotted in units of t. (a) Haldane gap at the corners of
the original Brillouin zone ΩBZ in the absence of Kekule´ dimerization is
folded to the Γ point of ΩKBZ. (b) The critical point where the gap closes
when ∆0/t ≈ 0.06. (c) A Kekule´ gap is present at the Γ point in the
reduced Brillouin zone for ∆0/t = 0.12. Lower panel: (d) the single-
particle spectral gap as a function of ∆0/t. Upon increasing ∆0/t,
the gap first closes and then reopens, indicating a phase transition
separating two distinct gapped phases in which either the Haldane gap
or the Kekule´ gap dominates.
6.3.1 Gapless liquid phase with uniform hopping amplitudes
Consider a honeycomb lattice Λ made of two interpenetrating triangular lattices ΛA
and ΛB. We start with the operator aˆr that either creates or annihilates a Majorana
mode on the lattice site r, i.e.,
{aˆr, aˆr′} = 2δr,r′ , aˆ†r = aˆr, (6.15a)
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for any pair of sites r and r′. We endow these Majorana modes with the quantum
dynamics specified by the single-particle Hamiltonian
Ĥ ..=
∑
r∈ΛA
∑
α=x,y,z
t iaˆr aˆr+sα . (6.15b)
Without loss of generality, we choose the hopping amplitudes to be positive, t > 0.
We have set the lattice spacing a of the honeycomb lattice to unity, a = 1.
We observe that Majorana operators localized on sublattice ΛA always appear to
the left of Majorana operators localized on sublattice ΛB in the Hamiltonian (6.15b).
If we define the operation of time reversal by the rule
i 7→ −i, aˆr 7→ +aˆr, aˆr+sα 7→ −aˆr+sα , (6.16)
we conclude that the Hamiltonian (6.15b) is invariant under reversal of time.
Hamiltonian (6.15b) is invariant under the translations that map the honeycomb
lattice onto itself. Hence, we perform the Fourier transformation
aˆr =..
1√
N
∑
k∈ΩBZ
eik·raˆA,k, (6.17a)
aˆr+sα =.
. 1√
N
∑
k∈ΩBZ
eik·(r+sα)aˆB,k, (6.17b)
where ΩBZ denotes the Brillouin zone of the triangular sublattice. Notice that since
aˆr is a Majorana operator, aˆ
†
k and aˆk are not independent,
aˆ†A,k = aˆA,−k, aˆ
†
B,k = aˆB,−k. (6.17c)
If we introduce the two-component spinor
γˆ†k ..=
(
aˆ†A,k aˆ
†
B,k
)
, (6.18a)
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Hamiltonian (6.15b) turns into
Ĥ =
∑
k∈ΩBZ
γˆ†k iAk γˆk, (6.18b)
where
Hk ≡ iAk
..=
i
2
 0 +t
∑
α=x,y,z
e−ik·sα
−t ∑
α=x,y,z
e+ik·sα 0
 . (6.18c)
We observe that the symmetry under reversal of time defined by Eq. (6.16) is
broken by adding to the single-particle Hamiltonian (6.18c) the traceless diagonal
matrix
HHalk ..=
(
+∆Halk 0
0 −∆Halk
)
, (6.19a)
where we demand that the so-called Haldane amplitude satisfies
∆Hal−k = −∆Hal+k (6.19b)
for any k in the Brillouin zone ΩBZ.
Solving for ∑
α=x,y,z
e+ik·sα = 0 (6.20a)
yields the two nodal points
K± ..=
4pi
3
√
3
(±1
0
)
(6.20b)
at the corners K± of the Brillouin zone. Hence, the single-particle spectrum of
the single-particle Hamiltonian (6.18c) is identical to that of graphene for spinless
fermions at vanishing chemical potential by virtue of the Majorana representation in
the second-quantized Hamiltonian (6.18b).
Adding the Haldane term (6.19) to the single-particle Hamiltonian (6.18c) opens
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a gap 2|∆K+ | > 0, the so-called Haldane gap, at the corners K± of the Brillouin
zone. The upper and lower bands carry opposite Chern numbers of magnitude 1
when 2|∆K+| > 0. This Haldane gap is the counterpart to the gap (6.12).
If we focus on the low-energy physics near the two Majorana cones, we can write
k = K± + p in the vicinity of K± and expand to leading order in p. The linearized
Hamiltonian (6.15b) now takes the form
Ĥ ≈ 1
2
∫
ΩBZ
d2p
(2pi)2
Υ̂†(p) iA˜(p) Υ̂(p), (6.21a)
H˜(p) ≡ iA˜(p) = vF
(−p · σ 0
0 +p · σ
)
, (6.21b)
where vF ..= 3t/2 and σ are Pauli matrices acting on the two sublattice degrees of
freedom. We have introduced the four-component spinor
Υ̂†(p) =
(
aˆ†A,+(p) −iaˆ†B,+(p) −iaˆ†B,−(p) aˆ†A,−(p)
)
, (6.21c)
where the subscript ± labels the two valleys centered about the nodal points (6.20b).
If we introduce another set of Pauli matrices τ acting on these valley degrees of
freedom, the constraint from the reality condition becomes
Υ̂†(p) = [−σ2 ⊗ τ 2Υ̂(−p)]T. (6.21d)
If we do the rescaling
Υ̂†(p) =..
√
2 Ψ̂†(p), Υ̂ (p) =..
√
2 Ψ̂ (p), (6.22a)
one may verify that the components of Ψ̂†(p) obey the standard algebra of complex
fermions in momentum space within each valley subspace. Finally, we arrive at the
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Figure 6·7: (a) The Kekule´ modulation of the coupling strengths
along the bonds. The black (grey) color denotes hopping amplitudes
that are strong (weak). Such a dimerization pattern breaks the space
group symmetry of the original Bravais lattice by enlarging the original
unit cell. We label the inequivalent plaquettes by A, B, and C, and
the enlarged unit cell is made of three original unit cells. (b) Folding
the Brillouin zone ΩBZ of the honeycomb lattice into the Kekule´ Bril-
louin zone ΩKBZ. The three colored Brillouin zones are equivalent up to
translation by reciprocal lattice vectors of the folded Brillouin zone.
representation
Ĥ ≈
∫
d2p
(2pi)2
Ψ̂†(p) H˜(p)Ψ̂(p), (6.22b)
H˜(p) ≡ −vF p · σ ⊗ τ 3, (6.22c)
Ψ̂†(p) = [−σ2 ⊗ τ 2Ψ̂(−p)]T. (6.22d)
This is the same Hamiltonian as the one governing the vortex-free sector of Kitaev’s
honeycomb model. [217] The spinors Ψ̂(p) and Ψ̂†(p) are not independent due to
the constraint (6.22d), which is essentially a particle-hole constraint that relates the
operators at one valley to the other valley. Therefore, the single-particle Hamiltonian
(6.22c) has a BdG form.
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6.3.2 Gapped phase with Kekule´ dimerization
We consider the effect of a Kekule´ modulation of the hopping amplitudes along the
bonds of the honeycomb lattice. As we will see, the Kekule´ dimerization will open a
gap near K±. The Hamiltonian describing the Kekule´ modulation can be represented
by [compare with Eq. (6.13)]
δĤ ..= i
∑
r∈ΛA
∑
α=x,y,z
δtr,α aˆr aˆr+sα (6.23a)
with the dimerization pattern [223]
δtr,α ..=
∆
3
eiK+·sα eiG·r + c.c., (6.23b)
where the Kekule´ amplitude
∆ ..= ∆0 e
iϕ, ∆0 ..= |∆|, ϕ ∈ [0, 2pi), (6.23c)
will be shown to be associated to a single-particle gap that opens up at the nodal
points (6.20b). The Kekule´ term (6.23b) modulates the magnitudes of the hopping
amplitudes along the bonds in an alternating fashion as shown in Fig. 6·7(a). Such a
dimerization pattern breaks the space group symmetry of the original Bravais lattice
by enlarging the original unit cell. In Fig. 6·7(a), we label the inequivalent plaquettes
by A, B, and C. By inspection of Fig. 6·7(a), one observes that the enlarged unit
cell is made of three original ones. As a result, we now have a smaller Brillouin zone
ΩKBZ corresponding to the enlarged unit cell, see Fig. 6·7(b). There are 3 × 2 = 6
Majorana bands with all momenta from the original Brillouin zone ΩBZ folded into
ΩKBZ. Applying the Fourier transformation (6.17), the Kekule´ modulation (6.23) takes
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the form
δĤ = i
∑
k∈ΩBZ
[( ∑
α=x,y,z
2∆
3
ei(K++k)·sα
)
aˆ†A,[k+G] aˆB,[k]
+
( ∑
α=x,y,z
2∆
3
ei(K−+k)·sα
)
aˆ†A,[k−G] aˆB,[k]
]
, (6.24)
where we have used the reality condition (6.17c) and defined [q] as the wave vector
in the union of the three colored hexagonal cells in Fig. 6·7(b) that differs from q by
a reciprocal wave vector. Expanding Eq. (6.24) near K± and the Γ point, we obtain
δĤ = i
 ∑
p∈ΩKBZ
( ∑
α=x,y,z
2∆
3
ei(2K++p)·sα
)
aˆ†A,[3K++p] aˆB,[K++p]
+
∑
p∈ΩKBZ
( ∑
α=x,y,z
2∆
3
eip·sα
)
aˆ†A,[K−+p] aˆB,[K++p]
+
∑
p∈ΩKBZ
( ∑
α=x,y,z
2∆
3
eip·sα
)
aˆ†A,[K++p] aˆB,[K−+p]
+
∑
p∈ΩKBZ
( ∑
α=x,y,z
2∆
3
ei(2K−+p)·sα
)
aˆ†A,[3K−+p] aˆB,[K−+p]
+
∑
p∈ΩKBZ
( ∑
α=x,y,z
2∆
3
ei(K++p)·sα
)
aˆ†A,[K−+p] aˆB,[p]
+
∑
p∈ΩKBZ
( ∑
α=x,y,z
2∆
3
ei(K−+p)·sα
)
aˆ†A,[K++p] aˆB,[p]
 . (6.25)
The modes at the Γ point must also be taken into account, since the expansion near
K± already involves 3K±, which can be identified as the Γ point. However, the
hybridization between the nodal modes and the modes at the Γ point occurs at much
higher energies. In the low energy physics, we may neglect terms involving the modes
at the Γ point in Eq. (6.25) and keep only hybridized modes between the nodal points
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[K±]. To leading order in p, we thus obtain
δĤ ≈ i
∫
d2p
(2pi)2
{[
∆ aˆ†A,+(p) aˆB,−(p) + ∆ aˆ
†
A,−(p) aˆB,+(p)
]
−
[
∆ aˆ†B,+(p) aˆA,−(p) + ∆ aˆ
†
B,−(p) aˆA,+(p)
]}
(6.26a)
where we have made the identifications
aˆ†S,[K++p] → aˆ
†
S,+(p), aˆ
†
S,[K−+p]
→ aˆ†S,−(p), S = A,B. (6.26b)
Combining with Eq. (6.22b), the low-energy effective Hamiltonian in the presence of
a Kekule´ modulation can be written in the continuum as
ĤKek ..= Ĥ + δĤ ≡
∫
d2p
(2pi)2
Ψ̂†(p) H˜Kek(p)Ψ̂(p), (6.27a)
where
H˜Kek(p) ..=
(−p · σ ∆σ0
∆σ0 +p · σ
)
, (6.27b)
and we have set vF = 1. We remark that the particle-hole symmetry was never
broken on the way to Eq. (6.27), so that the single-particle Hamiltonian (6.27b) is
still of the BdG type. As advertised, the Kekule´ dimerization opens a gap 2|∆| in
the single-particle spectrum due to scattering with the amplitude ∆ between the two
nodal points.
6.3.3 Symmetry class
We now consider the symmetries of the BdG Hamiltonian (6.27). We shall drop the
tilde and denote H˜(p) simply as H(p) from now on.
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First, the reality condition (6.21d) imposes the spectral particle-hole symmetry
C H˜Kek(p) C−1 = −H˜∗Kek(−p), C ..= −σ2 ⊗ τ 2 K, (6.28)
where K denotes complex conjugation. Hamiltonian (6.27) also possesses the time-
reversal symmetry
T H˜Kek(p) T −1 = H˜∗Kek(−p), T ..= σ1 ⊗ τ 1 K. (6.29)
Finally, composition of C and T yields the chiral symmetry
S ..= T C = σ3 ⊗ τ 3, (6.30)
under which
aˆA 7→ aˆA, aˆB 7→ −aˆB, (6.31)
and
S H˜Kek(p)S−1 = −H˜Kek(p). (6.32)
Notice that the symmetry transformation satisfies
C2 = 1, T 2 = 1, (6.33)
so that Hamiltonian (6.27) belongs to the symmetry class BDI. In the presence of point
topological defects (vortices), the Hamiltonian supports zero-energy chiral Majorana
modes classified by Z. [225–228] As we will see explicitly in the next section, zero
modes with positive and negative chiral eigenvalues have nonvanishing amplitudes on
sublattice ΛA and ΛB, respectively.
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6.3.4 Chiral Majorana zero modes bound to Kekule´ vortices
The Kekule´ distortion enters (6.27) as a complex-valued amplitude. As such the
Kekule´ distortion supports point-like static defects in the form of vortices
∆vtx(r) ..= ∆0(r)e
i(ϕ+nθ), r = |r|
(
cos θ
sin θ
)
, (6.34a)
where n ∈ Z is the vorticity that measures the winding of the phase of the Kekule´
order parameter, while ∆0(r) ..= |∆vtx(r)| defines the profile of its magnitude. This
static function must vanish at the origin and saturate to some prescribed nonvanishing
but finite value as r →∞, say
∆0(r) ..= ∆0 tanh
( |r|
`0
)
(6.34b)
with ∆0 > 0 and `0 > 0.
We seek any qualitative change induced in the single-particle spectrum of Hamil-
tonian (6.27b) when the Kekule´ order parameter is given by Eq. (6.34) instead of
being a constant complex number. To this end, we represent Hamiltonian (6.27) in
two-dimensional position space. We thus have
H˜Kek(r) ..=

0 2i∂z ∆vtx(r) 0
2i∂z¯ 0 0 ∆vtx(r)
∆vtx(r) 0 0 −2i∂z
0 ∆vtx(r) −2i∂z¯ 0
 , (6.35a)
where we have chosen the basis
Ψ̂†(r) ..=
1√
2
(
aˆ†A,+(r) −iaˆ†B,+(r) −iaˆ†B,−(r) aˆ†A,−(r)
)
(6.35b)
obeying the reality condition
Ψ̂†(r) ..=
[
−σ2 ⊗ τ 2Ψ̂(r)
]T
(6.35c)
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and used the complex coordinates
z ..= x+ iy,
z¯ ..= x− iy,
∂z =
1
2
(
∂x − i∂y
)
,
∂z¯ ..=
1
2
(
∂x + i∂y
)
.
(6.35d)
We seek normalizable solutions to the eigenvalue problem
HKek(r) Ψ0(r) = 0. (6.36)
If a normalizable solution Ψ0(r) exists, we shall call it a zero mode. This problem
was first studied by Jackiw and Rossi in a different context where ∆(r) is the vortex
in the superconducting order parameter. [226] Here, the origin of the gap is instead
the bond density wave due to the Kekule´ modulation. [219] Nevertheless, the mathe-
matical structure of the Hamiltonian (6.35) is identical to that studied by Jackiw and
Rossi. As a consequence of the spectral chiral symmetry (6.30), the single-particle
Hamiltonian (6.35) is block off diagonal. Hence, any zero-mode solution must take
one of two forms, namely
ΨA,0(r) =

uA(r)
0
0
vA(r)
 , ΨB,0(r) =

0
uB(r)
vB(r)
0
 . (6.37)
As is implied by the notation, ΨS,0(r) has support on sublattice S = A,B only. For
simplicity, we shall focus below only on cases where |n| = 1.
When n = −1, only ΨA,0(r) is normalizable. It is given by
uA(r) = N ei(
pi
4
+ϕ
2
) e
−
r∫
0
dr′∆0(r
′)
, (6.38a)
uB(r) = 0, (6.38b)
vB(r) = 0, (6.38c)
vA(r) = uB(r), (6.38d)
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where N is the normalization constant. The wavefunction (6.38) is exponentially
localized about the vortex core, for it decays exponentially fast with the distance r
away from the vortex core with the characteristic decay length ∼ 1/∆0 set by the
asymptotic magnitude ∆0 of the Kekule´ order parameter. There follows the “logical”
MZM operator
γˆA ..=
∫
d2r
[
uA(r) aˆA,+(r) + uA(r) aˆA,−(r)
]
. (6.38e)
The reality condition
γ†A = γA (6.38f)
follows from Eq. (6.35c).
Similarly, when n = +1, it is only ΨB,0(r) that is normalizable. The wavefunction
is then given by
uA(r) = 0, (6.39a)
uB(r) = N ei(
pi
4
+ϕ
2
) e
−
r∫
0
dr′∆0(r
′)
, (6.39b)
vB(r) = uA(r), (6.39c)
vA(r) = 0, (6.39d)
where N is the normalization constant. There follows the “logical” MZM operator
γˆB ..=
∫
d2r
[
uB(r) aˆB,+(r) + uB(r) aˆB,−(r)
]
. (6.39e)
The reality condition
γˆ†B = γˆB (6.39f)
follows from Eq. (6.35c).
In summary, far-separated Kekule´ vortices with |n| = 1 bind MZMs localized
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around their vortex cores, with nonvanishing amplitude on either sublattice ΛA or ΛB,
respectively. For |n| > 1, the index theorem guarantees that there are |n| mutually
orthogonal normalizable zero modes, with support on sublattice ΛA or ΛB depending
on sgn(n). [226] All n zero modes are robust to any perturbation that respects the
BDI symmetry. [225–228] Thus, in general, Kekule´ vortices in class BDI can harbor
multiple protected MZMs, unlike vortices in the traditional (2+1)-dimensional p+ i p
superconductor. [148, 150] The reason for this is that vortices in the latter case carry
a Z2 index, owing to the fact that the parent Hamiltonian is in class D rather than
BDI, so that only the parity of the number of MZMs is conserved. The model studied
in Sec. 6.2 turns out to be in class D, and consequently is more similar to the usual
p+ i p superconductor, despite the fact that its vortices also stem from the presence
of a Kekule´ distortion.
If we drop the reality condition (6.35c), the fermion number becomes a good
quantum number. This situtation applies to the case of complex fermions hopping
on the honeycomb lattice as was considered in Refs. [219, 220]. The filled Fermi
sea with the zero mode occupied or empty, respectively, can then be assigned the
fermion number ±1/2. In the presence of the reality condition (6.35c), the zero mode
becomes a logical MZM of indefinite fermion number. The logical MZMs obey an
exotic braiding statistics, as we now explain.
6.3.5 Braiding statistics of Kekule´ vortices
In this section, we review the fact that the form of the zero-mode solutions (6.38e) and
(6.39e) implies that their corresponding MZM operators obey non-Abelian braiding
statistics, just like the half-vortices of p+ ip topological superconductors. [148, 150]
Instead of one vortex, we shall consider v vortices all sharing the same vorticity
centered at the positionsR1, · · · ,Rv on the two-dimensional Euclidean plane through
119
the Ansatz
∆(r;R1, · · · ,Rv) ..= ∆0
v∏
j=1
tanh
( |r −Rj|
l0
)
× ei[ϕj−arg(r−Rj)].
(6.40)
We assume that the vortices are kept far enough away from each other that their
pairwise hybridization can be ignored, i.e.,
|Ri −Rj|  1/∆0 (6.41)
must always hold for any 1 ≤ i < j ≤ v. Suppose that Rj moves adiabatically anti-
clockwise once along a closed path in two-dimensional Euclidean space. Furthermore,
suppose that this path encircles one and only one vortex, say the vortex located at
Ri without loss of generality. If r is sufficiently close to Ri, arg(r −Rj) changes by
2pi, a change that can be absorbed by taking ϕi → ϕi + 2pi. However, due to the
presence of the phase ϕi/2 in the zero mode solutions (6.38) and (6.39), we find that
γˆi → −γˆi after moving rj a full circle around ri. Repeating the same analysis by
interchanging the role of rj and ri, one finds that γˆj → −γˆj as well.
The appearance of the additional minus sign due to the multi-valuedness of the
zero mode solutions parallels that of the p+ i p topological superconductor. Namely,
the MZM operator changes sign as the vortex phase winds by 2pi. To keep track of the
signs, it is convenient to take ϕi ∈ [0, 2pi) and introduce branch cuts so that ϕi jumps
by 2pi each time the vortex ri crosses a branch cut. In this way, one can derive the
following property of the Majorana zero modes under a counterclockwise exchange of
vortices j and j + 1,
γˆj 7→ +γˆj+1, γˆj+1 7→ −γˆj, (6.42)
which is precisely the braiding statistics of MZMs. [148, 150]
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Figure 6·8: Wavefunctions of the zero mode bound to a single Kekule´
vortex at the origin for ∆0/U = 0.02 with U > t > 0 and vorticity
q = 1. The numerics are carried out on a diamond shaped geometry
with 61 sites on each edge. (a) ∆0/t = 0.2; (b) ∆0/t = 0.125. The
zero mode amplitude decreases upon decreasing ∆0/t and the profile
broadens. For a system with open boundary, there is an additional zero
mode localized near the boundary which is not shown in the plot.
6.4 Zero modes bound to Kekule´ vortices in the network of
Majorana nanowires
We now return to the Hamiltonian (6.11) describing the network of quantum
nanowires in the presence of a Kekule´ gap larger than the Haldane gap. We shall
impose a Kekule vortex of vorticity one in magnitude and verify numerically that it
binds a “logical” Majorana zero mode.
To this end, we imprint a Kekule´ vortex with vorticity q = ±1 that is centered at
the origin, R = 0, by replacing the uniform t in the dimer Hamiltonian (6.5a) with
t+ δtr,α where [compare with Eq. (6.1)]
δtr,α ..= ∆0 cos
(
K+ · sα +G · r + q arg (r)
)
(6.43)
and α = x, y, z. In the continuum limit, this expression yields a Kekule´ order param-
eter with a vortex profile similar to that in Eq. (6.34).
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When|∆0| & t2/U , we find a zero mode bound to the Kekule´ vortex, as shown
in Fig. 6·8. The amplitude of this zero mode decays exponentially away from the
vortex core. The amplitudes are nonvanishing on sublattices ΛA and ΛB, respectively,
depending on the sign of the vorticity, sgn(q) = ±1. Upon increasing t/U , the band
gap decreases as the Kekule´ gap competes with the Haldane gap. Consequently, the
exponential decay of the zero mode is less pronounced, and the zero mode spreads
out further, until the zero mode is eaten by the continuum of single-particle states
when the band gap vanishes. When t2/U & |∆0|, the Haldane gap dominates over
the Kekule´ gap and no zero mode can bind to a Kekule´ vortex. [224]
6.5 Experimental considerations
6.5.1 Measurement scheme
We now discuss the possibility of measuring the emergent MZMs and verifying their
braiding properties within the nanowire network proposed in this chapter. The exis-
tence of the “logical” MZMs can be probed via scanning tunneling microscopy (STM),
where they manifest themselves as zero-bias peaks in the tunneling differential con-
ductance. In addition, by employing high-resolution STM conductance mapping tech-
niques, it is possible to probe the spatial profile of the MZMs, thereby verifying their
localized nature. [229–232]
However, the verification of the existence of the “logical” MZMs is not complete
unless one can also verify that braiding the “logical” MZMs acts on the low-energy
Hilbert space of the system in the manner characteristic of true MZMs. We now
make this idea more precise. For a system with 2N “logical” MZMs, each pair of
MZMs constitutes a fermionic state that can be either empty or filled. The fermion
parity (even or odd, respectively) of each pair then specifies the state of a qubit.
Thus, the dimension of the Hilbert space spanned by the quantum states of these
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qubits grows as 2N−1 once the total fermion parity of the 2N MZMs has been fixed.
Braiding “logical” MZMs performs unitary transformations on this Hilbert space.
Thus, in order to verify that braiding the “logical” MZMs acts in the desired way,
one needs a means of measuring the fermion parity of any pair of MZMs. Here, we
can again exploit the fact that the “logical” MZMs can be moved adiabatically by
adjusting the array of gate voltages. Bringing a pair of “logical” MZMs together by
merging two Kekule´ vortices effectively “fuses” the two MZMs. Then, in order to
determine whether the pair of MZMs were in an even- or odd-fermion-parity state,
one can measure the local charge distribution in the vicinity of the fused pair: if there
is a finite charge density where the two zero modes were fused together, then they
were in an odd-fermion-parity state; if not, then they were in an even-fermion-parity
state. Such a measurement can potentially be achieved with scanning single-electron
transistor microscopy (SSETM), which can resolve local charge density on the length
scale of nanometers. [233, 234] Therefore, in principle, the existence of MZMs and
their braiding and fusion properties can be measured by interfacing STM and SSETM
probes with the nanowire network.
6.5.2 Experimental parameters
Let a be the length of a Majorana nanowire that we are using as a nearest-neighbor
bond of the honeycomb lattice (i.e., the lattice spacing of the honeycomb network).
We assume that the trimer energy scale U that enters in Eq. (6.11) is U ∼ ∆nw, so
that the physical Majoranas are almost on top of one another. We seek to express the
hopping amplitude t and the Kekule´ gap ∆0 that enter in Ĥdimer + δĤdimer [see Eqs.
(6.11) and (6.13)] in terms of the energy scales entering a single Majorana nanowire.
A single Majorana nanowire wire is modeled as a one-dimensional gas of non-
interacting electrons at the chemical potential Vg in proximity to an s-wave supercon-
ductor, whereby the electronic kinetic energy competes with Zeeman, Rashba spin-
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orbit, and s-wave superconducting pairing contributions to the Hamiltonian. [206,
207, 216]
The expression for the topological gap ∆nw of a single Majorana nanowire is
[206, 207, 216]
∆nw ..=
g µB |Bz|
2
−
√
∆2sc + V
2
g > 0, (6.44a)
where g is the effective g-factor in the wire, µB is the Bohr magneton, |Bz| is the
strength of the applied magnetic field along the Cartesian axis z that is perpendic-
ular to the plane in which the Majorana nanowires lie, ∆sc is the proximity-induced
superconducting gap of the Majorana nanowire, and the gate potential Vg sets the
chemical potential in the Majorana nanowire. Physical MZMs are bound to the end
points of this Majorana nanowire if and only if
gµB |Bz|
2
>
√
∆2sc + V
2
g . (6.44b)
As the decay length for a physical MZM bound to the end points of a Majorana
nanowire is
ξphysical =
~ vF,nw
∆nw
, (6.45)
where vF,nw is the Fermi velocity of the Majorana nanowire (which is equal to the
spin-orbit coupling in the limit when the Zeeman energy is much smaller than the
effective electron mass times the spin-orbit coupling in suitable units), the overlap
between two physical MZMs is then approximately given by
t ∼ ~ vF,nw
a
κ e−κ, κ ..=
a∆nw
~ vF,nw
, (6.46)
when measured in units of energy. This overlap is controlled by the dimensionless
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ratio
κ =
a
ξsc
∆nw
∆sc
, (6.47a)
where we have introduced the proximity-induced superconducting coherence length
ξsc ..=
~ vF,nw
∆sc
. (6.47b)
The overlap t is thus exponentially suppressed by either increasing the ratio between
the length of the Majorana nanowire and the proximity-induced superconducting
coherence length or the ratio between the topological gap and the proximity-induced
superconducting gap.
When estimating the size of the Kekule´ gap ∆0, we assume that we can vary
the gate voltages Vg along the nearest-neighbor bonds on the honeycomb lattice by
the amount δVg. To leading order in δVg, the topological gap (6.44a) changes by
∆nw → ∆nw + δ∆nw with
δ∆nw → −
Vg√
∆2sc + V
2
g
δVg. (6.48)
Substituting this expression into (6.46) and expanding to leading order in δVg, we
obtain t→ t+ δt, where
δt
t
≈ κ− 1
κ
δκ, δκ ..=
a
~ vF,nw
V 2g√
∆2sc + V
2
g
δVg
Vg
. (6.49)
When expressed in units of the uniform hopping amplitude t, we arrive at the final
expressions
δt
t
≈ κ− 1
κ
a
ξsc
V 2g /∆
2
sc√
1 + V 2g /∆
2
sc
δVg
Vg
(6.50a)
for the Kekule´ perturbation (6.13) with the non-uniform hopping amplitude δt,
∆0
t
∼ δt
t
(6.50b)
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for the Kekule´ gap in Eq. (6.23), and
ξlogical ..=
t
δt
a (6.50c)
for the decay length of a logical MZM.
Let us now show that a great deal of control over the size of the logical MZMs is at-
tainable using the same material parameters as in current experimental setups. We fo-
cus on the InSb/Al systems reviewd in [203]. The proximity induced superconducting
gap is ∆sc ∼ 0.2 meV, while the Fermi velocity can be estimated from the quoted range
of values of the spin-orbit coupling, i.e., vF,nw ∼ 0.2−1.0 eV×A˚. Hence, the proximity-
induced superconducting correlation length is in the range ξsc ∼ 100 − 500 nm. For
wires of length a ∼ 1µm, one thus have ratios in the range a/ξsc ∼ 2− 10.
We proceed by choosing to work with κ ≈ 2, which yields significant overlap
between the zero modes at the endpoints of the wires (and can be selected via the
magnetic field, as we clarify below). According to Eq. (6.47a), this choice gives a
hopping amplitude t ∼ 0.27 ~ vF,nw/a = 0.27 (ξsc/a) ∆sc ∼ 0.027 ∆sc − 0.14 ∆sc. The
choice of working with κ ≈ 2 corresponds to a magnetic field such that ∆nw ≈
κ (ξsc/a) ∆sc ∼ 0.2 ∆sc − 1.0 ∆sc according to Eq. (6.47a).
With the choice of κ ≈ 2, the Kekule´ gap (6.50b) is approximately given by
∆0
t
≈ 1
2
a
ξsc
V 2g /∆
2
sc√
1 + V 2g /∆
2
sc
δVg
Vg
. (6.51)
The prefactor in front of δVg/Vg on the right-hand side can be chosen to be of order
one by choosing the ratio V 2g /∆
2
sc in the expression above so as to compensate the
factor a/(2ξsc) ∼ 1.0 − 5.0. (The corresponding bias Vg should thus be of roughly
the same order as ∆sc.) If so, the ratio ∆0/t ≈ δVg/Vg. Consequently, by using
modulations with δVg of the same order as Vg, one can make the Kekule´ gap of the
order of t, and hence the size of the logical MZMs as small as the length scale of the
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wire size a.
We remark that for the scheme that we propose, the shorter the wires the larger
the energies scales of the effective model. The hopping amplitude t would roughly
double (if one chooses to operate at the same κ ≈ 2) if one uses wires that are half
as long. (This energy scale is set by ~ vF,nw/a.) So for a 500 nm (300 nm) wire, the
energy scale of t ∼ 0.054 ∆sc − 0.27 ∆sc (t ∼ 0.09 ∆sc − 0.45 ∆sc) follows.
6.6 Summary
In this chapter, we presented a hierarchical architecture for building “logical” Ma-
jorana zero modes using “physical” Majorana zero modes at the Y-junctions of a
hexagonal network of semiconductor nanowires. In a nutshell, the essence of our
approach is that one can build Majoranas out of Majoranas that are, in turn, built
of Majoranas (see Fig. 6·1). The “emergent” or “logical” Majoranas can be moved
adiabatically and are not restricted to be centered at sites of a lattice, although their
microscopic or “physical” constituents are. What this construction provides is the
ability to program where one wants to place the “logical” Majoranas by controlling
applied gate biases on the nanowires within the hexagonal network. We present in
Eq. (6.1) a simple expression for the bias voltages that would place v Majoranas at
the centers of Kekule´ vortices at locations Rn(t), n = 1, · · · , v, which can be varied
as functions of time in a prescribed way.
Within the hierarchical construction of quantum Hall states, novel quasiparticles
appear as a result of condensation of other types of quasiparticles. Such a hierarchy
can be viewed within the broader context of emergence, where novel excitations ap-
pear at different scales. Our scheme is a form of engineered emergence, where one
can, by design, create novel excitations starting from simple building blocks. In our
case, we have a meta-circular realization of Majoranas, for the emergent particles at
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the top of the hierarchy coincide with those used as building blocks (those at the bot-
tom level of the hierarchy). The distinction between the Majoranas at the different
levels of the hierarchy is the fact that the ones on top are movable, while the ones
on the bottom are static. This is an important difference, as the ability to move the
Majoranas in the plane in a programmable way should permit one to braid them,
providing a direct means to probe their non-Abelian statistics.
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Chapter 7
Concluding Remarks
In this dissertation, we have studied the entanglement spectrum properties of highly
entangled states, and presented novel architectures for quantum computation poten-
tially realizable using near-term technologies.
In Part I, we showed that in general the entanglement spectrum of highly en-
tangled states contains much richer information than the von Neumann entropy. In
particular, it allows one to quantify the degree of randomness of a quantum states
beyond entropic diagnostics. Chapter 2 mainly focuses on highly excited eigenstates
of generic non-integrable Hamiltonians, which further undergo a transition from ther-
malizing phase to many-body localized phase upon introducing quenched disorders.
We show that the density of states of the entanglement spectrum typically feature a
two-component structure, with the information on the level of randomness contained
in the smallest singular values part. In Chapter 3, we further extend the discussion to
quantum quenches, and demonstrate that the different level spacing distributions of
the entanglement spectrum defines a notion of entanglement complexity, which can
be probed by the efficiency of disentangling a state without precise knowledge of the
time evolution operator. Motivated by the concept of entanglement complexity, in
Chapter 4 we study the dynamics of entanglement spectrum and quantify the degree
of randomness generated by scrambling in different random circuits of braids. These
results extend our understanding of quantum entanglement in many-body systems out
of equilibrium, and provide further insights into the rapidly growing field of quantum
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chaos and information scrambling.
In Part II, we present two novel architectures for quantum computation. Chap-
ter 5 dicusses alternatives to the intensively studied quantum adiabatic algorithm,
which could yield better performance for a given amount of computation time. As a
direct application of the Pontryagin’s minimum principle in optimal conrol theory, we
show that the optimal evolution protocol is of the bang-bang form. The advantage
of the optimal bang-bang protocol over the adiabatic algorithm remains even in the
presence of weak external noise and coupling to a thermal bath. Chapter 6 considers
the platform of topological quantum computation based on Majorana zero modes. We
propose a hierarchical construction of logical qubits using semiconducting Majorana
nanowire networks. This architectures allows Majorana zero modes to be adiabati-
cally braided in a meaningful and controllable manner. Both proposals we give are
promising within current experimental technologies, and are very likely realizable on
near-term devices.
We close by pointing out a few promising future directions.
7.1 Entanglement spectrum and operator spreading
The earliest definition of quantum chaos was formulated in terms of the random
matrix theory description of eigenenergy spectrum statistics. To resolve the exponen-
tially small energy level spacings of generic non-integrable Hamiltonians, the total
evolution time must be long accordingly. In this sense, this formulation may be
viewed as a late-time description of quantum chaotic systems. Recent revival of the
subject has been focusing on early-time diagnostics of quantum chaos, which leads to
the notion of out-of-time ordered correlators and operator spreading.
It has been shown that there exits a characteristic velocity known as the “butterfly
velocity” which governs the mutual information and local operator spreading [16,
130
34, 35]. Another characteristic velocity governing the rate of entanglement entropy
production known as the “entanglement velocity” has also been identified [16]. It
is thus natural to ask: what is the characteristic velocity or time scale governing
the dynamics of the entanglement spectrum? More precisely, what is the physical
meaning of the onset of level repulsion in the entanglement spectrum under time
evolution? How is this velocity related to operator spreading? These questions have
not been touched upon until very recently, when there is numerical evidence indicating
that the onset of level repulsion in the entanglement spectrum is also governed by
the butterfly velocity, and hence operator spreading [235, 236]. There is still lots of
work to be done along this direction to fully understand the entanglement features of
many-body systems in and out of equilibrium.
7.2 Variational quantum algorithms and implementation on
near-term devices
The bang-bang protocol was first proposed by Farhi et al. as an ingenious
guess [46, 182] motivated by its provable scaling for certain problems. We show
in this dissertation that this protocol is in fact optimal. However, there remains lots
of questions that we still barely understand. For example, what is the most efficient
way of implementing the outer-loop optimization algorithm classically? And more
fundamentally, how does the system manage to eliminate the excitations produced
during the evolution due to the lack of adiabaticity, such that the final state has
large overlap with the desired ground state? Can this protocol be used for preparing
topologically nontrivial states starting from trivial initial states?
Some of the above questions have been partially addressed since the work of
Chapter 5 (also ref. [237]). Powerful tools from reinforcement learning have been
employed to find the optimial protocol for a given problem, which also unveils the
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glassiness in the landscape of controls [238, 239]. Efficient heuristic algorithms for
the classical optimization step have been proposed based on an interesting finding
of the pattern in the optimal protocols [240]. Besides hard computational problems,
the bang-bang protocol has also been applied to preparing topologically nontrivial
states [241]. In certain cases, e.g. the transverse-field Ising model, the bang-bang
protocol can prepare the desired states with perfect fidelity, with the number of
iterations linear in system size [241, 242]. This perfect fidelity may indicate a so-far
unknown analytical solution of the protocol. Further insights can be gained along
this line of work.
7.3 Engineered phases of matter with full tunability
In Chapter 6 (also ref. [243]), we give an example of constructing logical Majoranas
from a network of nanowires. In a more general sense, our construction exemplifies
a way of engineering nontrivial phases of matter from smaller building blocks which
are themselves nontrivial. Theoretically, this philosophy has been taken in wire con-
structions of Abelian and non-Abelian topological phases in two and three dimen-
sions [244–248]. Experimentally, it is also possible to simulate nontrivial properties
of electronic systems using fabricated photonic crystals [249]. Engineered phases of
matter also have the advantage of full tunability as compared to real world materials.
While in our example, the emergent excitation has the same nature as the microscopic
constituents (i.e. they are both Majoranas), theoretically it has been shown that by
adding appropriate interactions, novel excitations different from the microscopic con-
stituents can also emerge. One can thus envision a plethora of novel phases of matter
not directly realizable in real world materials to be engineered artificially using simple
building blocks [250].
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