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Abstract
A new approach to the old-standing problem of the anomaly of the
scaling exponents of nonlinear models of turbulence has been proposed and
tested through numerical simulations. This is achieved by constructing,
for any given nonlinear model, a linear model of passive advection of an
auxiliary field whose anomalous scaling exponents are the same as the
scaling exponents of the nonlinear problem.
In this paper, we investigate this conjecture for the 2D Navier-Stokes
equations driven by an additive noise. In order to check this conjecture,
we analyze the coupled system Navier-Stokes/linear advection system in
the unknowns (u, w). We introduce a parameter λ which gives a system
(uλ, wλ); this system is studied for any λ proving its well posedness and
the uniqueness of its invariant measure µλ.
The key point is that for any λ 6= 0 the fields uλ and wλ have the same
scaling exponents, by assuming universality of the scaling exponents to
the force. In order to prove the same for the original fields u and w, we
investigate the limit as λ → 0, proving that µλ weakly converges to µ0,
where µ0 is the only invariant measure for the joint system for (u,w) when
λ = 0.
1 Introduction
We consider the stochastic Navier Stokes equations
(1)
∂u
∂t
− ν∆u+ (u · ∇)u = −∇p1 +
∂β1
∂t
, ∇ · u = 0
describing the motion of a fluid in a bounded domain D of Rd (d = 2, 3). Here,
u = u(t, ξ) is the velocity vector field, p = p(t, ξ) is the scalar pressure field and
ν > 0 is the viscosity. β1 = β1(t, ξ) is a Gaussian random field white in time,
subject to the restrictions imposed below on the space correlation. The velocity
field u is subject to some boundary condition and initial condition.
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Recently (see [1] and the references therein), it has been proposed that the
Navier-Stokes equation and a relevant linear advection model
(2)
∂w
∂t
− ν∆w + (u · ∇)w = −∇p2 +
∂β2
∂t
, ∇ · w = 0
have the same scaling exponents of their structure functions, even if their statis-
tics are different (i.e., in the ”jargon” of stochastic PDE’s their invariant mea-
sures are different). Here u is solution of equation (1); the noises β1 and β2 are
independent and identically distributed.
We recall the definition of structure function (see [18]): it is an ensemble
average of power of velocity differences across a lenght scale. If the velocity field
u is stationary in time, homogeneous and isotropic in space, the longitudinal
structure function is
(3) Spu(l) =
〈
{[u(t, lξˆ)− u(t, 0)] · ξˆ}p
〉
with ξ, ξ+ lξˆ ∈ D, p ∈ N and l ∈ R; ξˆ is a versor and we take the scalar product
of vectors in Rd.
For a turbulent field it is important to know how Spu(l) depends on l for
small l. The scaling exponents ζp are defined by
(4) Spu(l) ∝ l
ζp
and are assumed to be universal in the limit ν → 0 when l lies in the inertial
range η0ν
3/4 ≤ l ≤ l0 (see e.g. [18]); an equivalent definition is given by
(5) ζp = lim
l→0
logSpu(l)
log l
.
Notice that l → 0 implies also ν → 0.
[1] provides numerical evidence that both the 2D Navier-Stokes equations
and the Sabra shell model have the same scaling exponents of the corresponding
linear advection models. If this statement were true, then it would allow to re-
duce the establishement of the scaling exponents for the Navier-Stokes equations
(1) with d = 2 to the easier problem of the establishement of the scaling expo-
nents for the linear advection model (2). As far as the linear advection problem
is concerned, its scaling exponents show anomalous behavior (see, among the
others, [1, 2, 19] and the references therein).
It is then of interest to understand rigorously the properties of the joint
system
(6)

∂u
∂t
− ν∆u + (u · ∇)u = −∇p1 +
∂β1
∂t
,
∂w
∂t
− ν∆w + (u · ∇)w = −∇p2 +
∂β2
∂t
with the divergence free condition and the boundary condition. If it has a unique
invariant measure µ, then the ensemble averages are computed with respect to
this measure, i.e. for the linear advection model (2)
(7) Spw(l) =
∫∫
{[w(lξˆ)− w(0)] · ξˆ}pµ(du, dw)
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and for the Navier-Stokes equation (1)
(8) Spu(l) =
∫∫
{[u(lξˆ)− u(0)] · ξˆ}pµ(du, dw) ≡
∫
{[u(lξˆ)− u(0)] · ξˆ}pm(du)
being m(du) =
∫
µ(du, dw) the unique invariant measure for (1).
The analysis of system (6) has been performed by adding two terms (see [3]
and the references therein):
(9)

∂u
∂t
− ν∆u+ (u · ∇)u+ λ(w · ∇)u = −∇p1 +
∂β1
∂t
∂w
∂t
− ν∆w + (u · ∇)w + λ(w · ∇)w = −∇p2 +
∂β2
∂t
where λ ∈ R is a parameter. We denote by (uλ, wλ) its solution. For λ = 0 we
recover (6) and for λ = 1 system (9) is symmetric.
On the other hand, for any λ 6= 0, system (9) enjoys the following property:
setting vλ = λwλ and multiplying the second equation by λ, we have a per-
fectly symmetric system for the pair (uλ, vλ), except for the force and initial
conditions:
(10)

∂u
∂t
− ν∆u + (u · ∇)u+ (v · ∇)u = −∇p1 +
∂β1
∂t
∂v
∂t
− ν∆v + (u · ∇)v + (v · ∇)v = −λ∇p2 + λ
∂β2
∂t
with uλ(0) = u0 and v
λ(0) = λw0. Thus, assuming
1 the universality of the
scaling exponents to the force, it follows that uλ and vλ = λwλ have the same
scaling exponents for any λ 6= 0. Then the same consideration holds for the
couple (uλ, wλ) for any λ 6= 0; indeed, Sp
λwλ
(l) = λpSp
wλ
(l) and (5) gives the
same ζp for v
λ and wλ. The crucial point is to see if this holds also in the limit
as λ→ 0.
To this end, we shall investigate when there exists a unique invariant measure
µλ for (9) (for any λ ∈ R) and we shall prove that there exists a subsequence µλn
which converges to the unique invariant measure µ for system (6), as λn → 0.
We recall that the continuous dependence of the solutions to system (9) as λ→ 0
has been investigated rigorously in the context of certain nonlinear phenomeno-
logical shell model (see [3] for the deterministic case and [5] for the stochastic
case). Moreover, [5] considers the asymptotic dynamics (for large time) on the
attractor, proving the continuous dependence on λ of the attractor. Here we
address the continuous dependence of the invariant measure with respect to the
parameter λ for the stochastic 2D Navier-Stokes equations. We shall exploit
the fact that system (9) enjoys the same properties as the stochastic 2D Navier-
Stokes equations, in order to prove existence and uniqueness of an invariant
measure µλ.
The paper is organized as follows. Section 2 is devoted to introducing the
functional setting. It is split into subsections. We first introduce the functional
spaces and operators. Then, the stochastic external forces and assumptions
on the covariances of the noise are defined. Some properties of the Ornstein-
Uhlenbeck process are introduced. These auxiliary and known results will be
1The linear advection equation (2) has scaling exponents universal to the forcing, when
the forces act only on large scales (this has been investigated by physicists, see e.g. [2, 7, 11]).
Some numerical evidence shows the same for the nonlinear equation (1) (see [1]).
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used in Section 3 to prove the well posedness of (9) and the uniqueness of its
invariant measure for any λ ∈ R; the proofs are given along the same lines as
for the Navier-Stokes equations (1). In Section 4, we prove our main result,
i.e. the continuous dependence of the invariant measure µλ with respect to
the parameter λ is proved. We first prove that the unique invariant measure
µλ is tight; hence it has a limit m when λ → 0. Now, in order to prove that
the limit m is an invariant measure, we consider the stationary solutions of (9)
whose time marginals are µλ. Thanks to uniform estimates computed on these
stationary solutions, we prove their convergence when λ → 0 and that their
limit are stationary and their marginals are given by m. As a consequence, we
conclude that m is the unique invariant measure for (9) when λ = 0.
2 Notations and hypothesis
2.1 Functional setting
We define the functional setting to study the Navier-Stokes equations. From
now on, the spatial domain is the square D = [0, 2π]2 with periodic boundary
conditions.
As usual, in the periodic case we assume that the spatial mean of the vectors
we are dealing with is zero. This gives a simplification in the mathematical
treatment, but it does not prevent to consider non zero mean value vectors.
Actually, if we can analyze the problem for zero mean vectors then the problem
without this assumption can be dealt with in a similar way (see [25]).
Let Hs be the space of divergence free and periodic vector fields with mean
zero that belong to the Sobolev space [Hs(D)]2.
Let Π be the orthogonal projector in [L2(D)]2 ontoH0; then the Stokes operator
is defined as
Au = −Π∆u, ∀u ∈ D(A) = H2.
It is a closed positive unbounded self-adjoint operator in H with the inverse
A−1 which is a self-adjoint compact operator in H0; by the classical spectral
theorems there exists a sequence {γj}
∞
j=1 of eigenvalues of the Stokes operator
with 0 < γ1 ≤ γ2 ≤ . . . , corresponding to the eigenvectors ej ∈ D(A); {ej}j∈N
form an orthonormal basis in H0. We have that γj behaves like j for j → ∞.
The Stokes operator generates an analytic semigroup e−νtA in H0 and for each
s > 0 there exists a constant M > 0 (depending on s and ν) such that
‖e−νtAu‖Hs ≤
M
ts/2
‖u‖H0 , u ∈ H
0
for all t > 0.
We can define the fractional powersAp (p > 0) as linear unbounded operators
in H0 with
Apej = γ
p
j ej, D(A
p) = H2p.
Therefore we can characterize the Hilbert spaces Hs as
Hs = {u =
∞∑
j=1
ujej :
∞∑
j=1
γsju
2
j <∞}
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and we set
‖u‖2Hs =
∞∑
j=1
γsju
2
j .
Moreover, Hs1 is densely and compactly embedded in Hs2 for s1 > s2. Finally,
H−s denotes the dual of Hs, with duality bracket 〈·, ·〉. For s = 0 this is the
scalar product 〈u, v〉 =
∑
j ujvj in H
0.
Let b(·, ·, ·) be the trilinear form defined as
b(u, v, z) =
∫
D
([u(ξ) · ∇]v(ξ)) · z(ξ) dξ.
It is well known that there exists a continuous bilinear operator B(·, ·) : H1 ×
H1 −→ H−1 such that 〈B(u, v), z〉 = b(u, v, z) for all z ∈ H1. By the incom-
pressibility condition, we have
(11) 〈B(u, v), z〉 = −〈B(u, z), v〉 and 〈B(u, v), v〉 = 0
for u, v, z ∈ H1. Furthermore, there exist constants C and Cr such that
(12)

‖B(u, v)‖H−1 ≤ C‖u‖H
1
2
‖v‖
H
1
2
‖B(u, v)‖H0 ≤ C‖u‖H
1
2
‖v‖
H
3
2
for r ≥ 2 ‖B(u, v)‖H−1+r ≤ Cr‖u‖Hr‖v‖Hr
A more refined inequality holds: for r > 2
‖B(u, v)‖H−1+r ≤ C‖u‖H−1+r‖∇v‖H−1+r ≤ C‖u‖H−1+r‖v‖Hr
since H−1+r is a multiplicative algebra for r > 2. Since
‖B(u, v)‖H1 = ‖(u · ∇)v‖H1 ≤ ‖Du‖L4‖∇v‖L4 + ‖u‖L∞‖∇v‖H1
≤ C‖u‖
H
3
2
‖v‖
H
3
2
+ C‖u‖
H
3
2
‖v‖H2
≤ C‖u‖
H
3
2
‖v‖H2
these two latter inequalities are summarized in the last line of (12).
Finally, let us point out that we will use the same symbol C for different
constants, if they do not play an important role.
2.2 Stochastic driving force
As far as the stochastic forcing terms are concerned, we refer to [9] for the basic
results. Here we recall the main definitions and properties.
We introduce two independent H0-cylindrical Wiener processes β1 and β2
as follows:
(13) βi(t) =
∞∑
j=1
ω
(i)
j (t)ej ,
with (ω
(i)
j ) mutually independent standard (scalar) Wiener processes defined on
a filtered complete probability space (Ω,F , (Ft)t≥0,P).
Let G be a Hilbert-Schmidt operator in H0 and denote by R(G) its range and
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by ‖G‖HS its Hilbert-Schmidt norm (‖G‖
2
HS =
∑
j ‖Gej‖
2
H0). If we assume
that
R(G) ⊆ Hp
for some p ≥ 0, then each process Gβi takes values in C(R+;H
s) if
(14) p > s+ 1.
Indeed this is equivalent to A
s
2Gβi taking values in C(R+;H
0). Notice that
A
s
2G = A
s−p
2 (A
p
2G); therefore, by assuming that A
p
2G is a bounded operator
in H0, we get that A
s
2G is a Hilbert-Schmidt operator if A
s−p
2 is so. This hap-
pens under assumption (14), since ‖A
s−p
2 ‖2HS =
∑
j ‖A
s−p
2 ej‖
2
H0 =
∑
j γ
s−p
j ∼∑
j j
s−p and the latter series is convergent iif (14) is fulfilled.
From now on, we assume that
∃ ε > 0 : R(G) ⊆ H1+ε.
This implies that Gβi ∈ C(R+;H
0), P-a.s..
Projecting the equations of (9) onto H0, we get rid of the pressure terms
and the following abstract formulation is obtained
(15)
duλ(t) + [νAuλ(t) +B(uλ(t), uλ(t)) + λB(wλ(t), uλ(t))]dt = Gdβ1(t), t > 0
dwλ(t) + [νAwλ(t) +B(uλ(t), wλ(t)) + λB(wλ(t), wλ(t))]dt = Gdβ2(t), t > 0
uλ(0) = u0
wλ(0) = w0
with initial conditions u0, w0 ∈ H
0.
The Cauchy problem is studied on any finite time interval [0, T ].
2.3 Compact form of the system
Now we write this system in a compact form. Define H˜s = Hs × Hs. If
x = (x1, x2) ∈ H˜
0 and y = (y1, y2) ∈ H˜0, we define the scalar product in H˜
0 as
< x, y >=< x1, y1 > + < x2, y2 >
and the norms in H˜s as
‖x‖2
H˜s
= ‖x1‖
2
Hs + ‖x2‖
2
Hs , x = (x1, x2) ∈ H˜
s.
We define the linear operator A˜ : H˜2 ⊂ H˜0 → H˜0 as A˜x =
(
Ax1, Ax2
)
. As
a consequence, A˜ is nonnegative and selfadjoint.
For every λ ∈ R, we define the bilinear operator B˜λ as
(16) B˜λ (x, y) =
(
B(x1, y1) + λB(x2, y1), B(x1, y2) + λB(x2, y2)
)
,
By (11), (12) and (16), we have
Lemma 2.1 For any x, y, z ∈ H˜1 we have
〈B˜λ(x, y), z〉 = −〈B˜λ(x, z), y〉, 〈B˜λ(x, y), y〉 = 0.
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Moreover
i) there is a constant C > 0 such that for any λ ∈ R
‖B˜λ(x, y)‖H˜−1 ≤ C(1 + |λ|)‖x‖H˜
1
2
‖y‖
H˜
1
2
;
ii) there is a constant C > 0 such that for any λ ∈ R
‖B˜λ(x, y)‖H˜0 ≤ C(1 + |λ|)‖x‖H˜
1
2
‖y‖
H˜
3
2
;
iii) for any r ≥ 2 there is a constant Cr > 0 such that for any λ ∈ R
‖B˜λ(x, y)‖H˜−1+r ≤ Cr(1 + |λ|)‖x‖H˜r‖y‖H˜r .
Actually the latter estimate comes from
(17) ‖B˜λ(x, y)‖H˜1 ≤ C(1 + |λ|)‖x‖H˜
3
2
‖y‖H˜2
and, for r ≥ 3, r ∈ N
(18) ‖B˜λ(x, y)‖H˜−1+r ≤ Cr(1 + |λ|)‖x‖H˜r−1‖y‖H˜r .
Hence, we write (15) in more compact form as
(19)
{
du˜λ(t) + [νA˜u˜λ(t) + B˜λ
(
u˜λ(t), u˜λ(t)
)
]dt = G˜dβ˜(t), t > 0
u˜λ(0) = x˜
where u˜λ = (uλ, wλ) and G˜β˜ =
(
Gβ1, Gβ2
)
.
The following definition of solution for (19) is given
Definition 2.2 A stochastic process u˜λ is a generalized solution in [0, T ] of
system (19) if
u˜λ ∈ C([0, T ]; H˜0) ∩ L2(0, T ; H˜1)
P-a.s. and equation (19) is satisfied P-a.s. in the integral sense
〈u˜λ(t), φ〉+ ν
∫ t
0
〈A˜
1
2 u˜λ(s), A˜
1
2φ〉ds+
∫ t
0
〈B˜λ(u˜λ(s), u˜λ(s)), φ〉 ds =
= 〈x˜, φ〉+ 〈G˜β˜(t), φ〉
for all t ∈ [0, T ] and all φ ∈ H˜1.
This definition involves stronger regularity than in [14]-[15], but in those
papers one looked for the minimal assumption on the noise to define a solution.
But here we are interested in more regular solutions; for this reason we shall
assume that G is an Hilbert-Schmidt operator in H0 and so we avoid some
technicalities of [14]-[15], required to deal with solutions of low space regularity.
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2.4 Ornstein-Uhlenbeck Process
Let us define the Ornstein-Uhlenbeck equation
(20) dzi(t) + νAzi(t) dt = Gdβi(t).
We consider its mild solution
(21) zi(t) = e
−νAtzi(0) +
∫ t
0
e−νA(t−s)Gdβi(s)
whose regularity is given in ths following proposition (see [8]).
Proposition 2.3 Let G : H0 → H0 be a linear bounded operator such that
R(G) ⊆ Hα+ε for some α, ε > 0. Then, given any initial value zi(0) ∈ H
α,
there exists a version of the Ornstein-Uhlenbeck process (21) whose paths are in
C([0,∞[;Hα), P-a.s..
Therefore, from now on our assumption on the covariance of the noises is
given by
[H0] G : H0 → H0 is a linear bounded operator such that R(G) ⊆ H1+ε for
some ε > 0
This implies that G is an Hilbert-Schmidt operator in H0.
Notice here that the mild solution of the Ornstein-Uhlenbeck equation is
also a weak solution (in the PDE sense). We refer to [9] (Theorem 5.4).
3 Ergodicity
In this section we deal with fixed λ, arbitrary chosen in R. For the evolu-
tion problem (19), we will prove first that if the initial data x˜ ∈ H˜0 and
H0 is fulfilled, then there exists a unique generalized solution, which is a
strong solution in the probabilistic sense. This unique solution is a time-
homogeneous Markov process in H˜0. Then, we define the transition functions
Pλ(t, x˜,Γ) := P{u˜λ(t; u˜λ(0) = x˜) ∈ Γ} for any t ≥ 0, x˜ ∈ H˜0 and Borel subset
Γ of H˜0; the associated Markov semigroup is
(Pλt ψ)(x˜) = E[ψ(u
λ(t; u˜λ(0) = x˜))].
For each t, Pλt maps Borelian bounded functions Bb(H˜
0) in themselves; it is
said to be Feller if it maps continuous bounded functions in themselves, i.e.
Pλt : Cb(H˜
0)→ Cb(H˜
0). Going further, invariant measures will be investigated,
that is measures µλ such that∫
ψ dµλ =
∫
Pλt ψ dµ
λ
for any t > 0 and ψ ∈ Cb(H˜
0). We will prove that there exists a unique invariant
measure for equation (19).
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3.1 Well posedness
In this section we prove existence, uniqueness and continuous dependence of
the solution on the intial data for system (9). The result is a classical one,
since we are in a two dimensional spatial domain. We shall first prove existence
of a martingale solution. Then pathwise uniqueness and continous dependence
of the solution on the intial data. Pathwise uniqueness implies that we have
actually a strong solution in the probabilistic sense.
Our procedure is to work pathwise, as in [15] and [14], whereas [6] and [26]
(Ch X) look for mean square estimates. In this way we get better regularity for
the paths, i.e. u˜λ ∈ C([0, T ]; H˜0) and not only u˜λ ∈ L∞(0, T ; H˜0).
Proposition 3.1 Assume H0.
Then, for any time interval [0, T ] and any initial condition x ∈ H˜0 there exists a
unique strong generalized solution u˜λ of equation (19) over [0, T ] with the initial
condition u˜λ(0) = x˜, satisfying P-a.s.
u˜λ ∈ C([0, T ]; H˜0) ∩ L2(0, T ; H˜1).
The process u˜λ is a Markov and Feller process in H˜0.
Proof. The proof relies on a priori estimates for the Ornstein-Uhlenbeck process
z˜, solving the linear equation
dz˜(t) + νA˜z˜(t) dt = G˜dw˜(t); z˜(0) = 0
(so z˜ = (z1, z2) with zi ∈ C([0,∞[;H
1)) a.s., see (20)) and the auxiliary process
v˜λ = u˜λ − z˜, solving the deterministic equation
dv˜λ
dt
(t) + νA˜v˜λ(t) + B˜λ(v˜λ(t) + z˜(t), v˜λ(t) + z˜(t)) = 0; v˜λ(0) = x˜
with random coefficients. The equation for v˜λ is equivalent to
(22)
dv˜λ
dt
(t) + νA˜v˜λ(t) + B˜λ(v˜λ(t), v˜λ(t)) + B˜λ(v˜λ(t), z˜(t)) + B˜λ(z˜(t), v˜λ(t))
= −B˜λ(z˜(t), z˜(t))
Local existence is easy to prove, since the nonlinearity is locally Lipschitz.
Therefore it is enough to get apriori estimates to show that this solution ex-
ists on the whole time interval [0, T ]. Actually, one should first work with the
finite-dimensional (Galerkin) approximation and then pass to the limit; we omit
this details since they are classical (see, e.g., [24], [25]).
We take the H˜0-scalar product of equation (22) with v˜λ and use that H˜1/2 ⊂
[L4(D)]2 and by interpolation ‖v‖H˜1/2 ≤ C‖v‖
1/2
H˜0
‖v‖
1/2
H˜1
. Therefore, by taking
into account Lemma 2.1 we get
1
2
d
dt‖v˜
λ(t)‖2
H˜0
+ ν‖v˜λ(t)‖2
H˜1
= −〈B˜λ(v˜λ(t), z˜(t)), v˜λ(t)〉 − 〈B˜λ(z˜(t), z˜(t)), v˜λ(t)〉
≤ (1 + |λ|)‖v˜λ(t)‖2L4‖z˜(t)‖H˜1 + (1 + |λ|)‖z˜(t)‖L4‖z˜(t)‖H˜1‖v˜
λ(t)‖L4
≤ C(1 + |λ|)‖v˜λ(t)‖H˜0‖v˜
λ(t)‖H˜1‖z˜(t)‖H˜1 + C(1 + |λ|)‖v˜
λ(t)‖H˜1‖z˜(t)‖
2
H˜1
≤
ν
2
‖v˜λ(t)‖2
H˜1
+ Cν(1 + λ
2)‖z˜(t)‖2
H˜1
‖v˜λ(t)‖2
H˜0
+ Cν(1 + λ
2)‖z˜(t)‖4
H˜1
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where we have used Young inequality in the latter step. Thus
(23)
d
dt
‖v˜λ(t)‖2
H˜0
+ ν‖v˜λ(t)‖2
H˜1
≤ C‖z˜(t)‖2
H˜1
‖v˜λ(t)‖2
H˜0
+ C‖z˜(t)‖4
H˜1
where the constant C depends on ν and λ and is uniformly bounded for λ in a
bounded set. Gronwall lemma applied to
d
dt
‖v˜λ(t)‖2
H˜0
≤ C‖z˜(t)‖2
H˜1
‖v˜λ(t)‖2
H˜0
+ C‖z˜(t)‖4
H˜1
gives
sup
0≤t≤T
‖v˜λ(t)‖2
H˜0
≤ ‖x˜‖2
H˜0
e
∫
T
0
C‖z˜(t)‖2
H˜1
dt + C
∫ T
0
e
∫
s
0
C‖z˜(r)‖2
H˜1
dr‖z˜(s)‖4
H˜1
ds
where the r.h.s. is finite, sinceH0 grants that the paths of z˜ are in C([0, T ]; H˜1),
P-a.s.. Integrating in time (23) we get
ν
∫ T
0
‖v˜λ(t)‖2
H˜1
dt ≤ ‖x˜‖2
H˜0
+C
(
sup
0≤t≤T
‖v˜λ(t)‖2
H˜0
)∫ T
0
‖z˜(t)‖2
H˜1
dt+C
∫ T
0
‖z˜(t)‖4
H˜1
dt
where the r.h.s. is finite.
In this way one gets v˜λ ∈ L∞(0, T ; H˜0) ∩ L2(0, T ; H˜1) and u˜λ = v˜λ +
z˜ ∈ L∞(0, T ; H˜0) ∩ L2(0, T ; H˜1). The continuity in time comes from the time
regularity of v˜λ. First we notice that
‖B˜λ(u, u)‖H˜−1 = sup
‖φ‖H˜1≤1
|〈B˜λ(u, u), φ〉| = sup
‖φ‖H˜1≤1
|〈B˜λ(u, φ), u〉|
≤ C(1 + |λ|)‖u‖H˜0‖u‖H˜1
and therefore B˜λ(u˜λ, u˜λ) ∈ L2(0, T ; H˜−1). Thus for the time derivative we get
dv˜λ
dt (t) = −A˜v˜
λ(t) − B˜λ(u˜λ(t), u˜λ(t)) ∈ L2(0, T ; H˜−1). This implies (see [24])
that v˜λ ∈ C([0, T ]; H˜0).
Given the existence of a process u˜λ whose paths are in C([0, T ]; H˜0) ∩
L2(0, T ; H˜1), P-a.s., we easily get pathwise uniqueness and continuous depen-
dence on the initial data. Let u˜λ,(1) and u˜λ,(2) be two solutions of (19) with
initial data x˜(1) and x˜(2) respectively. Denote their difference by Uλ = u˜λ,(1) −
u˜λ,(2). Since the noise is additive, the unknown Uλ satisfies a deterministic
equation:
dUλ
dt
(t) + νA˜Uλ(t) + B˜λ(u˜λ,(1)(t), u˜λ,(1)(t))− B˜λ(u˜λ,(2)(t), u˜λ,(2)(t)) = 0
i.e.
(24)
dUλ
dt
(t) + νA˜Uλ(t) + B˜λ(Uλ(t), u˜λ,(1)(t)) + B˜λ(u˜λ,(2)(t), Uλ(t)) = 0.
With estimates as before, we get
1
2
d
dt
‖Uλ(t)‖2
H˜0
+ ν‖Uλ(t)‖2
H˜1
= −〈B˜λ(Uλ(t), u˜λ,(1)(t)), Uλ(t)〉
≤ (1 + |λ|)‖Uλ(t)‖2L4‖u˜
λ,(1)(t)‖H˜1
≤ C(1 + |λ|)‖Uλ(t)‖H˜0‖U
λ(t)‖H˜1‖u˜
λ,(1)(t)‖H˜1
≤
ν
2
‖Uλ(t)‖2
H˜1
+ Cν(1 + λ
2)‖u˜λ,(1)(t)‖2
H˜1
‖Uλ(t)‖2
H˜0
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From Gronwall lemma we get
sup
t∈[0,T ]
‖Uλ(t)‖2
H˜0
≤ ‖Uλ(0)‖2
H˜0
eCν(1+λ
2)
∫ T
0
‖u˜λ,(1)(s)‖2
H˜1
ds
giving continuous dependence on the initial data. When Uλ(0) = 0, this gives
‖Uλ(t)‖H˜0 = 0 for all t > 0 and proves pathwise uniqueness.
The pathwise continuous dependence on the initial data
u˜λ,(2) → u˜λ,(1) in C([0, T ]; H˜0) if x(2) → x(1) in H˜0
gives the Feller property in H˜0. Indeed, given a continuous function ψ : H˜0 → R
we have P-a.s. that ψ(u˜λ,(2)(t)) → ψ(u˜λ,(1)(t)) as x(2) → x(1) in H˜0; since
ψ is bounded, by dominated convergence we get the convergence also when
we take the mathematical expectation, i.e. Pλt ψ(x
(2)) = E[ψ(u˜λ,(2)(t))] →
E[ψ(u˜λ,(1)(t))] = Pλt ψ(x
(1)). ✷
We have a regularity result.
Proposition 3.2 Assume R(G) ⊆ H
3
2+ε for some ε > 0. Then for arbitrary
x˜ ∈ H˜1, there exists a unique process u˜λ solution to system (19) over [0, T ] with
the initial condition u˜λ(0) = x˜, such that
u˜λ ∈ C([0, T ]; H˜1) ∩ L4(0, T ; H˜
3
2 )
P−a.s.; it is a Markov and Feller process in H˜1.
Proof. By assumption we have z˜ ∈ C([0, T ]; H˜
3
2 ), P-a.s.. We study the regu-
larity of v˜λ. We take the H˜0-scalar product of equation (22) with A˜v˜λ. Then
1
2
d
dt‖v˜
λ(t)‖2
H˜1
+ ν‖v˜λ(t)‖2
H˜2
= −〈B˜λ(v˜λ(t) + z˜(t), v˜λ(t) + z˜(t)), A˜v˜λ(t)〉
≤ ‖B˜λ(v˜λ(t) + z˜(t), v˜λ(t) + z˜(t))‖H˜0‖v˜
λ(t)‖H˜2
We use the bilinearity, the estimates of Lemma 2.1 and the interpolation
estimates:
‖B˜λ(v˜λ + z˜,v˜λ + z˜)‖H˜0
≤ C(1 + |λ|)(‖v˜λ‖H˜1/2‖v˜
λ‖H˜3/2 + ‖v˜
λ‖H˜3/2‖z˜‖H˜3/2 + ‖z˜‖
2
H˜3/2
)
≤ C(1 + |λ|)(‖v˜λ‖
1/2
H˜0
‖v˜λ‖H˜1‖v˜
λ‖
1/2
H˜2
+ ‖v˜λ‖
1/2
H˜1
‖v˜λ‖
1/2
H˜2
‖z˜‖
H˜
3
2
+ ‖z˜‖2
H˜
3
2
)
So, by Young inequality
‖B˜λ(v˜λ + z˜,v˜λ + z˜)‖H˜0‖v˜
λ‖H˜2
≤ C(1 + |λ|)(‖v˜λ‖
1/2
H˜0
‖v˜λ‖H˜1‖v˜
λ‖
3/2
H˜2
+ ‖v˜λ‖
1/2
H˜1
‖v˜λ‖
3/2
H˜2
‖z˜‖
H˜
3
2
+ ‖z˜‖2
H˜
3
2
‖v˜λ‖H˜2)
≤
ν
2
‖v˜λ‖2
H˜2
+ Cν(1 + λ
2)
[
(‖v˜λ‖2
H˜0
‖v˜λ‖2
H˜1
+ ‖z˜‖4
H˜
3
2
)‖v˜λ‖2
H˜1
+ ‖z˜‖4
H˜
3
2
]
Therefore, with g := ‖v˜λ‖2
H˜0
‖v˜λ‖2
H˜1
+‖z˜‖4
H˜
3
2
∈ L1(0, T ) by the previous Propo-
sition, we have
(25) ddt‖v˜
λ(t)‖2
H˜1
+ν‖v˜λ(t)‖2
H˜2
≤ Cν(1+λ
2)g(t)‖v˜λ(t)‖2
H˜1
+Cν(1+λ
2)‖z˜(t)‖4
H˜
3
2
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and as before we get
sup
0≤t≤T
‖v˜λ(t)‖2
H˜1
≤ ‖x˜‖2
H˜1
eCν(1+λ
2)
∫ T
0
g(t)dt+Cν(1+λ
2)
∫ T
0
eCν(1+λ
2)
∫ T
0
g(t)dt‖z˜(t)‖4
H˜
3
2
dt
and integrating in time (25) we get
ν
∫ T
0
‖v˜λ(t)‖2
H˜1
dt ≤ ‖x˜‖2
H˜1
+Cν(1+λ
2)
[
sup
0≤t≤T
‖v˜λ(t)‖2
H˜1
∫ T
0
g(t)dt+
∫ T
0
‖z˜(t)‖4
H˜
3
2
dt
]
.
With these bounds on the L∞(0, T ; H˜1) and L2(0, T ; H˜2)-norms, we can get
estimates for the time derivative, i.e. dv˜
λ
dt ∈ L
2(0, T ; H˜0), in order to conclude
the proof as before.
Since v˜λ ∈ C([0, T ]; H˜1) ∩ L2(0, T ; H˜2) ⊂ L4(0, T ; H˜
3
2 ) and by Proposition
2.3 z˜ ∈ C([0, T ]; H˜
3
2 ), we get that u˜λ ∈ C([0, T ]; H˜1) ∩ L4(0, T ; H˜
3
2 ).
The continuous dependence on the initial data is obtained as in the previous
proposition. Let as consider two solutions with different initial data and the
equation (24) for the difference. Then, with usual procedure and using Lemma
2.1
1
2
d
dt
‖Uλ(t)‖2
H˜1
+ ν‖Uλ(t)‖2
H˜2
= −〈B˜λ(Uλ(t), u˜λ,(1)(t)) + B˜λ(u˜λ,(2)(t), Uλ(t)), A˜Uλ(t)〉
≤ ‖B˜λ(Uλ(t), u˜λ,(1)(t)) + B˜λ(u˜λ,(2)(t), Uλ(t))‖H˜0‖U
λ(t)‖H˜2
≤ C(1 + |λ|)
(
‖Uλ(t)‖
H˜
1
2
‖u˜λ,(1)(t)‖
H˜
3
2
+ ‖u˜λ,(2)(t)‖
H˜
1
2
‖Uλ(t)‖
H˜
3
2
)
‖Uλ(t)‖H˜2
≤ C(1 + |λ|)
(
‖u˜λ,(1)(t)‖
H˜
3
2
+ ‖u˜λ,(2)(t)‖
H˜
3
2
)
‖Uλ(t)‖
H˜
3
2
‖Uλ(t)‖H˜2
≤ C(1 + |λ|)
(
‖u˜λ,(1)(t)‖
H˜
3
2
+ ‖u˜λ,(2)(t)‖
H˜
3
2
)
‖Uλ(t)‖
1
2
H˜1
‖Uλ(t)‖
3
2
H˜2
≤
ν
2
‖Uλ(t)‖2
H˜2
+ C(1 + λ2)
(
‖u˜λ,(1)(t)‖4
H˜
3
2
+ ‖u˜λ,(2)(t)‖4
H˜
3
2
)
‖Uλ(t)‖2
H˜1
.
Using Gronwall lemma, with usual procedure we get
‖u˜λ,(1) − u˜λ,(2)‖C([0,T ];H˜1) ≤ C‖x˜
(1) − x˜(2)‖H˜1
for a suitable constant depending on T, λ, ν and ‖u˜λ,(i)‖
L4(0,T ;H˜
3
2 )
, i = 1, 2.
This gives continuous dependence on the initial data and thus Feller property
in H˜1. ✷
The previous results are classical and we could have skipped the details of the
proof, quoting previous results for stochastic 2D Navier-Stokes equations. We
have given all the details in order to show that the technique used in previous
papers for the stochastic 2D Navier-Stokes equations is successful also for our
system (19). With this remark in mind, we can now state another regularity
result, based on the technique of [13], thanks to the properties (17)-(18) of the
bilinear operator B˜λ.
Proposition 3.3 Let α ∈ N, α ≥ 2.
Assume R(G) ⊆ Hα+ε for some ε > 0. Then for arbitrary x˜ ∈ H˜α, there exists
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a unique process u˜λ solution to system (19) over [0, T ] with the initial condition
u˜λ(0) = x˜, such that
u˜λ ∈ C([0, T ]; H˜α)
P−a.s.; it is a Markov and Feller process in H˜α.
We recall that Hα ⊂ [C(D)]2 for α > 1. Therefore, by means of the latter
Proposition we can define (for each fixed time and space) the quantity u˜λ(t, lξˆ)−
u˜λ(t, 0) appearing in the structure functions (for λ 6= 0 and for λ = 0 as well).
3.2 Existence of invariant measures
The existence of an invariant measure is obtained by means of Krylov-Bogoliubov
method (see e.g. [10]). This requires Feller property in H˜0 and a tightness re-
sult. In particular, following Chow (see Theorem 2.2 in [6]) it is enough to prove
the tightness for the time averages in the following form
(26) lim
R→∞
sup
T>T0
1
T
∫ T
0
P{‖u˜λ(t)‖H˜1 > R}dt = 0.
for some T0 > 0. This provides that there exists an invariant measure with
support in H˜1.
To prove it, we first show that the solution u˜λ on the time interval [0, T ]
fulfills
(27) E‖u˜λ(t)‖2
H˜0
+ 2νE
∫ t
0
‖u˜λ(s)‖2
H˜1
ds = ‖x˜‖2
H˜0
+ 2‖G‖2HS t
for any t ∈ (0, T ]. This can be done as in [26] (Theorem 1.2, Ch X), by means of
Itoˆ formula for d‖u˜λ(t)‖2
H˜0
; indeed, assumingH0 and using 〈B˜λ(u˜λ, u˜λ), u˜λ〉 = 0
for u˜λ ∈ H˜1, we get
‖u˜λ(t)‖2
H˜0
+ 2ν
∫ t
0
‖u˜λ(s)‖2
H˜1
ds = ‖x˜‖2
H˜0
+ 2
∫ t
0
〈u˜λ(s), G˜dβ˜(s)〉+ 2‖G‖2HS t
and we can proceed as in [26] to obtain (27).
Now, taking the solution of (19) on the time interval [0, T ] with x˜ = 0,
relationship (27) becomes
E‖u˜λ(T )‖2
H˜0
+ 2νE
∫ T
0
‖u˜λ(s)‖2
H˜1
ds = 2‖G‖2HS T
giving
1
T
∫ T
0
E‖u˜λ(t)‖2
H˜1
dt ≤
1
ν
‖G‖2HS .
Then, by Chebyshev inequality we have
1
T
∫ T
0
P{‖u˜λ(t)‖H˜1 > R}dt ≤
1
T
∫ T
0
1
R2
E‖u˜λ(t)‖2
H˜1
dt ≤
1
R2
‖G‖2HS
ν
proving (26).
Therefore we have proven the following result.
Theorem 3.4 Assume H0.
Then, there exists at least one invariant measure µλ for system (19). Moreover
µλ(H˜1) = 1.
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3.3 Uniqueness of invariant measures
In this section we prove that there exists a unique invariant measure µλ and its
support is in [C(D)]2, which is important to define the structure functions as
we explained after Proposition 3.3. We actually prove that µλ(H˜2) = 1 under
suitable assumption on the covariance of the noise.
Uniqueness of the invariant measure can be proven by different methods (see
[22]). Here we follow [10]: we fix α ≥ 2 (as in Proposition 3.3) and show that the
Markov semigroup {Pλt }t≥0 is irreducible and strong Feller in H˜
α. By means
of Khasminski and Doob theorems we get uniqueness of the invariant measure,
which is strongly mixing and equivalent to all the transition functions.
Let us recall the definitions. Irreducibility in H˜α means that Pλ(t, x˜,Γ) > 0
for any t > 0, x˜ ∈ H˜α and open non-empty subset Γ of H˜α. The Markov
semigroup is strongly Feller in H˜α if Pλt : Bb(H˜
α)→ Cb(H˜
α) for any t > 0.
We shall prove in the next two subsections the following result, for each fixed
λ ∈ R and α ∈ N, α ≥ 2.
Theorem 3.5 Assume that the operator G is injective and there exists ε > 0
such that
Hα+1 ⊆ R(G) ⊆ Hα+ε.
Then the Markov semigroup Pλt is irreducible and strongly Feller in H˜
α. There-
fore there exists a unique invariant measure µλ of the equation (19); it is sup-
ported on H˜α, it is equivalent to each transition probability Pλ(t, x˜, ·) and
(28) lim
t→+∞
Pλ(t, x˜,Γ) = µλ(Γ) ∀Γ ∈ B(H˜α)
for arbitrary x˜ ∈ H˜α.
We will obtain this result by merging Propositions 3.7 and 3.9. Notice that
if Hα+1 ⊆ R(G) ⊆ Hα+ε then R(G) is dense in Hα, since Hα+1 is densely
embedded into Hα.
For example, our assumption is fulfilled if we choose G = A−p with p > 1; in
this case R(G) = H2p and therefore there exists an integer α ≥ 2 for which the
assumptions of Theorem 3.5 are fulfilled. This gives a full noise with suitable
space regularity. Otherwise, one could prove uniqueness of the invariant measure
with a degenerate noise as in [20, 21].
We divide the proof into two parts; first, we consider irreducibility and then
the strong Feller property.
3.3.1 Irreducibility
Irreducibility in H˜α means that, starting from any x˜ ∈ H˜α, there is a strictly
positive probability to be at any time t > 0 in any non-empty open subset of H˜α.
It is enough to check it for any open ball B(y˜, ρ) = {x˜ ∈ H˜α : ‖x˜− y˜‖H˜α < ρ}.
Therefore we have to check that
Pλ (t, x˜, B(y˜, ρ)) ≡ P{‖u˜λ(t; u˜λ(0) = x˜)− y˜‖H˜α < ρ} > 0
for any x˜, y˜ ∈ H˜α and t, ρ > 0. We proceed as in [17, 12].
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We define u˜∗ : [0, t]→ H˜
α linking x˜ to y˜ as
u˜∗(s) =

e−sA˜x˜ s ∈ [0, 14 t]
e−(t−s)A˜y˜ s ∈ [ 34 t, t]
u˜∗(
t
4 ) +
s− t4
t
2
(
u˜∗(
3
4 t)− u˜∗(
1
4 t)
)
s ∈] 14 t,
3
4 t[
This belongs to C([0, t]; H˜α). Then we consider the (unique) solution v˜λ∗ of
dv˜λ∗
dt
(t) + νA˜v˜λ∗ (t) = −B˜
λ(u˜∗(t), u˜∗(t)); v˜
λ
∗ (0) = x˜
By Lemma 2.1 the r.h.s. belongs to C([0, t]; H˜α−1). Then v˜λ∗ ∈ C([0, t]; H˜
α) ∩
L2(0, t; H˜α+1). Finally we set z˜λ∗ = u˜∗−v˜
λ
∗ ∈ C([0, t]; H˜
α) and thus the equation
fulfilled by v˜λ∗ can be written also as
dv˜λ∗
dt
+ νA˜v˜λ∗ + B˜
λ(v˜λ∗ + z˜
λ
∗ , v˜
λ
∗ + z˜
λ
∗ ) = 0; v˜
λ
∗ (0) = x˜
Now we prove a continuous dependence of v˜λ on z˜ in equation (22). This is
a deterministic result and is proven for any integer α ≥ 2.
Lemma 3.6 We are given x˜ ∈ H˜α and z˜1, z˜2 ∈ C([0, T ]; H˜
α). Let v˜λi ∈
C([0, T ]; H˜α) be the solution of
dv˜λi
dt
(t) + νA˜v˜λi (t) + B˜
λ(v˜λi (t) + z˜i(t), v˜
λ
i (t) + z˜i(t)) = 0, v˜
λ
i (0) = x˜
for i = 1, 2. Then, there exists a constant C (depending on T, ν, λ, ‖v˜λ1 + z˜1‖
2
H˜α
and ‖v˜λ2 + z˜2‖
2
H˜α
) such that
‖v˜λ1 − v˜
λ
2 ‖C([0,T ];H˜α) ≤ C‖z˜1 − z˜2‖C([0,T ];H˜α).
Proof. Set V˜ λ = v˜λ1 − v˜
λ
2 and Z˜ = z˜1 − z˜2. Then V˜
λ satisfies
(29)
dV˜ λ
dt
(t) + νA˜V˜ λ(t) + B˜λ(V˜ λ(t) + Z˜(t), v˜λ2 (t) + z˜2(t))
+ B˜λ(v˜λ1 (t) + z˜1(t), V˜
λ(t) + Z˜(t)) = 0
with V˜ λ(0) = 0. We multiply this equation by A˜αV˜ λ(t) and integrate on the
domain:
(30)
1
2
d
dt
‖V˜ λ(t)‖2
H˜α
+ ν‖V˜ λ(t)‖2
H˜α+1
=
〈A˜
α−1
2 [B˜λ(V˜ λ(t)+Z˜(t), v˜λ2 (t)+z˜2(t))+B˜
λ(v˜λ1 (t)+z˜1(t), V˜
λ(t)+Z˜(t))], A˜
α+1
2 V˜ λ(t)〉.
We estimate the bilinear terms by means of Lemma 2.1 iii)
‖B˜λ(V˜ λ + Z˜, v˜λ2 + z˜2) + B˜
λ(v˜λ1 + z˜1, V˜
λ + Z˜)‖H˜α−1
≤ C
[
‖v˜λ1 + z˜1‖H˜α + ‖v˜
λ
2 + z˜2‖H˜α
]
‖V λ + Z˜‖H˜α
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so that the r.h.s. is bounded by
C
[
‖v˜λ1 + z˜1‖H˜α + ‖v˜
λ
2 + z˜2‖H˜α
]
‖V λ + Z˜‖H˜α‖V
λ‖H˜α+1 .
By Young inequality this is bounded by
ν
2
‖V λ‖2
H˜α+1
+ Cν
[
‖v˜λ1 + z˜1‖
2
H˜α
+ ‖v˜λ2 + z˜2‖
2
H˜α
]
‖V λ + Z˜‖2
H˜α
.
Therefore, setting φ = ‖v˜λ1 + z˜1‖
2
H˜α
+ ‖v˜λ2 + z˜2‖
2
H˜α
∈ C([0, T ]), we obtain
d
dt
‖V˜ λ(t)‖2
H˜α
≤ Cφ(t)‖V λ(t)‖2
H˜α
+ Cφ(t)‖Z˜(t)‖2
H˜α
.
Since V˜ λ(0) = 0, Gronwall lemma gives the required result. ✷
Since u˜λ− u˜∗ = v˜
λ− v˜λ∗ + z˜− z˜
λ
∗ , from the triangle inequality and the latter
lemma it follows that there exists a constant C˜ such that
‖u˜λ − u˜∗‖C([0,t];H˜α) ≤ C˜‖z˜ − z˜
λ
∗ ‖C([0,t];H˜α).
Now we come back to estimate P{‖u˜λ(t; u˜λ(0) = x˜)− y˜‖H˜α < ρ}. Since the
inital data is always x˜, in the sequel we drop it for simplicity. We have
{‖u˜λ(t)− y˜‖H˜α < ρ} = {‖u˜
λ(t)− u˜∗(t)‖H˜α < ρ}
⊇ {‖u˜λ − u˜∗‖C([0,t];H˜α) < ρ}
⊇ {‖z˜ − z˜λ∗‖C([0,t];H˜α) <
ρ
C˜
}
(31)
where u˜λ, z˜ are processes and u˜∗, z˜
λ
∗ are deterministic functions. We want
to show that the latter term is strictly positive. Properties of the Ornstein-
Uhlenbeck process z˜ have been given in Proposition 2.3. If we assume in addi-
tion that R(G) is dense in H˜α, then by Proposition 2.7. in [23] we have that the
closure of the support law of is C0([0, t]; H˜
α) (when the subscript 0 denotes that
the initial value vanishes). Therefore the law of the process z˜ is a full measure
in C0([0, t]; H˜
α), i.e.
P{‖z˜ − ζ˜‖C([0,t];H˜α) < r} > 0
for any ζ˜ ∈ C0([0, t]; H˜
α) and r > 0. Keeping in mind (31) we obtain
P{‖u˜λ(t)− y˜‖H˜α < ρ} > 0.
Summing up, for any λ ∈ R and α ∈ N, α ≥ 2 we have proved
Proposition 3.7 Assume R(G) ⊆ Hα+ε for some ε > 0 and R(G) dense in
Hα. Given any x˜, y˜ ∈ H˜α, t > 0 and ρ > 0 we have
Pλ(t, x˜, B(y˜, ρ)) > 0
i.e. the Markov semigroup Pλt is irreducible in H˜
α.
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3.3.2 Strong Feller
The second property of the Markov semigroup we have to check is the strongly
Feller property in H˜α, i.e. Pλt : Bb(H˜
α)→ Cb(H˜
α) for any t > 0.
We already proved that {Pλt }t≥0 is Feller in H˜
α. By the mean value Theorem,
we would get that it is Lipschitz Feller if we were able to estimate the derivative
of Pλt ψ. This is not true, but as in [13] we can prove it for a modified version
of (19)
(32) du˜λ,(R)(t) + A˜u˜λ,(R)(t)dt
+ΘR(‖u˜
λ,(R)(t)‖2
H˜α
)B˜λ(u˜λ,(R)(t), u˜λ,(R)(t)) dt = G˜dβ˜(t)
where cut-off function ΘR is a C
∞ function equal to 1 in [−R,R] and 0 outside
[−R− 1, R+ 1].
By means of Bismut-Elworthy-Li’s formula, we prove that the Markov semi-
group associated to (32) is Lipschitz Feller in H˜α.
Proposition 3.8 Assume that for some α ∈ N with α ≥ 2 the operator G is
injective with Hα+1 ⊆ R(G) ⊆ Hα+ε for some ε > 0.
Then, for every λ ∈ R and t, R > 0 there exists a constant L = L(λ,R, t) such
that ∣∣∣Pλ,(R)t ψ(x˜)− Pλ,(R)t ψ(y˜)∣∣∣ ≤ L ‖x˜− y˜‖H˜α
for all x˜, y˜ ∈ H˜α, ψ ∈ Cb(H˜
α) with ‖ψ‖b ≤ 1.
Moreover, P
λ,(R)
t ψ is Lipschitz continuous for arbitrary ψ ∈ Bb(H˜
α).
The proof is the same as in [17, 13], based on the properties of the bilinear
operator B˜λ given in Lemma 2.1.
Moreover, from the estimates of Section 3.1 and Proposition 3.3, we have
that uλ, uλ,(R) ∈ C([0, T ]; H˜α) P-a.s. and
sup
‖x˜‖H˜α≤M
sup
0≤t≤T
‖uλ,(R)(t, x˜)‖H˜α <∞,
Thus the processes uλ(·, x˜) and uλ,(R)(·, x˜) coincide in the ball BR := {v :
‖v‖2
H˜α
≤ R}. Therefore one proves that
(33) lim
R→∞
‖Pλ,(R)(t, x˜, ·)− Pλ(t, x˜, ·)‖var = 0
uniformly with respect to x˜ in bounded sets of H˜α, where ‖ · ‖var denotes the
total variation norm of a measure.
Now, passing to the limit as R → ∞, we obtain the strong Feller property
for the principal equation (19). Indeed,
‖Pλ(t, x˜, ·)− Pλ(t, y˜, ·)‖var ≤ ‖P
λ(t, x˜, ·)− Pλ,(R)(t, x˜, ·)‖var
+ ‖Pλ,(R)(t, x˜, ·)− Pλ,(R)(t, y˜, ·)‖var + ‖P
λ,(R)(t, y˜, ·)− Pλ(t, y˜, ·)‖var
We fix any ε > 0. From (33), there exists Rε > 0 such that
‖Pλ(t, x˜, ·)− Pλ,(Rε)(t, x˜, ·)‖var < ε,
‖Pλ,(Rε)(t, y˜, ·)− Pλ(t, y˜, ·)‖var < ε.
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On the other hand, from Proposition 3.8 there exists δε > 0 such that
‖Pλ,(Rε)(t, x˜, ·)− Pλ,(Rε)(t, y˜, ·)‖var < ε
for all x˜, y˜ with ‖x˜− y˜‖H˜α < δε.
Thus, given any ε > 0 there exists δε > 0 such that
‖Pλ(t, x˜, ·)− Pλ(t, y˜, ·)‖var < 3ε
for all x˜, y˜ with ‖x˜ − y˜‖H˜α < δε. Therefore we have proven the strong Feller
property.
Proposition 3.9 Assume that for some α ∈ N with α ≥ 2 the operator G is
injective and Hα+1 ⊆ R(G) ⊆ Hα+ε for some ε > 0.
Then, Pλt is strong Feller in H˜
α.
4 Continuous dependence of the invariant mea-
sure wrt to the parameter λ
In this section we show the continuous dependence of the invariant measure µλ
on the parameter λ. In particular we are interested in the case of λ→ 0.
We have a first result. Let us fix the family of the unique invariant measures
µλ (given in Section 3), and consider the limit when λ→ 0.
Proposition 4.1 The family of invariant measures {µλ}λ6=0 is tight in H˜
1−ǫ
for any ǫ > 0. Therefore there exists a measure m on H1−ǫ and a sequence
{µλn}n∈N (with λn → 0 as n→∞) weakly converging to m in H˜
1−ǫ, i.e.
lim
n→∞
∫
fdµλn =
∫
fdm ∀f ∈ Cb(H˜
1−ǫ).
Finally, the supports of m and µλn are contained in H˜1.
Proof. For each λ ∈ R let us denote by u˜λst the stationary process solutions of
system (19) whose law at each fixed time is µλ, the invariant measure defined
in Section 3. From (27) we get that
(34) νE
∫ t
0
‖u˜λst(s)‖
2
H˜1
ds = ‖G‖2HS t
i.e.
(35)
∫
‖x‖2
H˜1
dµλ(x) =
‖G‖2HS
ν
uniformly in λ. Then, using that H˜1 is compactly embedded in H˜1−ǫ we get
tightness by means of the Chebyshev inequality. Hence, by Prohorov theorem
there exists a subsequence µλn that converges to a probability measure m in
H˜1−ǫ.
As far as the supports are concerned, from Theorem 3.4 we know that
µλ(H˜1) = 1 for each λ. According to Lemma 3.1 in Ch II of [26], from (34) we
get that also the limit measure m has support contained in H˜1. ✷
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Now we have to show that the limit measure m is the unique invariant
measure associated to system (6). For this purpose, we have to work with
the stationary process solving (19). In the next subsection we shall prove the
following result
Proposition 4.2 The family {u˜λst}λ∈R of stationary processes solving (19) is
tight in L2loc(0,∞; H˜
0) ∩C([0,∞); H˜−1).
Thus there exists a new probability basis (Ω¯, F¯ , P¯ ), a sequence {u¯λnst } of sta-
tionary processes and a limit process u¯0st defined on it with values in L
2
loc(0,∞; H˜
0)∩
C([0,∞); H˜−1) and solving (19) with parameter λn and 0 respectively, such that
u˜λnst and u¯
λn
st have the same law and
lim
n→∞
u¯λnst = u¯
0
st in L
2
loc(0,∞; H˜
0) ∩C([0,∞); H˜−1) P¯ − a.s.
Finally, the process u¯0st is a stationary process in H˜
0.
In particular, for any t ≥ 0 we have
lim
n→∞
u¯λnst (t) = u¯
0
st(t) in H˜
−1 P¯ − a.s.
Since the law of u¯λnst (t) is µ
λn and the law of u¯0st(t) is µ
0, we have that
lim
n→∞
µλn = µ0 weakly in H˜−1.
Since there exists a unique invariant measure for the system (6) with λ = 0, we
get that any sequence extracted from {µλ}λ∈R weakly converges to µ
0 in H˜−1 as
λ→ 0. Bearing in mind Proposition 4.1, this identifies m with µ0 as measures
on Borelian sets of H˜−1. Since we know that both m and µ0 are supported on
H˜1 indeed, we get that m = µ0 as measures on Borelian subsets of H˜1.
Theorem 4.3 Let ε > 0 be given. For any sequence {µλn}n∈N (with λn → 0
as n→∞) we have
lim
n→∞
µλn = µ0 weakly in H˜1−ε.
4.1 Convergence of stationary solutions
We now prove Proposition 4.2. For simplicity we drop the subindex and denote
by uλ the stationary solution of (19) whose marginal at any fixed time is the
unique invariant measure µλ.
The proof is based on two steps: first we show that the sequence of laws of
u˜λ, λ > 0, is tight; then we pass to the limit in a suitable way and get that the
limit process is a weak solution of system (6) (in the probabilistic sense).
Let us recall some of the estimates performed in Section 3 by means of the
Itoˆ formula: for t ≥ 0
(36)
‖u˜λ(t)‖2
H˜0
+2ν
∫ t
0
‖u˜λ(s)‖2
H˜1
ds = ‖u˜λ(0)‖2
H˜0
+2
∫ t
0
〈u˜λ(s), G˜dβ˜(s)〉+2‖G‖2HS t.
Now, using the Burkholder-Davis-Gundy inequality and taking the expected
values yields a uniform estimate with respect to λ, that is
sup
λ∈R
[
E sup
0≤t≤T
‖u˜λ(t)‖2
H˜0
+ νE
∫ T
0
‖u˜λ(s)‖2
H˜1
ds
]
≤ C.
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Now, we write equation (19) in the integral form
u˜λ(t) = u˜λ(0)−
∫ t
0
[νA˜u˜λ(s) + B˜λ
(
u˜λ(s), u˜λ(s)
)
]ds+ G˜β˜(t), t > 0.
We have from Lemma 2.1 and using an interpolation estimate∫ T
0
‖B˜λ(u˜λ(s), u˜λ(s))‖2
H˜−1
ds ≤ C2(1 + |λ|)2
∫ T
0
‖u˜λ(s)‖4
H˜
1
2
ds
≤ C2(1 + |λ|)2
∫ T
0
‖u˜λ(s)‖2
H˜0
‖u˜λ(s)‖2
H˜1
ds
≤ C2(1 + |λ|)2‖u˜λ‖2
L∞(0,T ;H˜0)
‖u˜λ‖2
L2(0,T ;H˜1)
Therefore, by usual estimations (see, e.g., [16]) we get that there exist constants
C such that
sup
λ∈R
E‖
∫ ·
0
A˜u˜λ(s)ds‖2
W 1,2(0,T ;H˜−1)
≤ C
sup
|λ|≤1
E‖
∫ ·
0
B˜λ
(
u˜λ(s), u˜λ(s)
)
ds‖W 1,2(0,T ;H˜−1) ≤ C
E‖G˜β˜(t)‖2
Wα,2(0,T ;H˜0)
≤ C(α)
for all α ∈ (0, 12 ). Therefore, for any finite T
sup
|λ|≤1
E‖u˜λ‖Wα,2(0,T ;H˜−1) <∞.
On the other hand, we already know from the previous estimate above that
sup
λ
E‖u˜λ‖2
L2(0,T ;H˜1)
<∞.
Using that the space L2(0, T ; H˜1)∩Wα,2(0, T ; H˜−1) is compactly embedded in
L2(0, T ; H˜0) and in C([0, T ]; H˜−1) (see [26] Ch IV, Theorem 4.1), it follows that
the sequence of laws of processes
{
uλ
}
λ
is tight in L2(0, T ; H˜0)∩C([0, T ]; H˜−1).
With the usual procedure (see, e.g., [16], we get that the sequence of laws of
processes
{
uλ
}
λ
is tight in L2loc(0,∞; H˜
0) ∩ C([0,∞); H˜−1).
From Prokhorov and Skorohod theorems follows that there exists a basis
(Ω¯, F¯ , P¯ ) (with expectation E¯), and on this basis, L2loc(0,∞; H˜
0)∩C([0,∞); H˜−1)-
valued random variables u¯0, u¯λ, such that L(u¯λ) = L(u˜λ) and for each finite
T
(37) lim
λn→0
u¯λ = u¯0 in L2(0, T ; H˜0) ∩ C([0, T ]; H˜−1) P¯ − a.s.
Moreover, each process u¯λ satisfies the same estimates as u˜λ since they have the
same law; hence
sup
λ∈R
[
E¯ sup
0≤t≤T
‖u¯λ(t)‖2
H˜0
+ νE¯
∫ T
0
‖u¯λ(s)‖2
H˜1
ds
]
≤ C.
The fact that the limit process u¯0 solves system (6) follows by passing to the
limit on the system (19), see [16] and [4].
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In addition, u¯λ and u˜λ have the same law; then u¯λ is a stationary process.
By the convergence P¯ -a.s. in C([0,∞); H˜−1) we get that also u¯0 is a stationary
process in H˜−1.
Finally, from the estimate above, we have that
u¯0 ∈ L∞(0, T ; H˜0) P¯ − a.s.
Then, for T <∞ almost each path u¯0 ∈ C([0, T ]; H˜−1) ∩ L∞(0, T ; H˜0); thus it
is weakly continuous in H˜0, i.e. we have for any φ ∈ H˜0
lim
t→t0
∫
D
u¯0(t)φ dx =
∫
D
u¯0(t0)φ dx P¯ − a.s.
and for any t ∈ [0, T ]
‖u¯0(t)‖H˜0 ≤ ‖u¯
0‖L∞(0,T ;H˜0) P¯ − a.s.
(see [24] p 263).
Hence, for every t ≥ 0, the mapping ω¯ 7→ u¯0(t, ω¯) is well defined from Ω¯ to
H˜0 and it is weakly measurable. Since H˜0 is a separable Banach space, it is
strongly measurable (see [27] p 131). Therefore, it is meaningful to speak about
the law of u¯0(t) in H˜0. The stationarity of u¯0 in H˜0 has to be understood in
this sense.
5 Conclusions
In this paper, we investigated the statistics of a nonlinear model, the stochastic
Navier-Stokes system (1) versus its linear counterpart given by the stochastic
passive scalar equation (2). We coupled them by introducing a parameter λ ∈ R
and obtained a joint system (9). After rescaling the joint system, we can get
a symmetric system (10). Moreover the system being symmetric implies that
the averages computed on each component of the system are the same. These
averages are computed with respect to the invariant measure of the system.
The main goal of the paper was to study the existence, uniqueness of invari-
ant measures for system (9) and their properties with respect to the parameter
λ in particular its continuous dependence when λ→ 0.
We proved that the joint system (9) has a unique, ergodic invariant measure
µλ for any λ ∈ R. Then, when λ→ 0, we proved that µλ → µ0 where µ0 is the
unique invariant measure of joint system (9) for λ = 0 which is the joint system
(6). As a consequence, the statistical properties obtained for the symmetric
system (10) translate to the joint system (6). More precisely the statistical
properties of (1) are similar to (2) that are simpler to compute. All our results
are given for a non degenerate noise but can be extended for a degenerate noise.
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