Inverting the effective demand for housing implies home prices depend on credit constraints (Meen (2001), Muellbauer and Murphy (1997) and Cameron, Muellbauer and Murphy (2006)), a theoretical result also demonstrated in Kim's (2007) home price-torent framework. Previous U.S. home price models lack data on credit constraints facing first-time home-buyers (and regional housing stocks), likely accounting for the poor performance of home price models based on interest rates and income (Gallin, 2006). We incorporate such omitted data into home price models which yield stable long-run relationships, more precisely estimated income and interest rate coefficients, reasonable speeds of adjustment, and improved model fits.
reports that mortgage credit standards have tightened further imply that our LTV series will likely decline much, once we can update the series with the release of the 2009 AHS data base.
Including LTV data on first time home-buyers notably improves home price models by yielding stable long-run relationships, sensible and more precisely estimated income and user cost coefficients, reasonable speeds of adjustment, and better model fits. This is true even before the post-2001 subprime explosion raised LTVs and appears to reflect an earlier, more modest rise in LTV ratios enabling us to identify such an effect in pre-2002 samples. Before including LTV data in our models, we regressed them on variables to remove the estimated effects of cyclical and other variables, such as changes in the overall unemployment. In a related study, we find that adding data on LTVs and regional housing stocks qualitatively improves regional home price models, paralleling the UK regional results of Cameron, Muellbauer and Murphy (2006) .
This study is organized as follows. Section 2 presents the models and the data. These, in turn, are estimated using cointegration methods in section three and more general, one-stage models in section four where models are less constrained by practical aspects of using cointegration techniques. The fifth section forecasts to what extent U.S. home prices are overvalued. The conclusion discusses the links between credit and asset market bubbles.
II. House Price Models and Data (a) House Price Models Using the Inverted Demand Approach
Perhaps the simplest theory of what determines house prices is to treat supply-the stock of houses-as given in the short run, with prices driven by the inverted demand for housing services (h) that are proportional to the housing stock (hs). 1 Let log housing demand be given by log log log h hp y z α β = − + +
1 Inverse demand functions have a long history, particularly in the analysis of markets for natural resources. Theil (1976) refers to a 1909 Danish study as the first empirical study of inverse demand functions.
where hp = real house price, y = real income and z = other demand shifters. The own price elasticity of demand is -α and the income elasticity is . Solving yields log ( log log ) / hp y h z
Reasonable priors for the values of the key long run elasticities are the "central estimates" set out in Meen (2001) and Meen and Andrews (1998) , inter alia. For example, many estimates of the income elasticity of demand suggest that is in the region of 1, in which case the income and housing stock terms in above equation simplify to log income per house, i.e., log y -log h.
The demand shifters included in z cover a range of other drivers. Since housing is a durable good, inter-temporal considerations imply that expected or 'permanent' income and 'user cost' are important drivers. The user cost takes into account that durable goods deteriorate, but may appreciate in price and incur an interest cost of financing as well as tax. The usual approximation is that the real user cost is ( ) e uc hp r t hp hp δ = + + − , where r is the real aftertax interest rate of borrowing, possibly adjusted for risk, δ is the depreciation rate, t is the property tax rate, and e hp hp is the expected real rate of capital appreciation.
Ex-post user costs can be negative if appreciation rates in house price booms exceed nominal user costs. An important issue is how to track expectations of house price appreciation.
Many studies find that lagged rates of appreciation are good proxy, suggesting an extrapolative element in household expectations. Our real user cost measure (RUSER) uses the lagged annual rate of appreciation in the US house price index over the prior 4 years. Given assumptions on transactions costs, RUSER is always positive making log RUSER defined over the sample. The log transformation implies that at low values, variations in RUSER have a more powerful effect than at high values, reflecting the idea that when appreciation is high relative to tax and interest costs, the market gets into a 'frenzied' state. Hendry (1984) and Muellbauer and Murphy (1997) capture similar effects using a cubic in the recent or fitted rate of appreciation. In results not shown, we found that models using log (RUSER) and models linear in RUSER but which include a cubic in lagged appreciation, yield similar long run solutions and adjustment speeds.
Other factors could be relevant, given that many mortgage borrowers face limits on their borrowing and may be risk averse. These could include nominal as well as real interest rates, credit supply conditions, demography, and proxies for risk, particularly of mortgage default.
In the dynamics, lagged price adjustment is plausible, given the inefficiency of house prices. 2 The rate of change in the housing stock relative to the population, as well as the per capita stock, are also likely relevant in helping explain house price movements. One interpretation is through expectations: households observing much new construction might lower expectations of future appreciation. Another interpretation is in terms of prices adjusting both to stock and flow disequilibria, for which error or equilibrium correction models are well suited.
(b) Models Using the House Price-to-Rent Ratio Approach
Home prices have been modeled using the price-to-rent approach, especially in the U.S., where regional housing stock measures are not readily available and rents are marketdetermined, in contrast to the UK. This approach is more grounded in finance and assumes that, absent substantial frictions and credit restrictions, arbitrage between owner-occupied and rental housing markets implies the house rent-to-price ratio depends on the real user cost of capital, defined as the nominal user cost of mortgage finance (NOMUSER) minus expected appreciation:
where NOMUSER is tax-adjusted and can reflect tax effects on rents relative to home prices. As shown by Kim (2007) , this result also obtains when agency costs make renting housing services more expensive than owning a home. Inverting and taking logs implies:
where the elasticity of the price-to-rent ratio equals -1 and the price-to-rent ratio is invariant to the housing stock and deviations of income from trend.
However, Kim (2007) has recently theoretically demonstrated in an equilibrium model that when rental agency costs are accompanied by binding, maximum LTV ratios on marginal home buyers, the equilibrium log price-to-rent ratio is more complicated:
where income deviations equal actual minus permanent income, and the size of the negative real user cost elasticity can be smaller than 1 in line with empirical results (e.g., Gallin, 2006) . We also test the price-to-rent approach using error or equilibrium correction models initially using log specifications (variables in logs are denoted with an "L" before their level names).
(c) Comparison of the Two Approaches
The price-to-rent approach is more grounded in finance and arbitrage, whereas the inverted demand approach is more grounded in consumer demand theory. Empirically, the relative advantages of the price-rent approach are that it is applicable where rental markets are flexible (e.g., U.S.), does not require housing stock data, and uses rents that track factors special to housing that are not controlled for by variables in the inverted-demand approach. Conversely, the inverted demand approach is better in: being practical for countries where rental markets are regulated; not ignoring that income shocks drive rents and home prices; and in tracking home prices in markets where both rents and home prices might be over-or under-valued. It is a priori unclear which approach is better for the U.S. and for robustness, we try both..
(d) Data
The variables used fall into the following categories: home prices and rents, real user cost, household income, housing stock, mortgage credit standards, capital gains and depreciation taxes, monetary/regulatory, and household expectation variables. So far, shifts in demographics variables were not found to be statistically or economically significant in regressions not shown, perhaps reflecting a number of breaks in the population data stemming from diennial censuses.
We plan to further investigate adding demographic effects in subsequent versions of this paper.
Home Prices and Rents
We use Freddie Mac data on nominal home prices from repeat sales of homes and omit prices from mortgage refinancings, which are distorted by appraisers' incentives to inflate prices.
We seasonally adjusted these data and then deflated them using the personal consumption expenditures (PCE) deflator to measure real home prices (HP). To construct the house price-torent ratio (HPRENT), we deflated nominal home prices with the PCE index for renting fixed dwellings, which closely parallels the owner-equivalent rent series from 1983-present.
Household Income
As in the FRB-US model, per capita income (Y) equals the tax adjusted sum of labor and transfer income, deflated by the overall personal consumption expenditures (PCE) deflator. Nonproperty income is used because it accords with standard consumer theory and avoids simultaneity bias by omitting property income, which includes rents that reflect property values.
Housing Stock
For the inverted demand approach, we tracked the real, per capita housing stock (HSTOCK) using Federal Reserve estimates of the replacement cost of residential housing structures owned by households deflated by the price index for housing construction.
Real User Cost of Mortgage Capital
The real user cost of capital (RUSER) is the after-tax sum of the effective conventional mortgage interest rate (NOMRMORT) and the property tax rate from the Federal Reserve Board (FRB) model plus the FRB depreciation rate for housing minus the annualized home price appreciation over the four prior years adjusted for an assumed 8 percent cost of selling a home.
This resulting real rate exceeds zero in the sample, allowing real user costs to enter in logs, an appealing aspect stressed by Meen (2001) . Some models split the user cost term into nominal user cost (NOMUSER) and appreciation (APP) terms to assess issues related to speculation.
Mortgage Credit Standards
Mortgage credit standards are tracked by the average LTV for homes bought by first-time We adjust raw quarterly AHS data for two reasons. First, we adjust the raw quarterly data for shifts in average age, seasonality, some unusually small quarterly samples, and regional composition that introduce noise and debt demand factors from which we wish to abstract.
Second, we examined whether LTVs were endogenous to several macroeconomic variables over 1979-2007, where t-statistics are in parentheses, R 2 = 0.866, standard error = 01145, LM(2) = 1.64, and the estimation was done in the presence of quarterly seasonal dummies and dummy variables for quarters with less than 20 observations. WEST is the western share of first-time buyers in a quarter, which was the only regional share variable that was close to being statistically significant. The positive coefficient on WEST plausibly reflects the impact of higher home prices in that region on preferences with respect to LTV ratios and the tendency for faster home price appreciation in that region, which may make lenders feel comfortable with smaller downpayment cushions. The positive coefficient on age plausibly reflects that older households have somewhat more wealth, and would either be able to or would prefer to borrow at a lower LTV.
The adjusted series equals the raw series minus all of the above effects except that of the lagged dependent variable, FIRREA, and the H-P filtered LTV. To keep the adjusted LTV near its equilibrium, (1-coefficient on LTVHP)*LTVHP was also deducted from the raw series. We then took a three-quarter, weighted average moving average of the resulting series using quarters (Fall 1987 reading) t through t-2, where weights are the relative share of observations in each of the three quarters.
This smoothes the series, with the observation weights treating individual borrowers equally.
The 2000-05 rise in LTV ratios likely reflects two financial innovations that fostered the securitized financing of riskier mortgages. The adoption of credit scoring technology enabled lenders to sort nonprime borrowers and attempt to price the risk of nonprime mortgages. Since these loans were too risky for banks to hold, they were funded by securities markets, where investor demand for the mortgage-backed securities funding nonprime loans was temporarily boosted by two unusual developments. First, the combination of low interest rates and expanded credit availability in the early 2000s fueled a rise in house prices that plausibly led investors and analysts to under-estimate the default risk on nonprime mortgages. As DiMartino and Duca 
Capital Gains
Although income tax rates are in the user cost of capital variable, capital gains tax changes have notably affected home prices. Before 1998, net capital gains on home sales were taxable for households under age 55 if the seller did not purchase a home of equal or greater value. The Tax Reform Act of 1997 largely eliminated this tax by exempting the first $500,000
($250,000) of gains for married (single) filers, raising the after-tax value of homes and encouraging turnover (Cunningham and Englehardt, 2007) . To control for this, we included a dummy (CAPGAINTAX) equal to 1 since 1998:q1 and 0 before then.
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Household Expectation Variables
Labor expectations could have marginal information about home prices not captured by other variables. From the Conference Board survey of consumer confidence, we include the log of an index equaling 100 plus the percent of households who expect more minus fewer jobs over the next six months, (LCONFLABOR), which may reflect information not in current income.
Monetary/Regulatory Variables
One variable ( Housing Administration (FHA) loans. A rise in the upfront premium (from 0 to 3.8% of the mortgage principal) was announced to take effect in late 1983:q3, inducing many renters to leave rental housing and purchase "starter" homes. This hike was later partially offset by smaller, but sizable cuts. We include the change in the FHA upfront premium ( FHAFEE) for such shortrun effects in price-to-rent models, for which the combined short run effects on prices and rents have a statistically significant effect on the price-to-rent ratio but not the real price of houses.
III. Long-Run and Short-Run Results from Cointegration Models
We first present findings using cointegration methods given the nonstationarity of long- 4 In other runs, we found that another tax variable to have non-robust effects. This was the time over which rental properties can be depreciated for taxes which may raise the after-tax cost of renting relative to home prices.
run variables, and then relax some of the cointegration restrictions in simpler one-stage OLS models containing lagged levels and first differences of housing variables. Both types of models control for tax effects beyond including simple income and property tax rates in calculating the user cost of mortgage capital, as well as control for the money targeting regime of [1979] [1980] [1981] [1982] that imparted more interest rate risk to house prices beyond that reflected in simple user cost of capital variables. By addressing these important influences, we try to avoid omitted variable bias that can obscure long-term, qualitative relationships and lead to poorly estimated coefficients.
(a) Results Based on the Inverted Demand Approach
Long-Run Results
The long-run solutions implied by this approach in eq. (2) involve the income, user cost, housing stock, and credit variables in the unique, estimated cointegrating vectors of Table 1 .
Results are from models with and without LTV ratios. LTVs by one more quarter (t-2) improved the models, perhaps reflecting that it takes longer for homebuyers to detect a change in credit standards than in more visible mortgage interest rates.
Although unique cointegrating vectors are obtained with the expected signs for some non-LTV and all LTV models, the latter are better in several ways. First, for the full sample, LTV vectors have a higher degree of statistical significance (99% confidence level) and unlike the LTV model, a unique cointegrating vector could not be found using the maximal eigen statistic for the nonLTV model in the presence of the full set of exogenous variables. Second, in the simplest vectors that include only the monetary targeting variable as an extra term, the real user cost is statistically insignificant in the non-LTV model. Third, including LTV ratios yields more plausible coefficients especially in the full sample: the coefficient on log housing stock, interpretable as the inverse of the long run price elasticity of demand, is between -1.4 and -0.8
for the LTV models, but implausibly ranges from -2.5 to -0.6 in the non-LTV models.
Furthermore, the ratio of coefficients on log income and log housing stock estimates the long run income elasticity of demand, which reasonably lies between 1.5 and 1.8 in LTV models, versus an implausible span of 1.5 to 2.5 in non-LTV models. Finally, for models including a full set of controls, LTV model coefficients are very similar in the pre-subprime boom and full samples. Table 2 reports results from ECM models of the first difference in real home prices, where the error-correction terms equal the gap between actual and equilibrium house prices, where the latter correspond to numbered vectors in Table 1 . In several ways the LTV models outperform corresponding non-LTV models. First, LTV models yield corrected R squares that are .04 to .07 higher than from corresponding non-LTV models. Second, the adjustment speeds for LTV models are higher (12 to 18 percent per quarter), and the error-correction term in the non-LTV model 1 is insignificant. Third, in the full sample model having all short-run variables, the speed of error-correction is a higher 16 percent in model 6 versus 6 percent in model 3.
Short-Run Results
In Table 2 , the coefficients on lagged changes in the log per capita housing stocks tend to be negative, as expected and in line with UK results (Cameron et al., 2006) . The income dynamics are consistent with a moving average of income. The dynamics in log real user cost also suggest a moving average. Short run dynamics in lagged house price changes suggest a positive short term momentum effect, aside from that embedded in the real user cost term.
We checked the robustness of these results in one-step estimation with alternative lag lengths, confirming the long-run solutions and estimated adjustment speeds. Furthermore, results are generally unaffected by breaking the log real user cost into its two main elements, the tax adjusted interest rate and the annualized rate of home price appreciation over the prior four years.
One exception is when we added a new non-linear term, the cubic of home price appreciation over the last four quarters. Without this extra term, the estimated speed of adjustment drops and the residuals suffer from serial autocorrelation. These results are available on request.
Exogeneity
A natural question is whether the LTV series is driven by house prices, which would greatly complicate the interpretation of the above findings. In a vector-error correction system using the lag length of model 6 in Tables 1 and 2 , the error correction term is highly insignificant (t statistic of 1.40) in modeling the LTV ratio, indicating that the LTV ratio is weakly exogenous to the other variables, as is the case for the real user cost (t-statistic of 1.75) and income (tstatistic of -0.35). In contrast, house prices are not weakly exogenous (t-statistic of -7.04 on the EC term), as is the case for the stock of housing (t-statistic of -3.41). These results point to an asymmetry to how the vector components adjust to disequilibria, with house prices and the housing stock making the significant adjustments. Thus, consistent with theory, equilibrium house prices and the housing stock are driven by income, user costs, and credit availability.
(b) Results Using the Home Price-to-Rent Ratio Approach
For robustness, we assess the importance of mortgage availability using a home price-torent approach. In this approach, exogenous increases in mortgage availability, that are unrelated to income and interest rate movements, alter the relative demand for owner-occupied versus rental housing by increasing the effective demand for owner-occupied housing of the credit constrained and lowering their effective demand for rental housing. 5 Such a relative demand shift can alter the equilibrium price-to-rent ratio by affecting the land intensity of housing since the supply of land is not as price elastic as is the cost of building structures (Davis and Heathcote, 2005) . Home price-to-rent models generally estimate a long-run relationship between mortgage interest rates and a price-to-rent ratio, and often find that U.S. home prices are overvalued. Exceptions to the latter are regional or city models that either (1) use unusually low user cost of capital rates arising from assumptions that unusually high rates of past local price appreciation will persist (e.g., Himmelberg, Mayer, and Sinai, 2006) or (2) argue that rental rates are higher in high cost locales than implied by official rent data (Smith and Smith, 2006) .
Following convention, we use standard measures of rents and use national price appreciation rates to construct real user cost of capital measures. We depart from published models by including our cyclically adjusted measure of LTV ratios for first-time home buyers. We add this variable to cointegrating vectors containing the home price-to-rent ratio (HPRENT) and user cost of mortgage and compare long-run and short-run results to models that omitting LTV ratios. 
Long-Run Results
Short-Run Results
An easing of mortgage credit standards also has large short-run effects on home prices, as shown in Table 4 which reports the error-correction model results for the change in the home price-to-rent ratio which use the long-run equilibrium relationships corresponding to vectors in Table 3 . In each LTV model, the error-correction term is very significant with plausible speeds of error-correction of 6-17 percent per quarter. By contrast, the error-correction speeds of the noncredit models range between 1.2 and 8.2 percent, reflecting the lower ability of non-LTV models to track long-run relationships. This is particularly the case in full sample models that include all the tax, monetary policy, regulatory and labor expectations variables, where the speed of error-correction is 17 percent in the LTV model versus only 7 percent in the non-LTV model.
Comparing conventional with credit models that contain the same short-run exogenous variables indicates that including the LTV ratio and its lagged first-difference improves the R-squares of corresponding models by 4-7 percentage points and lowers standard errors by 6-18 percent.
Estimates suggest some short term persistence in the dynamics, in that last quarter's change in the log house price to rent ratio has a significantly positive effect on the current log price to rent ratio, though lagged house price appreciation over a longer period is incorporated in log RUSER. The LTV models outperform non-LTV counterparts in yielding stronger and more stable long-term home price-to-rent relationships. Also, with respect to explaining short-run changes in the price-to-rent ratio, LTV models yielded better model fits, faster speeds of adjustment, better behaved residuals, and more sensible estimates of changes in the tax treatment of capital gains.
In line with the view that easier mortgage credit standards significantly fueled the home price boom of the mid-2000s, the non-LTV models exhibit the symptoms of omitted variable bias.
Consistent with this interpretation, in a vector-error correction system using the lag length of model 6 in Tables 4 and 5 , the error correction term is highly insignificant (t statistic of 1.19) in modeling the LTV ratio and the real user cost (t-statistic of -0.06), implying that the LTV and real user cost variable are weakly exogenous to other variables. In contrast, the house price-torent ratio is not weakly exogenous (t-statistic of -5.09 on the EC term).
(c) Results Using One-Step Models
Using the inverted demand approach, we performed robustness checks with similarly satisfying results: one-step estimates and the alternative specification of non-linear dynamics give similar long-run solutions and estimated speeds of adjustment. In particular, one-step inverted demand models estimated through 2007 show that, relative to corresponding non-LTV models, LTV models have better fits, have faster speeds of adjustment over the full sample, imply long-run price elasticities of the housing stock that are near unity, and have more plausible income elasticities. (Compare models 1 vs. 4, and models 3 vs. 6 in Table 5 ).
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We also examine whether the qualitative results are similar in one-step models and in specifications allowing for nonlinear dynamics. Results show that, relative to corresponding non-LTV models, LTV models have better fits (.04 to .05 higher corrected R 2 's) and faster speeds of adjustment reflecting the statistical significance of the LTV ratio.
d) Alternative One-Stage Specifications
There are two alternative specifications that can help us further assess the robustness of the findings. The first concerns a short-coming of the repeat sales index: its use of repeat sales as a means of controlling for shifts in quality, when home improvements that are linked to rising incomes can cause such indexes to overstate house prices and effectively lead to over-estimates of the income elasticity of house prices. To address this we construct and then analyze a house price index which adjusts for home improvements. We first use a cumulative sum of home improvements from a Census quarterly series on home structure improvements (which unfortunately ends in 2007) and then adjust that sum for depreciation. The depreciation adjusted stock of home improvements is then scaled by Federal Reserve Board Flow of Funds estimates of the replacement cost value of residential home structures, which gives a time series of the relative importance of home improvements as a source of housing stock accumulation. We then multiply this series by the Freddie Mac repeat home sales price index to adjust repeat home sales prices for home improvements (LRHPadj).
The second alternative model adds in changes in the share of the age 16 and over population between the prime house buying years of 25 and 44. The share in levels is I(2), so we difference the data. In addition, because age composition data are really available annually, quarterly interpolations are used. To avoid overinterpreting the data, the year-over-year change in quarterly age composition is added to select regressions ( pop2544). This also helps smooth out some breaks in annual data readings as the incorporation of diennial Census information introduces some detectable breaks in age compostion data, particularly in 1972 and 1992-94.
One-stage regressions using the inverted housing demand approach are given in Table 7 .
Similar two-stage estimation was performed using cointegration techniques, which yielded qualitatively similar results to these one-stage results and to earlier results with respect to the improved model performance that arises when LTVs are incorporated into house price models.
Models 1-2 are full sample nonLTV models having a full set of exogenous controls in which model 1 repeats model 3 from Table 5 , model 2 replaces the price index terms with homeimprovement analogues and model 3 adds the year/year change in the adult population share of age 25-44 persons. Models 4-6 are then just comparable models that add the t-2 log level of LTVs and the t-2/t-5 change in log LTVs to capture first difference effects not contaminated by the three-quarter nature of the moving average smoothing used in constructing the LTV series.
Several patterns emerge in the results. First, the same qualitative findings as before are essentially obtained: LTV models yield better fitting models with faster speeds of adjustment and more sensible parameters. Second, switching to the use of home-improvement-adjusted prices lowers the implied income elasticity of housing demand from about 1.5 to a more believable 1.25. This is consistent with the concern that repeat sales price indexes likely overstate the rise over time in real house prices. Third, the change in age composition is significant in the LTV but not the nonLTV model (models 3 vs. 6). Fourth, including the age composition variable results in faster speeds of equilibrium adjustment (especially in the LTV model (6)), but unwinds the improvement in income elasticities, leading to higher implied income elasticities. The inclusion of population and home-improvement adjusted house prices does not undermine the gains from augmenting house price models by including LTVs for firsttime homebuyers. Nevertheless, issues regarding breaks in the population data may partly obscure the true role of demographic changes and future work will address such breaks.
IV. How Much Are U.S. Home Prices Overvalued?
To throw light on how much U.S. home prices may be overvalued, we now examine the implications of the two home price models incorporating LTV terms for the deviations of prices from their 'equilibrium' or 'long-run' values. As noted in section III there is more than one concept of equilibrium. The narrow concept is conditional on the observed log real user cost as used in our econometric models. Consider model 6 (Tables 3 and 4) 
A model for rents
In the long run, one would expect residential rents to depend on the general price level, house prices, the cost of capital and property taxes. These propositions, as well a long-run price Table 7 . In the long-run solution, the consumer expenditure deflator has around three quarters of the weight, while the level of house prices has around one quarter. The tax adjusted nominal mortgage rate also appears in the long run solution, but is not balanced by offsetting inflation terms which potentially might have defined a real interest rate.
The model therefore implies some nominal inertia. In the dynamics, the lagged change in log rents has a positive effect, while other important variables are the annual change in the log of real energy prices, the annual growth rate of personal income, and the change in the tax adjusted mortgage rate. Dummies for the ending of the Nixon price controls, the Carter credit controls of1980Q1 and the change in the period in years over which apartments can be depreciated for tax purposes, also appear. The speed of adjustment is slow, less than 0.05 per quarter.
The implications of the two equation model, conditional on paths for the loan-to-value ratio, interest rates, income growth, real energy prices, and inflation are interesting. A return of loan-to-value ratios for first time buyers to late 1990s levels, together with the downward momentum of falling home prices since 2006, leads to further falls. As house prices fall, rents are eventually and gradually dragged down also. Since rents appear in the long-run solution for house prices, this prolongs the fall in house prices. Lower interest rates are only marginally helpful, according to the two equation model, since while lower rates raise house prices given rents, they also lower rents. To the extent that lower mortgage rates raise income growth and prevent deflation, however, they could positively affect on rents and thereby house prices.
We review two scenarios. The first is quite negative: the LTV ratio returns to its 1998 Figure 5 shows the former scenario for the log of real home prices, which fall sharply until about 2012, after which they begin to stabilise. This implies that the house price correction is not even half over by the Spring 2009 and appears to be consistent with an extended subdued period for the U.S. housing market, its banking system and consumer spending in the U.S.
The robustness of these findings to alternative formulations of house price dynamics and the implications of the inverted demand approach remain to be explored. On the face of it, the inverted demand approach offers more hope for the scope of low interest rates to affect house prices and suggests that a less pessimistic picture may result. In this approach, endogenizing housing supply would seem a minimal requirement, and this work remains to be done. The provisional conclusions drawn above should therefore be treated with considerable caution. Most empirical models of US home prices lack a measure of mortgage credit standards and thus suffer from a meaningful omitted variable bias, rendering them less capable of tracking the earlier surge of home prices during the mortgage boom and the unwinding of much of that appreciation during the early phases of the subprime bust. In contrast, models including a cyclically adjusted LTV measure for first time home-buyers yield sensible and statistically significant long-run relationships, and in models of short-run movements in home prices, more precise estimates of key coefficients, reasonable speeds of adjustment, and better model fits.
Furthermore, our credit-augmented models imply that much of the boom-bust cycle in U.S. home prices stemmed from an easing and subsequent tightening in U.S. mortgage standards affecting potential marginal home-buyers. From a broader perspective, our results are consistent with the view that many asset bubbles are linked to an unsustainable easing of credit standards or adoption of risky financial practices that eventually unwind during a subsequent bust. * ( ** ) denotes significant at the 95% (99%) level. t-statistics in parentheses except when AIC statistic is reported. For vectors numbered 1-6, lag lengths of (3, 3, 3, 4, 3, and 4) , respectively, minimized the AIC and yielded significant and unique vectors allowing time trends in the variables. Lag lengths in the ADF unit root tests based on the Schwartz Information Criterion. Data used span 1979-2007:2. (1, 3, 1, 3, 6, and 6) , respectively, minimized the AIC, yielded clean residuals, and yielded significant and unique vectors allowing time trends in the variables. Lag lengths in the ADF unit root tests based on the Schwartz Information Criterion. Data used span 1979-2007:2. Table 3 . Coefficients on lagged changes on lags longer than t-3 and on LTV ratios are omitted to conserve space. 
