A vertex w of a connected graph G strongly resolves two vertices u, v ∈ V (G), if there exists some shortest u−w path containing v or some shortest v−w path containing u. A set S of vertices is a strong metric generator for G if every pair of vertices of G is strongly resolved by some vertex of S. The smallest cardinality of a strong metric generator for G is called the strong metric dimension of G. In this paper we obtain several tight bounds or closed formulae for the strong metric dimension of the Cartesian sum of graphs in terms of the strong metric dimension, clique number or twins-free clique number of its factor graphs.
Introduction
Nowadays several applications of locating sets for graphs can be found in literature. For instance, applications to long range aids to navigation [19] ; to chemistry for representing chemical compounds [4, 5] ; to problems of pattern recognition and image processing [12] ; or to navigation of robots in networks [6] . Nevertheless, the first problem which motivated the definition of locating sets was the problem of uniquely recognizing the position of an intruder in a network, described by Slater in [19] . Also, an equivalent concept was introduced independently by Harary and Melter in [3] , where the locating sets were called resolving sets. Moreover, in accordance with the well-known terminology of metric spaces, in [17] locating sets (resolving sets) were renamed as metric generators. In this work we follow the terminology of metric generator. After those primary articles, several variants of metric generators have been appearing in the graph theory researches. In this sense, according to the amount of literature concerning this topic and all its close variants, we restrict our references to those ones that we really refer to in a non-superficial way.
One of the variants of metric generator was presented by Sebő and Tannier in [17] , and studied further in several articles. Given a connected graph G = (V (G), E(G)) and two vertices x, y ∈ V (G), the distance between x and y is the length of a shortest x − y path in G and is denoted by d G (x, y). A vertex w ∈ V (G) strongly resolves two vertices u, v ∈ V (G)
i.e., there exists some shortest w − u path containing v or some shortest w − v path containing u. A set S of vertices of G is a strong metric generator for G if every two vertices of G are strongly resolved by some vertex of S. The smallest cardinality of a strong metric generator of G is called the strong metric dimension and is denoted by dim s (G). A strong metric basis of G is a strong metric generator for G of cardinality dim s (G).
Graph products have been frequently investigated in the last few years and the theory of recognizing the structure of classes of these graphs is very common. For more information in this topic we suggest the book [2] . Other standard approach to graph products is to deduce properties of the product with respect to its factors. The case of strong metric dimension has not escaped to these kind of studies. For example, the strong metric dimension of product graphs has been studied for Cartesian product graphs and direct product graphs [15] , for strong product graphs [10, 11] , for corona product graphs and join graphs [7] , for rooted product graphs [8] and for lexicographic product graphs [9] . In this paper we study the strong metric dimension of Cartesian sum graphs. Now we give some basic concepts and notations. Let G = (V, E) be a simple graph. For two adjacent vertices u and v of G we use the notation u ∼ v and, in this case, we say that uv is an edge of G, i.e., uv ∈ E. The complement G c of G has the same vertex set than G and uv ∈ E(G c ) if and only if uv / ∈ E. The diameter of G is defined as
If G is not connected, then we assume that the distance between any two vertices belonging to different components of G is infinity and, thus, its diameter is D(G) = ∞. For a vertex v ∈ V, the set N G (v) = {u ∈ V : u ∼ v} is the open neighborhood of v and the set
We recall that the clique number of a graph G, denoted by ω(G), is the number of vertices in a maximum clique in G. We refer to an ω(G)-set in a graph G as a clique of cardinality ω(G). Two vertices x, y are called true
, X is a clique and it contains no true twins. We say that the twins-free clique number of G, denoted by ̟(G), is the maximum cardinality among all twins-free cliques in G. Thus, ω(G) ≥ ̟(G). We refer to an ̟(G)-set in a graph G as a twins-free clique of cardinality ̟(G).
A set S of vertices of G is a vertex cover of G if every edge of G is incident with at least one vertex of S. The vertex cover number of G, denoted by β(G), is the smallest cardinality of a vertex cover of G. We refer to an β(G)-set in a graph G as a vertex cover set of cardinality β(G).
Recall that the largest cardinality of a set of vertices of G, no two of which are adjacent, is called the independence number of G and is denoted by α(G). We refer to a α(G)-set in a graph G as an independent set of cardinality α(G). The following well-known result, due to Gallai, states the relationship between the independence number and the vertex cover number of a graph.
If u is maximally distant from v and v is maximally distant from u, then we say that u and v are mutually maximally distant. The boundary of G = (V, E) is defined as ∂(G) = {u ∈ V : exists v ∈ V such that u, v are mutually maximally distant}. We use the notion of strong resolving graph introduced by Oellermann and Peters-Fransen in [13] . The strong resolving graph 1 of G is a graph G SR with vertex set V (G SR ) = ∂(G) where two vertices u, v are adjacent in G SR if and only if u and v are mutually maximally distant in G.
If it is the case, for a non-connected graph G we use the assumption that any two vertices belonging to different components of G are mutually maximally distant between them.
It was shown in [13] that the problem of finding the strong metric dimension of a graph G can be transformed into the problem of computing the vertex cover number of G SR .
Theorem 2. [13]
For any connected graph G,
We use the notation K n , C n , N n and P n for complete graphs, cycle graphs, empty graphs and path graphs, respectively. Moreover, any graph with at least two vertices is a non-trivial graph, while an empty graph is an edgeless non-trivial graph. In this work, the remaining definitions are given the first time that the concept appears in the text.
Cartesian sum graphs
The Cartesian sum of two graphs G = (V 1 , E 1 ) and H = (V 2 , E 2 ), denoted by G ⊕ H, is the graph with vertex set
This notion of graph product was introduced by Ore [14] in 1962, nevertheless it has passed almost unnoticed and just few results (for instance [1, 16] ) have been presented about this. According to that we consider it deserves to begin the study of some of its properties. The Cartesian sum is also known as the disjunctive product [16] and it is a commutative operation [2] . This well known fact is very useful in this section. Moreover, in several results, symmetric cases are omitted without specific mentioning of that fact.
The lexicographic product of two graphs G = (V 1 , E 1 ) and H = (V 2 , E 2 ) is the graph G•H with vertex set V = V 1 × V 2 and two vertices (a, b), (c, d) ∈ V are adjacent in G • H if and only if either ac ∈ E 1 , or a = c and bd ∈ E 2 .
1 In fact, according to [13] the strong resolving graph G ′ SR of a graph G has vertex set V (G ′ SR ) = V (G) and two vertices u, v are adjacent in G ′ SR if and only if u and v are mutually maximally distant in G. So, the strong resolving graph defined here is a subgraph of the strong resolving graph defined in [13] and can be obtained from the latter graph by deleting its isolated vertices.
Note that the lexicographic product of two graphs is not a commutative operation. Moreover, G•H is a connected graph if and only if G is connected. We would point out the following fact.
Remark 3. For any graph G and any non-negative integer
The strong metric dimension of G • N n was studied in [9] . In order to present some results on dim s (G • N n ), we need to introduce some additional notation and terminology. We define the TF-boundary of a non-complete graph G = (V, E) as a set ∂ T F (G) ⊆ ∂(G) where x ∈ ∂ T F (G) whenever there exists y ∈ ∂(G) such that x and y are mutually maximally distant in G and
(which means that x, y are not true twins). The strong resolving TF-graph of G is a graph G SRS with vertex set V (G SRS ) = ∂ T F (G) where two vertices u, v are adjacent in G SRS if and only if u and v are mutually maximally distant in G and
. Notice that the strong resolving TF-graph is a subgraph of the strong resolving graph.
In particular, if G has no true twin vertices, then
The following remark is a direct consequence of the definition of Cartesian sum graph.
Remark 5. A graph G ⊕ H is complete if and only if both, G and H, are complete graphs.
Because of the above we continue with the Cartesian sum of two graphs G and H, such that G or H is not complete. Proposition 6. Let G and H be two non-trivial graphs such that at least one of them is non-complete and let n ≥ 2 be an integer. Then the following assertions hold.
, H has no isolated vertices and G is a non-empty graph having at least one isolated vertex, then D(G
Proof. Note that since G and H are two graphs such that at least one of them is non-complete, by Remark 5 we have that
On the other hand, if G 1 and G 2 are two connected components of G, then for any
(iii) Assume that neither G nor H has isolated vertices. We consider the following cases for two different vertices (u, v), (x, y) ∈ V (G ⊕ H).
Case 1: v = y. Since H has no isolated vertices, then there exists a vertex
Case 2: u = x. This case is symmetric to Case 1.
Case 3: v = y and u = x. Since G and H have no isolated vertices, there exist vertices z ∈ N G (x) and w ∈ N H (v). Hence, (u, v) ∼ (z, w) ∼ (x, y) and, as a result,
According to the cases above the proof of (iii) is complete.
(iv) Let D(H) ≤ 2. If v and y are two adjacent vertices of H, then for any u,
, (x, y)) ≤ 2 and so (iv) follows.
(v) Assume that G has an isolated vertex, H has no isolated vertices and D(H) > 2. If u and x are not isolated vertices in G, then we proceed like in the proof of (iii) to show that d G⊕H ((u, v), (x, y)) ≤ 2. If u or x is an isolated vertex of G and d H (v, y) ≤ 2, then we proceed like in the proof of (iv). So, we consider that u or x is an isolated vertex and d H (v, y) ≥ 3.
Case 1': u is an isolated vertex and x is not an isolated vertex. In this case there exists t ∈ N G (x) and, since H has no isolated vertices, there exists w ∈ N H (v). Hence, (u, v) ∼ (t, w) ∼ (x, y) and, as a consequence,
Case 2': u and x are isolated vertices (u and x are not necessarily different). Since H has no isolated vertices and d H (v, y) ≥ 3, for every two vertices w ∈ N H (v) and z ∈ N H (y) it follows that w = z. Moreover, since G is not empty, there exist two different vertices s, t ∈ V (G) such that s ∼ t. v) , (x, y)) = 3 and the proof of (v) is complete.
Corollary
In order to present the next result we need to introduce some more terminology. Given a graph G, we define G * as the graph with vertex set 
Proof. We assume that D(G) ≤ 2 or neither G nor H has isolated vertices. Then, by Proposition 6 we have D(G ⊕ H) = 2 and, as a consequence, two vertices are mutually maximally distant in G ⊕ H if and only if they are true twins or they are not adjacent. Hence,
Our next result is derived from Theorem 2 and Proposition 8.
Proposition 9. Let G and H be two non-trivial graphs such that at least one of them is non-complete. If D(G) ≤ 2 or neither G nor H has isolated vertices, then
The strong product of two graphs G = (V 1 , E 1 ) and H = (V 2 , E 2 ) is the graph G ⊠ H = (V, E), such that V = V 1 × V 2 and two vertices (a, b), (c, d) ∈ V are adjacent in G ⊠ H if and only if a = c and bd ∈ E 2 , or b = d and ac ∈ E 1 , or ac ∈ E 1 and bd ∈ E 2 .
We would point out that the Cartesian product G H is a subgraph of G⊠H and for complete graphs it holds K r ⊠ K s = K rs . 
Lemma 10. For any graphs G and H,
(G ⊕ H) c = G c ⊠ H c .u = u ′ and v ∼ v ′ in H c , or u ∼ u ′ in G c and v = v ′ , or u ∼ u ′ in G c and v ∼ v ′ in H c . Therefore, (G ⊕ H) c = G c ⊠ H c .
Theorem 11. Let G and H be two graphs of order n and n ′ , respectively. If (neither G nor H has true twin vertices) and (D(G) ≤ 2 or neither G nor H has isolated vertices), then
Proof. If D(G) ≤ 2 or neither G nor H has isolated vertices, then by Proposition 9 we have dim
Hence, if neither G nor H has true twins, then G ⊕ H has no true twins and, as a result,
− . Therefore, we conclude the proof by Lemma 10, i.e., dim
Notice that transforming the problem of computing the strong metric dimension of the Cartesian sum of graphs into computing the vertex cover number of the strong product of the complement of the factor graphs (for the specific conditions of Theorem 11), which is equivalent to obtain the independence number of such an strong product, is related to the well known Shannon capacity of a graph (see [18] ). According to this, it is already known that obtaining the independence number of the strong product of graphs is a really challenging problem. In this sense, it seems to be very hard to give some examples of useful applications of the result above.
To do this, we need to introduce the following family of graphs presented previously in [10] . A C-graph is a graph G whose vertex set can be partitioned into α(G) cliques. Notice that there are several graphs which are C-graphs. For instance, we emphasize the following cases: complete graphs, cycles of even order or the complement of a cycle of even order. The following result on the independence number of the strong product of a C-graph and any arbitrary graph was also presented in [10] .
Lemma 12. [10] For any C-graph G and any graph H, α(G ⊠ H) = α(G)α(H).
Theorems 1 and 11, and Lemma 12 lead to the next result, which is an example of the usefulness of Theorem 11.
Remark 13. Let G and H be two graphs of order n and n ′ , respectively. If (neither G nor H has true twin vertices), (D(G) ≤ 2 or neither G nor H has isolated vertices) and the complement of G is a C-graph, then
Proof. By Theorem 11 we have that dim s (G ⊕ H) = β(G c ⊠ H c ). Now, by Theorem 1 and Lemma 12 we obtain dim
. Therefore, the result follows, as the independence number of a graph equals the clique number of its complement.
One example for the remark above could be, for instance, the case in which G is a cycle of even order, since its complement is a C-graph (if G is the complement of a cycle, then it happens the same). These examples are also presented after in Remark 19.
We continue now with some relationships between the strong metric dimension and the twins-free clique number of the Cartesian sum of graphs. In this sense, the following theorem is also an important tool.
Theorem 14. [7]
Let G be a connected graph of order n ≥ 2. Then
The next relationship between the twins-free clique number of a Cartesian sum graphs and the twins-free clique number of its factors is also useful in our work.
Lemma 15. Let G and H be two graphs. Then,
Proof. If all the components of G and H are isomorphic to a complete graph, then ̟(G⊕H) ≥ 1 = ̟(G)̟(H). If G or H, say G, is an empty graph, then for any twins-free clique S in H, and any x ∈ V (G), the set {x}×S, is also a twins-free clique in G⊕H, since the adjacencies in each copy of H remains equal and, as a consequence, the inequality
From now on, we assume G and H are non-empty graphs and we consider the case that at least one component of G or H is not isomorphic to a complete graph (notice that if at least one component of a graph is not isomorphic to a complete graph, then its twins-free clique number is greater than one). Let W be a ̟(G)-set and let Z be a ̟(H)-set. From the definition of Cartesian sum graphs, we have that the subgraph induced by W × Z is a clique in G ⊕ H. We consider the following cases.
Case 1: either G or H, say G, has every component isomorphic to a complete graph. Hence, W is a singleton set, W = {u}, and the set Z is included in a component of H which is not isomorphic to a complete graph (if not, then ̟(H) = 1, which is not possible). So, there exist
. By the definition of Cartesian sum graphs, we obtain that (u, z) ∼ (u, v) and (u, z) ∼ (u, y). Thus, W × Z is a twins-free clique.
Case 2: neither G nor H has every component isomorphic to a complete graph. Thus, as above, there exist u, x ∈ W and w / ∈ W such that w
. Again, from the definition of Cartesian sum graphs, we have that
Therefore, W × Z is a twins-free clique in G ⊕ H, which completes the proof.
Notice that there are cases of Cartesian sum graphs not satisfying the equality in the result above. One example is obtained as a consequence of Corollary 21 considering the graph
The clique number of any Cartesian sum graph satisfies the following relationship.
Lemma 16. For any graphs G and H,
Proof. Let W be an ω(G)-set and let Y be an ω(H)-set. From the definition of Cartesian sum graphs, we have that the subgraph induced by
Thus, by using definition of Cartesian sum graphs, Z must be of the form R × S, where R is maximum clique in G containing u and S is maximum clique in H containing v. Hence, ω(G ⊕ H) = |R| · |S| ≤ ω(G)ω(H) and the equality holds.
From now on we present our results on the strong metric dimension of Cartesian sum graphs. Notice that the graphs G ⊕ H having diameter two are described in Proposition 6.
Proposition 17. Let G and H be two graphs of order n and n
′ , respectively, such that G ⊕ H is connected. Then, dim s (G ⊕ H) ≤ nn ′ − ̟(G)̟(H).
Moreover, if D(G) ≤ 2 or neither G nor H has isolated vertices, then
Proof. From Theorem 14, Lemma 16 and the fact that ω(H) ≥ ̟(H), we have the lower bound. On the other hand, the upper bounds hold because of Theorem 14 and Lemma 15.
Corollary 18. Let G and H be two graphs of order n and n ′ , respectively, such that
We recall that the fan graph F 1,n is defined as the graph join K 1 + P n , the wheel graph of order n + 1 is defined as W 1,n = K 1 + C n and the grid graph P n P n ′ is obtained as the Cartesian product of the paths P n and P n ′ . There are some families of graph, as the above ones, which have no true twin vertices. In this sense, its twins-free clique number is equal to its clique number i.e.,
• ̟(T n ) = ω(T n ) = 2, where T n is a tree of order n ≥ 2.
• ̟(C n ) = ω(C n ) = 2, where n ≥ 3.
• ̟(F 1,n ) = ω(F 1,n ) = 3, where n ≥ 3.
• ̟(W 1,n ) = ω(W 1,n ) = 3, where n ≥ 4.
• ̟(P n P n ′ ) = ω(P n P n ′ ) = 2, where n, n ′ ≥ 2.
By using the examples above, Corollary 18 leads to the following.
Remark 19. The following assertions hold.
(i) If G and H are trees, cycles or grid graphs of order n and n ′ , respectively, then
(ii) If G and H are fans or wheels of order n + 1 and n ′ + 1, respectively, then
(iii) If G is a tree, a cycle or a grid graph of order n and H is a fan or a wheel of order
Lemma 15 gives a general lower bound for ̟(G ⊕ H) in terms of ̟(G) and ̟(H). Next we give another lower bound, which in some cases behaves better than the one from Lemma 15. A simplicial vertex in a graph G is a vertex of degree order of G minus one.
Lemma 20. Let G and H be two non-trivial graphs. Then
Moreover, if there exists a ̟(G)-set without vertices of degree order minus one, then
Proof. Assume G has order n and let W be a ̟(G)-set without vertices of degree n − 1 and let Z be a ω(H)-set. From the definition of Cartesian sum graphs, we have that the subgraph induced by W ×Z is a clique in G⊕H. Let (u, v) and (x, y) be two different vertices belonging to W × Z. In order to show that W × Z is a twins-free clique, we consider the following cases.
Case 1: v = y. Since u, x ∈ W , then without loss of generality, there exists vertex w ∈
Case 2: v = y. Since u has degree less than or equal to n − 2, there exists vertex
Thus, W × Z is a twins-free clique and so
On the other hand, let Y be ̟(G)-set having a vertex a of degree n − 1. Notice that Y cannot contain other vertex of degree n − 1. Now, let b be a vertex belonging to Z. Observe that S = ((Y − {a}) × Z) ∪ {(a, b)} is also a clique in G ⊕ H since Y × Z is a clique. We claim that S is a twins-free clique. To see this, we differentiate the following cases for two different vertices (c, d), (e, f ) ∈ S.
Case 2': d = f . If c = a, then c has degree less than or equal to n − 2 and there exists a vertex g ∈ V (G) such that c ∼ g. Thus, (c, d) ∼ (g, d) ∼ (e, f ). Now, suppose that c = a. In this case d = b and e = a. Since there exists a
. Therefore, S is a twins-free clique, which leads to
By the symmetry of the Cartesian sum graphs we complete the proof.
The following result is a direct consequence of the lemma above and the well known fact that the Cartesian sum of graphs is a commutative operation.
Corollary 21. Let G and H be two non-trivial graphs of order n and n ′ , respectively. Then the following assertions hold. Corollary 23. Let G be a non-trivial graph of order n and maximum degree ∆. If G has no true twins and ∆ ≤ n − 2, then
Proof. First of all, note that G ⊕ K n ′ is connected, as stated in Corollary 7. On the other hand, since G has no true twins, it follows ω(G) = ̟(G). Now, from Proposition 17 we have that dim s (G ⊕ K n ′ ) ≥ nn ′ − n ′ ω(G). Moreover, by using Proposition 22 (iii) we obtain dim s (G ⊕ H) ≤ nn ′ − max{̟(G)ω(H), ω(G)(̟(H) − 1) + 1} = nn ′ − n ′ ω(G). Therefore, the equality holds.
Corollary 24. For any integers, n, n ′ ≥ 2, (n + 1)n ′ − 2n ′ ≤ dim s (K 1,n ⊕ K n ′ ) ≤ (n + 1)n ′ − n ′ − 1.
Proof. The lower bound is a direct consequence of Proposition 17 while the upper bound is a direct consequence of Proposition 22 (i).
Conclusion and open problems
We have studied the strong metric dimension of Cartesian sum graphs G ⊕ H for all the possibilities of connectivity of G ⊕ H with the following exception: when G has an isolated vertex, H has no isolated vertices and D(H) > 2. That is, it remains to study the case where G ⊕ H has diameter three. We leave this case as an open problem. Also, according to the open problem presented in [9] about characterizing some kind of strong resolving graphs, in this article we describe the strong resolving graphs of Cartesian sum graphs of diameter two.
