R. Induced cortical oscillations in turtle cortex are coherent at the mesoscale of population activity, but not at the microscale of the membrane potential of neurons. J Neurophysiol 118: 2579 -2591, 2017. First published August 9, 2017; doi:10.1152/jn.00375.2017.-Bursts of oscillatory neural activity have been hypothesized to be a core mechanism by which remote brain regions can communicate. Such a hypothesis raises the question to what extent oscillations are coherent across spatially distant neural populations. To address this question, we obtained local field potential (LFP) and membrane potential recordings from the visual cortex of turtle in response to visual stimulation of the retina. The time-frequency analysis of these recordings revealed pronounced bursts of oscillatory neural activity and a large trial-to-trial variability in the spectral and temporal properties of the observed oscillations. First, local bursts of oscillations varied from trial to trial in both burst duration and peak frequency. Second, oscillations of a given recording site were not autocoherent; i.e., the phase did not progress linearly in time. Third, LFP oscillations at spatially separate locations within the visual cortex were more phase coherent in the presence of visual stimulation than during ongoing activity. In contrast, the membrane potential oscillations from pairs of simultaneously recorded pyramidal neurons showed smaller phase coherence, which did not change when switching from black screen to visual stimulation. In conclusion, neuronal oscillations at distant locations in visual cortex are coherent at the mesoscale of population activity, but coherence is largely absent at the microscale of the membrane potential of neurons.
RHYTHMIC OSCILLATIONS have been found in many species and brain structures (for a review, see Wang 2010) . They have been observed in cat neocortex (Bouyer et al. 1981) , rat hippocampus and auditory cortex (Csicsvari et al. 1999; Franowicz and Barth 1995) , human motor cortex and olfactory bulb (Adrian 1950; Jasper and Penfield 1949) , and visual and auditory cortices of monkey (Brosch et al. 2002; Friedman-Hill et al. 2000) , to name a few. Furthermore, oscillations exist even in brain slices (Compte et al. 2008; Miles and Poncer 1993; Whittington et al. 1995) . Despite being studied extensively, the functional significance of oscillations is unclear and a topic of debate in the neuroscience community. Two key, yet still controversial, concepts on the role of neural oscillations in local circuit functions are phase coding and communication through coherence. Neural oscillations are thought to serve as a "clock" signal for temporal synchronization of spikes (Burns et al. 2010 (Burns et al. , 2011 Csicsvari et al. 2003; Gray and Singer 1989) . Another long-standing hypothesis (communication through coherence) states that oscillations provide temporal windows for long-range communication between multiple distant regions (Buzsáki and Draguhn 2004; Fries 2005; Fries et al. 2007; Gray and Singer 1989; Lakatos et al. 2007; Lisman and Idiart 1995) .
To serve as a communication signal (Eckhorn et al. 1988; Singer and Gray 1995) , neuronal oscillations need to be reliable or covary among remote regions. One aim of this study was to characterize oscillations in visual cortex and address whether such oscillations are sufficiently coherent to serve as a clock signal, i.e., phase of the oscillations progresses linearly with time (Csicsvari et al. 2003; Gray and Singer 1989) . Another aim was to investigate the relationship between local field potential (LFP) and single-cell membrane potential (V m ) oscillations. Although some experimental studies Henrie and Shapley 2005; Lima et al. 2010; Okun et al. 2010; Perrenoud et al. 2016; Roberts et al. 2013; Schoffelen et al. 2005) have proposed the existence of a consistent LFP-V m relationship, more recent studies (Gieselmann and Thiele 2008; Jia et al. 2013b ) have ruled out this hypothesis.
To address these questions, we recorded from an ex vivo preparation of turtle visual cortex using extra-and intracellular recordings to identify differences between single-cell V m and LFP oscillations. We observed large variability of the duration and peak frequency of oscillatory bursts. Moreover, we found a large variation in oscillatory neural activity across electrodes and preparations. Despite large stimulus-induced and timedependent variability, LFP oscillations showed a strong coherence at the stimulus onset. Importantly, this study reveals qualitative differences between single-cell V m and LFP oscillations.
MATERIALS AND METHODS

Ex Vivo Eye-Attached Whole Brain Preparation
Adult red-eared turtles (Trachemys scripta elegans; weight 150 -300 g; carapace length 12-15 cm; Niles Biological, Sacramento, CA) were used in this study. Procedures used in this study were approved by the Washington University Institutional Animal Care and Use Committee and conform to the guidelines of the National Institutes of Health on the care and use of laboratory animals. Following anesthesia (propofol 10 mg/kg; Ziolo and Bertelsen 2009) and decapitation, we surgically removed the brain, optic nerves, and eyes from the cranium. Dissection proceeded as described previously (Crockett et al. 2015; Saha et al. 2011; Shew et al. 2015) . In brief, the brain was surgically removed from the skull with the right eye attached and continuously perfused with artificial cerebral spinal fluid (in mM; 85 NaCl, 2 KCl, 2 MgCl 2 , 45 NaHCO 3 , 20 D-glucose, and 3 CaCl 2 bubbled with 95% O 2 and 5% CO 2 ) (Saha et al. 2011) . One eye was hemisected, using a razor blade, and drained of its vitreous to provide a clear path to project images onto the retina (Fig. 1A) . Starting from the left olfactory bulb, a rostral-caudal incision was made along the medial cerebral hemisphere, allowing us to unfold the cortex and expose the ventricular surface of the visual cortex. Afferent fibers remain intact in surgery because the geniculo-cortical axons pass beneath the dorsal ventricular ridge (DVR), through the dorsal cortex, and synapse on the apical dendrites of the pyramidal cells as well as interneurons (Fig. 1B) .
Visual Stimuli
For the data included in this study, three methods of visual stimulation were used. 1) For LED stimulation, a red LED (Kingbright; 640 nm) was connected to the output of a National Instruments BNC-2090 terminal block connected to a National Instruments PCI-6024E DAQ board. This output was controlled with a custom LabView program on a computer running Windows 7. 2) For monitor/mirror stimulation (Fig. 1A) , a 19-in. LCD monitor (model SyncMaster T190; Samsung) displayed the stimuli. This image was reflected off a mirror located across room above the tissue and focused on the retina with a lens placed above the tissue. 3) A projector (AAXA P4 X), combined with a system of lenses (Edmund Optics), projected images onto the retina. Visual stimuli were generated using software written in python on a computer running Ubuntu 10.4 (Saha et al. 2011; Shew et al. 2015) . Visual stimuli included black dots moving on a white screen, red LED flashes, brief (100 -250 ms) whole field and subfield flashes (red or white), sustained (10 s) gray screen, a naturalistic movie (CatCam), a motion-enhanced movie (Gallant), and a phase-shuffled version of the same movie.
MEA Recordings and Data Acquisition
Data were collected at 30 kHz using the Cerebus data acquisition system (Blackrock Microsystems). Two different styles of microelec- trode arrays were used for our LFP recordings. For some recordings, we used a 96-channel array ( Fig. 1C ; 10 ϫ 10 square grid, 400-m interelectrode spacing, 500-m electrode length, no corner electrodes; Blackrock Microsystems). For others, we used an array of shank electrodes (4 ϫ 4 array of shank electrodes with 8 recording sites on each, 300-and 400-m x and y distances between shanks and 100 m between recording sites along a shank). We attached either array to a post-fastened micromanipulator (Sutter MP-285) and inserted the array to a depth of 500 m starting from the ventricular side of the unfolded cortex such that the plane of electrodes was parallel to the dorsal surface of cortex. We recorded wide-band (0.7 Hz to 15 kHz) extracellular voltages relative to a silver chloride pellet electrode in the tissue bath (Fig. 1D ). Recordings began 2-3 h after induction of anesthesia.
Determining Visually Responsive Recordings Sites
We analyzed data from electrodes that were located within the visually responsive region of cortex. We accepted a recording channel as part of visual cortex when its average LFP response to visual stimulation exceeded a given threshold. For this purpose, we quantified the level of spontaneous activity on each electrode by averaging the absolute value of the LFP over 4-s windows immediately before presenting the stimulus. Evoked responses are quantified in similar manner for a 4-s window immediately following the onset of the stimulus. We included visual responses of recording sites if their ratio of evoked to spontaneous activity was greater than 1.75 (Shew et al. 2015) (Fig. 1C) .
Intracellular Recordings
Whole cell current-clamp recordings were performed with patch pipettes (4 -8 M⍀) pulled from borosilicate glass and filled with a standard electrode solution (in mM; 124 KMeSO 4 , 2.3 CaCl 2 ·2H 2 O, 1.2 MgCl 2 , 10 HEPES, and 5 EGTA) adjusted to pH 7.4 at room temperature. Visually guided cell patching was accomplished with a differential interference contrast microscope (Olympus). Membrane potential (V m ) was recorded using an Axoclamp 900A amplifier. Data were digitized by an acquisition panel (National Instruments PCIe-6321) with sampling at 10 kHz. Simultaneously recorded cells were located less than 300 m apart. Spikes are infrequent in pyramidal neurons of turtle visual cortex (Naumann et al. 2015) , resulting in most trials of V m recordings displaying no spikes. For simplicity, we focused our analysis exclusively on those trials without spikes in the window of interest.
Data Analysis
Burst detection. To detect bursts of fluctuations in the LFP and V m recordings, we filtered the raw signal using 9 different 10-Hz-wide pass bands from 10 to 100 Hz. We then took the Hilbert transform of each of these filtered signals and normalized it by its mean value. Finally, we created a new array by taking the maximum value from all nine normalized Hilbert transforms at every time step. This new array indicates whether there was substantial activity in any of the nine pass bands we considered. This array was used to detect bursts of oscillation. To do so, we looked at all the crossings of both a high threshold (6 SD) and a low threshold (4 SD). Each time the signal crosses the high threshold, the time point becomes part of a burst, and the onset (and offset) of each burst is defined by extending forward (and backward) in time from the high-threshold crossing until there is more than 250 ms to the next low-threshold crossing. The data used for burst duration distributions were collected from recordings including visual stimulation and dark periods.
Relative power. We examined visually evoked LFP and V m responses with respect to their changes of the frequency profiles compared with ongoing activity. For this, we defined the relative power, which is the power spectral density (PSD) during a 2-s period after a stimulus onset divided by a baseline PSD (Fig. 1E ). The baseline power was calculated by taking the average of the PSD of all the 2-s periods before the stimulus onsets, during which any recorded activity was not visually evoked. To calculate the PSD values, we downsampled our recordings to 3 kHz with every tenth data point and then performed multitaper (3 tapers) spectral estimations of 500-ms sliding windows (sliding by 50 ms) covering the 2-s periods (Mitra and Pesaran 1999) (using the pymutt package in Python, https://code.google.com/archive/p/pymutt/). The average of these sliding windows was used as the power to then calculate relative powers.
Peak frequency. To allow for the detection of peaks in relative power at more than one frequency for a single trial, we started with all local maxima in relative power and accepted the maxima peak frequencies if they met three conditions: 1) there must be a neighborhood around that frequency in which the relative power at some higher frequency (and lower frequency unless the neighborhood includes 0 Hz) was at most one-fourth the relative power of the putative peak frequency; 2) in this neighborhood, the putative peak frequency must have the highest relative power; and 3) the relative power at the putative peak frequency must be at least 4 (i.e., the evoked power must be at least 4 times the baseline power). This operational threshold was chosen by visual inspection.
Wavelet transform. The wavelet transform is suitable for analyzing nonstationary time series that contain power modulation at many different frequencies (Torrence and Compo 1998) . In the present study, the time series signal was first multiplied by a window function, also called a wavelet function, and the resulting signal was Fourier transformed to render the time-frequency content:
where x(t) is the signal to be transformed and the asterisk indicates the complex conjugate. For our wavelet function, we used the Morlet wavelet, consisting of a plane wave modulated by a Gaussian:
where and s are the center and temporal extent of the window function.
Analysis of the phase of the oscillations. To characterize phase distributions, voltage traces were sliced offline from Ϫ2 to 2 s from stimulus onset and padded with enough zeros to avoid edge effects of the wavelet transformation. The Morlet wavelet at 29 scales from 1.5 to 193 Hz provides us with instantaneous phase and amplitude across time and frequency. Based on results from previous studies (see Lakatos et al. 2007 and references therein), six frequency bands were defined and used to quantify phases across trials in either a single or simultaneously recorded signals.
SINGLE VOLTAGE TRACE. Phase trajectories can be plotted in polar coordinates with the radius as the amplitude and phase of the complex numbers during time. We define a frequency component that can be modeled as a sinusoidal function with a fixed phase as an autocoherent signal. To compare the phase of a voltage signal to a pure sinusoidal signal, we define residual phase as res (t, f) ϭ (t, f) Ϫ 2 mod(t, 1/f). If this quantity is not changing over time, the signal is autocoherent. Parametric trajectories with residual phase in a polar plot should be confined to a sector of space, whereas otherwise a random trajectory can be seen and the signal is not autocoherent. To quantify localization of the trajectories in phase portraits, circular variation (CiV) is defined as
which is always normalized to be between 0 and 1, with 0 for the most coherent (sinusoidal) and 1 for signal with completely random phase drift (Burns et al. 2010; Hoseini and Wessel 2016) . SIMULTANEOUS VOLTAGE TRACES. To characterize phase locking between simultaneously recorded signals in each frequency band, phase concentration, R(t, f), was calculated and averaged for 2 s before and 2 s after stimulus onset. At a given frequency and time, R(t, f) is defined as
in which i is instantaneous phase of the signal i ϭ 1, 2 Lakatos et al. 2007; Yang et al. 2012) . The phase concentration ranges from Ϫ1 to 1, with a positive value for phase locking and negative for out-of-phase locking. Higher absolute values indicate that the observations are more closely clustered around the mean than the values closer to 0.
RESULTS
To what extent are oscillations coherent across spatially distant neuronal populations? To address this question, we used LFP and membrane potential recordings from the visual cortex of turtles in response to visual stimulation of the retina. Specifically, we quantified the duration and peak-frequency distributions of bursts of oscillation and the temporal progression of phase. Importantly, we investigated how visual stimulation impacts the phase and the coherence of the signals across the cortex.
Across-Trial Variability in Oscillatory Bursts
The relative power (see MATERIALS AND METHODS) at a given frequency represents the extent to which the evoked power in that frequency has increased beyond an average baseline level calculated from periods without visual stimuli. In LFP recordings from turtle visual cortex, single-trial relative power 1) often had multiple peaks within narrow frequency bands, 2) varied across trials (for a given electrode), and 3) differed across electrodes (for a given trial) (Fig. 2) . In addition, relative power changed when the type of visual stimulus was altered.
Trial-to-trial variability of relative power had characteristic features. Whereas there was a consistent increase in power at some low frequency, the sharpness of the peak frequencies and the centers of those peaks varied from trial to trial. Often, there were certain frequencies that had high relative powers in most trials but not all.
Electrode-to-electrode differences in relative power too had characteristic features. For a given trial, peaks in relative power were often shared with nearby electrodes. In contrast, different peaks had their maximal relative power at different electrodes. In some instances, two distant electrodes shared peaks that did not show up on electrodes in between. In some data sets, one subset of electrodes tended to have a specific peak frequency, whereas another subset tended to have a different peak frequency. These electrode subsets often overlapped.
At the more microscopic level of the cortical pyramidal neuron membrane potential, the relative power revealed similarly complex structure and variability. Relative power typi- cally consisted of multiple narrow peaks, varied across trials (for a given neuron), and, for a given trial, differed across simultaneously recorded neurons (Fig. 3) . High-frequency oscillations were less prominent in the membrane potential than in the LFP recordings.
Duration and Peak-Frequency Distribution
When quantifying the LFP oscillatory bursts in terms of burst duration and peak frequencies, we noticed a few characteristic distributions (Fig. 4) . Qualitatively, burst duration distributions can be grouped (by visual inspection) as follows: 1) broad and heavy-tail Gaussian distributions peaked at a duration near 1 s; 2) narrow and exponential-like distributions; i) bimodal distributions with most bursts being less than 2 s; and 4) other distributions without any particular common feature (Fig. 4A) . Combining the burst duration distributions from all preparations considered (n ϭ 53 turtles; total of 339 electrodes) yields a broad, heavy-tail burst duration distribution (Fig. 4B) . The distribution of peak frequencies was similarly diverse (Fig.  4C) . A few recurring features were 1) broad distributions of peak frequencies primarily in the 10-to 40-Hz range, 2) very narrow distributions of less than 20-Hz width, 3) narrow distributions of less than 20-Hz width along with occasional peak frequencies covering a broad range of frequencies, and 4) additional distributions. Together, these data reveal the diversity and variability of LFP oscillations in visual cortex.
To compare the variability of LFP oscillations with the variability of membrane potential oscillations, we repeated the burst duration and peak frequency analysis for membrane potential recordings (Fig. 3) . Membrane potential burst duration profiles (Fig. 5, A and B) display characteristic features similar to what we observed for LFP recordings (Fig. 4, A and  B) . One difference stood out. Membrane potential oscillations are generally shorter in duration than LFP oscillations, and peak frequency distributions are broader (Fig. 5C ). This could be due to the fact that membrane potentials represent a smaller subset of neural activity.
Phase Drifts Within a Burst of Oscillation
The phase coding hypothesis posits that neural oscillations are autocoherent; i.e., phase unfolds linearly with time. Such oscillations could provide a unique reference time for the temporal encoding of sensory information. In contrast, a phase not evolving as a sinusoid would render the applicability of the phase coding hypothesis less obvious.
To evaluate the phase of LFP oscillations in turtle visual cortex, we employed the circular variation (CiV) as a measure of localization of parametric paths in phase space (Burns et al. 2010 ). The CiV is the ratio of average complex coefficients from complex Gabor transform normalized by average amplitudes of the coefficients (see MATERIALS AND METHODS). A CiV value close to 0 indicates that trajectories are localized in a sector of space and phase is nearly conserved, i.e., an autocoherent oscillation. The other limit, a CiV value close to 1, implies that the phase path is wandering and oscillations are not autocoherent.
Exposing the retina to a brief flash of light induces in the visual cortex delayed and long-lasting LFP fluctuations ( 6A) with elevated power in the frequency range below 100 Hz (Fig. 6B) . Phase portraits reveal a wandering phase for all frequencies considered (Fig. 6C) . All CiV values are near 1, thus indicating that LFP oscillations are not autocoherent. Similar results were seen for all recording sites (271 electrodes, 21 turtles; Fig. 6D ). Within this extensive data set, CiV values ranged from 0.3 to 1 in the alpha band (10 -30 Hz), with slightly left-skewed distributions and slightly sharper histograms in the gamma band (30 -100 Hz). In conclusion, CiV values in all frequency bands are significantly different from 0 (t-test; P ϽϽ0.001), thus indicating that LFP oscillations in turtle visual cortex are not autocoherent. These results suggest that LFP oscillations in turtle visual cortex do not serve as a clock signal in a simple way.
To address the question of autocoherence at the microscopic level of single neurons, we analyzed the phase of oscillation bursts in membrane potential recordings in response to a naturalistic movie (Fig. 7, A and B) . Our recordings show that trajectories wander in the phase portrait plots and CiV values are near 1 across all frequencies (Fig. 7C) . Summarized histograms of CiV values (23 neurons, 9 turtles, 297 trials) show a broader distribution (Fig. 7D) . Specifically, CiV values are significantly non-zero, thus indicating that membrane potential oscillations are not autocoherent (t-test; P ϽϽ0.001). In conclusion, these data show that membrane potential fluctuations are not autocoherent in the time windows considered.
Coherence Across Spatially Distant Locations
For neuronal oscillations to offer a mechanism for neuronal communication between two spatially distant locations, the oscillations at the two locations must be coherent at any given trial (Bastos et al. 2015; Fries 2005; Ghazanfar et al. 2008; Schoffelen et al. 2005) . We quantified the level of coherence of pairs of LFP oscillations at two spatially distant recording sites Phase concentration of ongoing (spontaneous) LFP oscillations at two spatially separate locations (of up to~2 mm) was high in the low-frequency range but much reduced in the high-frequency range (Fig. 8) . For all frequency ranges considered, phase concentration significantly increased from ongoing to induced oscillations (paired t-test; all P ϽϽ 0.01; Fig.  8A ). Qualitatively similar results were obtained for all 1,272 pairs of electrodes in our data set of 21 turtles (Fig. 8B ). In conclusion, for any given trial, induced LFP oscillations in the low-frequency range at two locations can be coherent, which may be interpreted as support for the communication hypothesis (Fries et al. 1997; Lakatos et al. 2007) .
Are membrane potential fluctuations coherent across pyramidal neurons in visual cortex? Does the level of coherence change with visual stimulation? To address these questions, we performed dual whole cell recordings from pairs of cortical pyramidal neuron (see MATERIALS AND METHODS). We analyzed the thus obtained ongoing and induced membrane potential fluctuations using the measure of phase concentration. Three observations stood out (Fig. 9A) . First, in the low-frequency range (Ͻ10 Hz), phase concentration was highly variable from trial to trial, largely covering a range from 0 to 1. Second, in the high-frequency range (Ͼ10 Hz), phase concentration was vanishingly small and less variable. Third, phase concentration remained largely unchanged during the transition from ongoing to induced oscillations. Qualitatively similar results were observed for all 17 pairs of pyramidal neurons in our data set comprising 314 trials (Fig. 9B ). In conclusion, the coherence of membrane potential fluctuations across pyramidal neurons in visual cortex is variable across trials, is small, and does not change during visual stimulation. This experimental result renders membrane potential coherence an unlikely biophysical candidate mechanism for communication across neurons in turtle visual cortex.
DISCUSSION
We conducted a comprehensive assessment of LFP and membrane potential oscillations in turtle visual cortex in response to visual stimulation of the retina. We found pronounced bursts of oscillatory neural activity. Both burst durations and peak frequencies varied from trial to trial and electrode to electrode. Oscillations of a given recording site were not autocoherent; i.e., the phase drifted rather than progressing linearly in time. Visual stimulation caused an increase in phase coherence of two LFP recordings at spatially separate locations compared with ongoing activity. In contrast, the phase coherence of membrane potential oscillations from pairs of simultaneously recorded pyramidal neurons was vanishingly small for ongoing activity and remained small during visual stimulation.
Our results extend previous studies in three directions. First, LFP signals at some of the recording sites tend to preferentially oscillate at a narrow-band frequency across all trials, and hence the peak-frequency profile exhibits a sharp peak at the corresponding frequency band. This is not consistent with the existing notion that gamma-band oscillations are temporally unstructured and could be generated by filtered noise (Kang et al. 2010; Xing et al. 2012) . Second, we found that oscillatory bursts may last for several seconds in both LFP and membrane potential signals (Fig. 4A and Fig. 5A ). This is in stark contrast with previous reports (Burns et al. 2011; Perrenoud et al. 2016; Siegle et al. 2014) , in which oscillation are shown to be very short-lived and last for very few cycles (less than 10 cycles). Third, to the best of our knowledge, our work is the first that compares characteristics of oscillations between LFP and membrane potential signals both before and after stimulus onset. This work on the visual cortex of the turtle ex vivo whole brain preparation provides a first-hand framework to test the basic ideas of oscillations, e.g., communication through coherence between different groups of neurons, or whether oscillations represent a reference signal relative to which the timing of spikes carries information.
It is unlikely that our results are side effects of propofol used for anesthesia. Although propofol has been shown to influence the state of the brain (Mukamel et al. 2014 ) and oscillations (Ching et al. 2010; McCarthy et al. 2008) , it is well documented that the drug has a reversible effect on neuronal activity and can be readily washed out under constant perfusion (Friederich et al. 2001; Hales and Lambert 1991; Orser et al. 1994) . Therefore, our strategy to start recordings 2-3 h after induction 0.83, 0.84, 0.86, 0.87, 0.88, 0.90, 0.92, and 0.93. of anesthesia minimizes the influence of the drug. Furthermore, the intracellular and extracellular activity we observed was qualitatively similar to that reported in previous studies in which cryoanesthesia (rather than propofol) was administered to the turtle (Kriegstein 1987; Prechtl et al. 1997 Prechtl et al. , 2000 . Finally, using the approach describe in this article, we have recorded extracellular visual responses (Clawson et al. 2017; Shew et al. 2015; Wright et al. 2017 ) that were qualitatively similar to those in the awake animal (Rutishauser et al. 2013) .
Cortical Oscillations Are Variable Across Trials
A network of neurons can intrinsically generate rhythmic oscillations (Kopell et al. 2000; Tiesinga et al. 2001; Wang and Rinzel 1992) . Such oscillations are intermittent, vary across epochs (Hoseini and Wessel 2016) , and differ considerably between recording sites (Atallah and Scanziani 2009; Hoogenboom et al. 2006; Llinás et al. 1991; Muthukumaraswamy et al. 2010) . Furthermore, large stimulus-dependent variability in frequency has been reproduced with computational models (Buia and Tiesinga 2006; Traub et al. 1996) . In this study we quantified the across-trial variability of both LFP and membrane potential oscillations in terms of the PSD profile (Figs. 2 and 3) and the durations and peak frequencies (Figs. 4 and 5) .
Cortical Oscillations Are Not Autocoherent
Experimental studies have shown that gamma-band activity is a stochastic process (Burns et al. 2010 (Burns et al. , 2011 ) that exhibits identical temporal structure in both anesthetized and awake monkeys (Xing et al. 2012) . Similarly, computational models suggest that gamma-band activity can be replicated in recurrent networks with Poissonian-distributed inputs (Kang et al. 2010; Xing et al. 2012) . Not surprisingly, time-frequency analysis of LFP signals has indicated that phase does not progress linearly with time across all frequency bands regardless of the time window size (Fig. 6 ). In addition, we found that temporally unstructured dynamics is apparent at the microscopic level of membrane potentials (Fig. 7) . Overall, these observations on the visual cortex of the turtle ex vivo whole brain preparation call into question the hypothesis that neural oscillations may serve as a "clock" signal (Burns et al. 2010 (Burns et al. , 2011 Csicsvari et al. 2003 visual cortex at both micro-and mesoscale does not unfold linearly with time, and this renders the applicability of the clock hypothesis less obvious. Therefore, alternative hypotheses should be explored. For instance, the possibility remains that a spike-phase relationship could be used at shorter timescales, e.g., a cycle-by-cycle basis (Perrenoud et al. 2016) .
Oscillations Are Coherent at Mesoscale but Not at Microscale
Mounting evidence indicates that visual stimulation evokes high-frequency fluctuations that correlate with LFP (Gray and McCormick 1996; Jagadeesh et al. 1992; Volgushev et al. 2003) and control the timing of spikes (Azouz and Gray 2003) . The coherence of these visually evoked high-frequency components between nearby neurons in cat V1 cortex increases independent of functional specificity of the neurons or stimulus parameters (Lampl et al. 1999; Yu and Ferster 2010) . This coherence enhancement has shown to provide a temporal window of opportunity for communication between remote brain regions (Bastos et al. 2015; Bauer et al. 2007; Fries 2005; Jones and Wilson 2005; Maier et al. 2008) . In this hypothesis, frequency match of oscillatory bursts is incredibly critical and, hence, communication would be impossible if frequencies in different areas were too disparate.
In line with previous reports (Bastos et al. 2015; Bosman et al. 2012; Ghazanfar et al. 2008; Grothe et al. 2012; Jia et al. 2013a; Lakatos et al. 2007; Roberts et al. 2013; Schoffelen et al. 2005; Womelsdorf et al. 2007 ), our results from the visual cortex of the turtle ex vivo whole brain preparation revealed that LFP oscillations, despite lack of regularity, covary be- tween distant recording sites after stimulus onset (Fig. 8) . Moreover, our findings indicated that the phase coherence of membrane potentials from pairs of pyramidal neurons remained largely unchanged during visual stimulation (Fig. 9) , which is in stark contrast with previous reports (Lampl et al. 1999; Yu and Ferster 2010) . These studies in cat V1 cortex showed that only for complex-complex pairs, but not simplecomplex pairs, coherence function at high frequency (20 -80 Hz) is significantly modulated by visual stimulation. Unfortunately, this cell-type dependence implies that results observed in cat visual cortex should not be necessarily generalizable to other animals and areas. In primates and carnivores, but not reptiles and rodents, visual cortex shows a functionally organized structure with periodic arrangement of orientation preference (Harris and Mrsic-Flogel 2013; Ohki et al. 2005) . Cortical surfaces that are organized in a more orderly manner exhibit a dominance of local inputs with similar feature preferences and a sharper subthreshold tuning (Harris and MrsicFlogel 2013; Mariño et al. 2005; Tan et al. 2011) , whereas this bias is absent in rodents (Ko et al. 2011 ) and reptiles. Additionally, LFP and the membrane potential are of fundamentally different nature. It has been hypothesized that LFP at a given recording site reflects the superposition of coordinated synaptic inputs and synchronized local extracellular currents from spiking neurons (Buzsáki and Wang 2012; Lindén et al. 2011) . In this scenario, LFP signals reflect large coordinated neuronal population activity, which likely exhibits a strong coherence during visual stimulation. In contrast, in cortical circuits with low connectivity, the membrane potential fluctuation of a neuron reflects the integrated activity of a relatively small presynaptic pool of neurons. The presynaptic pools of two pyramidal neurons may have little overlap, thus potentially yielding a small phase coherence between the membrane potential oscillations of two pyramidal neurons. It will be interesting to see how future computational studies of experimentally constrained models will help to clarify the relation between connectivity and the dynamics of phase coherence.
