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Abstract
It is well known that any graph admits a crossing-free straight-line drawing in R3 and
that any planar graph admits the same even in R2. For a graph G and d ∈ {2, 3},
let ρ1d(G) denote the minimum number of lines in Rd that together can cover all edges
of a drawing of G. For d = 2, G must be planar. We investigate the complexity of
computing these parameters and obtain the following hardness and algorithmic results.
• For d ∈ {2, 3}, we prove that deciding whether ρ1d(G) ≤ k for a given graph G and
integer k is ∃R-complete.
• Since NP ⊆ ∃R, deciding ρ1d(G) ≤ k is NP-hard for d ∈ {2, 3}. On the positive
side, we show that the problem is fixed-parameter tractable with respect to k.
• Since ∃R ⊆ PSPACE, both ρ12(G) and ρ13(G) are computable in polynomial space.
On the negative side, we show that drawings that are optimal with respect to ρ12
or ρ13 sometimes require irrational coordinates.
• Let ρ23(G) be the minimum number of planes in R3 needed to cover a straight-line
drawing of a graph G. We prove that deciding whether ρ23(G) ≤ k is NP-hard for
any fixed k ≥ 2. Hence, the problem is not fixed-parameter tractable with respect
to k unless P = NP.
1 Introduction
As is well known, any graph can be drawn in R3 without crossings so that all edges are segments
of straight lines. Suppose that we have a supply L of lines in R3, and the edges are allowed to be
drawn only on lines in L. How large does L need to be for a given graph G? For planar graphs, a
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similar question makes sense also in R2, since planar graphs admit straight-line drawings in R2 by
the Wagner–Fa´ry–Stein theorem. Let ρ13(G) denote the minimum size of L which is sufficient to
cover a drawing of G in R3. For a planar graph G, we denote the corresponding parameter in R2
by ρ12(G). The study of these parameters was posed as an open problem by Durocher et al. [10].
The two parameters are related to several challenging graph-drawing problems such as small-area
or small-volume drawings [9], layered or track drawings [8], and drawing graphs with low visual
complexity. Recently, we studied the extremal values of ρ13(G) and ρ
1
2(G) for various classes of
graphs and examined their relations to other characteristics of graphs [6]. In particular, we showed
that there are planar graphs where the parameter ρ13(G) is much smaller than ρ
1
2(G). Determining
the exact values of ρ13(G) and ρ
1
2(G) for particular graphs seems to be tricky even for trees.
In fact, the setting that we suggested is more general [6]. Let 1 ≤ l < d. We define the affine
cover number ρld(G) as the minimum number of l-dimensional planes in Rd such that G has a
straight-line drawing that is contained in the union of these planes. We suppose that l ≤ 2 as
otherwise ρld(G) = 1.
Moreover, we can focus on d ≤ 3 as every graph can be drawn in 3-space as efficiently as in
higher dimensions, that is, ρld(G) = ρ
l
3(G) if d ≥ 3 [6]. This implies that, besides the line cover
numbers in 2D and 3D, ρ12(G) and ρ
1
3(G), the only interesting affine cover number is the plane cover
number ρ23(G). Note that ρ
2
3(G) = 1 if and only if G is planar. Let Kn denote the complete graph on
n vertices. For the smallest non-planar graph K5, we have ρ
2
3(K5) = 3. The parameters ρ
2
3(Kn) are
not so easy to determine even for small values of n. We have shown that ρ23(K6) = 4, ρ
2
3(K7) = 6,
and 6 ≤ ρ23(K8) ≤ 7 [6]. It is not hard to show that ρ23(Kn) = Θ(n2), and we determined the
asymptotics of ρ23(Kn) up to a factor of 2 using the relations of these numbers to Steiner systems.
The present paper is focused on the computational complexity of the affine cover numbers. A
good starting point is to observe that, for given G and k, the statement ρld(G) ≤ k can be expressed
by a first-order formula about the reals of the form ∃x1 . . . ∃xmΦ(x1, . . . , xm), where the quantifier-
free subformula Φ is written using the constants 0 and 1, the basic arithmetic operations, and the
order and equality relations. If, for example, l = 1, then we just have to write that there are k
pairs of points, determining a set L of k lines, and there are n points representing the vertices of G
such that the segments corresponding to the edges of G lie on the lines in L and do not cross each
other. This observation shows that deciding whether or not ρld(G) ≤ k reduces in polynomial time
to the decision problem (Hilbert’s Entscheidungsproblem) for the existential theory of the reals.
The problems admitting such a reduction form the complexity class ∃R introduced by Schaefer
[24], whose importance in computational geometry has been recognized recently [4, 17, 25]. In the
complexity-theoretic hierarchy, this class occupies a position between NP and PSPACE. It possesses
natural complete problems like the decision version of the rectilinear crossing number [1] and the
recognition of segment intersection graphs [16], unit disk graphs [14], and point visibility graphs [5].
Below, we summarize our results on the computational complexity of the affine cover numbers.
The complexity of the line cover numbers in 2D and 3D. We begin by showing that it is
∃R-hard to compute, for a given graph G, its line cover numbers ρ12(G) and ρ13(G); see Section 2.
Our proof uses some ingredients from a paper of Durocher et al. [10] who showed that it is
NP-hard to compute the segment number segm(G) of a graph G. This parameter was introduced
by Dujmovic´ et al. [7] as a measure of the visual complexity of a planar graph. A segment in a
straight-line drawing of a graph G is an inclusion-maximal connected path of edges of G lying on
a line, and the segment number segm(G) of a planar graph G is the minimum number of segments
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in a straight-line drawing of G in the plane. Note that while ρ12(G) ≤ segm(G), the parameters
can be far apart, e.g., as shown by a graph with m isolated edges. For connected graphs, we have
shown earlier [6] that segm(G) ∈ O(ρ12(G)2) and that this bound is optimal as there exist planar
triangulations with ρ12(G) ∈ O(
√
n) and segm(G) ∈ Ω(n). Still, we follow Durocher et al. [10] to
some extent in that we also reduce from Arrangement Graph Recognition (see Theorem 1).
Another noteworthy related result is the ∃R-hardness of computing the slope number slop(G)
of a planar graph G, that has recently been established by Hoffmann [13]. The value of slop(G)
is equal to the minimum possible number of slopes in a straight-line drawing of G. It should be
noted that, whereas ρ12(G) ≥ slop(G), the two parameters are generally unrelated. For example, if
G is a nested-triangle graph, then the former parameter is linear while the latter is bounded by a
constant.
Parameterized complexity of computing the line cover numbers in 2D and 3D. It
follows from the inclusion NP ⊆ ∃R that the decision problems ρ12(G) ≤ k and ρ13(G) ≤ k are
NP-hard if k is given as a part of the input. On the positive side, in Section 3, we show that both
problems are fixed-parameter tractable. To this end, we first describe a linear-time kernelization
procedure that reduces the given graph to one of size O(k4). Then, in kO(k
2) time, we carefully
solve the problem on this reduced instance by using the exponential-time decision procedure for the
existential theory of the reals by Renegar [21, 22, 23] as a subroutine. To the best of our knowledge,
this is the first application of Renegar’s algorithm for obtaining an FPT result, in particular, in
the area of graph drawing where FPT algorithms are widely known.
Note for comparison that the decision problem slop(G) ≤ k for each fixed k is shown to be in
NP [13].
Realizability of ρ1d-optimal drawings. Since ∃R belongs to PSPACE (as shown by Canny [3]),
the parameters ρ1d(G) for both d = 2 and 3 are computable in polynomial space. We show, however,
that constructing a ρ12-optimal drawing of a given planar graph G can be an unfeasible task by
the following reason: There is a planar graph G such that every ρ12-optimal drawing of G requires
irrational coordinates (see Theorem 6).
This result shows that, even if a graph G is known to be drawable on k lines, it may happen
that G does not admit a k-line drawing on the integer grid. Nevertheless, in FPT time we are
always able to produce a combinatorial description of an optimal drawing (see Theorem 5).
The complexity of the plane cover number. Though the decision problem ρ23(G) ≤ k also
belongs to ∃R, its complexity status is different from that of the line cover numbers. In Section 5,
we establish the NP-hardness of deciding whether ρ23(G) ≤ k for any fixed k ≥ 2, which excludes
an FPT algorithm for this problem unless P = NP. To show this, we first prove NP-hardness of
Positive Planar Cycle 1-in-3-Sat (a new problem of planar 3-SAT type), which we think is
of independent interest.
Weak affine cover numbers. We previously defined the weak affine cover number pild(G) of a
graph G similarly to ρld(G) but under the weaker requirement that the l-dimensional planes in Rd
whose number has to be minimized contain the vertices (and not necessarily the edges) of G [6].
Based on our combinatorial characterization of pi13 and pi
2
3 [6], we show in Section 6 that the decision
problem pil3(G) ≤ 2 is NP-complete, and that it is NP-hard to approximate pil3(G) within a factor
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of O(n1−), for any  > 0. Asymmetrically to the affine cover numbers ρ12, ρ13, and ρ23, here it is the
parameter pi12 (for planar graphs) whose complexity remains open. For more open problems, see
Section 7.
2 Computational Hardness of the Line Cover Numbers
In this section, we show that deciding, for a given graph G and integer k, whether ρ12(G) ≤ k
or ρ13(G) ≤ k is an ∃R-complete problem. The ∃R-hardness results are often established by a
reduction from the Pseudoline Stretchability problem: Given an arrangement of pseudolines
in the projective plane, decide whether it is stretchable, that is, equivalent to an arrangement of
lines [18, 19]. Our reduction is based on an argument of Durocher et al. [10] who designed a
reduction of the Arrangement Graph Recognition problem, defined below, to the problem of
computing the segment number of a graph.
A simple line arrangement is a set L of k lines in R2 such that each pair of lines has one
intersection point and no three lines share a common point. In the following, we assume that every
line arrangement is simple. We define the arrangement graph for a set of lines as follows [2]: The
vertices correspond to the intersection points of lines and two vertices are adjacent in the graph if
and only if they are adjacent along some line. The Arrangement Graph Recognition problem
is to decide whether a given graph is the arrangement graph of some set of lines.
Bose et al. [2] showed that this problem is NP-hard by reduction from a version of Pseudoline
Stretchability for the Euclidean plane, whose NP-hardness was proved by Shor [26]. It turns
out that Arrangement Graph Recognition is actually an ∃R-complete problem [11, page 212].
This stronger statement follows from the fact that the Euclidean Pseudoline Stretchability
is ∃R-hard as well as the original projective version [17, 24].
Theorem 1. Given a planar graph G and an integer k, it is ∃R-hard to decide whether ρ12(G) ≤ k
and whether ρ13(G) ≤ k.
Proof. We first treat the 2D case. We show hardness by a reduction from Arrangement Graph
Recognition. Let G be an instance of this problem. If G is an arrangement graph, there must be
an integer ` such that G consists of `(`− 1)/2 vertices and `(`− 2) edges, and each of its vertices
has degree d where d ∈ [2, 4]. So, we first check these easy conditions to determine ` and reject
G if one of them fails. Let G′ be the graph obtained from G by adding one tail (i. e., a degree-1
vertex) to each degree-3 vertex and two tails to each degree-2 vertex. So every vertex of G′ has
degree 1 or 4. Note that, if G is an arrangement graph, then there are exactly 2` tails in G′ (2 for
each line) – if this is not true we can already safely reject G. We now pick k = `, and show that G
is an arrangement graph if and only if ρ12(G
′) ≤ k.
For the first direction, let G be an arrangement graph. By our choice of k, it is clear that G
corresponds to a line arrangement of k lines. Clearly, all edges of G lie on these k lines and the
tails of G′ can be added without increasing the number of lines. Hence, ρ12(G′) ≤ k.
For the other direction, assume ρ12(G
′) ≤ k and let Γ′ be a straight-line drawing of G′ on
ρ12(G
′) lines. The graph G′ contains
(
k
2
)
degree-4 vertices. As each of these vertices lies on the
intersection of two lines in Γ′, we need k lines to get enough intersections, that is, ρ12(G′) = k.
Additionally, there are no intersections of more than two lines. The most extreme points on any
line have degree 1, that is, they are tails, because degree 4 would imply a more extreme vertex.
We can assume that there are exactly 2k tails, otherwise G would have been rejected before as it
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could not be an arrangement graph. Each line contains exactly two of them. Let n2 (resp. n3)
be the number of degree-2 (resp. degree-3) vertices. As we added 2 (resp. 1) tails to each of these
vertices, we have 2k = 2n2 + n3. By contradiction, we show that the edges on each line form a
single segment. Otherwise, there would be a line with two segments. Note that the vertices at the
ends of each segment have degree less than 4 (that is, degree 1). This would imply more than two
degree-1 vertices on one line, a contradiction. So Γ′ is indeed a drawing of G′ using k segments.
By removing the tails, we obtain a straight-line drawing of G using k = n2 + n3/2 segments. The
result by Durocher et al. [10, Lemma 2] implies that G is an arrangement graph.
Now we turn to 3D. Let G be a graph and let G′ be the augmented graph as above. We show
that ρ13(G
′) = ρ12(G′), which yields that deciding ρ13(G′) is also NP-hard. Clearly, ρ13(G′) ≤ ρ12(G′).
Conversely, assume that G′ can be drawn on k lines in 3-space. Since G′ has
(
k
2
)
vertices of degree 4,
each of them must be a crossing point of two lines. It follows that each of the k lines crosses all
the others. Fix any two of the lines and consider the plane that they determine. Then all k lines
must lie in this plane, which shows that ρ12(G
′) ≤ ρ13(G′).
It remains to notice that the decision problems under consideration lie in the complexity class
∃R. To this end, we transform the inequalities ρld(G) ≤ k into first-order existential expressions
about the reals. Though this transformation is direct and elementary, we give some details in the
proof of the following lemma, as they are relevant also to the proof of Theorem 5 in Section 3.
Lemma 2. Each of the following decision problems belongs to the complexity class ∃R
(a) deciding, for a planar graph G and an integer k, whether ρ12(G) ≤ k;
(b) deciding, for a graph G and an integer k, whether ρ13(G) ≤ k;
(c) deciding, for a graph G and an integer k, whether ρ23(G) ≤ k.
Proof. We prove the lemma in detail for the parameter ρ12(G); the argument for the other two
parameters is very similar. To show that the decision problem for ρ12(G) is in ∃R, it suffices to
write the statement “ρ12(G) ≤ k” in existential theory of the reals. We first recall some elementary
geometric facts expressible as arithmetic statements.
Given three points a = (x1, y1), b = (x2, y2), c = (x3, y3) in the plane, let
χ(a, b, c) =
∣∣∣∣∣∣
x1 y1 1
x2 y2 1
x3 y3 1
∣∣∣∣∣∣
be the scalar triple product of three 3-dimensional vectors (x1, y1, 1), (x2, y2, 1), and (x3, y3, 1). As
is well known, the following conditions are equivalent:
– χ(a, b, c) > 0;
– the sequence of vectors (x1, y1, 1), (x2, y2, 1), and (x3, y3, 1) forms a right-handed system in R3;
– a 6= b, and the point c lies in the left half-plane with respect to the oriented line ~ab;
– the points a, b, and c are pairwise distinct, non-collinear, and occur counterclockwise in the
circumcircle of the triangle abc.
Moreover, χ(a, b, c) = 0 if and only if the points a, b, and c are collinear, including the case that
some of them coincide.
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If χ(a, b, c) = 0, we still do not know whether the point a lies on the segment bc. This happens
exactly when the following relation is fulfilled:
B(a, b, c)
def
= χ(a, b, c) = 0 ∧ (x2 − x1)2 + (y2 − y1)2 ≤ (x3 − x2)2 + (y3 − y2)2
∧ (x3 − x1)2 + (y3 − y1)2 ≤ (x3 − x2)2 + (y3 − y2)2.
Two segments ab and cd do not intersect exactly when the points a, b, c, and d satisfy the
following relation:
D(a, b, c, d)
def
= χ(a, b, c)χ(a, b, d) > 0 ∨ χ(c, d, a)χ(c, d, b) > 0 ∨
(χ(a, b, c) = χ(a, b, d) = 0 ∧ ¬B(a, c, d) ∧ ¬B(b, c, d) ∧ ¬B(c, a, b) ∧ ¬B(d, a, b)).
Suppose now that V (G) = {1, . . . , n} and denote the edge set of G by E = E(G). We have to
express the fact that there are n pairwise distinct points v1, . . . , vn lying on k lines `1, . . . , `k that
determine a straight-line drawing of the graph G. Each `i can be represented by a pair of points
pi and qi lying on this line. Our existential statement about the reals begins, therefore, with the
quantifier prefix ∃v1 . . . ∃vn∃p1∃q1 . . . ∃pk∃qk, where quantification ∃a over a point a = (x, y) means
the quantifier block ∃x∃y. Then we have to say that
∧
i 6=j
vi 6= vj ∧
k∧
l=1
pl 6= ql ∧
∧
{i,j}∈E
k∨
l=1
(B(vi, pl, ql) ∧B(vj , pl, ql)),
where a 6= b for points a = (x1, y1) and b = (x2, y2) is an abbreviation for x1 6= y1 ∨ x2 6= y2. This
subformula ensures that every edge of G lies on one of the k lines. It remains to ensure that there
is no edge crossing. For this purpose, we write that∧
{i,j},{l,m}∈E, {i,j}∩{l,m}=∅
D(vi, vj , vl, vm) ∧
∧
{i,j},{j,m}∈E, i 6=m
(¬B(vm, vi, vj) ∧ ¬B(vi, vj , vm)).
3 Fixed-Parameter Tractability of the Line Cover Numbers
In this section we show that, for an input graph G and integer k, both testing whether ρ12(G) ≤ k,
and testing whether ρ13(G) ≤ k are decidable in FPT time (in k). By a k-line cover in Rd of a graph
G, we mean a drawing D of G together with a set L of k lines such that (D,L) certifies ρ1d(G) ≤ k.
Our FPT algorithm follows from a simple kernelization/pre-processing procedure in which we
reduce a given instance (G, k) to a reduced instance (H, k) where H has O(k4) vertices and edges,
and G has a k-line cover if and only if H does as well. After this reduction, we can then apply
any decision procedure for the existential theory of the reals since we have shown in Lemma 2 that
both k-line cover problems are indeed both members of this complexity class. Our kernelization
approach is given as Theorem 3 and our FPT result follows as described in Corollary 4. We denote
the number of vertices and the number of edges in the input graph by n and m respectively.
Theorem 3. For each d ∈ {2, 3}, graph G, and integer k, the problem of deciding whether ρ1d(G) ≤
k admits a kernel of size O(k4), i.e., we can produce a graph H such that H has O(k4) vertices and
edges and ρ1d(G) ≤ k if and only if ρ1d(H) ≤ k. Moreover, H can be computed in O(n+m) time.
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Proof. For a graph G, if G is going to have a k-line cover (D,L), then there are several necessary
conditions about G which we can exploit to shrink G. First, notice that any connected components
of G which are paths can easily be placed on any line in L without interfering with the other
components, i.e., these can be disregarded. This provides a new instance G′. Second, there are at
most
(
k
2
)
intersection points among the lines in L. Thus, G has at most (k2) vertices with degree
larger than two. Moreover, each line ` ∈ L will contain at most k − 1 of these vertices. Thus, the
total number of edges which are incident to vertices with degree larger than two, is at most 2·(k−1)
per line, or 2 · (k2 − k) in total. Thus, G′ contains at most 2 · (k2 − k) vertices of degree one (since
each one occurs at the end of a path originating from a vertex of degree larger than two where all
the internal vertices have degree 2). Similarly, G′ contains at most 2 · (k2 − k) paths where every
internal vertex has degree two and the end vertices either have degree one or degree larger than
two. Finally, for each such path, at most
(
k
2
)
vertices are mapped to intersection points in L. Thus,
any path with more than
(
k
2
)
vertices can be safely contracted to a path with at most
(
k
2
)
vertices.
This results in our final graph G′′ which can easily be seen to have O(k4) vertices and O(k4) edges
(when G has a k-line cover). Now, if G′′ does not satisfy one of the necessary conditions described
above, we use the graph K1,2k+1 as H, i.e., this way H has no k-line cover.
We conclude by remarking that this transformation of G to G′′ can be performed in O(n+m)
time. The transformation from G to G′ is trivial. The transformation from G′ to G′′ can be
performed by two traversals of the graph (e.g., breadth first searches) where we first measure the
lengths of the paths of degree-2 vertices, then we shrink them as needed.
In the notation of the above proof, note that the statement ρ1d(G
′′) ≤ k can be expressed as a
prenex formula Φ in the existential first-order theory of the reals. The proof of Lemma 2 shows
that such a formula can be written using O(k4) first-order variables and involving O(k4) polynomial
inequalities, each of total degree at most 4 and with coefficients ±1. We could now directly apply
the decision procedure of Renegar [21, 22, 23] to Φ and obtain an FPT algorithm for deciding
whether ρ1d(G) ≤ k, but that would only provide a running time of (kO(k
4) +O(n+m)). We can be
a little more clever and reduce the exponent from O(k4) to O(k2). This is described in the proof
of the following corollary.
Corollary 4. For each d ∈ {2, 3}, graph G, and integer k, we can decide whether ρ1d(G) ≤ k in
kO(k
2) +O(n+m) time, i.e., FPT time in k.
Proof. First, we apply to the given graph G the kernelization procedure from the proof of Theorem 3
to obtain a reduced graph G′′. Now, notice that G′′ has at most O(k4) vertices of degree two, but
only
(
k
2
)
of these can be bend points and are actually important in a solution, i.e., at most
(
k
2
)
of these vertices are mapped to intersection points of the lines. Thus, we can simply enumerate
all possible O
(( k4
(k2)
))
subsets which will occur as intersection points, and, for each of these, test
whether this further reduced instance has a k-line cover using Renegar’s decision algorithm. This
leads to a total running time of kO(k
2) +O(n+m) as needed.
Recall that by a k-line cover in Rd of a graph G, we mean a drawing δ of G together with a set L
of k lines in Rd such that δ puts every vertex and edge of G onto a line in L. Let L = {`1, . . . , `k}.
For each i ≤ k, the vertices put by δ on `i induce a linear forest, i.e., a vertex-disjoint union of paths
(some of which can consist of a single vertex). Moreover, the path components in each linear forest
are naturally ordered in the order of their appearance along the line. We refer to this set of ordered
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linear forests as the combinatorial description of the k-line cover (δ,L). Given the combinatorial
description of a k-line cover of G in 2D, we can easily draw G on a stretchable arrangement of k
pseudolines. Drawing on a set of k lines L is not always explicitly possible because any appropriate
Lmay require irrational coordinates; see Section 4. Thus, in some sense, a combinatorial description
of a solution can be seen as a best possible output from an algorithm for drawing a graph on a
specified number of lines.
Theorem 5. For each d ∈ {2, 3}, graph G, and integer k, in 2O(k2) + O(n + m) time we can not
only decide whether ρ1d(G) ≤ k but, if so, also find the combinatorial description of a k-line cover
of G in Rd.
Proof. It is enough to solve the problem for an input graph G with no connected component
inducing a path, and we make this assumption about G. Let Vi (resp. V≥i) denote the set of
vertices of G having degree i (resp. at least i). As it was shown above, necessary conditions for
ρ1d(G) ≤ k are
|V≥3| ≤
(
k
2
)
and |V1| < 2k2. (1)
We assume also these conditions.
Furthermore, call a path in G straight if its end vertices have degree 1 or at least 3 and all
intermediate vertices have degree 2. Another necessary condition for ρ1d(G) ≤ k, that was shown
in Section 3, is that G contains less than 2k2 straight paths. We assume this as well.
Given a set S ⊆ V2, let GS denote the graph obtained from G by smoothing out all vertices in
V2 \ S. Note that
ρ1d(G) ≤ ρ1d(GS)
for any S. Moreover, the equality is attained for some S with |S| ≤ (k2). Indeed, let (δ,L) be a
ρ1d(G)-line cover of G and consider the set S of vertices in V2 that are taken by δ to intersection
points of L. We conclude that ρ1d(G) ≤ k if and only if there is S ⊆ V2 of size |S| ≤
(
k
2
)
such that
ρ1d(GS) ≤ k.
Let S and S′ be subsets of V2. We call them equivalent if every straight path has equally many
vertices in S and in S′. Note that, if S and S′ are equivalent, then GS and GS′ are isomorphic.
Thus, in order to check if ρ1d(G) ≤ k, it suffices to check if ρ1d(GS) ≤ k for small S (i.e., of size
|S| ≤ (k2)), and only for one S in each equivalence class. To this end, we generate representatives
of each equivalence class as explained below.
We first rename the vertices of G. For the vertices in V1 and V≥3 we use labels of binary length
O(k log k); this is possible due to (1). The label of a vertex v of degree 2 consists of the labels
assigned to the end vertices of the straight path containing v and the number of v along this path
counted in the direction starting from the end vertex with lexicographically smaller label. Now, we
generate all S with |S| ≤ (k2) such that the intersection of S with each straight path is a (possibly
empty) initial segment of this path. The number of such S is bounded by
(
K+2k2
K+1
)
, where K =
(
k
2
)
,
and hence smaller than (5e)k
2/2 < 4k
2
. Denote the family of the corresponding graphs GS by F .
Note that every graph F in F has less than 3k2 vertices, each represented by a label of binary
length O(k log k).
Summarizing, we see that ρ1d(G) ≤ k if and only if there is F ∈ F such that ρ1d(F ) ≤ k.
Moreover, the combinatorial description of any k-line cover of F can easily be completed to the
combinatorial description of a k-line cover of G; recall that F = GS is a subgraph of (a relabeled
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version of) G. Indeed, we just have to restore the vertices in V2 \ S, that were removed from G,
along with the incident edges. In other words, we have to restore the tail of each straight path P
that was not included in F . Let w be the lexicographically larger end vertex of P and u be the
largest intermediate vertex of P that was not included in F . If F includes none of the intermediate
vertices of P , then u is the lexicographically smaller end vertex of P . The combinatorial description
of a k-line cover of F has a linear forest containing the edge uw. All what we have to do is to
subdivide uw by the vertices that were removed from P . Lastly, we make backward relabeling to
restore the original vertex names of G.
Thus, our task reduces to finding the combinatorial description of a k-line cover of a graph F
in F if it exists We will need to do it for all F ∈ F one by one untill an F with ρ1d(F ) ≤ k is
encountered. Exhaustive search is here possible within the given time because |F| < 4k2 . Our
approach is based on a discretization of this geometric search problem. We first observe that a
k-line cover (δ,L) of F can be captured by a suitably defined combinatorial embedding of F into a
version of the arrangement graph of L; cf. Section 2 for the last concept.
Specifically, let L be a set of k lines in Rd with no isolated line (every line in L is at least once
crossed by another line in L). The augmented arrangement graph AL has crossing points of lines
in A as vertices, and two such points are adjacent in AL if they are neighboring on a line in L.
Moreover, the two tails, i.e., the rays not containing crossing points, of each line in L are represented
in AL by vertices of degree 1 adjacent to the crossing points from which the tails emanate. Finally,
each edge between two crossing points in AL is subdivided by two extra vertices. These vertices of
AL correspond to possible locations of degree-1 vertices of G between two crossing points on a line
in L.
The graph AL is endowed in a natural way with a path factorization by which we mean a parti-
tion of the edge set of AL into k paths such that every two paths have at most one common vertex.
In general, a graph H with a specified path factorization is called factorized ; the corresponding
paths will be referred to as path factors of H.
Let H be a factorized graph. If vertices x and y belong to a path factor of H, they determine
this path factor uniquely. In this case we write [x, y] to denote the set of all vertices on the path
from x to y along this factor (including x and y themselves). A combinatorial embedding of a
graph F into the factorized graph H is an injective map γ : V (F )→ V (H) such that, for any edge
uv ∈ E(F ), the following three conditions are fulfilled:
• γ(u) and γ(v) lie on a path factor of H;
• for any other edge u′v′ ∈ E(F ), the segments of vertices [γ(u), γ(v)] and [γ(u′), γ(v′)] have
exactly one vertex in common if uv and u′v′ are adjacent and have an empty intersection
otherwise (note that, by the preceding condition, γ(u′) and γ(v′) lie on a path factor of H,
but not necessarily the same as γ(u) and γ(v));
• deg v = 1 if and only if deg γ(v) ≤ 2.
For a graph F and a family L of k lines, note that a k-line cover (δ,L) of F determines
a combinatorial embedding γ of F into the augmented arrangement graph AL. Vice versa, a
combinatorial embedding γ of F into AL efficiently translates into the combinatorial description
of a k-line cover (δ,L) of F . Given F ∈ F and AL, a combinatorial embedding of F into AL
can be found, if it exists, in time kO(k
2) by trial of all injections from V (F ) to V (AL) (recall that
|V (F )| < 3k2 and note that |V (AL)| < 2.5k2).
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It remains to generate the set of all possible augmented arrangements graphs for families of k
lines. To this end, we introduce a few additional notions.
We call a factorized graph H ′ a pre-template graph if
1. H ′ has no isolated edge and no vertex of degree 2;
2. every path factor of H ′ is a path between two degree-1 vertices.
A factorized graph H is a template graph if it is obtained from a pre-template graph H ′ by subdi-
viding each edge between two non-degree-1 vertices in H ′ by two new vertices; each path factor of
H ′ is “prolonged” to a path factor of H correspondingly.
A factorized graph H is stretchable in Rd if there is a drawing of H in Rd such that every path
factor of H lies on a line.
Note that H with k path factors is the augmented arrangement graph of some family of k
lines in Rd if and only if H is a template graph stretchable in Rd. In order to generate all such
graphs, consider first the family Hk of all pre-template graphs with k path factors. Label the path
factors by 1, . . . , k. Given H ′ ∈ Hk, label each vertex of H ′ with the set of labels of all paths
to which this vertex belongs. Let Si be the sequence of labels of all vertices appearing along the
i-th path. The list of the sequences S1, . . . , Sk determines H
′ and allows to reconstruct it up to
isomorphism. It follows that Hk contains at most (22kk!)k = kO(k2) factorized graphs, each with at
most 2k +
(
k
2
)
vertices. Hence, Hk can be generated in time kO(k2). The proof of Lemma 2 shows
that the statement saying that a given factorized graph H ′ ∈ Hk is stretchable can be written as a
prenex formula ΦH′ in the existential first-order theory of the reals. Moreover, ΦH′ uses O(k
2) first-
order variables and involves O(k2) polynomial inequalities, each of total degree at most 4 and with
coefficients ±1. The algorithm of Renegar [21, 22, 23] checks whether ΦH′ is valid in time kO(k2).
Thus, all stretchable template graphs with k path factors and, hence, all augmented arrangement
graphs of k-line families in Rd can be generated in time kO(k2) · kO(k2) = kO(k2).
4 Rational (Non)Realizability of ρ12-Optimal Drawings
We now show that there are graphs whose every ρ12-optimal drawing requires irrational coordinates
and therefore do not fit in any integer grid.
An collinearity configuration is a set V of abstract points along with a family of 3-element
subsets of V called collinear triples. A realization of the collinearity configuration is an injective
mapping α : V → R2 such that any three abstract points a, b, and c form a collinear triple if and
only if the points α(a), α(b), and α(c) are collinear. The Perles configuration is the collinearity
configuration of 9 points whose realization is shown in Fig. 1a. It is known that every realization
of the Perles configuration contains a point with an irrational coordinate.
Theorem 6. There exists a graph G such that every drawing Γ realizing ρ12(G) contains at least
one vertex with an irrational coordinate.
Proof. Consider the graph G whose drawing is shown in Fig. 1b. Let r = ρ12(G) and note that
r ≤ 10 as the drawing of G occupies 10 lines.
Let Γ be a drawing of G realizing ρ12(G). By detailed analysis below we will show that Γ has
the same configuration as in Fig. 1b, that is, any 3 vertices are collinear in Γ if and only if they are
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(a) The Perles configuration has at least one vertex
with an irrational coordinate.
C
(b) The graph G contains the Perles configuration
in a ρ12(G)-optimal drawing.
Fig. 1: The Perles configuration and a supergraph of it.
collinear in Fig. 1b. Since Fig. 1b contains a realization of the Perles configuration, Γ must contain
at least one vertex with an irrational coordinate.
Analysis. Classify the vertices of G into three classes according to their degrees: one big
vertex b of degree 10, ten medium vertices of degree 5 or 4, and five small vertices of degree 3.
Let m1, . . . ,m10 = m0 be the medium vertices enumerated as they appear along the pentagon in
Fig. 1b. They form a cycle of length 10, that we denoted by C.
For convenience we shall sometimes identify the vertices or edges of the graph G with their
images in the drawing Γ.
For each pair of successive medium vertices, we claim that the open segment (mi,mi+1) does
not intersect any ray bmj . Indeed, assume the converse. Since the points b, mi, and mi+1 cannot
be collinear, the ray bmj intersects (mi,mi+1) at a single point, that we denote by m
′
j . Since the
drawing Γ is crossing free, the point mj is closer to the point b than the point m
′
j . Therefore, the
triangle bmimi+1 contains the point mj in its interior. Since Γ is crossing-free, all the remaining
vertices of C also lie in the interior of bmimi+1. It follows that the ten lines bmk, 1 ≤ k ≤ 10 are
pairwise different, and each of them is different from the line mimi+1. This implies that we need
at least 11 lines to cover Γ, a contradiction.
Thus, the medium vertices appear in Γ around the point b in their innate order along C. In
particular, the point b belongs to the part B of the plane bounded by C, and the segments bmi,
1 ≤ i ≤ 10, split B into ten triangles bmimi+1, 0 ≤ i ≤ 9. It follows that for each line ` passing
through the point b, the intersection ` ∩B is a segment.
Claim A. All small vertices lie outside B.
Proof of Claim A. Assume that a small vertex s is drawn in B. Then s is contained inside of a
triangle bmimi+1 for some i. However, in this case s can be adjacent only to mi and mi+1, and to
no third medium vertex, a contradiction. /
Let L be the cover of Γ by r lines. Furthermore, let Lb consist of the lines ` in L covering an
edge bmi for some 1 ≤ i ≤ 10. Denote rb = |Lb| and note that rb ≥ 5.
Claim B. Let s be a small vertex. Then Lb covers at most one edge incident to s.
Proof of Claim B. If a line in Lb covers an edge incident to s, it passes through the points s and
b and is, therefore, unique. Suppose that such a line exists and let ` denote it. Recall that the
intersection `∩B is a segment. Recall also that, by Claim A, the point s lies outside B. Since s is
adjacent only to medium vertices, all lying on C ⊂ B, the line ` covers at most one edge incident
to s. /
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Let Lm consist of the lines in L covering the cycle C. Note that Lm ⊆ L \ Lb and, hence,
rm = |Lm| ≤ r − rb ≤ 5. The cycle C is drawn as a closed polyline Cˆ with 3 ≤ rC ≤ 10 corners.
Therefore,
3 ≤ rm ≤ 5.
The upper bound for rm implies the following fact.
Claim C. Each line in Lm covers exactly one side of Cˆ, and rC = rm.
Set Ls = L \ (Lb ∪ Lm) and denote rs = |Ls|. Note that rs ≤ r − rb − rm ≤ 2. We call a line
in Ls special. Any edge of G not covered by lines from Lb ∪ Lm will be called special too. Thus, a
special edge has to be covered by a special line. Note also that every special edge connects a small
and a medium vertex.
Claim D. Suppose that rm ≤ 4. If s is a small vertex, then a line ` ∈ Lm covers at most one edge
incident to s.
Proof of Claim D. The bound rC = rm ≤ 4 implies that the intersection ` ∩ B is a segment.
Suppose that ` passes through s. It follows that ` can contain at most one of the three medium
vertices adjacent to s, because all of them lie on Cˆ whereas s lies outside B by Claim A. /
Claim E. rm 6= 3.
Proof of Claim E. Assume, to the contrary, that rm = 3. Then rC = 3, and the family Lm consists
of the three lines containing the sides of Cˆ. If a small vertex s belongs to two lines from the family
Lm, then s coincides with one of vertices of Cˆ, which is impossible. Therefore, s is covered by at
most one line from Lm. By Claim D, this line can cover at most one edge incident to s. Along
with Claim B this implies that the family Lb ∪ Lm covers at most two edges incident to s. Thus,
for each small vertex s, there exists an edge e(s) incident to s that has to be covered by a special
line. Since we have rs ≤ 2 special lines covering five special edges e(s), there exists a special line
` containing at least three of these edges, say e(s1), e(s2), and e(s3). The three points s1, s2, and
s3 split the straight line ` into four parts `
i, 1 ≤ i ≤ 4. Since the triangle B is a convex set that,
by Claim A, contains no small vertex, it can intersect only one of these parts, say `j . The part `j
has one or two endpoints, say, s1, or s1 and s2. Then the edge e(s3), connecting s3 with C along
`, must contain one of the vertices s1 and s2, a contradiction. /
Claim F. rm 6= 4.
Proof of Claim F. Assume, to the contrary, that rm = 4. Then rC = 4 and the family Lm consists
of the four lines containing the four sides of quadrilateral Cˆ.
Assume first that this quadrilateral is not convex. Note that B contains all intersection points
of the lines from Lm. This implies that each small vertex s can be covered by at most one line
from Lm. Recall that, by Claim D, such a line can cover at most one edge incident to s. Along
with Claim B this implies that the family Lb ∪ Lm covers at most two edges incident to s. Thus,
for each small vertex s, there exists an edge e(s) incident to s that has to be covered by a special
line. Since rs ≤ r − rb − rm ≤ 1, there is a single special line `, which covers all five special edges
e(s). The five small points split ` into six parts. The quadrilateral B consists of two triangles, that
contain no small vertices by Claim A. It follows that B can intersect at most two of the six parts
of `. These two parts have at most four endpoints, and hence there is a small vertex s different
from them. Since the edge e(s) contains no small vertex except s and, in particular, no endpoint
of the two intersected parts, it cannot reach no medium vertex on Cˆ along `, a contradiction.
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Now, assume that the quadrilateral Cˆ is convex. The four lines from the family Lm (which are
the straight line extensions of the sides of B) can generate at most
(
4
2
)
= 6 intersection points.
Four of them are vertices of B. Therefore, at most two small vertices can be intersections of two
lines from Lm. Let s1, s2, and s3 be three remaining small vertices. Thus, each si can be covered
by at most one line from Lm, which, by Claim D, can cover at most one edge incident to si. Along
with Claim B this implies that the family Lb ∪ Lm covers at most two edges incident to si. Thus,
for each i = 1, 2, 3, there exists an edge e(si) incident to si that has to be covered by a special line.
Since there is a single special line `, it covers all three special edges e(si). The three points s1, s2,
and s3 split ` into four parts `
i, 1 ≤ i ≤ 4. Since the quadrilateral B is a convex that, by Claim
A, contains no small vertex, B can intersect only one of these parts, say `j . One of the three small
vertices si, say s1, is different from any endpoint of `
j . Again, the edge e(s1) cannot reach Cˆ along
` without crossing another small vertex, which is an endpoint of `j , a contradiction. /
We conclude from Claims E and F that rm > 4 and, therefore, rm = 5. This implies that rs = 0,
Ls = ∅, and the drawing Γ is covered by Lb ∪ Lm.
Since each small vertex s has degree 3, in the drawing Γ, this vertex is the intersection point
of at least two lines from L. Note that two of these lines must be in Lm. Indeed, assume the
opposite. Claim B implies that, in this case, s is the intersection point of exactly two lines, one line
` from Lm and another line `′ from Lb, where ` covers two edges incident to s and where `′ covers
one such edge. Let s be adjacent to the medium vertices mi−1, mi, and mi+1. Since smi−1mi
and smimi+1 are triangles, we see that the vertices mi−1, s, and mi+1 lie, in this order, on a line
` ∈ Lm. Moreover, ` cannot contain mi. Since ` contains an edge between two medium vertices,
` contains a side of Cˆ and, in addition, a non-incident corner of Cˆ (one of the vertices mi−1 and
mi+1). In this case, the convex hull of B must be a triangle, and every intersection point of two
lines in Lm will belong to B. Note that such a configuration is possible for only one small vertex
s. Thus, any other small point has to be the crossing point of two lines in Lm and must belong to
B, contradicting Claim A.
Thus, each of the five small vertices is the intersection point of two lines from Lm. By Claim A,
the two lines extend two non-adjacent sides of Cˆ. Recall that rC = 5 by Claim C. This easily
implies that Cˆ has exactly 5 pairs of non-adjacent sides. Therefore, the extensions of the sides in
each pair intersect and, moreover, the intersection point lies outside B. This implies that B is a
convex pentagon.
As a consequence of the last fact, no three lines from Lm can share a common point. Therefore,
it is impossible that each edge incident to a small vertex s is covered by its own line in Lm. It is
also impossible that these three edges are covered by two lines in Lm. Indeed, if s be adjacent to
mi−1, mi, and mi+1, then this would mean that mi−1, s, and mi+1 lie on a line in Lm, which is
excluded by the argument above. It follows that each small vertex s is the crossing point of exactly
two lines from Lm and (at least) one line in Lb, that we denote by `s.
The equality rm = 5 implies that rb = 5 (and, hence, r = 10). Since each of the five lines in Lb
can intersect Cˆ in at most 2 points and there are 10 medium vertices, each ` ∈ Lb intersects Cˆ in
exactly 2 points, representing two medium vertices m(`) and m′(`).
The convexity of B also implies that this pentagon is contained in the angle created by the
extensions of any pair of its non-adjacent sides. Therefore, each side l of B is contained in the
triangle T created by the straight line extension of l and the two non-adjacent sides of B. This
implies that, for each side l′ of B adjacent to l, the triangle T ′ cut from T by l′ shares with B only
the side l′. Let s be the vertex of T ′ opposite to its side l′. Note that s is a small vertex. The line
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`s ∈ Lb crosses the boundary Cˆ of B at the points m(`s) and m′(`s), and one of these points must
be an inner point of l′. Thus, every side of B contains a medium vertex as an inner point. Also,
the five corners of Cˆ must be medium vertices. It readily follows that, for each ` ∈ Lb (that crosses
b by definition and contains each own small vertex), one of the medium points m(`) and m′(`) is a
vertex of B and the other is an inner point of the opposite side of B.
We now see that, as claimed, three vertices of G are collinear in Γ if and only if they are collinear
in the drawing in Fig. 1b.
5 Computational Complexity of the Plane Cover Number
While graphs with ρ23-value 1 are exactly the planar graphs, recognizing graphs with ρ
2
3-value k, for
any k > 1, immediately becomes NP-hard. This requires a detour via the NP-hardness of a new
problem of planar 3-SAT type, which we think is of independent interest.
Definition 1 ([20]). Let Φ be a Boolean formula in 3-CNF. The associated graph of Φ, G(Φ),
has a vertex vx for each variable x in Φ and a vertex vc for each clause c in Φ. There is an edge
between a variable-vertex vx and a clause-vertex vc if and only if x or ¬x appears in c. The Boolean
formula Φ is called planar if G(Φ) is planar.
Kratochv´ıl et al. [15] proved NP-hardness of Planar Cycle 3-Sat, which is a variant of
Planar 3-Sat where the clauses are connected by a simple cycle in the associated graph without
introducing crossings. Their reduction even shows hardness of a special case, where all clauses
consist of at least two variables. We consider only this special case. Mulzer and Rote [20] proved
NP-hardness of Positive Planar 1-in-3-Sat, another variant of Planar 3-Sat where all literals
are positive and the assignment must be such that, in each clause, exactly one of the three variables
is true. We combine proof ideas from the two to show NP-hardness of the following new problem.
Definition 2. In the Positive Planar Cycle 1-in-3-Sat problem, we are given a collection Φ of
clauses each of which contains exactly three variables, together with a planar embedding of G(Φ)+C
where C is a cycle through all clause-vertices. Again, all literals are positive. The problem is to
decide whether there exists an assignment of truth values to the variables of Φ such that exactly one
variable in each clause is true.
Lemma 7. Positive Planar Cycle 1-in-3-Sat is NP-complete.
Proof. It is easy to see that the problem is in NP as it is a constrained version of the NP-complete
Positive Planar 1-in-3-Sat problem. To show NP-hardness we reduce from 3-Sat and use
the construction by Kratochv´ıl et al. [15] to get an equivalent instance of Planar Cycle 3-Sat
(represented by a formula Φ) together with a cycle C through the clause-vertices and a planar
embedding Γ of the graph G(Φ) + C. Remember that each clause contains at least two variables
in this construction.
We iteratively replace the clauses in Γ by positive 1-in-3-Sat clauses while maintaining the
cycle through these clauses. Hence, we ultimately obtain a Positive Planar Cycle 1-in-3-Sat
instance. Our reduction uses some of the gadgets from the proof of Mulzer and Rote [20]. We show
how to maintain the cycle when inserting these gadgets. Some of the gadgets need to be modified
to get the cycle in place, others can be simplified slightly as we do not insist on a rectilinear layout.
We consider the interaction between the cycle and the clauses. In Φ, every clause consists of two
or three literals and thus there are two or three faces around a clause in Γ. There are two options
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for the cycle: (O1) it can “touch” the clause, that is, the incoming and the outgoing edge are drawn
in the same face; (O2) it can “pass through” the clause, that is, incoming and outgoing edge are
drawn in different faces. We use the same inequality gadget as Mulzer and Rote; see Fig. 2a for
how we add the cycle. There is no need to consider their equality gadget as we can simply replace
it by two inequalities.
Fig. 2c is a simplified version of Mulzer’s gadget for a clause with three literals, again with the
cycle through the clauses. We removed some of the variables as we do not aim at a rectilinear
drawing of the graph. Additionally, we replaced the equality gadget by two inequalities. If some
of the input variables are negated, we can simply add another variable-vertex and an inequality
gadget. The four clauses in the inequality gadget can obviously be included on the cycle by a short
detour.
Finally, we have to consider clauses that consist of only two literals. The corresponding con-
struction of Mulzer and Rote did not allow us to add a cycle through the clauses. Therefore, we
use a new gadget; see Fig. 2b. Clearly, we can again add inequality gadgets to negate the input
variables. We show that the clause in this gadget is satisfiable iff x ∨ y holds: If both x and y are
false, b and c are true and hence more than one variable in the clause is true. If x and y are true,
b and c are false and the clause can be fulfilled by setting a to true. If x and y have distinct truth
values, b and c also have distinct truth values and thus the clause can be fulfilled by setting a to
false.
In summary we constructed a Positive Planar Cycle 1-in-3-Sat instance that is satisfiable
if and only if the given 3-Sat formula is satisfiable and hence showed NP-completeness of this
problem.
We now introduce what we call the intersection line gadget ; see Fig. 2d. It consists of a K3,4 in
which the vertices in the smaller set of the bipartition—denoted by v1, v2, and v3—are connected
by a path. We denote the vertices in the other set by u1, u2, u3, and u4.
Lemma 8. If a graph containing the intersection line gadget can be embedded on two non-parallel
planes, the vertices v1, v2, and v3 must be drawn on the intersection line of the two planes while
the vertices u1, u2, u3, and u4 cannot lie on the intersection line.
Proof. For a contradiction, assume that the middle vertex v2 is not drawn on this intersection line,
but in another position on plane P . This implies that its whole neighborhood N(v2), which consists
of all other vertices of the gadget, has to be placed on P , too. But N(v2) + v2 is a supergraph of
K3,3 and thus cannot be drawn in one plane. Hence, v2 has to be drawn on the intersection line.
Now assume that v1 lies on P , but not on the intersection line. Then, again, its neighborhood
– including the vertices u1, u2, and u3 – is also drawn on P . At most two of these vertices can be
drawn on the intersection line because they are all neighbors of v2. Therefore, one of them, say u3,
lies on P without the intersection line. As v3 is a neighbor of u3, it is also placed on P . Again we
draw a supergraph of K3,3 on P , a contradiction.
By applying a symmetric argument to v3, we can infer that v1, v2, and v3 have to be drawn
on the intersection line. Since u1, u2, u3, u4 are adjacent to all of the three vertices, they clearly
cannot lie on the intersection line.
Theorem 9. Let G be a graph. Deciding whether ρ23(G) = 2 is NP-hard.
Proof. We show NP-hardness by reduction from 3-Sat and use the construction from Lemma 7
to get an equivalent instance Φ of Positive Planar Cycle 1-in-3-Sat. By our construction
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(c) Mulzer and Rote’s gadget for the clause: x ∨ y ∨ z.
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(d) The intersection line gadget and how
it is depicted in Fig. 3.
Fig. 2: Gadgets for our NP-hardness proof. Variables are drawn in circles, clauses are represented by
squares. The boxes with the inequality sign represent the inequality gadget. The dashed line shows how we
weave the cycle through the clauses. There are two variants of the cycle, which differ only in one edge: (O1)
The cycle touches the gadget; (O2) the cycle passes through the gadget.
we also get a cycle C = (c1, . . . , cn) through the clause-vertices in Φ and a planar combinatorial
embedding of G(Φ) + C. This embedding gives us a partition of the vertices that are not part of
C: V1 are the vertices that are placed inside of C, and V2 are the vertices that are placed outside
of C. We now draw c1, . . . , cn on a straight line `. We add a vertex v1 above `, and v2 below `.
Using Tutte’s theorem [27], we can draw V1 in the polygon (c1, cn, v1) above ` with straight-line
edges, and V2 in the polygon (c1, cn, v2) below ` using straight-line edges. To be able to apply
this theorem, we choose an arbitrary inner triangulation of each of the partitions. This yields the
straight-line drawing Γ of G(Φ) + C − {cn, c1}.
We build the graph G∗(Φ) = (V,E) as follows: Each clause c is represented by a clause gadget
that consists of three vertices v1c , v
2
c , and v
3
c that are connected by a path. Let x be a variable
that occurs in the clauses ci1 , ci2 , . . . , cil with i1 < i2 < · · · < il. Each variable x is represented
by a tree with the vertices wx1 , w
x
2 , . . . , w
x
l that are connected to the relevant clauses, and the
vertices vx1 , v
x
2 , . . . , v
x
l that lie on a path and are connected to these vertices. To each of the vertices
vx1 , v
x
2 , . . . , v
x
l one instance of the intersection line gadget is connected. Finally, we add a blocking
caterpillar that consists of the vertices vb1 , . . . , v
b
n and connects the clauses in the cyclic order of C.
See Fig. 3 for an example of this construction.
We are going to show that the formula Φ has a truth assignment with exactly one true variable
in each clause if and only if the graph G∗(Φ) can be drawn onto two planes.
First, assume that the formula Φ has a 1-in-3-Sat assignment, that is, an assignment where
exactly one variable is true in each clause. Then we can draw it onto two intersecting planes PT, PF
in the following way: We place the clause-vertices on the intersection line of the two planes in the
order given by the cycle C. This intersection line splits each of the two planes into two half-planes.
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Fig. 3: Example for the graph G∗(Φ) constructed from a Positive Planar Cycle 1-in-3-Sat instance
Φ. The clauses are depicted by the black boxes with three vertices inside and denoted by c1, . . . , c7 from
left to right. The variables are drawn in pale red (true) and blue (false). The variable x is highlighted by
a shaded background. The ellipses attached to variable-vertices stand for the intersection line gadget (see
Fig. 2d). The depicted vertices incident to the gadget correspond to u1 in Fig. 2d; u2 to u4 are not shown.
If Φ is true, one plane covers the blue variable gadgets and one plane covers the blocking caterpillar (bold
black) and the pale red variable gadgets.
On the plane PT we place the variable-vertices that are set to true and the edges connecting to
the clause-vertices; see Fig. 4a. Obviously, we can draw the edges without crossings, because our
1-in-3-Sat instance is planar and each clause is connected to only one variable. We remark that
the variables are possibly placed on both half-planes of PT, but we use an embedding where each
variable is fixed to only one half-plane. Since the true variables cover only one side of each clause
gadget, we can attach the corresponding vertex of the blocking caterpillar to the other side. Note
that the path connecting the vertices vbi can cross the intersection line between the clause gadgets
because all the edges incident to variable-vertices of one variable stay inside one of the half-planes.
On the plane PF we place the false variables’ vertices; see Fig. 4b. Each clause contains exactly
two false variables, which we obviously have to place on different half-planes. If both variables are
on the same side of the cycle C in the given planar embedding Γ, we draw one of the vertices wxi onto
the other side. Since we have only two variables per clause, we can draw the edge {vxi , wxi }, which
connects the two half-planes, directly alongside the clause gadget without destroying planarity.
For the other direction, we assume that we are given a drawing of G∗(Φ) onto two planes.
Lemma 8 shows that the clause-vertices lie on the intersection line of the two planes, while the
variable-vertices and the blocking caterpillar cannot lie on the intersection line. The vertices of
each variable completely lie on one plane: Since they are connected, one of them had to be placed
on the intersection line otherwise to prevent edges running outside of the planes. Similarly the
blocking caterpillar is only on one of the planes; we call this plane PT, the other one PF.
To get a 1-in-3-Sat assignment for Φ, we now set the variables that are drawn on PT to true
and those on PF to false. Obviously every clause gadget can have at most one neighbor in each of
the four half-planes. Since each clause is adjacent to a vertex of the blocking caterpillar in one of
the half-planes of PT, it is connected to at most one variable in PT; that is, each clause contains at
most one true variable. On the other hand, only two variables of the clause can be drawn on PF, so
there are at most two false variables in each clause. Together this yields that there is exactly one
true variable in each clause and thus we constructed a feasible 1-in-3-Sat assignment for Φ.
Corollary 10. Deciding whether ρ23(G) = k is NP-hard for any k ≥ 2.
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(a) Plane PT for the instance shown in Fig. 3. The true variables are drawn in red. The remaining black
vertices and edges form the blocking caterpillar.
(b) Plane PF for the instance shown in Fig. 3. The false variables are drawn in blue. At the clause gadget
in the middle of the line one of the variables crosses the intersection line of the two planes.
Fig. 4: The two planes for the instance shown in Fig. 3. The clauses are depicted by the black boxes with
three vertices inside. The dashed line is the intersection line between the two planes. At the clause gadget
in the middle of the line one of the variables crosses the intersection line of the two planes. The intersection
line gadgets are left out in these figures, but can easily placed on the dashed line without interfering.
Proof. We extend the approach from Theorem 9 by additional blocking vertices. We add the gadget
depicted in Fig. 5 for (k − 2) times.
For a given variable assignment, we can easily find a drawing: Use three different planes that
share one common intersection line. Obviously, we can place each of the new gadgets onto one
plane with no additional vertices on them. The variable-vertices are on the remaining two planes
as described in Theorem 9.
For the other direction, we first discuss the arrangement of the k planes. They also have to be
placed in a way that they share one common intersection line because otherwise the clause gadgets,
which are part of an induced K3,2k, could not be drawn. Each of the new blocking gadgets has
to use an individual plane. The variable-vertices are forced on the “true” and “false” plane as in
Theorem 9.
6 Complexity of the Weak Affine Cover Numbers pi13 / pi
2
3
Recall that a linear forest is a forest whose connected components are paths. The linear vertex
arboricity lva(G) of a graph G equals the smallest size r of a partition V (G) = V1 ∪ · · · ∪ Vr such
that every Vi induces a linear forest. The vertex thickness vt(G) of a graph G is the smallest
size r of a partition V (G) = V1 ∪ · · · ∪ Vr such that G[V1], . . . , G[Vr] are all planar. Obviously,
vt(G) ≤ lva(G). We recently used these notions to characterize the 3D weak affine cover numbers
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Fig. 5: Blocking gadget that occupies a whole plane.
in purely combinatorial terms [6]: pi13(G) = lva(G) and pi
2
3(G) = vt(G).
Theorem 11. For l ∈ {1, 2},
(a) deciding whether or not pil3(G) ≤ 2 is NP-complete, and
(b) approximating pil3(G) within a factor of O(n
1−), for any  > 0, is NP-hard.
Proof. (a) The membership in NP follows directly from the above combinatorial characterization [6],
which also allows us to deduce NP-hardness from a much more general hardness result by Farru-
gia [12]: For any two graph classes P and Q that are closed under vertex-disjoint unions and taking
induced subgraphs, deciding whether the vertex set of a given graph G can be partitioned into two
parts X and Y such that G[X] ∈ P and G[Y ] ∈ Q is NP-hard unless both P and Q consist of all
graphs or all empty graphs. To see the hardness of our two problems, we set P = Q to the class of
linear forests (for l = 1) and to the class of planar graphs (for l = 2).
(b) The combinatorial characterization [6] given above implies that χ(G) ≤ 4 vt(G) = 4pi23(G)
(by the four-color theorem). Note that each color class can be placed on its own line, so pi13(G) ≤
χ(G). As pi23(G) ≤ pi13(G), both parameters are linearly related to the chromatic number of G. Now,
the approximation hardness of our problems follows from that of the chromatic number [28].
7 Conclusion and Open Problems
1. We have determined the computational complexity of the affine cover numbers ρ12 and ρ
1
3. The
corresponding decision problems ρ12(G) ≤ k and ρ13(G) ≤ k turn out to be ∃R-complete. On the
positive side, these problems admit an FPT algorithm (Corollary 4). This is impossible for the
plane cover number ρ23, unless P = NP, because the decision problem ρ
2
3(G) ≤ k is NP-hard
even for k = 2 (Theorem 9 in Section 5). If k is arbitrary and given as a part of the input, then
this problem is in ∃R (Lemma 2)—but is it ∃R-hard?
2. Is the segment number segm(G) introduced in [7] fixed-parameter tractable?
3. Our proof of Theorem 1 implies that computing ρ12(G) and ρ
1
3(G) is hard even for planar graphs
of maximum degree 4. Can ρ12(G) and ρ
1
3(G) be computed efficiently for trees? This is true for
the segment number segm(G) [7].
4. How hard is it to approximate ρ12, ρ
1
3, and ρ
2
3?
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