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ABSTRACT
Distributed averaging, a canonical operation among many natural interconnected systems, has
found applications in a tremendous variety of applied fields, including statistical physics, signal pro-
cessing, systems and control, communication and social science. As information exchange is a central
part of distributed averaging systems, it is of practical as well as theoretical importance to understand
various properties/limitations of those systems in the presence of communication constraints and de-
vise new algorithms to alleviate those limitations.
We study the fragility of a popular distributed averaging algorithm when the information exchange
among the nodes is limited by communication delays, fading connections and additive noise. We
show that the otherwise well studied and benign multi-agent system can generate a collective global
complex behavior. We characterize this behavior, common to many natural and human-made intercon-
nected systems, as a collective hyper-jump diffusion process and as a Le´vy flights process in a special
case. We further describe the mechanism for its emergence and predict its occurrence, under standard
assumptions, by checking the Mean Square instability of a certain part of the system. We show that the
strong connectivity property of the network topology guarantees that the complex behavior is global
and manifested by all the agents in the network, even though the source of uncertainty is localized. We
provide novel computational analysis of the MS stability index under spatially invariant structures and
gain certain qualitative as well as quantitative insights of the system.
We then focus on design of agents’ dynamics to increase the robustness of distributed averaging
system to topology variations. We provide a general structure of distributed averaging systems where
individual agents are modeled by LTI systems. We show the problem of designing agents’ dynamics
for distributed averaging is equivalent to an H∞ minimization problem. In this way, we could use
tools from robust control theory to build the distributed averaging system where the design is fully
distributed and scalable with the size of the network. It is also shown that the agents could be used in
different fixed networks and networks with speical time varying interconnections.
xii
We develop new iterative distributed averaging algorithms which allow agents to compute the av-
erage quantity in the presence of additive noise and random changing interconnections. The algorithm
relaxes several previous restrictive assumptions on distributed averaging under uncertainties, such as
diminishing step size rule, doubly stochastic weights, symmetric link switching styles, etc, and intro-
duces novel mechanism of network feedback to mitigate effects of communication uncertainties on
information aggregation.
Based on the robust distributed averaging algorithm, we propose continuous as well as discrete
time computation models to solve the distributed optimization problem where the objective function is
formed by the summation of convex functions of the same variable. The algorithm shows faster con-
vergence speed than existing ones and exhibits robustness to additive noise, which is the main source
of limitation on algorithms based on convex mixing. It is shown that agents with simple dynamics and
gradient sensing abilities could collectively solve complicated convex optimization problems. Finally,
we generalize this algorithm to build a general framework for constrained convex optimization prob-
lems. This framework is shown to be particularly effective to derive solutions for distributed decision
making problems and lead to a systems perspective for convex optimization.
1CHAPTER 1. INTRODUCTION
With wide applications of peer to peer, ad hoc and sensor networks, there has been an increased
research effort toward design and analysis of computation and information exchange algorithms. One
fundamental problem within this area is distributed averaging (also called distributed average consen-
sus in the literature) where a collection of nodes (agents) connected over a network try to agree to a
common decision value 1 via information exchange within neighboring nodes. Distributed averaging
has received a lot of research attention as it appears in a tremendous variety of fields and applications,
including applied physics [1], formation control [2, 3], rendezvous of multiple robots [15], social net-
works [4], load balancing [5, 6], parallel computing [7, 8], communication [9], multi-agent estimation
[11], and distributed optimization [12, 13, 14], etc.
Besides its various applications, distributed averaging appears to be a common phenomena among
many natural interconnected biological systems. For examples, a group of birds fly with a common
speed under certain shape when they migrate from one region to another although individual birds may
have different initial speed; a group of people agree to some common decision after they exchange
their opinions which may reflect their average opinion. Therefore, understanding various aspects of
distributed averaging systems is fundamental to understand collective decision making phenomena
both natural and human made.
One central aspect of distributed averaging is information exchange. The presence of constraints
on communication channels, such as additive noise, stochastic breaking properties, transmission delays
and limited bandwidth may severely affect the behavior of averaging systems and impose fundamental
limitations on algorithm design for distributed averaging. The focus of this thesis is to study various
fragilities/limitations of distributed averaging systems, to develop new algorithms to mitigate those
1In many cases, this quantity is the (weighted) average of all nodes’ initial values that reflect their collective decision or
opinion.
2negative aspects and develop new paradigm for solving problems related to averaging, namely the
distributed convex optimization problems.
1.1 Main Problems and Contributions
In this section, we discuss the problems that are addressed by the thesis, as well as our specific
contributions. The primary focus of this thesis consists of the following two aspects:
• Investigation of a collective Le´vy flight behavior over distributed averaging systems:
– unveil the mechanism of the complex collective power law phenomenon
– derive various limitations as well as properties of the system
• Development of new robust distributed averaging algorithms and extension to the development
of a systems paradigm for central and distributed convex optimization.
Before we step into the in-depth discussion of those aspects. We first provide a unifying theme
of the thesis. Distributed averaging has been studied in the literature perhaps more than thirty years,
with most focus on its convergence properties for applications in various fields. In this thesis, we first
shift attention from convergence aspect and concentrate on the fragility nature of distributed averaging
systems. In particular, we show the otherwise convergent averaging system could generate a collective
Le´vy flight behavior, observed in many natural and human made systems, when the inter-agent com-
munication is limited. The first part of the thesis is dedicated to connect averaging mechanism to a
collective power law phenomena that has been received a lot of focus from many natural sciences. As
averaging is also a central operation of many natural interconnected systems, the established relation
between averaging and Le´vy flights may have far reaching impact on investigation and engineering of
complex systems. After we understand the limitations of popular distributed averaging systems under
channel uncertainties, in the second part of the thesis, we focus on engineering aspect of distributed
averaging systems. In particular, we proceed to develop averaging algorithms that are robust to various
limitations or uncertainties on information exchange. In the final part, the newly developed averaging
system is then generalized to provide efficient and robust solutions to central and distributed convex
optimization problems. Although all centered on distributed averaging mechanism, the first part has
3contribution both to science and engineering, while the other two parts are more focused toward various
applied fields.
1.1.1 Investigation of Le´vy flights over distributed averaging systems
Discrete time Le´vy flights are a generalized class of random walks in which the step increments
during the walk obey the power law distribution with unbounded variance. Le´vy flights correspond to
large fluctuation (or hyper-jump diffusion) behaviors and have been observed in many natural sciences
as well as economics and several other fields. Although Le´vy flights have been reported in various
fields, a universally accepted explanation for the emergence of such complex behavior has not been
found.
We consider a dynamic discrete-time multi-agent model for distributed averaging inspired by natu-
ral behaviors like swarming and flocking. We focus on the effects that the presence of lossy communi-
cation links have on the dynamic behavior of the system. We show that the presence of channel fading
and additive noise can induce the emergence of a complex collective behavior, which corresponds to
Levy flights. This work is related with the vast literate about distributed averaging under stochastic
setups, e.g., [16, 17, 18, 19, 20], where different notions of consensus are established in terms of dif-
ferent stochastic and algorithmic assumptions. However, our focus is not the convergence property but
the instability of part of the system.
To investigate origin of the complex behavior, we apply systems theory to the analysis of the
multi-agent model. Specifically, we show the averaging system admits a natural separation2 which
decouples the evolution of the deviation state from the evolution of the conserved state. We provide
several equivalent necessary and sufficient conditions for MS stability of the deviation system. We
prove that, under certain conditions, the conserved state is hyper jump diffusion process if and only
if the deviation system loses MS stability. We further characterize the hyper jump diffusion process
as a Le´vy flight in a special two node system. We also shows that strong connectivity property of the
network topology guarantees that the complex behavior is global and manifested by all the agents in
the network, even though the source of uncertainty is localized.
2This separation decomposes the system into two parts, the deviation part and conserved part where the state of the
conserved part is the (weighted) average of all states and the state of deviation part is the deviation between the state and
their (weighted) average.
4Contributions: This work establishes a rigorous connection between Le´vy flights behavior and dis-
tributed averaging mechanism. This is the first time, to our knowledge, that the intimate relationship
between propagation of uncertainties over networks, the MS stability robustness and emergence of
Le´vy flights in distributed averaging systems is identified. As averaging is central to science and en-
gineering, this result may have far-reaching consequences on the understanding and engineering of
complex interconnected systems.
1.1.2 Limitations and properties of distributed averaging systems under communication con-
straints
Motivated from the interesting collective behavior generated by the distributed averaging system,
we further focus on computational aspect of the MS stability index to gain insights on how to manage
the occurrence of the complex behavior in terms of various model parameters. Although the computa-
tion for checking MS stability is numerically equivalent to a convex optimization problem, the analytic
computation is intractable. This leads us to focus on special system structures, namely, the spatially
invariant systems. This is a preliminary step toward finding structures that are robust to uncertainties
on information exchange.
For the special structure, we develop a computational expression for MS stability index that is
scalable with the number of unreliable links. We derive the closed form formulae from this expression
in the limiting case of zero and large delays, and in case of large number of nodes, which quantify the
effects of delays, network topologies and inter-agent coupling on MS stability. Further analysis applied
to our consensus algorithm shows that, in case of large delays, small inter-agent coupling improves the
robustness of the system, that networks with larger connectivity tend to be more fragile in the presence
of fading connections and gossiping improve the robustness, and that the lattice is the most robust
among the one-dimensional spatially invariant interconnections.
Contributions: We propose a novel approach to analytically compute the H2 norm of an linear time
invariant (LTI) system with large number of delays. This approach not only greatly simplify the compu-
tation burden to test stability property of the system but also unveils various limitations and properties
of distributed averaging systems over fading channels. It provides us insights on how to manage the
emergent complex behavior over averaging systems.
51.1.3 Robust Strategies for Agents Design
After investigating the limitations and properties of a popular class distributed averaging algo-
rithms, for engineering purpose, we address the problem of designing more robust distributed averag-
ing systems.
We start by designing of agents’ dynamics robust to fixed but unknown topologies. Most existing
literature consider averaging algorithms where each agents has simple dynamics, i.e., simple integrator
[7, 21, 22] or double integrator [23, 24] dynamics. However, in reality, the physical systems we want
to control are often of high order and more complicated dynamics. Another issue arising in multi-
agent control systems is that it is always assumed that all the agents have the same dynamics, e.g.,
the seminal work on distributed formation control [2], or more generally, the overall interconnected
system admits a decomposition [25]. Although the decomposability simplifies analysis and synthesis
of the overall system, it sometimes introduces conservatism or restrictions on the design.
The questions we shall address here is to identify the allowable LTI dynamics of each agent that
still leads to the averaging behavior. Actually, we show that, for purpose of distributed averaging, each
agent could have different dynamics. The only requirement is that each agent should have its local
transfer function satisfy an H∞ norm bounded condition. From this condition, we show the design
problem is equivalent to H∞ minimization problems pertained to individual agents. As averaging is
a central component for distributed formation control, we believe this idea could be generalized to
non-identical vehicle formation control problems.
We then shift our focus on robustness of generic agents to time varying network topologies. This
study has been motivated by the fact that, in many situations, agents of the network may have mo-
bility to cause the underlying interconnections varying over time. In the case when the agents have
identical dynamics, we are able to establish the convergence result over bidirectional time varying net-
works. Although this result is not for general network structures as in fixed topology case, it builds
the foundation for further investigation of robustness of generic consensus systems to time varying
networks.
Contributions: This has been the first time, to our knowledge, that robust control methodologies have
been used to design (instead of analysis) agents for distributed averaging. The benefits is the following.
6By using this approach, first, the design is fully distributed, namely, each node only need to know how
many nodes it receives information from; Second, the agents designed for one fixed network could be
reused in other networks with less in degree value; and Finally, convergence property of the system
does not change when the nodes join or leave the network.
1.1.4 Techniques to mitigate uncertainties on distributed averaging
In this part, we turn our attention toward developing strategies and new systems to mitigate the
limitations of popular distributed averaging algorithms: namely, sensitivity to additive uncertainties
[16, 26] and variations on network interconnections.
We propose a novel time invariant algorithm for distributed averaging in the presence of additive
noise using a static network feedback compensator, where structure of this compensator is in accor-
dance with network interconnections. We prove that, for our algorithm, the deviation between output
of each node and the average quantity is bounded in second moment sense and each node can ap-
proximately recover the average quantity by (truncated) time averaging of its local output variable.
Our computation model is motivated from dynamic average consensus system proposed in [68], see
also related works[69, 70]. Compared to these works, our algorithm eliminate the random walk be-
havior on the quantity that is required to converge to the average. Thus our system can be used for
distributed dynamic tracking in the presence of additive noise. [9] has proposed a distributed averaging
algorithm robust to noise from an optimization theory viewpoint based on the method of multipliers.
Instead, the derivation of our algorithm is based on a control system viewpoint and can be applied to
networks of more general topologies.Our algorithm is also different from ones using diminishing step
size, e.g.[66, 18], where convergence is not guaranteed to be the average quantity.
We next consider distributed averaging problem over networks with multiplicative noise, where
the multiplicative noise could represent random link connections and packet drop phenomenon. In
most approaches, to cope with those uncertainties, various assumptions are imposed on the algorithms
design, double stochastic weights [75, 17], the probability of link failure being known as a prior [9],
most of which are hard to meet or difficult to implement in real applications. Different from the
above literature, we address this problem from a control viewpoint. We show that if each agent knows
whether its incoming links are connected or not, a network compensator based on those channel state
7information could be built to ensure that all states converge to the average quantity in second moment
sense. The main mechanism is to construct an extra state for each link associated with the feedback
compensator to hold the most recent received message.
Contributions: For engineering applications, we propose novel iterative algorithms to solve dis-
tributed averaging problem in the presence of additive noise and random network topologies, which are
fundamental limitations of popular averaging algorithms. Our approach reveals that network feedback
is an effective mechanism to mitigate uncertainties on information aggregation.
1.1.5 Application of averaging mechanism to distributed optimization
The new distributed averaging schemes based on network feedback are the basis for new develop-
ment. In particular, we developed a novel distribute optimization algorithm based on the new consen-
sus algorithm. The new algorithm is superior in many ways to the available state of the art algorithms,
in particular, for its robustness and efficiency. The optimization algorithm represents a higher level
in hierarchy of averaging mechanism. Instead of simple averaging of input quantities, it provides a
mechanism of forcing the average of global (sub)gradients to zero.
We consider the distributed optimization problem where the objective function is the summation
of multiple convex functions with common variable. The main idea is to see this problem as a gener-
alization of distributed averaging, as here, the agents collectively compute the average gradient based
on each agent local cost function, and drive it to zero to find the global optimal solution.
Distributed optimization has attracted a lot of interest recently as it founds applications in many
fields including estimation problems over sensor networks, recourse allocation problems and large-
scale optimization problems in machine learning.
To solve this problem, most existing algorithms use local convex mixing and gradient searching,
e.g., [12, 28, 29, 30, 14]. As those algorithms require convex mixing to dominate in the long run such
that all nodes converge to the same value, the diminishing constant should be in front of the gradient
part whenever local convex functions are differentiable or not. This vanishing step size, however,
dramatically decrease the convergence speed and make those algorithms hard to implement.
Motivated from the averaging algorithm to mitigate additive noise, we develop a multi-agent sys-
tem to solve this optimization problem. This analog computation model reveals that agents with simple
8dynamics and gradient sensing abilities could collectively solve complicated optimization problems.
We think this model may be related to collective path finding or food searching phenomena over many
biological systems as agents in those systems usually has little intelligence that many human made
optimization algorithms require. It is further shown that, unlike existing method, the discrete-time
version of this model in certain cases admits constant step size and exhibits robustness to additive
noise.
We generalize this computation model to general convex optimization problems with equality and
inequality constraints. An interesting feature of our algorithm is that no minimization step is carried
out to update the primal variables that is required in the classical dual ascent method or method of
multipliers [27]. Under mild assumptions, we show the state of the system converges to the optimal
solution by using standard nonlinear system theory and the first order property of convex functions. We
then apply this general computation model to other distributed convex optimization problems, namely
the network utility maximization (NUM) problem and distributed placement problem.
Contributions: We develop a robust and efficient distributed optimization algorithm which uses the
distributed averaging mechanism in a new way. We introduce the notion of optimization system, a
dynamical system that converges to the solution of a given optimization problem, and we present new
way of analyzing and designing distributed optimization systems as feedback control systems. This
opens up a completely new research direction which merges control communication optimization and
computation.
An important finding is that agents with simple dynamics and gradient sensing abilities could
collectively solve complicated convex optimization problems. The new set of ideas have been the
basis of new developments in more general optimization systems developed in collaboration with my
advisor.
1.2 Thesis Overview
The remainder of this thesis, on a chapter by chapter basis, is organized in the following manner.
In Chapter 2, we set out preliminaries underlying developments in the sequel. We start by intro-
ducing graph theory with focus on properties of Laplacian matrix. We then introduce the notion of
9distributed averaging by a simple application to an estimation problem over sensor networks. We show
limitations of distributed averaging algorithm based on local convex mixing in the presence of additive
and multiplicative uncertainties, which has been the motivation for research presented in this thesis.
In Chapter 3, we investigate the collective complex behavior generated by a simple consensus
algorithm limited by additive and multiplicative uncertainties. We show the system admit a natural
separation which separate it into two parts, namely, the deviation part and the conserved part. We
apply systems and control tools for analysis of this model and prove that the conserved state is a
hyper jump diffusion process if the deviation part loses its MS stability. We finally characterize the
hyper-jump diffusion process to be a Le´vy flight in a special two node system.
In Chapter 4, we explore structures that are robust to uncertainties and seek insights of effects
of parameter variations on occurrence of the collective hyper-jump diffusion behavior. We provide
computational formula for MS stability index for spatially invariant systems. We then derive analytical
expressions from this formula in cases of zero delay, large number of delays and large number of
agents. Further investigation has allowed us to derive useful upper and lower bounds on the MS
stability index from which we obtain various limitations and properties of the system.
In Chapter 5, we provide a generic structure of LTI agents that are allowable for distributed averag-
ing. We show distributed averaging could be achieved if each agent has its transfer function satisfying
an H∞ norm condition, even if they do not have identical dynamics. Using this condition, we then
show the agents design problem is essentially anH∞ minimization problem, which allows us to design
averaging systems using tools from robust control theory. We show agents designed by this method-
ologies is robust to fixed but different topologies and certain time varying topologies.
In Chapter 6, we develop techniques to mitigate the effects of additive and multiplicative uncer-
tainties on distributed averaging. Specifically, we introduce the novel approach of network feedback
to achieve this goal. We provide analysis of new algorithms using tools from control theory.
In Chapter 7, based on distributed averaging algorithms robust to uncertainties, we propose a new
continuous time algorithm for a class of distributed convex optimization problem where the objective
function could be decomposed as the summation of convex functions of the same variable. We prove
each state of the system converges to the optimal solution by Lyapunov theory and convex analysis.
We further consider the discrete time algorithm. We establish convergence property of the algorithm
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and show it admits constant step size in certain cases. It is also shown by simulation results that the
algorithm converges very fast and robust to additive noise. Finally, we prove a general framework
for constrained convex optimization problems and specialize it to find solutions to several distributed
optimization problems of current interest.
In Chapter 8, we summarize the thesis and point out future research directions.
1.3 Notation
For a complex valued matrixA, we useAj to denote its j-th row andA(i) to denote its i-th column.
A′ and A∗ denote the transpose and conjugate transpose of A respectively. We write A = [aij ] to
denote that A has its ij-th entry equal to aij . We write a square matrix A ≥ 0 to denote that A is
positive semidefinite. N(A) denotes the null space of a linear operator A and span{·} denotes the
space spanned by a set of vectors. For a square matrix A, we use det(A), Tr(A) and ρ(A) to denote
the determinant, the trace and the spectral radius of A respectively. Sn denotes the space of all bounded
self-adjoint operators on Rn.
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CHAPTER 2. PRELIMINARIES
This chapter provides preliminaries necessary for subsequent development in this thesis. The pri-
mary focus is an introduction to distributed averaging algorithms and exposition of their fragilities
under communication constraints, which has been the motivation of research presented in this thesis.
We provide background of graph theory in Section 2.1 with focus on properties of matrices associated
with a graph. In Section 2.2, we introduce the concept of distributed averaging by a simple example and
illustrate various limitations of popular averaging algorithms. In Section 2.3, we provide preliminary
results on circulant matrices that will be used in Chapter 4.
2.1 Graph Theory
A directed graph (called digraph in short) G = (V, E) contains a set of nodes V and a set of edges
E ⊆ V × V . An edge of G is denoted by (i, j), which implies that there exists an edge from node j
to node i. A graph is said to be undirected if for any (i, j) ∈ E the edge (j, i) ∈ E as well. A path
in a graph is a sequence of nodes such that from each of its nodes there is an edge to the next node in
the sequence. The digraph is said to be strongly connected if there is a path from every node to every
other node. The digraph is said to contain a spanning tree if there exists a root node and there are paths
from the root node to every other node. Note that if the graph is strongly connected, it must contains a
spanning tree, but not vice versa.
There are matrices associated to a graph whose spectral properties reflect the connectivity proper-
ties of the graph. In order to define these matrices, we associate each edge with a positive weight, i.e.,
(i, j) ∈ E ⇐⇒ aij > 0, and assume aii = 0 for all i. A special case is to choose all positive weights
to be 1, which is termed as 0-1 weights assignment. The adjacency matrix Ad of a graph is defined as
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Ad = [aij ]. For any node i ∈ V , we define its information neighbor as
Ni = {j ∈ V : (i, j) ∈ E},
i.e., the set of nodes from which node i can receive the information. The in-degree of node i is defined
as di =
∑
j∈Ni
aij . We use dm to denote the maximum in-degree of all the nodes.
We next define a special matrix associated a graph that will be frequently used in the thesis, namely,
the graph Laplacian matrix (called Laplacian in short). The weighted Laplacian matrix denoted by
L = [lij ] of a digraph G is defined as
lij ,


∑
j∈Ni
aij if j = i
−aij if j 6= i
According to this definition, all the row-sums of L are zero, and thus L always has an eigenvalue of
zero corresponding to the eigenvector 1 = [1, . . . , 1]′, i.e., L1 = 0. The Laplacian is called balanced
if 1 is also a left eigenvector of L, i.e., 1′L = 0.
An important property of a strongly connected digraph is that the zero eigenvalues of its graph
Laplacian has multiplicity one and the elements of the left eigenvector associated with this eigenvalue
are all positive, see, e.g., [53]. An important case is when aij is either equal to 1 or 0. In this case, we
call the associated Laplacian 0-1 weights Laplacian.
2.2 Limitations of Popular Consensus Algorithms
Before introducing the concept of distributed averaging, we describe basic setup in the thesis. We
consider a set of nodes (or agents) that are interconnected with certain communication links to form
a network. In typical applications, the node may represent a sensor of a sensor network, a processor
within a computer network. In certain cases, we can assume all links are reliable and the nodes and
associated links together are described by a directed graph denoted by G := (V, E). Without loss of
generality, we assume the set of nodes V = {1, . . . , n} and the set of links E ⊆ V × V . In other cases,
as communication links may break or reconnect over time, the underlying network topologies will
change over time. Dependent on specific setup, we will define those time varying or random networks
in specific chapters. However, in all situations, we assume the network topology has no self loop, i.e.,
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there is no link from the node to itself. With this setup in mind, we assume the network topology is
strongly connected and fixed in this chapter.
2.2.1 An Illustrative Example
We next introduce the concept of distributed averaging by a simple example. We consider the
following estimation problem over sensor networks [10]. Suppose each node of a sensor network has
the following observation:
yi = θ + wi, , i = 1, . . . , n
where θ is a scalar to be estimated, and the noise are identically independently distributed (i.i.d.)
Gaussian: wi ∼ N (0, σ2w). In this case, the maximum likelihood (ML) estimation of θ is given by
θˆML =
1
n
1T y
In simple words, the ML estimate is the average of the observations of all nodes. Problem at this point
is how to design an iterative algorithm, algorithms generating state that only depend on its preceding
state, such that each node can compute θˆML by only using information from their neighbors. The
iterative algorithm is so desirable in network applications as, in many cases, each node of the networked
system only has limited computation and memory resources.
To solve this problem, we can use the following method. Let xi(k) be the state associated with
each node to denote the estimation of θˆML where k is the nonnegative integer time index. We initialize
each node’s state as xi(0) = yi and adopt the following discrete time algorithm:
xi(k + 1) = xi(k) + β
∑
j∈Ni
aij(xj(k)− xi(k)) (2.1)
where β > 0 is a design constant, aij > 0 denote the weights associated with the link from node j to
node i, and Ni is the set of neighbors of node i.
Note that the above algorithm is iterative in the sense that each point generated by the algorithm
only depends on the previous point. The algorithm is also called distributed as each node only use the
information from its neighbors, i.e., node i use the state xj where j is a neighbor of i.
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(b) States’ trajectories.
Figure 2.1 An example to show sensitivity of consensus algorithms to uncertainties. We consider an
undirected ring network with four nodes. The initial value of the state is [1, 2, 3, 4]′. We
pick β = 0.2, µ = 0.5 and σ2v = 0.01. (a) shows the state trajectories of (2.2) while (b)
shows states of (2.3) converge to two different values when we run it two times.
It is shown that when β and the weights aij satisfy certain conditions [32], then each node has its
state xi(k) converges to the average of its initial values, 1n1
T y. Therefore, every node could get the
information of the average quantity and obtain the ML estimate of θ.
This example vividly shows the concept of distributed averaging and one of its typical applica-
tions over sensor networks. In the sequel, we refer to “averaging” in a more general sense including
weighted average. To summarize, we informally define distributed averaging as a specific mecha-
nism of interconnected systems that the state associated to each node converges to a common value,
which is the weighted average of the private signals of all nodes, using information exchange within
neighboring nodes. In the above case, the private signal is yi and used as the initial value of the state
xi.
2.2.2 Sensitivity to uncertainties
In this section, we show the algorithm (2.1)1 is sensitive to various uncertainties introduced by
communication channels.
1This algorithm, with its other alternative forms, see, e.g, [33], are essentially all represent a local convex combination
update. In the thesis, we call algorithms using local convex mixing as popular distributed averaging algorithms.
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2.2.2.1 Additive Uncertainty
We start with the additive uncertainties which is always present in the physical layer of communi-
cation links. In this case, we can write (2.1) as
xi(k + 1) = xi(k) + β
∑
j∈Ni
aij(xj(k)− xi(k)) + vi(k) (2.2)
where vi(k) are i.i.d. Gaussian random variables with zero mean and variance σ2v . Note that here vi(k)
denote the weighted sum of additive noise of all incoming analog channels to node i. If we think (2.2)
as an LIT system, vi(k) could be seen as an additive uncertainties to the system. If we stack all the
above equations together, and use x and w to denote the concatenation of xi and vi, then we get
x(k + 1) = (I − βL)x(k) + v(k)
Let γ be the normalized left eigenvector associated with the zero eigenvalue of L, i.e., γ′1 = 0, we
have
γ′x(k + 1) = γ′x(k) + γ′v(k).
This equation shows the weighted average of all states is an adder that accumulate Guassian noise over
time index k. In other words, there is a mode of the system corresponds to a pure accumulator and that
mode will correspond to a random walk when additive noise enter the system. Figure 2.1(a) shows
an example that illustrates the typical states trajectories in the presence of additive noise. In this case,
although the noise variance is very small, all states does not converge to any value although they stick
reasonably close to each other. This suggests that the algorithm based on local convex mixing is not
appropriate for compute average quantity in the presence of additive uncertainties.
Motivated from this observation, in Chapter 6, we shall develop an algorithm that mitigate effect
of additive uncertainty on distributed averaging.
2.2.3 Multiplicative uncertainty
In wireless communication channels, strength of the transmitted signal always fades over distance.
When the received signal power is below certain threshold, the packet is dropped and information is
lost. To guarantee the Quality of Service (Qos) of communication channels, more complicated software
and hardware usually need to be deployed in higher layer of the modern digital communication system.
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We model the packet loss phenomena as a Bernoulli process, in this way, (2.1) can be written as
xi(k + 1) = xi(k) + β
∑
j∈Ni
ξij(k)aij(xj(k)− xi(k)) (2.3)
where for all ξij(k) is a Bernoulli random variable with probability µ to be 1 and probability 1− µ to
be 0. We assume all those random variables are independent. ξij(k) is also referred as multiplicative
uncertainty in the literature, see, e.g., [50], chap. 9.
We could also view the multiplicative uncertainty as a source of randomness of network topolo-
gies. To see this, when ξij(k) is zero, the link (i, j) is disconnected which means that interconnections
between nodes stochastically change. To summarize, the multiplicative uncertainty capture two prop-
erties of a networked system, first is packet drop phenomena and second is random connectivity.
Figure 2.1(b) shows that all nodes of the system converges to two different values when we run the
algorithm twice, although the state has the same initial values. This illustrate that, although for (2.3),
all states converge to the same value, but that value is not guaranteed to be the average quantity and is
actually a random variable for each sequence of iterations.
We stack equation (2.3) for all i together to get
x(k + 1) = (I − βL(k))x(k) (2.4)
Note that L(k) now is a random matrix as it incorporate all ξij(k). To still use this algorithm for
computing the average quantity, it is required L(k) to be balanced Laplacian over all time. This
assumption, under certain conditions2, is also called double stochastic weights assumption that has
been used in a lot of literature, see, e.g., [75, 12, 17].
The reason for using this assumption is to guarantee that the vector 1 be the invariant left eigenvec-
tor of the state transition matrices associated with the system (2.4) such that each xi(k) converges to
the average quantity. From a design perspective, however, this assumption is not easy to meet. To see
this, we note that to ensure L(k) to be balanced at each k, each node does only need the information
from its neighbors, but also needs to know the weights choice of other nodes, which may not be its
neighbors, such that the summation of each column of L(k) to be one. This essentially means all nodes
2Note that (2.4) can also be written as x(k + 1) = W (k)x(k) and double stochastic weights assumption means W (k)
are double stochastic matrices for all k. Of course, to ensure I − βL(k) to be double stochastic, we need choose scaling
factor β in addition to the condition that L(k) are all balanced.
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Figure 2.2 An example to illustrate the emergence of the complex behavior. (a) shows the network
topology; (b) provides state’s trajectories of all agents. Although the states does not con-
verge to any value, they stays relatively close to each other with intermittent large jumps;
(c) shows the log-log plot of rank of x1(k + 1)− x1(k) versus size of x1(k + 1)− x1(k)
for k = 1 → 106, while this type of plots for other states is very similar to x1. This
empirical plot suggests that the increments of x1 obeys the power law distribution and has
unbounded variance as the slope of the tail is less than 2.
need the global information at each time interval which is difficult to implement, especially when the
size of the network is large.
Motivated from the above discussion, in Chapter 6, we shall develop a new algorithm for distributed
averaging which does not need the double stochastic weights assumption. In that algorithm, the only
information each node has to know is state information of all its incoming links.
2.2.4 Combined effects of both uncertainties
We have seen that algorithms based on local convex mixing are limited by additive and multiplica-
tive uncertainties. An interesting question at this point may be what happens when both uncertainties
are present into the system? We shall see, that, in this case, the states’ trajectories of the system could
exhibit collective large intermittent jumps, which are relate to Le´vy flights, a phenomenon observed in
many natural and organizational interconnected systems.
Without loss of generality and to make the discussion consistent with Chapter 3, we consider the
algorithm
xi(k + 1) = xi(k) + β
∑
j∈Ni
ξij(k)[xj(k − τij)− xi(k)] + vi(k), (2.5)
where τij is a nonnegative integer denote the transmission delay associated with channel from node j
to node i. We assume all vi(k) and ξij(k) are independent.
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Example 2.2.1. We consider the connectivity graph shown in 2.2(a). In this example, all the channels
have the same fixed delay τij = τ = 1, and the same quality of service, µij = µ = 0.5. β = 0.822 and
v is a white Gaussian noise with zero mean and variance 0.0001. The initial condition of each state is
a fixed number randomly chosen from the normal distribution with mean 0 and variance 1.
Figure 2.2(b) shows a remarkable new collective behavior of the system. As it can be noticed,
there are abrupt jumps in the agents states, and between jumps periods where the agents’ states are
reasonably close to each others. However, shorter portions of the data reveal similar patterns and
certain scale invariance. Finally, Figure 2.2(c) shows the empirical distribution of the rank vs the
size of the increments of the state of one agent in log-log plot. This way for detecting power-laws in
empirical data-sets is more reliable than the frequency binning approach used to plot empirical density
distributions [49]. We will see later that a weighted average of the agents’ states rather than the single
agent variable is more representative of the process properties. But this information may not be a
priori known so that in reality one would still focus on the less revealing single agent state statistics.
Note that the slope of the tail is less than two, an indication that the tail of the density has slope less
than 3, which corresponds to a process of unbounded variance. This example suggests that the states
generated by system (2.5) are related to Le´vy flights.
The previous observations lead us naturally to the following questions: How is such complex
behavior generated? What are its properties? Can we predict its emergence? Those questions will be
addressed in Chapter 3.
2.3 Circulant Matrices
In this section, we review some properties of circulant matrices which will be used in later chapters.
Given an n-dimensional real vector c = [c0, . . . , cn−1]′, the associated circulant matrix is given by
Cir [c0, c1, . . . , cn−1] =


c0 c1 . . . cn−1
cn−1 c0 . . . cn−2
.
.
.
.
.
.
.
.
.
.
.
.
c1 . . . cn−1 c0


.
We next provide a result characterizing eigenvalues and determinant of circulant matrices.
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Proposition 2.3.1. Circulant matrices have the following properties [34]:
1 The eigenvalues of the above circulant matrix are given by λk =
∑n−1
i=0 ciρ
i
k for k = 1, 2, . . . , n,
where ρk = ej2πk/n is one of the n roots of −1.
2 As n→∞, 2πk/n→ ω. Thus the eigenvalues of the matrix is given by the discrete time Fourier
transform of its first row, i.e., under the assumption
∑∞
i=0 |ci| <∞, λ(ω) =
∑∞
i=0 cie
jiω
.
3 The n×n Fourier matrix V , whose k-th column is vk = n−1/2 · [1, ρk, ρ2k, . . . , ρn−1k ]′ diagonal-
izes any circulant matrix of size n. Furthermore, V V ∗ = V ∗V = I and det(V ) = 1.
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CHAPTER 3. INVESTIGATION OF L ´EVY FLIGHT BEHAVIOR OVER
DISTRIBUTED AVERAGING SYSTEMS
3.1 Introduction
In this chapter, motivated by the study of distributed coordination in networked control systems and
inspired by natural behaviors like swarming and flocking, we consider a multi-agent system that com-
putes distributed averages of the agent’s private quantities. We focus on the effects that the presence of
lossy communication links have on the dynamic behavior of the system. We show that the presence of
channel fading and additive noise can induce the emergence of a complex collective behavior, which
corresponds to a Levy flights process.
Discrete time Le´vy flights are a generalized class of random walks in which the step increments
during the walk obey the power law distribution with unbounded variance. Le´vy flights correspond to
large fluctuation (or hyper-jump diffusion) behaviors and have been observed in many natural sciences
as well as economics and several other fields. Examples include biological searching patterns [35, 36],
the distribution of human travel [37], financial series of stock markets prices [38, 39] and photons in
hot atomic vapors [40], to cite a few.
To our knowledge, this is the first time that the origin of the collective hyper-jump diffusion behav-
ior is identified in a simple linear multi-agent model in the presence of fading coupling and noisy in-
formation exchange. We center our analysis on a multi-agent system capable of computing distributed
averages of the agents’ private quantities. We do this for two main reasons. First, averaging is such
a fundamental operation in science and engineering that we expect should be a basic building block
in many natural and human-made interconnected systems. In fact, distributed averaging algorithms
have been founding many applications in networked systems, e.g., estimation over sensor networks
[10], distributed optimization [42, 13], social learning [43] and multi-agents coordination [21, 2], etc.
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Second, the average consensus algorithm we consider is simple enough to be amenable to a rigorous
analysis based on extended conditions for uncertainty amplification [44].
[45] has considered a setting like ours focusing on MS stability of networked control problems in
the presence of random link fading and additive noise. It has empirically shown that the loss of MS
stability would lead to certain power-law distribution in state difference among the agents. This work,
like [45], is different from the existing literature as we focus on the fragility of the system induced by
the communication constraints rather than its convergence properties under different time varying or
stochastic setups, e.g., [7, 22, 46, 20, 47, 48, 17, 19, 18, 16] to cite a few.
To analyze the system, we decompose it into two systems corresponding to the decomposition of
the system state into the conserved state and the deviation state. In the case of ideal communication
networks, the conserved state is the (weighted) average consensus value, while the deviation state
converges to zero.
Based on this decomposition, we establish several equivalent necessary and sufficient conditions
for MS stability of the deviation system. We show that, under certain conditions, the state of the
conserved system is a hyper-jump diffusion process1 if and only if the deviation system lose its MS
stability. This complex behavior is a direct consequence of intrinsic structural property of the system:
as the conserved system corresponds to the adder inside the consensus algorithms, which accumulates
random variables with ever increasing variance when the deviation system loses MS stability. For a
special two node system, we prove it to be a Le´vy flight.
We also show that when the graph is strongly connected the complex behavior is global, namely
is experienced by all the agents in the system. This is the first time that the connectivity property of
the network is rigorously linked to the complex behavior property of the system and shows that local
unreliability of the network can have global effects.
In Section 3.2, we describe our system and introduce some important definitions. Analysis of the
system without additive noise is provided in Section 3.3. In Section 3.4, we point out that MS (in-
)stability is an indicator predicting the emergence of complex behavior when noise is added to the
system. In section 3.5, we elucidate mechanism of the emergence of the collective complex behavior
1The definition of hyper-jump diffusion processes and Le´vy flights considered in this chapter will be clarified in Section
3.2
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and provide formal analysis results. We conclude in Section 3.6.
3.2 The Model
We consider a set of n identical Linear Time Invariant (LTI) discrete time systems called agents
(or nodes), which are connected over a network. The topology of the network is described by the
connectivity graph G = (V, E), where V = {1, . . . , n}. We adopt the following assumption.
Assumption 3.2.1. The connectivity graph G is strongly connected.
This assumption ensures that each node through a directed path can obtain the information of every
other node.
Our multi-agent model is motivated to solving distributed agreement problems, where the agents’
objective is to cooperatively reach to a common value or stay relatively close to each other via a se-
quence of local information exchange (with neighboring nodes only). We consider various constraints
on information exchange including delays, link failures, and additive noise. For each agent, we use
xi ∈ R to denote the state of agent i, where xi may represent physical quantities such as speed,
position, temperature, etc.
At each integer valued time index k, we assume each agent receives the unreliable delayed infor-
mation from its neighbors through communication links, where each link is associated to an edge of
the graph G. Each node updates its own state according to the following iteration
xi(k + 1) = xi(k) + β
∑
j∈Ni
ξij(k)[xj(k − τij)− xi(k)] + vi(k),
where Ni denotes the set of neighbors of node i according to G, β > 0 is a constant called the update
gain denoting the inter-agent coupling and τij ≥ 0 is a constant nonnegative integer denoting the time-
invariant and bounded delay in the channel (ij). ξij(k) is a Bernoulli random variable characterizing
the fading property of the channel (i, j) at time k. We assume ξij(k) are independent across both the
time index k and spatial index i, j, and identically distributed for each k. Specifically, the distribution
of ξij(k) is given by
ξij(k) =


1 with Prob. µij
0 with Prob. 1− µij
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for all k, where µij denotes the probability that link (i, j) is connected. µij represents the Quality of
Service of the idealized communication link. In this setup, we assume the network has a fixed topology,
but the individual connections are fading. We adopt the following assumptions through this chapter.
Assumption 3.2.2. We assume that µij > 0 for all j ∈ Ni, and that at least one link has its probability
of connection strictly less than 1.
This assumption, excludes degenerated links that are off with probability one and requires that at
least one link is fading.
Finally, in (2.5), vi(k) are Gaussian random variables independently identically distributed across
both k and i with zero mean and variance σ2vi . We assume vi(k) is independent from ξij(k) for all i,
j ∈ Ni and all k. Let x(k) ∈ Rn be the concatenation of xi(k), we assume x(k) = 0 for all k ≤ −1
and x(0) is a random vector, and x(0), all v(k) and all ξij(k) are independent.
System (2.5) incorporates randomness of network topologies. We start with the connectivity graph
G = (V, E). At each time k, from ξij(k), we can induce a graph G(k) = (V, E(k)) where E(k)
contains the edges (i, j) for which ξij(k) 6= 0. Therefore, E(k) ⊆ E , which implies in our setting
network topologies randomly change over time and at each time, the topology is a subgraph of G with
the same set of nodes. Let G¯ = (V¯, E¯) denote the mean connectivity graph of the network, where
(i, j) ∈ V¯ if E(ξij) > 0. With Assumption 3.2.2, G and G¯ represents the same graph. Therefore,
strongly connectivity of G implies that the mean connectivity graph is strongly connected.
In our model, we assume that each agent is naive, i.e., it does not know the size of its neighborhood
or the amount of delay in its measures of relative error, nor has the ability to protect the message
from the channel unreliable behavior using coding. System (2.5) is inspired by nature flocking and
swarming behaviors, which represent many natural unsophisticated biological and social networked
systems and allow us to analyze the fragility and criticality of the networked system in the presence of
unreliable information exchange.
We next introduce some relevant definitions used in this chapter. We begin with the classical
definition of Le´vy flights.
Definition 3.2.1. [41] Let X0, X1, . . . , be a sequence of real-valued random variables. The discrete
time random process {Xi}∞i=0 is called a Le´vy flight if the step increments Xk −Xk−1 for all k ≥ 1
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are independently identically distributed (i.i.d.) and limt→∞ tαPr(|Xk −Xk−1| > t) is positive finite,
where 0 < α ≤ 2 is called the scaling factor.
The above definition however, is too restrictive to capture the kind of random processes produced
by the evolution of the dynamical systems considered in this chapter. We relax it with the following
one.
Definition 3.2.2. (Uncorrelated Asymptotic Le´vy Flights) The discrete time random process {Xi}∞i=0 is
called an uncorrelated asymptotic Le´vy flight if {Xk−Xk−1}∞k=1 is an uncorrelated set, andXk−Xk−1
converges to a random variable R w.p.1 as k →∞, where limt→∞ tαPr(|R| > t) is positive finite and
0 < α ≤ 2.
Note that a set of random variables is called uncorrelated if each pair of them are uncorrelated.
Compared with Definition 3.2.1, Definition 3.2.2 relaxes the condition of independent step increments
to uncorrelated step increments and allows the increments process to transit from its transient state
to the steady state that obeys the power law distribution. We believe this definition is more suitable
to describe random processes generated by dynamic systems and still captures the steady state large
fluctuation behavior. We call a random process a Le´vy flight if it is an uncorrelated asymptotic Le´vy
flight.
Finally, we provide the following definition which further relaxes Definition 3.2.2.
Definition 3.2.3. (Hyper-jump diffusion processes) The discrete time random process {Xi}∞i=0 is
called a hyper-jump diffusion processes if {Xk − Xk−1}∞k=1 is an uncorrelated set, and Xk − Xk−1
converges to a random variable R w.p.1 as k →∞, where R has unbounded variance.
This definition removes the condition of Definition 3.2.2 that the tail of the limiting distribution
should be power law. Instead, it defines a process which accumulates uncorrelated random variables
that converge to a stationary distribution with unbounded variance.
Motivated from Example 2.2.1, we next investigate model (2.5).
3.3 Analysis of the System
In this section, we provide convergence analysis of system (2.5) without additive noise. This not
only lays the foundation to understand the mechanism for the emergence of the complex behavior
25
shown in Figure 2.2, but also contributes to solving distributed consensus problem in the presence of
communication constraints.
3.3.1 State Space Construction
We consider system (2.5) without additive noise, which is given by
xi(k + 1) = xi(k) + β
∑
j∈Ni
ξij(k)[xj(k − τij)− xi(k)]. (3.1)
Our analysis begins from the state space construction of (3.1). In particular, we define the enlarged
state space system by defining new states corresponding to the delayed version of each xi(k). Let τi
denote the largest number of delays among all the out-coming links of node i, i.e., τi = maxj{τji|j =
1, . . . , n}, we define the following augmented states, for i ∈ V:
xτii (k) = xi(k − τi),
xτi−1i (k) = xi(k − τi + 1),
.
.
.
x1i (k) = xi(k − 1) (3.2)
xi(k + 1) = xi(k) + β
∑
j∈Ni
ξij(k)[x
τij
j (k)− xi(k)].
Note that τij ∈ {1, . . . , τj}.
We follow the framework introduced in [44], which requires to re-parameterize the stochastic un-
certainty. Let ∆ij(k) = ξij(k) − µij , Then ∆ij(k) are independent across k and i, j with mean
E(∆ij(k)) = 0 and variance σ2(∆ij(k)) = µij(1 − µij). We would like to point out that the objec-
tive of this decomposition is to separate the zero-mean random uncertainties from the “mean system”,
whose properties are going to be relevant in what follows. We then rewrite (3.1) as
xτii (k + 1) = x
τi−1
i (k),
.
.
.
x1i (k + 1) = xi(k),
xi(k + 1) = xi(k) + β
∑
j∈Ni
µij [x
τij
j (k)− xi(k)]
+β
∑
j∈Ni
∆ij(k)[x
τij
j (k)− xi(k)]. (3.3)
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for all i ∈ V .
We next extract ∆ijs from the above equations by introducing new input/output variables. Let
zij(k)
△
= [x
τij
j (k)− xi(k)], and wij(k)
△
= ∆ij(k)[x
τij
j (k)− xi(k)], or wij(k) = ∆ij(k)zij(k)
Then, the dynamic equations are as follows:
xτii (k + 1) = x
τi−1
i (k),
.
.
.
x1i (k + 1) = xi(k),
xi(k + 1) = xi(k) + β
∑
j∈Ni
µij [x
τij
j (k)− xi(k)] + β
∑
j∈Ni
wij(k)
zij(k) = [x
τij
j (k)− xi(k)], ∀j ∈ Ni
wij(k) = ∆ij(k)zij , ∀j ∈ Ni. (3.4)
for all i ∈ V .
Next, we define an index map, I, that assigns a unique index ℓ = 1, . . . , p to the elements
(i, j) ∈ E , which corresponds to fading links. Induced by I, define input and output vectors w =
[w1, ..wℓ, ..wp]
′ and z = [z1, ..zℓ, ..zp]′. Finally, define the state vector χ for the whole system by
stacking all the states for each agent and arranging them so that the xi(k), i ∈ V , in Equation (3.4), are
the last n elements of χ.
We then have the following state-space equation for the whole system
χ(k + 1) = Aχ(k) +Bw
z = Cχ(k) (3.5)
w = ∆z,
where ∆ is a diagonal matrix whose diagonal elements are ∆ij , A, B andC are matrices of appropriate
dimensions.
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3.3.2 The Mean System
Definition 3.3.1. For future reference, we denote the system
G :

 A B
C 0

 ,
described by (3.5), which is in feedback with the stochastic uncertainty ∆, as the Mean System.
The Mean System has a central role in this chapter. It represents an LTI deterministic system, which
is in feedback with the purely stochastic zero-mean diagonal uncertainty ∆, representing random gains
with bounded variance. The properties of the Mean System are relevant in the development.
The state-space matrices of the Mean System G, have the following properties
Lemma 3.3.1. For state equation (3.5), we have that
i) All row sums of A are equal to 1;
ii) All row sums of C are equal to 0;
iii) Every column of B has only one nonzero element and it is equal to 1.
Proof. These facts follow by inspection directly from the state equations (3.4) of each i ∈ V .
Note that in the special case where there are no delays and all the links are fading, BC = L is the
Laplacian matrix of the graph G. We leave the verification to the reader.
Lemma 3.3.2. The state-space realization of the Mean System G is non-minimal. In particular, the
mode corresponding to the unique eigenvalue λ1 = 1 is not observable.
Proof. From the PBH test and Lemma 3.3.1, we have that 1 is the right eigenvector associated with λ1
which is also in the null space of C.
Remark 3.3.1. From an input-output view, this result in MIMO pole-zero cancelation in the transfer
function G(z), and λ1 will not affect the input-output properties of G(z), which will be relevant in the
future.
Motivated by the above discussion, we introduce the following definition.
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Definition 3.3.2. The Mean System G with state space realization (3.5), is (marginally) stable if all the
eigenvalues of A have magnitude strictly less than one, with the exclusion of λ1 = 1 with associated
eigenvector 1.
In the rest of the chapter, we will abuse of terminology and describe G to be stable meaning that
G is marginally stable according to the definition above.
3.3.3 System Decomposition
To conveniently handle the non-minimality of G in the state-space, we introduce a natural state
decomposition. Our approach is to decompose the Mean System into two parts: the conserved part
and the deviation part.
To this end, we first define the operator inducing this decomposition. A direct consequence of the
construction of the state equation is that the right eigenvector of A associated with λ1 = 1 is 1 as all
row sums of A are 1, i.e., A1 = 1. Let γ be the left eigenvector of A associated with the eigenvalue 1,
i.e., γ′A = γ′, and assume by normalization γ′1 = 1. Define
P := (I − 1γ′).
We summarize the properties of operator P in the following lemma.
Lemma 3.3.3. The operator P has the following properties:
1. P 2 = P ,
2. PA = AP ,
3. CiP = Ci,
4. N(P ) = span{1}.
Proof. To show 1), we note that γ′1 = 1 and
P 2 = (I − 1γ′)(I − 1γ′) = I − 1γ′ = P.
We also have that
PA = (I − 1γ′)A = A− 1γ′ = A(I − 1γ′) = AP,
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which verifies 2). 3) follows as all row sums of C are zero, so CP = C(I − 1γ′) = C. 4) is obvious
as P1 = 0 and P has rank deficiency of 1.
Based on P , we next decompose the system state χ(k) into two set of states. This induces a
corresponding decomposition of system (3.5).
Definition 3.3.3. The deviation state is defined as χd(k) := Pχ(k) and the conserved state is defined
as χc(k) := Fχ(k), where F = I − P = 1γ′ and the subscripts stand for the obvious meaning.
Note that χ = χd + χc. From the above definition, χc(k) is the projection of χ(k) into the space
span{1} with each component being the weighted average of χi(k). χd(k) measures how far each
component of χ(k) is from χc(k).
The evolution of χc and χd is governed by the following state equations that we denote as the
deviation system and the conserved system respectively.
χd(k + 1) = PAPχd(k) + PB∆Cχd(k), (3.6)
χc(k + 1) = χc(k) + FB∆Cχd(k), (3.7)
In the above derivations, we have used the properties in Lemma 3.3.3.
For future reference, it is convenient to define any component of χc as xˆc or equivalently
xˆc(k) = γ
′χc(k) (3.8)
Thus that
xˆc(k + 1) = xˆc(k) + γ
′FB∆(k)Cχd(k) (3.9)
Remark 3.3.2. Note that when there is no fading (∆ = 0 and µij = 1) the decomposition leads to two
independent systems. For appropriate parameter values, the deviation system is stable and converges
to zero while the conserved system holds the consensus value. Thus χ converges to χc. The presence
of the random perturbation ∆ couples the two systems, as it is shown in Figure 3.1, and is responsible
for the non-trivial properties of the process χc. Note also that now χc becomes a conserved quantity in
expectation as ∆ is zero mean and independent of χc.
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Figure 3.1 The natural separation of distributed averaging systems. The overall system is separated
into the conserved system and the deviation system. The deviation system is unaffected
by the conserved system and can be further represented by the interconnection between ∆
and G˜, while the conserved state unreliably accumulates information from χd.
We analyze the deviation system next. We rewrite (3.6) as
H :
χd(k + 1) = A˜χd(k) + B˜w(k),
z(k) = C˜χd(k),
w(k) = ∆z(k),
(3.10)
where A˜ = PAP , B˜ = PB and C˜ = CP = C. Here H can be seen as the interconnection of a
deterministic system G˜ defined as
G˜ :

 A˜ B˜
C˜ 0

 ,
and a diagonal structured uncertainty ∆, which is shown in Figure 3.1.
We denote G˜ as the Mean Deviation System.
Remark 3.3.3. We want to point out that G˜ represents the part of the Mean System G which is actually
in feedback with ∆. The decomposition clearly shows that the conserved part of the system, which
contains the marginally stable mode of G, is an integrator system, driven by ∆ and the deviation state
χd, whose output is floating.
It is not difficult to see that the following result holds
Lemma 3.3.4. The Mean Deviation System G˜ is stable if and only if the Mean System G is stable (cf.
Definition 3.3.2).
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Proof. Since A˜ = PAP , A and A˜ share the same set of eigenvalues except that one special eigenvalue
1 of A turns to be the eigenvalue 0 of A˜. The result thus follows.
3.3.4 Mean Square Stability of the Deviation System
After the setup work of the previous sections, we are now ready to establish the first main result of
this chapter.
We start by providing definitions that characterize the convergence property of the deviation sys-
tem. To this end, we define
M(k) := E{χ(k)χ′(k)},
Md(k) := E{χd(k)χ′d(k)}.
Definition 3.3.4. System (3.6) is MS stable if Md(k) is well defined for all k and limk→∞Md(k) = 0.
We next seek the conditions under which the deviation system (3.6) is MS stable. We turn our
attention at the representation of system (3.10), which allows us to use robust control theory to assess
the stability property of the system. More importantly, it provides a physical interpretation for the loss
of MS stability from the small gain theorem: the deviation system becomes MS unstable when the
variance of ∆ can not be tolerated by the mean deviation system G˜.
Define the operator on Sn as
A˜(X) = A˜XA˜′ +
p∑
i=1
σ2i B˜(i)C˜iXC˜
′
iB˜(i)
′. (3.11)
The following conditions are all necessary and sufficient for MS stability of the Deviation System.
Theorem 3.3.1. System (3.6) is MS stable, if and only if either of the following conditions holds.
1. There exists an X > 0 such that A˜(X) < X [50];
2. ρ(A˜) < 1 [51] ;
3. The Mean System G is stable and satisfies ρ(Gˆ · Σ) < 1.
where Gˆ =


‖G11‖22 . . . ‖G1p‖22
.
.
. . . .
.
.
.
‖Gp1‖22 . . . ‖Gpp‖22

 and Σ is a diagonal matrix with σi as its diagonal elements.
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Note that the third condition is in terms of Mean System while the first two are in terms of the
Mean Deviation Systems state-space variables. All the conditions of the Theorem will be useful in this
thesis.
Proof. We start by deriving the difference equation that governs the iteration of Md(k). We first note
that the iteration of M(k) is given by (similar to that in [44], we omit the derivation for brevity)
M(k + 1) = AM(k)A′ +
p∑
i=1
σ2iB(i)CiM(k)C
′
iB(i)
′,
where each σ2i corresponds to each variance of ξij . From the definition of Md(k), we have Md(k) =
PM(k)P ′ and obtain the iteration of Md(k) as
Md(k + 1) = PAM(k)A
′P ′ +
p∑
i=1
σ2i PB(i)CiM(k)C
′
iB(i)
′P ′
= PAPPM(k)P ′P ′A′P ′ +
p∑
i=1
σ2i PB(i)CiPPM(k)P
′P ′C ′iB(i)
′P ′
= A˜Md(k)A˜
′ +
p∑
i=1
σ2i B˜(i)C˜iMd(k)C˜
′
iB˜(i)
′,
where in the above derivations, we have used the results of Lemma 3.3.3. It is well known that the
stability of the above recursion is equivalent to condition 1) [50], chapter 9. The equivalence between
1) and 2) is also known from [51] Proposition 2.6.
We next show the equivalence between 1) and 3). From Theorem 6.4 of [44] with proper scaling
matrix Σ, we have that 1) is equivalent to condition 3) but with G replaced by G˜. However, from
Lemma 3.3.4, G˜ stable is equivalent to G being (marginally) stable. Thus, we are left to show the G˜
and G are the same input-output maps, so that Gˆ = ˆ˜G. We look at the transfer function matrices. Note
that the transfer function of G in the Z-transform, G(z), is analytic at z = 1, because of the pole-zero
cancelation shown in Lemma 3.3.2 (cf. Remark 3.3.1). We expand the transfer matrix of G˜ for |z| ≥ 1
(G˜(z) and G(z) are convergent in this region as G is stable).
C˜(zI − A˜)−1B˜
= CP
(
I
z
+
PAP
z2
+
PA2P
z3
+ · · ·
)
PB,
= C
(
I
z
+
A
z2
+
A2
z3
+ · · ·
)
B,
= C(zI −A)−1B,
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where we use the properties of P in Lemma 3.3.3. The equivalence between the first condition and the
third condition then follows.
Remark 3.3.4. Condition 3) has the advantage of being an input-output condition involvingH2 norms,
rather than state-space as in the first two conditions, and moreover it is directly in term of G instead of
G˜. This allows us to handle the presence of (large) delays more effectively in the frequency domain.
If all the links have the same probability of link connection, the third condition turns out to be σ2 <
1/ρ(Gˆ), and 1/ρ(Gˆ) can be interpreted as the stability margin of the system, or a measure on the
quality of communication service that the networked system can tolerate, i.e., the largest variance of
ξij . We refer the reader to [44] for complete discussions and references of related work.
3.3.5 MS stability and MS consensus
We conclude this section by highlighting the equivalence between the MS stability of the deviation
system and the notion of MS consensus, which has been used in the literature. We begin by defining
the notion of Mean Square Consensus of System (3.1).
Definition 3.3.5. (MS consensus) Let χ(k) be generated by (3.5). The networked system is said to
achieve MS consensus if limk→∞E(χi(k)− χj(k))2 = 0 for all i and j.
As χ is a concatenation of all the system states and their delayed versions, the notion of MS
consensus automatically guarantees E(xi(k)− xj(k))2 → 0 for all i ∈ V .
Lemma 3.3.5. The networked system achieves MS consensus iff the deviation system H in (3.10) is
MS stable.
Proof. The sufficiency is immediate and left to the reader to verify. To show the other direction, we
note that
χdi = χi − γ′χ = γ1(χi − χ1) + . . .+ γn(χi − χn),
i.e., each χdi can be written as a linear combination in terms of χi − χj . Besides, from Cauchy-
Schwartz inequality, we have
E(χi − χj)(χl − χk) ≤
√
E(χi − χj)2E(χl − χk)2.
We therefore can see that if E(χi − χj)2 → 0 for all i, j, then E(χdχ′d)→ 0.
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(b) States evolution of Example 2.2.1 in the
absence of additive noise
Figure 3.2 The drastically different responses without and with noise are an indication of fragility of
the system induced by the lack of MS stability
The above result shows MS stability of the deviation states is equivalent to MS consensus of the
original states. However, as pointed out in the following section, MS (in)stability is not a necessary
and sufficient condition for convergence, but rather an indicator for the complex behavior.
3.4 MS (In)stability in the Presence of Noise
In the previous section, we have neglected the presence of noise for notational convenience, as the
conditions for Mean Square stability do not depend on the presence of the additive input noise. To see
this point, when additive noise is considered, the iteration of Md(k) is given by
Md(k + 1) = A˜Md(k)A˜
′ +
p∑
i=1
σ2i B˜(i)C˜iMd(k)C˜
′
iB˜(i)
′ + PΣv(k)P
′, (3.12)
where Σv(k) is a matrix whose nonzero entries are the last n elements on the diagonal, given by
σvi(k), i = 1, . . . , n. This iteration can be regarded as a LTI system with state Md(k) driven by input
PΣv(k)P
′
. We will consider the forced system (3.12) in the sequel.
The notion of MS consensus, which has been of interest in the literature, implies convergence to
a fixed common value for all agents. However, MS consensus is only a sufficient condition for con-
vergence w.p.1. which may be more appropriate in the noiseless situation to capture the convergence
property of the system. The MS consensus property should not sidetrack the reader from the true value
of the MS (in)stability condition, which, as we will see in the next section, is in its ability to predict
the emergence of the complex behavior when noise is added to the system.
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To further clarify the point, Figure 3.2(a) shows that states evolution for the same system of Ex-
ample 2.2.1, without the presence of additive input noise. Although it can be verified using Theorem
3.3.1 that the deviation system is MS unstable (see Section 3.5, part D) and therefore the networked
system does not reach MS consensus, all the agents still converge to a common value. This (noiseless)
response is quite misleading as it shows a relatively benign system, while the same system with the
addition of a tiny noise produces a dramatically different behavior as shown by Figure 3.2(b).
Motivated by Theorem 3.3.1, we introduce the following definition of MS instability, which be-
comes important in our further discussion.
Definition 3.4.1. The deviation system (3.6) is called MS unstable if ρ(A˜) ≥ 1.
For simplicity, in this section and the next we consider the case of zero delay case, i.e., τij = 0
for all i ∈ V and j ∈ Ni. The results can be extended to general nonzero delay case with similar
approaches. While delays are not essential (like the channel fading and noise) to produce the kind of
complex behavior we are interested in, they can nevertheless affect it. As we do not consider delays,
we use x, xc and xd to denote the state, conserved state and deviation state of the system.
We next provide a lemma that characterizes the instability property of the system and links it to the
strong connectivity property of the network.
Lemma 3.4.1. Under the current assumption of strong connectivity of G. Let L be any weighted
Laplacian matrix associated with the connectivity graph G and M1 ∈ Sn be the eigenvector of A˜ (cf.
equation (3.11))associated with the eigenvalue of largest magnitude. Then M1 ≥ 0, and LiM1L′i > 0
for all i ∈ V . Besides, there exists at least one k ∈ {1, . . . , p}, such that CkM1C ′k > 0.
Proof. See the Appendix.
The strong connectivity assumption plays a crucial role in proving that the unbounded growth of
covariance will affect all the agents.
The following theorem provides a preliminary result to clarify mechanisms of complex behavior
seen in Example 2.2.1. When the deviation system is MS unstable, the conserved state of the consensus
system accumulates uncorrelated random variables with asymptotically exploding variance. At the
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same time, each state of the system adds correlated random variables with asymptotically unbounded
variance.
Theorem 3.4.1. Let xˆc(k) as in Equation (3.8). Consider system (2.5) without delays, we have the
following results.
a. {xˆc(k)− xˆc(k − 1)}k≥1 is an uncorrelated set.
limk→∞E(xˆc(k)− xˆc(k − 1))2 =∞ iff the deviation system is MS unstable.
b. limk→∞E(xi(k)− xi(k − 1))2 =∞ for all i ∈ V iff the deviation system is MS unstable.
Proof. See the Appendix.
3.4.1 Robustness of undirected symmetric switching
The result of Theorem 3.4.1.a, namely that the variance of the increments of χc tend to infinity,
depends on the assumption that the links are directed and switch independently. If we consider undi-
rected graphs and only allow links to switch symmetrically, i.e., ξij = ξji, then the application of our
approach leads to the system
x(k + 1) = Ax(k) +B∆(k)B′x(k) + v(k)
where each column sum of B is zero and each column sum of A is 1. In this case, the evolution of the
conserved state xˆc(k) = 1Tx(k) is given by
xˆc(k + 1) = xˆc(k) + 1
T v(k),
which shows the xˆc is a standard random walk, whose increments have bounded variance, not affected
by the randomness in χd. We leave the verification of these derivations to the reader. Thus, an impor-
tant aspect of the emergent complex behavior has been missed in the literature where the symmetric
switching model has been predominant.
Based on the above discussion, we could argue that undirected symmetric switching is more ro-
bust than directed switching. Symmetric switching has the property that both agents involved in the
information exchange have the same information about the state of the channel, while in the directed
case, even thought two agents are connected with up link and down link to each other, they do not have
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consistent information about the state of each channel. Note that the symmetric switching model is
more idealized and less realistic in most situations. We plan to investigate this topic in the future.
3.5 MS instability and Hyper-Jump Diffusion Behavior
In this section, we refine the results of Theorem 3.4.1. We show that under certain conditions, xˆc
is a Hyper-jump diffusion process (cf. Definition 3.2.3) if and only if the deviation is MS unstable and
prove it to be a Le´vy flight (cf. Definition 3.2.2) in the special case of a two node system. We also
show that strong graph connectivity makes all the agents to be subject to the Hyper-jump diffusion
behavior.
3.5.1 Preliminaries
We recall system (2.5) without delays
xi(k + 1) = xi(k) + β
∑
j∈Ni
ξij(k)[xj(k)− xi(k)] + vi(k).
The above set of equations for all i can be written compactly as
x(k + 1) = W (k)x(k) + v(k), (3.13)
with appropriate matrix W (k).
We next construct a new set of states as z1 = x1, z2 = x1 − x2, . . . , zn = xn−1 − xn. This states
transformation can be written compactly as z = Ux. It’s easy to verify that U is nonsingular and thus
defines a coordinate transformation. System (3.13) under the new coordinate is given by
z(k + 1) = W˜ (k)z(k) + Uv(k), (3.14)
where W˜ (k) = UW (k)U−1. We next provide a lemma that characterizes the structural properties of
W˜ (k).
Lemma 3.5.1. For each k, the matrix W˜ (k) has the following structure
W˜ (k) =

 1 W˜1(k)
0n−1×1 W˜2(k)

 ,
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where 0n−1×1 denotes a column vector of zeros with dimension of n − 1 and W˜1(k) and W˜2(k) are
matrices with appropriate size.
Proof. As UU−1 = I , the first column of U−1 is orthogonal to all but the first row of U . This implies
that the first column of U−1 is 1 as the null space of the matrix consisting of these rows of U is
span{1}. The result then follows immediately from the fact that every row sum of W (k) is 1, i.e.,
W (k)1 = 1.
3.5.2 MS Instability as Indicator of the Hyper Jump Diffusion Process
Let ze = [z2, . . . , zn]′, it follows from Lemma 3.5.1 that the evolution of ze is governed by W˜2 and
input noise, i.e.,
ze(k + 1) = W˜2(k)ze(k) + U1v(k)
where U1 is obtained from U by removing its first row.
We define the Lyapunov exponent associated with W˜2 as
η = lim
k→∞
1
k
log ||W˜2(1) . . . W˜2(k)||. (3.15)
The following lemma establish the condition on which ze converges to a stationary distribution
w.p.1.
Lemma 3.5.2. If η < 0, the sequence ze(n) converges to R =
∑∞
k=1 W˜2(1) . . . W˜2(k − 1)U1v(k)
w.p.1 independent of the initial conditions ze(0). 2
Proof. From Theorem 6 in [55], Rn =
∑n
k=1 W˜2(1) . . . W˜2(k−1)U1v(k) converges to R w.p.1. Note
that ze(n) = Rn + W˜2(n) . . . W˜2(0)ze(0), as η < 0, W˜2(n) . . . W˜2(0)ze(0) → 0 w.p.1. Therefore,
ze(n) converges to R w.p.1.
We are now in the position to explain the complex behavior described in the Example 2.2.1 and
predict its occurrence. We state the following main result in this chapter.
2 We use W˜ (k) to indicate time evolution of the system. An alternative notation of W (k) is W (ω) as each W (k) is i.i.d.
over k. We can also induce the measure for W (k) from the measure of ξij and thus a measure for W˜2(k), say dpk. Since
W˜2(k) are i.i.d., dpk = dp for all k. Let dνk note the probability measure induced from U1v(k), dνk = dν for all k as v(k)
are i.i.d. In the sequel, convergence w.p.1 refers to the probability measure ∏j≥0 dpj ×∏j≥0 dνj .
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Theorem 3.5.1. Under the current assumption that the graph is strongly connected, consider System
(3.13) and assume η < 0. Then
a. {xˆc(k)}∞k=0 is a hyper-jump diffusion process iff the deviation system is MS unstable.
b. xi(k+1)−xi(k) converges w.p.1 to a random variableRi for all i ∈ V as k →∞. Furthermore,
Ri has unbounded variance iff the networked system is MS unstable.
Proof. In view of Theorem 3.4.1, we only need to show that the distributions of xˆc(k)− xˆc(k−1) and
xi(k)− xi(k − 1) converge w.p.1 to stationary distributions as k →∞.
From Lemma 3.5.2 ze(n) converges to R w.p.1. Since each component of xd can be written as a
linear combination of elements in ze from Lemma 3.3.5, the distribution of xd also converges to that
of a random vector, which implies that γTB∆(k)Cxd(k) + γT v(k) converges to a random variable
w.p.1 since ∆(k) and v(k) are i.i.d. Thus, using Theorem 3.4.1.a, we have that the increments of xˆc
converge to a random variable of unbounded variance iff the deviation system is MS unstable, i.e., it is
a hyper-jump diffusion process according to Definition 3.2.3. This complete the proof part 1).
To show part 2), we only consider state x1, the result for other states follows similarly. We recall
that the increment are given by x1(k + 1) − x1(k) =
∑
j∈Ni
ξ1j(xj(k) − x1(k)) + vi(k). Thus
(xj(k) − x1(k)) converges w.p.1 to a random variable Rj for each j ∈ Ni, since ze converges w.p.1
to R. The results then follows from Theorem 3.4.1.b.
Remark 3.5.1. Several remarks are in order. First, as MS convergence implies convergence w.p.1 [52],
the condition η < 0 does not contradict MS instability. In other words, it is possible that ze converges
to a random vector w.p.1 when the system loses MS stability.
Second, the mechanism of the hyper-jump diffusion process visible from xˆc is the integration
(addition) of a process with asymptotically unbounded variance defined by the deviation system which
is implicit in the inner working of the distributed consensus system.
Finally, Theorem 3.5.1.b establishes a connection between the topological property of the intercon-
nection (strong connectivity) and the global nature of the complex behavior which affects all nodes. It
points out that even if only one link of the network is stochastically fading somewhere in the network,
strong connectivity is enough to guarantee that the complex behavior is experienced by every agent.
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Figure 3.3 Emergence of local complex behavior.
This statement, however, is not in general valid when the graph is not strongly connected but only
contains a spanning tree as shown by the example of Figure 3.3.
In this example, We assume that all links have the same probability of link connection µ = 0.5,
β = 0.87, σvi = 0.01 for all i, and there is only one fading link from node 4 to node 5. The network
contains a spanning tree but is not strongly connected because there is no path from nodes 4 and 5 to
nodes 1, 2 and 3. There is a remarkable difference between states of nodes 4 and 5 and those of nodes
1, 2 and 3.
At this point, the question arising naturally in view of Example 2.2.1 (cf. Section 2.2.1) is whether
the limiting distribution of the step increments has a regular tail, e.g., power law. For generic cases,
the famous result by Kesten in [55] does not apply to our system. Unfortunately the development of
required the renewal theory for products of random matrices is outside the scope of this thesis.
However, in a special case of a two node system, we can prove that the conserved state is a Le´vy
flight as shown next.
3.5.3 Le´vy Flights in a Two-agent System.
The following Theorem will be used to show our result in this subsection.
Theorem 3.5.2. [55, 56] Consider the random difference equation
Yn = MnYn−1 +Qn, n ≥ 1
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where Mn and Qn are real valued random variables such that the pair (Mn, Qn), are independent
and identically distributed. Assume that
1. E log |M1| < 0;
2. For some x1 > 0,
E|M1|x1 = 1 (3.16)
E|M1|x1 log+ |M1| <∞
0 < E|Q1|x1 <∞
where log+ |M1| = max{0, log |M1|}.
3. log |M1| does not have a lattice distribution3, Pr(Q1 = (1 −M1)r) < 1 for each fixed r, and
Pr(M1 < 0) > 0.
then the series
R =
∞∑
k=1
M1 . . .Mk−1Qk
converges w.p.1 and the distribution of the solution Yn converges to that of R, independent of Y0.
Moreover,
lim
t→∞
tx1Pr(R > t) = lim
t→∞
tx1Pr(R < −t) = K+
for some K+ > 0
Consider the following two node system:
x1(k + 1) = x1(k) + βξ1(k)(x2(k)− x1(k)) + v1(k)
x2(k + 1) = x2(k) + βξ2(k)(x1(k)− x2(k)) + v2(k).
(3.17)
where the system parameters are defined as in the general System (2.5). Accordingly, we denote the
mean of ξ1 and ξ2 as µ1 and µ2.
The Mean system has the following state-space representation
A =

1− βµ1 βµ1
βµ2 1− βµ2

 , B =

β 0
0 β

 , C =

−1 1
1 −1

 , D = 0.
3This condition, as stated in [55], means that the possible values of log |M1| which are not −∞ generate a dense group
in R.
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With some computation left to the reader, we get the transfer function seen from ∆ as
G(z) =
β
z − 1 + βµ1 + βµ2

−1 1
1 −1


Assume that G is stable, i.e. 0 < β(µ1 + µ2) < 2, we have from Theorem 3.3.1 that the Deviation
system is MS stable iff
ρ(ΣGˆ) = (µ1(1− µ1) + µ2(1− µ2))||f(z)||22 =
β2(µ1 + µ2 − µ21 − µ22)
2β(µ1 + µ2)− β2(µ1 + µ2)2 < 1.
Notice that stability of G ensures that the denominator of the above equation is positive. Let ρ(ΣGˆ) ≥
1, we arrive at
β2(µ1 + µ2 + 2µ1µ2)− 2β(µ1 + µ2) ≥ 0
or, since β > 0,
β ≥ 2 µ1 + µ2
µ1 + µ2 + 2µ1µ2
Now, let z1 = x1 and ze = x1 − x2, we have
ze(k + 1) = W˜2(k)ze(k) + v2(k)− v1(k).
where W˜2(k) = 1− β(ξ1(k) + ξ2(k)).
If we assume that η < 0, in this case is easy to check, as
η = ((1− µ1)µ2 + µ1(1− µ2)) log(|1− β|) + µ1µ2 log |1− 2β|,
then from Theorem 3.5.1.a we have that {xˆc(k)}∞k=0 is a hyper-jump diffusion process if and only
β ≥ 2 µ1+µ2µ1+µ2+2µ1µ2 .
To further refine the analysis, we have the following lemma.
Lemma 3.5.3. If η < 0 and the deviation system is MS unstable, i.e, β ≥ 2 µ1+µ2µ1+µ2+2µ1µ2 , then there
exist α ∈ (0, 2] such that E|W˜2|α = 1.
Proof. Representing the values of |W˜2| in exponential form, eγi , i = 1, 2, 3, we have that the α-
moment of W˜2 is given by
E|W˜2|α =
3∑
i=1
pie
γiα
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where pi are functions of µ1, and µ2. E|W˜2|α is convex and differentiable in α and equal to 1 when
α = 0. The derivative of E|W˜2|α has the following expression
d
dα
E|W˜2|α =
3∑
i=1
piγie
γiα
which at α = 0 equals η and is negative by assumption. With some algebraic computation left to the
reader, we have β ≥ 2 µ1+µ2µ1+µ2+2µ1µ2 is equivalent to E|W˜2|2 ≥ 1, then the result follows.
Finally we invoke Kesten’s theorem to show that ze has a power-law tail and thus that {xˆc(k)}∞k=0
is a Levy flight.
Theorem 3.5.3. For system (3.17), assume that η < 0, β > 1/2 and {log |1 − β|, 0, log |1 − 2β|}
generates a group dense in R4. Then {xˆc(k)}∞k=0 is a Le´vy flight according to Definition 3.2.2 with
α ∈ (0, 2] if and only if β ≥ 2 µ1+µ2µ1+µ2+2µ1µ2 .
Proof. Form the previous lemma, it follows that E|W˜2|α = 1 for some α ∈ (0, 2]. From (3.15), for
the two node system, η = E log |W˜2| and with our assumption η < 0, condition 1) of Theorem 3.5.2 is
satisfied. Since β is finite and constant, with the assumption that {log |1−β|, 0, log |1−2β|} generates
a group dense in R and our stochastic assumptions on ξi and vi (i = 1, 2), the other conditions of
Theorem 3.5.2 are all satisfied (note especially that β < 1/2 guarantees that Pr(W˜2 < 0) > 0), the
result then follows from Theorem 3.5.2 and Theorem 3.5.1.
Remark 3.5.2. Since µ1 + µ2 > 2µ1µ2, 2 µ1+µ2µ1+µ2+2µ1µ2 > 1. Thus the requirement that β > 1/2 is
consistent with the condition for MS instability.
In case when µ1 = µ2 = 12 , we have that for β ≥ 43 the system is MS unstable and the system
produces Levy flights. For β ≥ 32 the system looses the first moment and the Levy flights become
more extreme. For β ≃ 1.79, η = 0 and there is no stationary distribution. Finally for β ≥ 2 the mean
system G lose its stability.
When µ1 = µ2 = .01 which corresponds to very poor QoS, and β = 1.5, we have that the
system is MS stable and therefore Levy flights are not possible. This is quite surprising and indicate
4 The condition is indeed not restrictive. For any two real numbers, if one is rational and the other is irrational, they
automatically generate a dense group in R. If all of them are irrational,we need them to be independent. If both of them are
rational, they can not generate a group dense in R.
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that silencing or gossiping may have a stabilizing effect. At the same time note that while the second
moment is stable, the eighth moment is lost in this case. The results of this section extends to other
moments other than the second one. Thus we can show the system will produce power-law tails in z2
with appropriate slope, although longer Levy flights in z1. Finally, if β < 1 we leave to the reader to
verify that
E|W˜2|α = 1 + (|1− β|α − 1)(µ1 + µ2) + (1− 2|1− β|α + |1− 2β|α)µ1µ2 < 1
for all α > 0, which means that no power-laws are generated by the system.
3.6 Summary
In this chapter, we have shown that a simple averaging system can generate a collective hyper-jump
diffusion behavior when the communication links are fading and noisy. In particular, we have disclosed
the connection among distributed averaging in the presence of unreliable information exchange, the
emergence of Levy flights and mean square stability robustness. The notion of Le´vy flights introduced
provided in this chapter not only characterizes the steady-state behavior of dynamical systems but also
captures their transient evolution, and has allowed us to explain such complex behavior incorporating
interactive and evolutionary nature of networked systems using tools from standard system theory.
The specific structure of consensus systems admits a natural system separation, from which we
show that the conserved state is a hyper-diffusion process when the deviation part loses MS stability.
We have shown that the global complex behavior is ensured by the strong connectivity of the network
topology and this phenomenon could be isolated if the connectivity condition is violated.
A natural question at this point is how system parameters affect the emergence of complex behav-
ior? The answer for this question would be helpful for us to manage the complex behavior and provide
more insights to understand the origin for its emergence. In the next chapter, we will address this ques-
tion and investigate certain limitation and properties of distributed averaging system over unreliable
communication channels.
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CHAPTER 4. LIMITATIONS AND PROPERTIES UNDER COMMUNICATION
CONSTRAINTS
4.1 Introduction
We have shown in previous chapter the numerical conditions to check MS stability of the deviation
system. Those conditions, in general system structures, could not be simplified, nor provide insights
of relationship between model parameters and the complex behavior. In this chapter, motivated by
seeking qualitative insights on how system parameters affect emergence of complex behavior and
structures robust to communication uncertainties, we focus on analysis of spatially invariant systems.
Indeed, for spatially invariant systems the test for MS stability is much simplified and we provide
a computation expression in terms of H2 norm squares which is scalable with respect to number of
unreliable links. We further derive closed form formulae for testing MS stability in the cases of zero
and large communication delays and in the case of large number of agents. Those formulae quantify
the effects of network topologies, the Quality of Service (QoS) of the network and the inter-agent
coupling on the stability property of the system.
In particular, we show that the lattice is the most robust structure among the one-dimensional
spatially invariant interconnections when the agent do not use the information about the size of their
neighborhood. We also show that networks of larger connectivity tend to be more fragile in the pres-
ence of fading connections unless the agents can adapt their gains to the size of their neighborhood,
and that gossiping or poor quality of service have stabilizing effects at the expense of convergence
speed.
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4.2 Complexity of Checking MS Stability and its Implications for Complex Systems
In this section, we will use Example 2.2.1 to illustrate the computational cost to determine MS
stability. Recall Example 2.2.1, from the network topology and model parameters, we derive the state
space of the mean system G = (A,B,C), where A is of dimension 36, B ∈ R36×10 and C ∈ R10×36.
To use condition in Theorem 3.3.1, we need the following two steps of computation.
1. Computation of H2 norm square of 100 transfer functions. For each H2 norm square computa-
tion, we need solve the Lyapunov equation AX + XA∗ + B(i)B(i)∗ = 0 in terms of X and
compute Tr(CjXC∗j ) for all i = 1, . . . , 10 and j = 1, . . . , 10.
2. Computation of the spectral radius of ΣGˆ.
This example vividly shows that although we have a small network of 6 nodes and 10 links with
5 communication delays, the computation to test MS stability is heavy. From the previous discussion,
we can see that, as we consider larger networks with many fading links and many delays, testing for
MS stability using Theorem 3.3.1 becomes cumbersome although it is a convex optimization problem.
This could have implications in the analysis and design of complex networked systems, if indeed
there is not other simpler way for checking the conditions. Both natural and engineered systems that
are built without checking MS stability conditions are likely to display complex behavior and suffer
from it. This could be a partial reason why these phenomena are so widespread. Another possibility
is that the natural networked systems that actually do not display complex behavior may have set
into certain structures evolved from other fragile and therefore unsustainable structures. This could
happen either through adaptation mechanisms or through limitations on the size or connectivity of the
networked system.
In searching for more quantitative insights and better management of the stochastic uncertainty
evolution in the systems, we shall focus on special system structures and their robustness/fragility
properties.
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4.3 Structures for Improved Management of Fading-Channel Uncertainties
In this section, we consider spatially invariant systems. Such systems have the property that the
dynamics of the plant is invariant under the translation in the spatial coordinates (see, e.g., [57] for
more discussions of spatially invariant systems and their applications). We assume for simplicity that
the system has only one spatial coordinate. From Theorem 3.3.1, MS stability does not depend on
presence of additive noise, therefore, we focus on model (2.5) without vi(k).
4.3.1 Spatially Invariant Architectures
In this section, we capitalize on the input output condition of Theorem 3.3.1. The further advantage
of the input-output condition is that it is expressed in term of H2 norms, and therefore lends itself to
frequency domain techniques. We want to derive a convenient expression for the Z-transform of the
Mean system G, under the spatially invariant structure. We begin by imposing the structure on the
noiseless system equations reported here for convenience.
xi(k + 1) = xi(k) + β
∑
j∈Ni
ξij(k)[xj(k − τij)− xi(k)], ∀i ∈ V.
These are standing assumptions for the results of this section.
Assumption 4.3.1.
i) The network connectivity graph has a circulant Laplacian.
ii) All the links are fading with the same dropout probability, i.e., µij = µ for all i ∈ V and j ∈ Ni
and we assume 0 < µ < 1.
iii) The delays are spatially invariant.
With these assumptions we have that the consensus system becomes spatially invariant.
Instead of augmenting the states with the delays as we did in Section 3.3, we take the Z-transform
of the above equation after extracting the ∆ij = ξij − µ. The result is that now L and C become
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functions of the complex variable z.
xi(k + 1) = xi(k) + βµ
∑
j∈Ni
[xj(k − τij)− xi(k)] + β
∑
j∈Ni
wij(k)
zij(k) = [xj(k − τij)− xi(k)], ∀i ∈ V
wij(k) = ∆ijzij(k)
Thus
zXi(z) = Xi(z) + βµ
∑
j∈Ni
[z−τijXj(z)−Xi(z)] + β
∑
j∈Ni
Wij(z)
Zij(z) = [z
−τijXj(z)−Xi(z)], ∀i ∈ V
We write the transformed equations compactly as
zX(z) = (I − βµL(z))X(z)− βBW (z)
Z(z) = C(z)X(z)
or equivalently
G(z) = −βC(z)H−1(z)B, (4.1)
with H(z) = (z − 1)I + βµL(z).
Where L(z) = Cir [d, c2, . . . , cn], with d denoting the number of neighbors of node 1, ci = 0 if
node i is not a neighbor of node 1 and ci = −z−ni if node i is a neighbor of node 11.
B = [I, . . . , I] ∈ Cn×p (p = nd), C(z) ∈ Cp×n such that L(z) = BC(z). I denotes identity
matrix of dimension n and C(z) is the stacking of Li(z) for i ∈ N1, where each Li(z) ∈ Cn×n is
a circulant matrix whose first row has 1 on the first position, −z−ni on the i-th position, and all the
other elements are zeros. From the structure of B, L(z) can be written as the summation of Li(z), i.e.,
L(z) =
∑
i∈N1
Li(z).
1With a little abuse of notation, we use ni to denote the number of delays instead of τi as τi has been used to denote the
largest number of delays of all incoming links of node i.
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We expand G as
G(z) = −β


L1(z)H
−1(z) · · · L1(z)H−1(z)
L2(z)H
−1(z) · · · L2(z)H−1(z)
.
.
.
.
.
.
.
.
.
Ld(z)H
−1(z) · · · Ld(z)H−1(z)


, (4.2)
from which we see that each column of G(z) has the same set of transfer functions.
As we use condition 3) in Theorem 3.3.1, we also need the following assumption which holds for
all the rest results of the paper.
Assumption 4.3.2. The Mean System G is stable.
Note that this assumption is not difficult to verify given state-space realization of G.
We next summarize the main results of this section.
4.3.2 Main Results
First, as expected, checking the MS (in-)stability of spatially invariant systems is simpler and can
be captured in a closed form formula.
Theorem 4.3.1. The deviation system (3.6) is MS stable if and only if
ρ(σ2Gˆ) = µ(1− µ)β2 · 1
n
n∑
k=1
∑
i∈N1
‖fki(z)‖22 < 1, (4.3)
where
fki(z) =
ρi−1k · z−ni − 1
z − (1− βµd)− βµ∑j∈N1 ρj−1k · z−nj , (4.4)
ρk = e
j 2pi
n
k and λk =
∑
j∈N1
ρj−1k is the k-th eigenvalue of the adjacency matrix Ad.
Proof. See the Appendix.
In the special case when all the delays are zero, the above result reduce to the following one.
Corollary 4.3.1. Suppose τ = 0, then the deviation system (3.6) is MS stable iff
ρ(σ2Gˆ) = µ(1− µ)β2 · 1
n
n−1∑
k=1
2Re{λˆk}
1− |1− βµλˆk|2
< 1 (4.5)
50
where λˆk is the k-th eigenvalue of the Laplacian matrix L associated with the connectivity graph G
and λˆn = 0.
Proof. If ni are all zero, it follows from (4.4) that
fki(z) =
ρi−1k − 1
z − 1 + βµ(d−∑j∈N1 ρj−1k )
=
ρi−1k − 1
z − 1 + βµλˆk
,
where we use the fact that λˆk = d −
∑
j∈N1
ρj−1k is the k-th eigenvalue of L. If k = n, we have
ρk = 1, thus fni(z) = 0 for any i. For k 6= n, stability of mean system G implies fki are stable and
we have that
∑
i∈N1
||fki(z)||22 =
∑
i∈N1
|1− ρik|2
1− |1− βµλˆk|2
,
=
2Re{λˆk}
1− |1− βµλˆk|2
,
where the last step follows from
∑
i∈N1
|1− ρik|2 = d−
∑
i∈N1
ρik + d−
∑
j∈N1
ρik
∗
= 2Re{λˆk}.
The result then follows from Theorem 4.3.1.
Remark 4.3.1. With spatially invariant structures, instead of computing the H2 norm of p2 transfer
functions as for Theorem 3.3.1, we only need to consider p transfer functions (p = nd), which scales
linearly with the number of uncertain links. Besides, the state space matrices associated with each
fki have much smaller dimension than those in general case, which introduces another reduction in
computation.
The easily computable formulae of Theorem 4.3.1 and Corollary 4.3.1, although useful for check-
ing the MS stability of specific systems, still do not unveil much insights on the robustness/fragility
properties of generic spatially invariant architectures. In the limit of large (uniform) delays, however,
things become more interesting as we show next. This case is relevant as we expect large delays to be
more damaging to the stability properties of feedback systems.
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4.3.3 Limiting Case: Large Uniform Delays
We next consider the case when the delays are homogeneous but very large. We assume the fol-
lowing assumption:
Assumption 4.3.3. (Homogeneous delays) The delays in all communication channels are equal and
denoted by τ , i.e., ni = τ for all i ∈ N1.
We first note that the stability of the Mean system G is equivalently characterized by the following
result.
Lemma 4.3.1. If τ > 0, then the mean system G is stable iff 0 < βµd < 1.
Proof. See the Appendix.
The following lemma provides a closed-form formula for the sum of the H2 norm square of a
sequence of transfer functions in the limit of large delays. In this case, using input-output approach
is crucial. We exploit the structure of the specific transfer functions under consideration and use
generating functions of Legendre Polynomials to derive the following result.
Lemma 4.3.2. Consider fki(z) given in Equation (4.4). Then
lim
τ→∞
∑
i∈N1
‖fki(z)‖22 =
1
βµ(1− βµd) ·
(
1−
√
d2 − |λk|2
( 2βµ − d)2 − |λk|2
)
, (4.6)
where λk =
∑
j∈N1
ρj−1k is the k-th eigenvalue of the adjacency matrix Ad of the connectivity graph
G.
Proof. See the Appendix.
An immediate consequence of this lemma is the following:
Theorem 4.3.2. As τ →∞, the networked system is MS stable iff
ρ(σ2Gˆ) =
(1− µ)β
n(1− βµd)
n∑
k=1
[
1−
√
d2 − |λk|2
( 2βµ − d)2 − |λk|2
]
< 1 (4.7)
Proof. It follows by substitution of Equation (4.6) into Equation (4.3) in Theorem 3.3.1.
The above result is quite remarkable as it provides a closed-form formula to an infinite-dimensional
problem and shows that the computation of the spectral radius greatly simplifies in the limit of large
delays.
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Figure 4.1 Plot of σ2ρ(Gˆ) as a function of number of nodes n
4.3.4 Limiting Case: Large Number of Agents
We get the following extension of Corollary 4.3.1 and Theorem 4.3.2, in the limit of large number
of agents. The way the networked system is extended with new agents is by adding zeros to the initial
vector corresponding to the circulant structure [c0, . . . , cn0 , 0, . . .]. This guarantees that
∑∞
i=1 |ci| <
∞.
Corollary 4.3.2. Assume τ = 0 then as n→∞, the networked system is MS stable iff
ρ(σ2Gˆ) = µ(1− µ)β2 · 1
2π
∫ π
−π
2Re{λˆ(ω)}
1− |1− βµλˆ(ω)|2 dω < 1. (4.8)
Assume τ →∞, then, as n→∞, the networked system is MS stable iff
ρ(σ2Gˆ) =
(1− µ)β
(1− βµd) ·
1
2π
∫ π
−π
[
1−
√
d2 − |λ(ω)|2
( 2βµ − d)2 − |λ(ω)|2
]
dω < 1, (4.9)
where λ(ω) =
∑
i∈N1
eijω and λˆ(ω) = d− λ(ω)
The above integrals can be easily numerically computed within the desired accuracy, although in
the case of Equation (4.9) the system has infinite number of agents and infinite delays among agents.
Example 4.3.1. Consider the network described by the adjacency matrix Ad = [0110, . . . ...] with
β = 0.762, and QoS µ = 0.53. Figure 4.1 reports the values of ρ(σ2Gˆ) for the cases of large delays
and zeros delays as function of the size of the system in term of number of agents. We can see some
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interesting features. First, we see that when the system is small, large delay would destabilize the
system, while when the system is large enough (about 20 agents) large delays have a stabilizing effect.
Analogously, we see that when the delays are large, increasing the size of the system is beneficial.
While, when the delay is zero, increasing the size of the system has a destabilizing effect. These
features however are specific to the network topology we are assuming. Other topologies could have
different properties. The results of this paper allows us to study them with relative ease even for large
network delays and systems sizes.
Motivated by the above example, we look for general properties that are topology independent.
4.3.5 Topology Independent Bounds for Large Delays
In this section, we derive the upper and lower bounds of ρ(Gˆ) in the limit of large delays from,
Equation (4.7). Those bounds only loosely depend on the network topology through the in-degree d.
Corollary 4.3.3. As τ →∞, we have
β(1− µ)
1− βµd
2
< σ2ρ(Gˆ) ≤ β(1− µ)
1− βµd
and the upper bound is tight iff d = 1.
Proof. It can be easily verified that
√
d2−|λk|2
( 2
βµ
−d)2−|λk|2
is a monotonic decreasing function of |λk|. For
the above expression, a lower bound is obtained by substitution zero for |λk|, while the upper bound
follows by substituting d for |λk|. Thus,
2(1− βµd)
2− βµd n <
n∑
k=1
[
1−
√
d2 − |λk|2
( 2βµ − d)2 − |λk|2
]
≤ n.
The result follows, from substitution of the bounds in Equation (4.7). Note that the equality part of the
upper bound holds iff |λk| = d for all k ∈ V . For the adjacency matrix Ad, this can be achieved iff
d = 1.
Remark 4.3.2. Figure 4.2 shows the tightness of the upper bound. When d = 1, the upper bound
β(1−µ)
1−βµd = 0.25 is the same value as computed from Equation (4.7). The lower bound of σ2ρ(Gˆ) is not
achievable as we need λk = 0 for all k to achieve it, but this contradicts to the fact Ad always has an
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Figure 4.2 MS stability index as function of delays for a daisy chain topology Ad = circ[010, . . .].
eigenvalue of d as Ad · 1 = d · 1. Note that both bounds are independent of the size of the network n,
but only affected by the number of neighbors d. We can infer interesting properties of the model from
those bounds, which are summarized in the next section.
4.3.6 Topology Independent Limitations for Large Delays
In this section we exploit the lower and upper bounds to derive some interesting properties of the
model in the limiting case of large delays.
4.3.6.1 Robustness of single neighbor networks
Corollary 4.3.4. In the limit of large delays, τ →∞,
σ2ρ(Gˆ) =
β(1− µ)
1− βµ
for all the spatially invariant networks where each node has only one neighbor, d = 1, and any size
n ≥ 2.
Proof. It follows directly from (4.7) in Theorem 4.3.2 substituting |λk| = 1 = d, and it is verified in
the limit of n→∞ by equation (4.9)
Let ρ(σ2Gˆ)(β, µ, d, n) denote the dependence of the MS stability margin, in the limit of τ → ∞,
on the system parameters, where d denote the number of neighbors and n denote the number of nodes.
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Corollary 4.3.5.
ρ(σ2Gˆ)(β, µ, d,m) ≥ ρ(σ2Gˆ)(β, µ, 1, n)
for any m and n ≥ 2 and any d ≥ 2 assuming that βµd < 1.
Proof. From the previous corollary, we have that
ρ(σ2Gˆ)(β, µ, 1, n) =
β(1− µ)
1− βµ
But for d ≥ 2 (assuming the the networked system is mean stable), we have from the lower bound that
ρ(σ2Gˆ)(β, µ, d,m) ≥ β(1− µ)
1− βµd
2
≥ β(1− µ)
1− βµ
This result is saying that having more than one neighbor increases the fragility of the consensus
system under the same β, µ.
In order to accommodate more neighbors and being Mean Square stable, either β or the quality of
service, µ, must decrease.
4.3.6.2 Speed Robustness Tradeoff
Corollary 4.3.6. The networked system is always MS stable if β < 1/d independently from the value
of µ.
Proof. From Corollary 4.3.3, if β < 1/d, we have that 1− βµd > 1− µ > β(1− µ), which implies
that the upper bound of σ2ρ is less than 1.
Note that the condition βd < 1, which we have derived, is often implicitly used as an assumption
in the literature and this has prevented the discovery of other regimes. Note that the bound above is
independent from the quality of service of the channels. For a given links reliability µ, we obtain two
bounds for β. If
β <
1
1− µ+ µd
the networked system is MS stable and if
β >
1
1− µ+ µd
2
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the networked system is MS unstable.
This bounds suggests that β cannot be too large, and that the complex behavior could be avoided
by scaling the coupling between agents appropriately once one has the knowledge of d. From another
prospective, networks with nodes that are not aware of d (or µ) go through phase transitions when d
increases. Of course, if the agents do not have a way to now d or to use the information, they can only
play safe and have a small β. On the other hand, faster convergence speed requires larger β and thus
there is a natural trade-off between performance and robustness.
4.3.6.3 Quality of Service and Robustness of Gossiping
Let’s assume that β < 11−µ and is fixed, then we obtain two bounds on d. The networked system
is MS stable if
d <
1− β(1− µ)
βµ
and MS unstable if
d > 2
1− β(1− µ)
βµ
These bounds indicate that there is a maximum number of neighbors supportable by a certain quality of
service. However, the quality of service needs to decrease in order to increase the number of neighbors
d. This follows from the fact that g(µ) = 1−β(1−µ)βµ is a monotonic decreasing function of µ for fixed
β. Thus, to accommodate more neighbors we need to decrease µ, i.e., reduce the quality of service.
This may seem un-intuitive at first, but for the systems at hand increasing the number of unreliable
communication links/neighbors increases the possibility for the channel uncertainty to be amplified.
The node is overwhelmed by the unreliable information and ends up making wrong decisions. The
remedy in this situation is silencing the network (at the price of slower convergence), which is achieved
by shutting off the communications with the neighbors most of the times, and only seldomly reconnect
to them. When µ is very small, the network is almost always disconnected and only few couples
of nodes talk at any time. This is similar to the gossip algorithm setting, and our analysis explains
why such algorithms are found to be robust. This analysis is also consistent with the findings of [45]
and suggests that networked systems where each node has many neighbors are intrinsically fragile to
communication uncertainty.
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4.4 Summary
In this chapter, for quantitative as well as quantitative understanding of complex behavior emer-
gence from a simple multi-agent model, we have provided analysis of MS stability index for spatially
invariant systems. Specifically, we have provided computational formulae to analyze and evaluate the
robustness of different network topologies. We have derived a closed form formula valid in the limiting
case of large delays. This result also shows the possibility to quantify limiting performance of systems
with respect to delays, which we hope can be applied to more general networked control problems.
We have further derived upper and lower bounds on the MS stability margin in the limit of large
delays. These bounds allowed us to derive insights and limitations which are topology independent.
In particular, we have found that MS stability can be ensured by scaling the coupling between agents
according to the number of their neighbors while if agents does not have the information about local
connection, MS stability will be lost before the loss of mean stability as more neighbors are added.This
could have implications for natural networked systems: if the agents do not know how many neighbors
they connect and use coupling factors larger than the safe bound, they are bounded to exhibit power
laws. This is perhaps the reason why such complex behaviors are abundant in nature. This conclusions
complement those in [45] to point out that spatially invariant networks with large number of neighbors
tend to be fragile. We have also shown that networks with large number of neighbors are made more
robust by reducing the quality of service of the channels. We think this is related to silencing techniques
and to the stability properties of gossip algorithms.
We have shown that natural and simple distributed averaging systems are fragile in the presence
of additive noise and stochastically fading links. As averaging is a canonical operation among many
natural systems, those results may provide insights to understanding of complex power law phenomena
arising in many natural interconnected systems. In the next chapter, from engineering perspective, we
will focus on developing algorithms to mitigate the effect of communication uncertaities on distributed
averaging.
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CHAPTER 5. ROBUST STRATEGIES FOR AGENTS DESIGN
In this chapter, we focus on design of agents of distributed averaging systems that are robust to
variations of topologies. We provide a general structure of consensus systems where agents with
different dynamic descriptions are connected over a network. We show for this system structure, the
distributed averaging problem is equivalent to an distributed H∞ minimization problem. Therefore,
robust control design methodologies could be used to design agents for distributed consensus. We
further consider the case when network topologies are time varying. We show when agents have
identical dynamic description and the Laplacian matrices are always symmetric, all agents converge to
the average quantity.
5.1 A Generic Structure of Averaging Systems
We consider a set of m linear time invariant (LTI) discrete time systems called agents (or nodes),
which are connected over a network N with potentially time varying topologies. We will not specify
the network topology at this point and leave it to be defined in the next two sections. The agents are
labeled by the set V = {1, 2, . . . ,m}.
For each agent i ∈ V , we assume it has a plant Pi and a dynamic output-feedback controller Ki.
The structure of the agent is shown in Figure 5.1(a), where each Pi is the series connection between
the two components P˜i and an accumulator 1z−1 (corresponding to an integrator in the continuous time
case). The feedback controller is introduced in a way to keep the accumulator unaffected by feedback,
i.e., Ki only uses the output of P˜i. Let H˜i denote the lower fractional transformation between P˜i and
Ki (see, e.g., [61], chap. 10), each agent is the cascade interconnection of H˜i and the adder.
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(a) (b) (c)
Figure 5.1 Block Diagram of Networked System.
We assume each plant Pi is stabilizable and detectable, and the state space of P˜i is given by
P˜i :


Ai B1i B
2
i
C1i
C2i
D11i D
12
i
D21i D
22
i

 .
The controller Ki has the state space representation as
Ki :

 Aki Bki
Cki D
k
i

 .
We do not restrict the order of the controller, which we keep unspecified.
In the distributed consensus problem, there is usually a physical variable, such as speed, velocity,
temperature measurement, etc, of every agent that has to reach a common value. Without loss of
generality, we use yN,i ∈ R, the output of the accumulator, to denote such a variable and assume each
agent has information about yN,i of their neighbors, namely, the agents are connected over a networkN
via the local information exchange of yN,i, which is shown in Figure 5.1(b). Note that the superscript
N denotes that they are inputs to the network N . For notation convenience, we use Hi to denote the
system formed by the interconnection between Pi and Ki. Note that each Hi is a single input single
output (SISO) system. The networked system then can be represented as in Figure 5.1(c).
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As we consider discrete time systems, we use nonnegative integer k to denote the time index.
Let yN = [yN,i, . . . , yN,m]T and assume the initial condition yN (0) 6= 0, we consider the following
problem.
Problem 5.1.1. (Weighted Average Consensus Problem) For the networked system described in Figure
5.1, design the matrix representation of N (possibly time varying) and find the controller Ki for i ∈ V
such that
lim
k→∞
yN,i(k) = c
T yN (0)
for i = 1, . . . , n, where k is the nonnegative integer time index and c > 0 satisfying cT 1 = 1.
A special case of the problem is when c = 1n1. In this case, the problem is called distributed
averaging problem, i.e., all the nodes converge to the average of their initial conditions.
5.2 Fixed Topology Case
In this section, we consider problem 5.1.1 when the network N has its topology fixed. Since the
agents under current setup has non-homogeneous dynamics, the decomposition approach proposed in
[2] does not work as the similarity transformation matrix that diagonalizes the matrix representing net-
work information flow does not commute with the diagonal transfer matrix of non-identical elements.
Therefore, this more realistic setup has posed the same problem to be accessed in a totally different
approach.
5.2.1 Matrix Specification of Information Flow
The first task is to design the matrix that characterize the information exchange between agents
under the constraints of network topology. Let G = (V, E) be the directed graph associated with
the topology of N , motived from [21], which consider distributed consensus problem over simple
integrators, we choose −L (L is the Laplacian matrix) to govern the information flow of N , which is
illustrated in Figure 5.2(a). For the network N with its topology represented by the graph G, we adopt
the following assumption in this section.
Assumption 5.2.1. G is strongly connected.
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Figure 5.2 Loop transformation of the system.
This assumption ensures that the information of each node can be obtained by every other node
through a directed path in the network, which is the least assumption that every node can collect the
information of all nodes1.
5.2.2 Marginal Stability Condition
To assess the stability property of the system in a centralized fashion, we need certain loop trans-
formation of the system. To this end, let dm = maxi{
∑
j∈Ni
aij}, we choose a positive real number
d such that d > dm and transform the system as in Figure 5.2, where the matrix W = 1d(dI − L).
Finally, let Mi denote the negative feedback interconnection between dHi and 1, We arrive at block
diagram shown in Figure 5.2(c). Note that the transfer function of Mi(z) is given by
Mi(z) =
dHi(z)
1 + dHi(z)
.
Before we step into the stability analysis of the system, we first state the following lemma which
establishes the conditions under which a complexed valued function has a negative derivative at 1. This
lemma will be useful in our future analysis.
Lemma 5.2.1. Let f(z) be a complex valued function of the complex variable z. If f(z) satisfies the
following conditions
1Although it was shown that a weaker assumption on connectivity of the graph allows distributed consensus, namely
the graph contains a spanning tree. However, under this assumption, the final consensus value may not lose information of
certain nodes, see, e.g., [53]
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i) f(z) is differentiable at z = 1;
ii) f(z) is analytic outside the unit disk on the complex plane and not a constant function;
iii) ||f(z)||H∞ = f(1) = 1;
then f ′(1) = f ′(z)|z=1 < 0.
Proof. Since f(z) is differentiable at z = 1, we can evaluate its derivative at 1 along the real line.
Specifically, we compute this value along the real line from the right of 1 as
f ′(1) = lim
h→0+
f(1 + h)− f(1)
h− 0 .
Since f(z) is analytic outside the unit disk and not a constant function, by the Maximum Modulus
Principle we have |f(z)| < sup|z|=1 |f(z)| = ||f(z)||H∞ = f(1) = 1 for all z such that |z| > 1.
Therefore, we have from the above equation f ′(1) < 0.
We also need the following lemma in our analysis.
Lemma 5.2.2. [62] Let U be an open subset of reals and Q(t) be a differentiable matrix valued
function of t on U . Then, d(t) , det(Q(t)) is differentiable and satisfies
d′(t) = Tr(Adj(Q(t))Q′(t)),
where Adj(·) denote the adjugate matrix of a given matrix.
Our analysis of convergence property of the system utilizes the important fact that the states of
an LTI system driven by initial conditions converges to a constant value if and only if that system
contains one pole at 1 and all the other poles inside the unit disk, which is termed as marginal stability
and formally defined below.
Definition 5.2.1. (Marginal Stability) A multiple input multiple output (MIMO) transfer matrix M(z)
is said to be marginal stable if it has only one pole at 1 and all the other poles strictly inside the unit
disk.
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LetM(z) denote the diagonal transfer matrix with elements beingMi(z), from Figure 5.2, we have
in Z domain that without considering initial conditions, yN (z) = M(z)WYN (z). Therefore, estab-
lishing the convergence property of yN is equivalent to show that the transfer matrix (I −M(z)W )−1
is marginal stable. Let G(z) , (I −M(z)W )−1, we have the following result.
Theorem 5.2.1. Suppose Mi ∈ RH∞ for all i ∈ V . If ||Mi||H∞ = 1, then the transfer matrix G(z)
is marginal stable.
Proof. Let Q(z) = G(z)−1 = I −M(z)W , as G(z) is a square transfer matrix, the poles of G(z) is
exactly the zeros of Q(s). Therefore, we can concentrate on checking zeros of Q(z).
We first prove that Q(z) has no zero outside the unit disk. On each row of Q(z), when |z| > 1, we
have
|1−Mi(z)Wii| −
m∑
k 6=i
Wik|Mk(z)| ≥ 1−
m∑
k=1
Wik|Mk(z)| > 0, (5.1)
where we use the fact that all the row sums ofW is equal to 1 and, by the Maximum Modulus Principle,
if ||Mi||H∞ = 1, Mi(z) < 1 for |z| > 1. Using Gersˇgorin Disk Theorem [59], all the the eigenvalues
of Q(z) are located on the union of the following m disks
Di =

λ ∈ C : |λ− 1 +Mi(z)Wii| ≤
m∑
k 6=i
Wik|Mk(z)|


where i = 1, . . . ,m. It thus follows from (5.1) that for each of those disks, the distance from its center
to the origin is greater than its radius. This implies that, when |z| > 1, Q(z) has no eigenvalues of 0,
or equivalently, det(Q(z)) 6= 0. Therefore, Q(z) has no zeros outside the unit disk.
We next show that Q(z) has no zero on the unit disk other than the point (1, j0). On the unit circle,
we have for θ ∈ [0, 2π),
|Mi(ejθ)| = |dHi(e
jθ)|
|1 + dHi(ejθ)| .
It follows directly that |Mi(ejθ)| = 1 if and only if Hi has a pole at ejθ. When θ 6= 0, if ||Mi||H∞ = 1,
we have |Mi(ejθ)| < 1. This is because each Hi is formed by the series connection of an accumulator
1
z−1 and a stable part
2
, and thus has no poles on the unit disk other than z = 1. Therefore, following
similar analysis for |z| > 1, we conclude that Q(z) has no zero on the unit disk other that z = 1.
2Here, the stable part refers to the lower fractional transformation of Pi and Ki. This part should be stable as we assume
Mi ∈ RH∞.
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We finally show that Q(z) has only one zero at z = 1. We notice that as Hi(z) has a pole at 1,
Mi(1) = 1 andM(1) = I . SinceW has an eigenvalue of 1, we have det(Q(1)) = det(I−M(1)W ) =
0, which implies that Q(z) has poles at z = 1. To show the pole at z = 1 has multiplicity 1, it suffice
to show
d[det(Q(z))]
dz
|z=1 6= 0.
Note that the derivative of det(Q(z)) exists at z = 1 as we assume each Mi ∈ RH∞. We then assess
this value along the real line and apply Lemma 5.2.2 to get
d[det(Q(z))]
dz
|z=1 = Tr(Adj(Q(1))Q′(1)),
Since Q(1) = I −M(1)W = L/d, we have det(Q(1)) = 0 and therefore
Q(1)Adj(Q(1)) = det(Q(1)) = 0.
As L has rank m − 1 (because the graph is strongly connected), the null space of Q(1) is span{1}
and each column of Adj(Q(1)) is in span{1}. With this observation, we can denote the element of
column i of Adj(Q(1)) as qi. Since Q(1) has rank m− 1, at least one minor of order m− 1 of Q(1) is
nonzero. Without loss of generality, we assume qk 6= 0 for some index k. Let Q(1)k denote the matrix
obtained by deleting the k-th row and k-th column of Q(1), then qk = det(Q(1)k) ≥ 0 as after the
deleting operation, Q(1)k is a diagonal dominant matrix and all its eigenvalues are nonnegative. Since
we assume qk 6= 0, we must have qk > 0. It is also followed that qi ≥ 0 for all i as all Q(1)i are
diagonal dominant. We then have
Tr
(
Adj(Q(1))Q′(1)))
= Tr
(−M ′(1)WAdj(Q(1))))
= −
m∑
i=1
qiM
′
i(1)
Since we assume Mi ∈ RH∞, if ||Mi||H∞ = 1, it satisfies the conditions of Lemma 5.2.1 and
thus M ′i(1) < 0 for all i ∈ V . Therefore, we have d[det(Q(z))]dz |z=1 > 0 and the transfer matrix
Q(z) = I −M(z)W has only one zero at z = 1.
The previous theorem establishes the marginal stability of the networked system in terms of an
H∞ norm condition of transfer functions associated with each agent. Thus, one can assess marginal
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stability of the overall system by checking individual transfer functions. This result is actually basis
for our further discussion on distributed analysis and design of consensus systems.
5.2.3 Convergence Result
After establishing the marginal stability property of G(z), our next task is to show the convergence
of yN , which is summarized in the following result.
Theorem 5.2.2. Suppose that Mi ∈ RH∞ and the initial conditions of the states associated with Pˆi
and Ki are zero for all i ∈ V . If there exists controllers Ki such that ||Mi||H∞ = 1 for all i ∈ V ,
then limk→∞ yN (t) = 1cT yN (0), where c is the normalized left eigenvector of L associated with zero
eigenvalue, i.e., cTL = 0 and cT1 = 1.
Proof. Let H˜i denote the lower fractional transformation of P˜i and Ki. Then each agent Hi is the
serial connection between H˜i and the adder 1z−1 . From Figure 5.2 (a), we have in the Z domain that
(z − 1)yN (z)− yN (0) = −H˜(z)LyN (z),
from which we obtain that yN (z) = ((z − 1) + H˜(z)L)−1yN (0).
Since each ||Mi||H∞ = 1, G(z) is marginal stable. We now compute the final value of yN by the
final value theorem. We have
lim
k→∞
yN (k) = lim
z→1
(z − 1)yN (z)
= lim
z→1
(z − 1)((z − 1) + H˜(z)L)−1yN (0)
= lim
z→1
(I +
1
z − 1H˜(z)L)
−1yN (0)
Let L =
∑m
i=1 λiviw
T
i be the eigenspace decomposition of L 3, where we assume, without loss of
generality that, λ1 = 0, v1 = 1 and w1 = c satisying cT1 = 1. As we assume the connectivity graph
G is strongly connected, all components of c are positive, see, e.g., [53] and references therein. With
this eigenspace decomposition, we have
(I +
1
z − 1H˜(z)L)
−1 = 1cT +
m∑
i=2
z − 1
z − 1 + H˜(z)λi
3For simplicity, we assume that L is diagonalizable, the proof can be easily extended to incorporate situations when L is
not diagonalizable.
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Since we assume that there is no pole zero cancellation between H˜i and the adder 1z−1 , limz→1 H˜(z)λi 6=
0 for i ≥ 2, and we have limk→∞ yN (k) = 1cT yN (0).
We have shown that if we can build controllers such that each Mi has its H∞ norm equal to 1,
then the consensus problem is solved. The natural question, at this point is, can we use standard robust
control synthesis approach for the controller design? The answer is positive and based on the following
result, which says that the H∞ norm of every agents Mi is at least one.
Lemma 5.2.3. If there exists controller Ki to stabilize Mi, then ||Mi||∞ ≥ 1.
Proof. Recall that Mi(z) = dHi(z)1+dHi(z) . Since Hi(z) contains a pole at 1, we must have Mi(1) = 1, this
implies that ||Mi||∞ ≥ 1
The above result is important, as it tells us that we can use the standard H∞ controller synthesis
approach to minimize the H∞ norm of Mi to obtain the controllers.
Remark 5.2.1. (Re-usability of the agents) An interesting feature of the method from the above dis-
cussion is that the agents built can be used in arbitrary fixed network whose Laplacian matrix has
maximum degree less than d. This is because the only parameter coming from the network topology
that affects controller synthesis is d. The natural question at this point, is how to choose the parameter
d? Although large d allows agents to be used in more network topologies, this might introduce con-
servatism in the design if the actual dm is much smaller than d, thus decrease the convergence speed
or affect the ability to design controllers. A full qualitative characterization of how parameter d affect
controller design is an interesting question for future research.
5.2.4 Controller Synthesis
We have shown that the agents design problem is equivalent to the standard H∞ minimization
problem. To solve the problem, we propose a controller synthesis architecture shown in Figure 5.3.
Note that besides using the two degree of freedom (DOF) compensator, we introduce a feedback de-
picted by the red color. The motivation for introducing the feedback and two DOF controller in the
design architecture can be roughly stated as following. When we use controller to minimize the H∞
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Figure 5.3 Block diagram of two degree of freedom controller design.
norm of the agent, it is quite possible that the controller has very large gain in low frequency, when a
single controller is used in feedback with the plant Pˆi, H˜i, the lower fractional transformation between
Pˆi and Ki, in this situation might be extremely small, which severely affect the convergence speed of
the system. By introducing the feedback, however, we could make the gain of H˜i close to one, which
allows the system to capture the convergence speed of consensus systems composed of pure adder and
the matrix W .
The weighting transfer functions W1, W2 and W3 are used to shape certain loop transfer functions
to meet different system specifications, more details about how to choose these weights and their
functionalities can be found in [63]. Note that those weights does not affect the transfer function from
w to z, which is the transfer function we would like to be minimized to 1.
We next derive the generalized plant. For simplicity, we neglect the possible regulated output z1,
z2 and z3, and concentrate on the generalized plant from w, u to z, y. The more general case can be
treated with similar approach. For agent i, from the state space representation of P˜i, according to
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signals defined in Figure 5.3, the state space of the map P gi : (wi, u1, u2)→ (zi, y1, y2) is given by
P gi :


1 dC1i 0 dD
11
i dD
12
i
0 Ai 0 B
1
i B
2
i
1 0 0 0 0
1 −C1i 1 −D11i −D12i
0 C2i 0 D
21
i D
22
i


Let Hwizi denote the map from wi to zi. Once the generalized plant is obtained, the optimization
problem ||Hwizi ||H∞ < γ can be transformed as a linear matrix inequality (LMI) feasibility problem
in terms of the controller parameters. Therefore, we can solve the convex optimization problem
minimize γ
subject to ||Hwizi ||H∞ < γ
to get the controller parameters (Aki , Bki , Cki , Dki ). For detailed theoretical background on solving
H∞ problem using LMI, we refer the reader to [64]. Note that the ability of minimization of the H∞
norm depends on the plant Pi, the presence of right half plane poles and zeros of Pi may cause the
minimum value of ||Hwizi ||H∞ greater than 1. Besides, the controller obtained by the above approach
only guarantee that ||Hwizi ||H∞ < γ for some γ strictly greater than 1. Therefore, after the synthesis,
we have to check if ||Hwizi ||H∞ = 1 to ensure that it can be used to build consensus systems.
5.3 Switching Topology Case
In this section we consider Problem 5.1.1 in the situation when the network topology is time vary-
ing possibly due to communication link failures or mobility of the network agents. This problem is
more challenging than static topology case, as even for very simple agent dynamics, e.g., simple adder,
establishing convergence of the consensus system requires convergence of products of time varying
stochastic matrices, which is a nontrivial task to establish, see, e.g., [7, 43]. In this chapter, we restrict
our attention when network topologies switches within undirected graphs and the agents have homo-
geneous dynamics. This is the preliminary attempt toward the more general problem of systematically
design agents for distributed consensus over time varying interconnections.
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For each nonnegative integer index k, we associate the network topology with a graph Gk =
(V, Ek), for which we define a Laplacian matrix Lk. We will use the following assumptions in rest
of the chapter.
Assumption 5.3.1. 1. Gk is undirected for all k ≥ 0 and Lk = LTk .
2. For every agent i ∈ V , Pi = P and Ki = K, i.e., all agents have the same dynamics.
At this point, as we assume homogeneous agents, a natural question is: Can we use decomposition
approach to the system and evaluate stability of the system by individual subsystems? The answer
for this question, unfortunately, is negative and clarified as follows. Consider Figure 5.2 (a), note
that in switching topology case, −L is replaced by −Lk in the figure. Let Sk denote the matrix that
decompose Lk to the Jordan form, i.e., −Lk = SkJkS−1k . We now show the sequence of matrices
{Sk}k≥0 does not commute with the diagonal transfer matrix H . At each time index k, since the
system is causal and LTI, we have
yN (k) =
k∑
m=0
R(k −m)uN (m), (5.2)
whereR(k−m) is the impulse response ofH at time k when the impulse is exerted at timem. Because
H is diagonal with identical elements, R(k−m) is diagonal with identical elements. Suppose {Sk}k≥0
commute with H , then
S−1k yN (k) =
k∑
m=0
R(k −m)S−1m uN (m),
or equivalently
yN (k) =
k∑
m=0
SkR(k −m)S−1m uN (m). (5.3)
Comparing (5.3) with (5.2), we have R(k−m) = SkR(k−m)S−1m , which is not true since SkS−1m 6= I
in general. This has verified that decomposition approach can not be utilized to analyze and design
consensus systems when the topology of the network is time varying.
Although the decomposition approach does not work, motivated by the approach of the previous
section, we use similar loop transformation as in Figure 5.2 for analysis of the system. Let dm,k denote
the largest in-degree of Lk, we define Wk = 1d(dI − Lk), where we assume d > dm,k for all k.
The system then can be transformed similar to Figure 5.2 (c) where W is replaced by Wk. We next
summarize the structural properties of Wk that will be used in our future discussion.
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Figure 5.4 The loop governing the evolution of : (a)z, (b)z1 and (c) y˜N .
Lemma 5.3.1. Wk has the following properties for all k ≥ 0,
1. Wk = W Tk ≻ 0;
2. rank(Wk) = n− 1;
3. ρ(Wk − 1n11T ) < 1;
4. 1TWk = 1T and Wk1 = 1.
Proof. The proof is trivial with the choice of d which we omit for brevity.
We next provide a lemma which states that the sum of all components of yN is a conserved quantity
over all time index k.
Lemma 5.3.2. Consider the networked system described by Figure 5.2(a),∑mi=1 yN,i(k) =∑mi=1 yN,i(0)
for all k ≥ 0.
Proof. We define the new outputs to the network as
z1(k) =
n∑
i=1
yN,i(k),
z2(k) = yN,1(k)− yN,2(k),
.
.
.
zm(k) = yN,1(k)− yN,m(k).
The above transformation can be put into a compact form as z(k) = TyN (k), where it can be easily
checked that T is nonsingular and the first row of T is orthogonal to all the other rows. From the above
definition, it’s suffice to show z(k) = z(0) for all k ≥ 1.
71
To see the dynamics of z(k), we transform the system loop as in Figure 5.4(a), where TWkT−1 =
Wˆk. We can do this transformation since H˜ commutes with time invariant matrix T . According to the
property of Wk and T , Wˆk has the following structure.
Wˆk =

 1 01×n−1
0n−1×1 ∗


i.e., the dynamics of z1(k) is decoupled from the dynamics of other states. Thus, we obtain the loop
govern the dynamics of z1(k) as Figure 5.4(b), which implies that z1(k) = z1(0) for all k ≥ 1.
Having established that 1T yN (k) is a conserved quantity, we next check the evolution of the devi-
ation vector y˜N (t) which is defined as
y˜N (k) = (I − 1
n
11T )yN (k) , P · yN (k).
The next result provide the condition under which y˜N (k) converges to zero as k →∞.
Lemma 5.3.3. Consider the networked system with configuration depicted in Figure 5.1(a), if ||H||∞ =
H(1) = 1, then limk→∞ y˜N (k) = 0.
Proof. (Sketch) We first transform the networked system loop from Figure 5.1 (a) to Figure 5.5(a).
Since Wk(I −P )yN (k) = 1n11T yN (k), which is a constant for any time index t according to Lemma
5.3.2, we can transform the system loop to Figure 5.5(b), where we use c to denote the step signal with
magnitude of 1n11
T yN (0) for simplicity. Because H˜ is diagonal with each component containing an
integrator, if ||H||∞ = 1, the output of H˜ tracks the step input c eventually. We define the output of H˜
with zero initial condition due to the input of c as I1(k) and the output of H˜ due to the nonzero initial
condition yN (0) as I2(t), then we can transform the loop to Figure 5.5(c), where I(k) = I1(k)+I2(k).
Note that {I(k)} /∈ l2 since I1(k) is a step and I2(k) converges to zero.
We then transform the loop to Figure 5.5(d), where {I˜k} = {PIk} ∈ l2 since {PI1(k)} ∈ l2.
Because (WkP )T = P TW Tk = WkP , ||WkP || = ρ(Wk − 1n11T ) < 1. Together with the condition
||H||∞ = 1, we have
||PH˜Wk||H∞ = ||H˜PWk||H∞ ≤ ||H˜||H∞ ||PWk|| < 1.
Therefore, from the small gain theorem y˜N ∈ l2 and the result follows.
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Figure 5.5 The loop transformations for proving Lemma 5.3.3.
Combining the above two lemmas, we can establish the following main result in this section.
Theorem 5.3.1. Consider the networked system with configuration depicted in Figure 5.1 if ||H||∞ =
H(1) = 1, then
lim
t→∞
yN,i(t) =
1
n
n∑
i=1
yN,i(0)
for all i = 1, . . . , n.
Remark 5.3.1. From Theorem 5.3.1, if we can design the controller to satisfy ||H||∞ = 1, then we
solves the average consensus problem. Since H has the same structure as M , the controller synthesis
is identical for both swithcing and fixed topology cases. Though we can not decompose the networked
system to subsystems in switching topology case, the diaganol structure of H˜ allows us to establish
the fact that 1yN (0) is a conserved quantitity. The results in this section can recover the special case
of the result in [22] when we assume P is a simple integrator. Indeed, we evaluate the stability of the
time varying network control system from the robust control point of view which is different from the
time domain analysis as in [22] and [65].
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5.4 Summary
In this chapter, we have introduced tools from robust control theory to design distributed averaging
algorithms. Advantages from robust control theory is that the agents could be used in different fixed
networks or certain time varying networks. The design is distributed and scalable with the size of
the network. We have from the first time to see that advanced controller synthesis approach could
be utilized for the purpose of distributed computation. This idea, would be particular useful when
we design distributed optimization systems as discussed in Chapter 7. The robust design approach
introduced in this chapter, however, does not address the problem of mitigate effects of additive and
multiplicative uncertainties on distributed averaging systems as discussed in Chapter 2. In the next
chapter, we shall develop techniques to address this issue.
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CHAPTER 6. TECHNIQUES TO MITIGATE EFFECT OF UNCERTAINTIES
6.1 Introduction
In this chapter, we consider distributed averaging problem (DAP) in the presence of uncertainties
on information exchange. Two categories of noise are used to model these uncertainties: the first is
additive noise that describes several uncertainty sources while the second is multiplicative noise that
captures the randomness of network topologies. We develop new iterative algorithms incorporating
network feedback compensator that allow individual agent to compute the average of their private
signals in the presence of both kinds of noise.
It was recognized in [16] that distributed average consensus algorithms are sensitive to additive
noise in the sense that the average of all states is a random walk when Gaussian noise are added to the
system. This random walk behavior, as shown in previous chapters, could corresponds to a Le´vy flight,
a special random walk with intermittent large jumps, in the presence of additive noise and stochastic
link connections [26].
To mitigate effects of additive noise, the algorithm using diminishing step size has been proposed in
[66], see also [67]. Although this computation model guarantees that all nodes converge to a common
value, unfortunately, that value is not predictable, i.e., it assumes different values for each sequence of
iterations depending on particular realizations of random variables. Therefore, this algorithm may be
suitable for synchronization problems but not for distributed computation.
In this chapter, we first propose a novel computation model for distributed averaging that incor-
porates network feedback mechanism, where structure of the feedback is in accordance with network
interconnections. We prove that, for our algorithm, the deviation between output of each node and the
average quantity is bounded in second moment sense and each node can approximately recover the
average quantity by (truncated) time averaging of its output points. Our computation model is related
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to dynamic average consensus models proposed in [68, 69, 70]. However, different from the above
literature, our focus is mitigating effect of additive noise using feedback compensator, but not tracking
the average of possibly dynamic signals over reliable communication links.
We next consider the problem of distributed averaging over networks with stochastic link con-
nections. While some existing algorithms could allow all agents converges to a common value over
random networks, see, e.g.[71, 20, 74], the convergence value is not the average quantity that always
need to be computed. Therefore, some restrictive assumptions are required, such as symmetric link
switching over undirected networks [73], the well known double stochastic weights assumption [75]
and the probability of link failures being known as a priori [9], which are all practically hard to meet.
Different from the above literature, in this paper, we address this problem by appropriately designing
the network feedback compensator. A key assumption, in our development, is that channel state infor-
mation is available at the receiver part. In other words, each node need to know whether the incoming
links is conncected or disconnected during each time interval.
6.1.1 Setup
We consider a network of n nodes, which are connected over a network. The topology of the
network could be static or stochastic in accordance with our later discussion. Since we want to design
algorithms for distributed computation with possible long distance information transmission, we stick
to discrete time computation model and use nonnegative integer k to denote the time index. For each
node, we assume it has a private scalar signal ui(k) ∈ R which is not known by any other node. The
primary objective is to develop iterative algorithms such that each node could compute or track the
average of ui(k), i.e., 11
′
n u(k) where u(k) is the concatenation of ui(k), with information exchange
between neighboring nodes. The main challenge is that we incorporate additive noise and stochastic
link connections into our algorithm design.
6.2 Distributed Averaging in the Presence of Additive Noise
In this section, we propose an algorithm to solve DAP in the presence of additive noise. Our main
idea is centered on designing a network feedback compensator to mitigate the effect of additive noise
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where the compensator structure is determined by network topologies. We will consider fixed network
topologies in this section and use a directed graph G = (V, E) called the connectivity graph to denote
the topology of the network. We will adopt the following technical assumption in this section.
Assumption 6.2.1. G is strongly connected and its Laplacian matrix L is balanced.
Again, note that strong connectivity of G ensures that information of each node can be obtained
by every other node through a directed path while balanced L is a technical assumption for solving
distributed averaging problem [21].
6.2.1 The Computation Model
Let xi(k) denote the state of node i at each time k, and yi(k) denote the output of each node. We
propose the following iterative algorithm,
xi(k + 1) = xi(k) + β
∑
j∈Ni
aij(yj(k)− yi(k)) + wi(k),
yi(k) = ui(k)−
∑
j∈Ni
aij(xj(k)− xi(k)) + vi(k), (6.1)
where β > 0 is some positive constant to be designed, aij > 0 is the weight for the link (i, j), wi(k)
and vi(k) are Gaussian random variables with mean 0 and variance σ2wi and σ
2
vi respectively. We
assume wi(k), vi(k) are independent for all spatial index i and time index k. Here, the noise vi and
wi may represent the channel noise1, or a model for the disruptions or malicious attacks to the system
[76]. Note that (6.1) is distributed, i.e., the update of each node only requires its own information and
that of its neighbors’.
We can write (6.1) for all node i in the compact form as
x(k + 1) = x(k) + βLy(k) + w(k),
y(k) = u(k)− Lx(k) + v(k). (6.2)
where w(k) ∼ N (0,Σw) and v(k) ∼ N (0,Σv) for all k. In this way, (6.2) can be seen as state space
realization of an LTI system whose block diagram is shown in Figure 6.1(a).
1When we consider channel noise, we should move vij andwij inside the brackets. This can be done with little definition
adjustments and without loss of generality.
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Figure 6.1 Block diagrams of different distributed averaging algorithms: (a) Distributed averaging
algorithm described by (6.2); (b) Dynamic average consensus algorithm proposed in [68];
(c) Dynamic consensus scheme with exploding state x.
We next state the underlying motivation to propose algorithm 6.2. The reader could follow our
explanation with the help of Figure 6.2.1.
If we only adopt one Laplacian matrix in the consensus system, there are two possible systems
depending on the position of the Laplacian matrix as shown in Figure 6.1(b) and 6.1(c). We have known
that system 6.1(b) (referred as classical dynamic consensus model proposed in [68]) is sensitive to
noise. This limitation could be well addressed if we use system 6.1(c) where the position of Laplacian
matrix and the adder is switched. The reason is that the noise does not go through the adder directly
to affect the output y. However, the bad news is that as the input u directly go through the adder, the
internal state x will explode when the input is a step signal.Note that in all the models, instead of xi(k),
yi(k) is the variable that we wish to converge to the average quantity.
Those observation has motivate us to use two Laplacian matrices (instead of one) in the closed loop
system to mitigate noise effect on the output y while keep x not exploding (although it is a random
walk). The interpretation of the second Laplacian matrix (highlighted in the red box in Figure 6.1(a))
in the model is crucial to explain why our algorithm is insensitive to additive noise. Actually, this
L is a network feedback compensator which essentially implies that each node i use the information
available from the network (corresponding to xj for all j ∈ Ni) to update yi. Note that if this L is
replaced by I as in the model of 6.1(b), each node only requires xi to update yi.
We next turn back to (6.2), left multiplying 1′n on two equations of (6.2), by Assumption 6.2.1 we
have
1′
n
x(k + 1) =
1′
n
x(k) +
1′
n
w(k),
1′
n
y(k) =
1′
n
u(k) +
1′
n
v(k).
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This shows although the average of x(k) accumulates i.i.d. Gaussian random variables and is a random
walk, the average of y(k) is not.
Remark 6.2.1. The presence of two Laplacain matrices in the computation model implies that two
stages of information exchange and computation are required for one update iteration. At each time
slot k, the first step is to broadcast xi(k) and update yi(k) while the second stage is to exchange yi(k)
and update xi(k + 1). Therefore, the algorithm is well defined given initial values x(0) and u(0).
For simplicity of analysis, we use identical L in (6.2). It is possible to use two different Lapla-
cian matrices L1 and L2 with the same sparsity determinded by the network topology. While this
offers freedom for design purpose, it brings certain challenge for analysis, which we leave for future
investigation.
6.2.2 Feasible Laplacian Matrices
We derive the state equation of (6.2) as
x(k + 1) = (I − βL2)x(k) + βLu(k) + βLv(k) + w(k).
If L2 has one of its eigenvalues in the open left half plane (LHP), then the above system is unstable
and x will diverge. To avoid this, certain condition has to be imposed on L to restrict the eigenvalues
of L2 in the right half plane (RHP).
Definition 6.2.1. (Feasible Laplacian matrix) The Laplacian matrix is said to be feasible if L2 has
only one eigenvalue at 0 and all the other eigenvalues in the strictly RHP.
Given a Laplacian matrix L, its feasibility can be checked by the following LMI (Linear Matrix
Inequality) condition.
Lemma 6.2.1. Let L be a Laplacian matrix of a directed graph G, then L is feasible if and only if
there exists a positive definite matrix X such that
L˜X +XL˜′ L˜X −XL˜′
XL˜′ − L˜X L˜X +XL˜′

 > 0 (6.3)
where L˜ = L+ c · 11′n , c > 0 is a constant.
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Proof. For simplicity, we assume L is diagonalizable, the more general case follows similarly. Let
L =
∑N
i=1 λiPi be a spectral decomposition of L and λ1 = 0, then P1 = 11
′
n . The matrix L˜ =∑N
i=2 Pi + c · 11
′
n has all its eigenvalues the same as that of L for i = 2, . . . , N except the eigenvalue
c, i.e., we shift the 0 eigenvalue of L to the RHP without changing any of its other eigenvalues. Now
pick the characteristic function
fR(z) =

 x jy
−jy x


the result then follows from Theorem 2.2 in [78].
The LMI condition ensures that, except for the zero eigenvalue, all other eigenvalues of L have
their real part strictly greater than the absolute value of their imagenry part. Note that this condition
is satisfied when the graph L is symmetric (corresponding to undirected graph), as in this case, all the
eigenvalues of L are real nonnegative numbers.
6.2.3 Mean Square Boundedness Tracking
After deriving the LMI condition for feasible Laplacian matrices, we are going to state the main
result in this section, which shows that for system (6.1), under certain technical conditions, the expec-
tation of each yi converges to the average of all ui(k) and the deviation between each yi(k) and the
average of all ui(k) is bounded in second moment sense.
Theorem 6.2.1. Consider the network G with its Laplacian L feasible, for system (6.2), if the following
conditions are satisfied,
1. I − βL2 has only one eigenvalue at 1 and all the other eigenvalues inside the unit disk;
2. the Z transform of u(k), U(z), has at most one pole at 1 and all the other poles inside the unit
circle.
Then we have that limk→∞Ey(k) = limk→∞ 11
′
n u(k), and
lim
k→∞
E
(
y(k)− 11
′
n
u(k)
)(
y(k)− 11
′
n
u(k)
)′
<∞.
where the above quantity converges to a constant matrix depending on L , u, Σv and Σw.
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Proof. We first show that limk→∞Ey(k) = limk→∞ 11′n u(k). Let x¯(k) = Ex(k), y¯(k) = Ey(k).
Taking expectation on both sides of two equations in (6.2), we have
x¯(k + 1) = x¯(k) + βLy¯(k),
y¯(k) = u(k)− Lx¯(k).
Let U(z) and Y (z) be the Z transform of u(k) and y¯(k) respectively. We then derive the transfer
function from U(z) to Y (z) as
H(z) = I − L(zI − I + βL2)−1βL =
(
I + β
L2
z − 1
)−1
,
where we have used the matrix inversion lemma. Condition 1) implies that H(z) is marginally stable,
and allow us to use the Final Value Theorem[79].
For simplicity of treatment, we assume L is diagonalizable. The general case follows similarly2.
Let L2 =
∑N
i=1 λˆiPi be a spectral decomposition of L2, where λˆi is the i-th eigenvalue of L2 and Pi =
viw
T
i with vi and wi are right and left eigenvectors corresponding to the eigenvalue λˆi and wTi vi = 1.
Since L2 and L can be diagonalized by the same set of eigenvectors, we have λˆi = λ2i , where λi is
the i-th eigenvalue of L. Therefore, with Assumption 6.2.1, L2 has only one zero eigenvalue with the
corresponding right and left eigenvector as 1. Without loss of generality, we assume λˆ1 = 0, thus
P1 =
11′
n . We then have
H(z) = (I + β
L2
z − 1)
−1
=
11′
n
+
∑
i>1
z − 1
z − 1 + βλˆi
Pi,
which implies that
Y (z)− 11
′
n
U(z) =
∑
i>1
z − 1
z − 1 + βλˆi
PiU(z)
With condition 2), we have limk→∞ y¯(k) = 11′n u(k) by the Final Value Theorem.
We next show second moment of the difference between each yi and the average of ui remains
2When L is not diagonalizable, we can still separate 11′
n
out of H(z) as in (6.4) and apply the Final Value Theorem since
strong connectivity ensures that L has only one eigenvalue at 0.
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bounded. Let x˜(k) =
(
I − 11′n
)
x(k) = Px(k), where P :=
(
I − 11′n
)
. From (6.2), we have
E
(
y(k)− 11
′
n
u(k)
)(
y(k)− 11
′
n
u(k)
)′
=E (Pu(k)− Lx(k) + v(k)) (Pu(k)− Lx(k) + v(k))′
=E (Pu(k)− Lx˜(k) + v(k)) (Pu(k)− Lx˜(k) + v(k))′
=Pu(k)u(k)′P ′ + LΣx˜(k)L
′ +Σv
− LE(x˜(k))u(k)′P ′ − Pu(k)E(x˜(k))′L′
(6.4)
where Σx˜(k) = E(x˜x˜′) = PΣx(k)P ′. For the above computation, in the second step we have used the
property that L1 = 0 and in the third step we have used the fact that v(k) is zero mean and independent
of x(k). Since we assume the Z transform of u(k) has at most one pole at 1 and all the other poles
inside the unit circle, Pu(k)u(k)′P ′ is bounded for all k.
We next proceed to show limk→∞E(x˜(k)) is bounded. Substituting the output equation into the
state equation of (6.2), we obtain
x(k + 1) = (I − βL2)x(k) + βLu(k) + βLv(k) + w(k)
⇒E(x(k + 1)) = (I − βL2)E(x(k)) + βLu(k)
⇒E(Px(k + 1)) = P (I − βL2)E(x(k)) + PβLu(k)
⇒E(Px(k + 1)) = P (I − βL2)PE(Px(k)) + βLu(k)
⇒E(x˜(k + 1)) = P (I − βL2)PE(x˜(k)) + βLu(k)
where in the third step we have used the following facts: 1) PL = L; 2) P 2 = P ; 3) P (I − βL2) =
(I − βL2)P . All these facts are easy to prove, we omit the derivation for brevity. Let A˜ = P (I −
βL2)P = I − βL2 − 11′n . Since I − βL2 has one eigenvalue at 1 and all the other eigenvalues inside
the unit circle, it follows from the eigenspace decomposition of L2 that all the eigenvalues of A˜ are
inside the unit circle, i.e. A˜ is Hurwitz. Thus, since u(k) is bounded, we have limk→∞E(x˜(k)) <∞.
Finally, we shall show that limk→∞Σx˜(k) <∞. From (6.2),
Σx(k + 1) = (I − βL2)Σx(k)(I − βL2)′ +Q(k)
⇒ PΣx(k + 1)P ′ = P (I − βL2)Σx˜(k)(I − βL2)′P ′ + PQ(k)P ′
⇒ Σx˜(k + 1) = A˜Σx˜(k)A˜′ + PQ(k)P ′
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where Q(k) = β2LΣv(k)L′ +Σw(k) + β2Lu(k)u(k)′L′. Since A˜ is Hurwitz and PQ(k)P ′ remains
bounded, the solution of this discrete time Lyapunov iteration is bounded, i.e., limk→∞Σx˜(k) < ∞.
As u(k) is either a step signal or convergent to zero, we can show that all terms in the last step of (6.4)
is a constant matrix or converge to 0 and thus the result follows.
Remark 6.2.2. First, when the input signals are static, i.e., u(k) = u, from Theorem 6.2.1, each node
could approximately recover the average of ui by (truncated) averaging the each yi(k) over time index
k.
Second, when L is symmetric, which implies that the graph is undirected, we have λ2i ≤ 4d2m,
with equality holds if and only if the graph is bipartite and semiregular (see, e.g., [80]), where here
dm denote the largest in-degree of all nodes, i.e., dm = maxi{
∑
j∈Ni
aij |i ∈ V}. In this case, if
β < 1/2d2m, then |1−βλ2i | < 1 for all nonzero λi and the first condition of Theorem 6.2.1 is satisfied.
We would like to point out that here we use a very simple design parameter β to ensure the (marginal)
stability of the system. It may be possible to use H∞ synthesis approach to ensure the stability of the
consensus system using decentralized design, see [77] for detailed discussion.
Finally, condition 2) in Theorem 6.2.1 implies that the signal asymptotically tractable is either a
step or convergent to some constant.
In this section, we consider the distributed averaging problem over networks where the commu-
nication links are modeled by stochastic Bernoulli processes. The algorithm proposed in this section,
though slightly different from (6.2) due to consideration of random link connections, is also centered
on building a network feedback compensator. However, to cope with random interconnections, the net-
work feedback controller need to know the channel state information, i.e., whether links are connected
or not.
6.2.4 Stochastic model for packet-drop/switching links
We begin by describing the stochastic setup of the model. Our setup begins with a fixed network
topology, denoted by a directed graph G = (V, E), which is referred as the connectivity graph for
consistency with previous discussion.
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We associate the connectivity graph G with one particular Laplacian matrix with 0-1 weights,
denoted by L. We adopt the following assumption for the rest of the paper.
Assumption 6.2.2. G is strongly connected and its associated 0-1 weights Laplacian matrix L is bal-
anced and feasible.
Every time each link (i, j) ∈ E is is used for communication. We assume that it is stochastically
breaking. Since there are two transmission procedures in each time slot, we use two Bernoulli random
variables ξ1ij(k) and ξ2ij(k) to characterize randomness property of link (i, j) during time slot k.
Assumption 6.2.3. We assume the pairs (ξ1ij(k), ξ2ij(k)) are independent across both the time index k
and spatial index i, j and identically distributed for each k. For each pair, we assume ξ1ij(k), ξ2ij(k)
are independently identically distributed according to For each k, i, j the pair (ξ1ij(k), ξ2ij(k)) are IID
according to a Bernoulli distribution
ξlij(k) =


1 with Prob. µij
0 with Prob. 1− µij
for l = 1, 2, and they are independent across both the time index k and spatial index i, j.
We refer the random variables ξ1ij(k) and ξ2ij(k) as multiplicative uncertainties, or multiplicative
noise, see, e.g., [50], chap. 9 and [44]. Note that they could model both random interconnections
and/or packet-drops over communication channels. 3
Assumption 6.2.4. We assume that 0 < µij < 1 for all i and j ∈ Ni.
Note that Assumption 6.2.4 is a technical assumption that rules out the possibility that some link
is always connected or disconnected. We leave these extreme cases to future analysis.
3In our setup, over each time slot k, associated with ξ1ij(k) and ξ2ij(k), there are two graphs, namely G1(k) = (V, E1(k))
and G2(k) = (V, E2(k)), whose set of edges satisfy E1(k) ⊂ E , E1(k) ⊂ E . Therefore, for all k, G1(k) and G2(k) are all
subgraphs of G and switch independently.
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6.3 Fragility of Algorithm 1 to multiplicative noise
We begin by considering the natural extension Algorithm (6.1) to the case where the communica-
tion links drop with an IID Bernoulli distribution
xi(k + 1) = xi(k) + β
∑
j∈Ni
aij ξ
1
ij(yj(k)− yi(k)) + wi(k),
yi(k) = ui(k)−
∑
j∈Ni
aij ξ
2
ij(xj(k)− xi(k)) + vi(k), (6.5)
If node j is a neighbor of node i, then we assume that node i has access to xj − xi (the relative
error state) through the communication link. When the communication link breaks, the information
xj − xi is lost. The motivation for this model comes from the assumption that each node can measure
the relative errors with their neighbors like a car-driver in a platoon of cars. Another interpretation is
that node j is sending its state through the channel, but node i does not compute the relative error or
the message from j is lost. Note that node i implicitly uses the channel state information (CSI) in this
case. Our proposed algorithm will use CSI even more aggressively as we will see.
It is convenient to introduce the following compact notation
Λ1(k) = Diag{ξ1ij(k), ∀ij ∈ E} and Λ2(k) = Diag{ξ2ij(k), ∀ij ∈ E}. (6.6)
The switching link model we are considering can be easily represented in term of a natural decom-
position of the Laplacian. Namely: for a directed graph with p directed links, its Laplacian L can be
written as L = BC, where B ∈ Rn×p serves for permutation purpose and C ∈ Rp×n is a concatena-
tion of Laplacian elements corresponding to each link. To illustrate this decomposition, we consider
the Laplacian matrix
L =


2 −1 −1
−1 1 0
0 −1 1

 ,
then, we can decompose L as L = BC, where
B =


1 1 0 0
0 0 1 0
0 0 0 1

 , and C =


1 −1 0
1 0 −1
−1 1 0
0 −1 1


.
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Note that each row of C represents the elements of Laplacian associated with each link, e.g., the first
row of C corresponds to link (1, 2). Therefore, we use Cij to represent the row of C that corresponds
to link (i, j). Note that there is a one to one map that assigns each index ij to a unique element in the
set {1, . . . , p}.
With this decomposition and (6.6), the Algorithm in (6.5) can be rewritten in a compact vector
form as follows
x(k + 1) = x(k) + βBΛ1(k)Cy(k) + w(k),
y(k) = u−BΛ2(k)Cx(k) + v(k), (6.7)
which reduces to the Algorithm (6.2) when there are no switches, i.e., Λ1(k) = Λ2(k) = I for all k.
Remark 6.3.1. Note that we model the additive noise acting on the links even though the link may
be open. In this case w and v may represent other sources of noise not directly related to the commu-
nication channel. Variations of our model to include noise dependent on the status of the link can be
incorporated easily and can be handled by our approach. We prefer the simplest model for clarity and
easiness of exposition.
It is not difficult to verify that the algorithm (6.7), is very sensitive to the fading of the channels. In
fact, it does not converge to the average of the input any longer, and can actually lead in certain cases
to very complex behavior (when the additive noise is present) which can be classified as Le´vy flights
[26].need a simple simulation here.
One main reason for which the algorithm is sensitive to the multiplicative noise is that the dynam-
ical system (6.7) (when additive noise is absent) does not have a well defined set of equilibrium points
for u 6= 0. Any equilibrium point needs Cy = 0, but y cannot be zero for all k unless u = 0 and
Cx = 0.
6.3.1 Use of CSI
A key problem is that y depends too directly on the loss of the packet or link connection. It may
be argued that this simple strategy of having a zero impact on y when the packet is lost is too naive
and destructive. Our solution is to use the CSI more effectively. In particular, we use a simple hold
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strategy; when the message is lost, the agent uses the last correctly received message. To do so, we
need a more advanced agent which has extra memory.
Although, the algorithm using CSI could be employed for both transmissions phases, we just use it
to improve the behavior of y, and thus only once. We do this for simplicity of analysis and exposition.
The holding strategy can be simply represented as follows
h(k) = Λ2(k)Cx(k) + (1− Λ2(k))h(k − 1) (6.8)
where h represents a vector of appropriate dimensions. It is easy to see that h(k) takes the value
Cijx(k) when ξ2ij = 1, while it takes the old received value for those links that are off. h(k) thus
represents the latest received message. The new algorithm is presented next.
6.4 Distributed Averaging Algorithm Resilient to Random Link Drops.
At each time index k, we assume every agent has the state information about all its incoming links
when xi are sent over channels, i.e., all ξ2ij(k), and associates each directed link (i, j) with a state
hij(k), whose dynamics is governed by Equation (6.8).
The overall algorithm is described by the following dynamical equations
x(k + 1) = x(k) + βBΛ1(k)Cy(k),
h(k) = Λ2(k)Cx(k) + (1− Λ2(k))h(k − 1),
y(k) = u(k)−Bh(k). (6.9)
Algorithm (6.9), where we have omitted the additive noise sources for simplicity, is distributed, i.e,
every agent only uses its local information to update its state and output. To see this, note that the
nonzero elements of B(i) corresponds to hij for j ∈ Ni.
6.4.1 Equilibrium Properties of the Algorithm
The main property of system (6.9) is that it does have a well defined and useful set of equilibrium
points.
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Lemma 6.4.1. Let s(k) = (x(k), h(k − 1))′ denote the state of system (6.9). Any s∗ = (sx, Csx)′
where C(u− Lsx) = 0 is an equilibrium point of the above system independent of Λ1(k) and Λ2(k).
Proof. Substitute s∗ in the equations.
The condition C(u−Lsx) = 0 has important consequence on the value of the output y at equilib-
rium denoted by y∗.
Corollary 6.4.1. Let u = κ1 ⊕ uδ, where uδ is the part of u orthogonal to 1, where κ = 1′un . Then
y∗ = κ1.
Proof. At the equilibrium point s∗, we have
y∗ = u−BCsx = u− Lsx.
Since the null space of C is the null space of L, it only contains the span of 1 under the current
assumptions. Moreover 1′L = 0, meaning that the range of L is orthogonal to 1. Therefore C(u −
Lsx) = 0 implies that
uδ = Lsx
and the result follows.
A consequence of the above analysis is that only uδ determines the equilibrium of the system, and
κ1 determines the equilibrium point of the output, independent of uδ.
We next need to study the stochastic stability properties of the equilibrium. To do so, it is conve-
nient to write the dynamic equation of the error state with respect to the equilibrium trajectory. We
reintroduce the noise for completeness.
For a given u, and sx satisfying C(u− Lsx) = 0, let x˜(k) = x(k)− sx, h˜(k) = h(k)− Csx and
y˜(k) = y(k)− κ1. Then we leave to the reader to verify that the error system is given by
x˜(k + 1) = x˜(k) + βBΛ1(k)Cy˜(k) + w(k),
h˜(k) = Λ2(k)Cx˜(k) + (1− Λ2(k))h˜(k − 1),
y˜(k) = −Bh˜(k) + v(k). (6.10)
We next rewrite the equations in a compact form where we separate the mean system dynamics from
zero-mean random perturbation representing the multiplicative noise.
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(a)
(b)
- +-
-- +
(c)
Figure 6.2 Block diagram transformations of System (6.10).
6.4.2 Separation of Structured Multiplicative Uncertainties
In this section we separate the stochastic algorithm described before into an interconnection be-
tween zero mean structured random gain uncertainty with bounded variance and the mean system
which is a deterministic LTI system. This separation will allow us to use techniques from control
theory to analyze the convergence property the algorithm.
Based on Assumption 6.2.3, let ξlij(k) = µij + ∆ℓij(k) for all i ∈ V , j ∈ Ni and ℓ = 1, 2, then
∆ℓij(k) has zero mean and variance σ2ij = µij(1 − µij). Let Λℓ(k) = Π + ∆ℓ(k) for ℓ = 1, 2, where
Π and ∆ℓ(k) are diagonal matrices with diagonal entries as µij and ∆ℓij(k) respectively.
For future reference we denote by Σ1 = Diag
[
σ2ij
]
, Σ2 = Σ1, Σ = Diag [Σ1,Σ2], and ∆(k) =
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Diag [∆1(k),∆2(k)]. Note that the variance of ∆(k) equals Σ.
The block diagram of system (6.10) and the corresponding transformation are shown in Figure 6.2 (a)
and (b).
The following lemma provides another representation of the state equation of (6.10) which is useful
in our analysis.
Lemma 6.4.2. The state equation (6.10) can be transformed as
s˜(k + 1) = As˜(k) + Bp(k) + Bηη(k),
y˜(k) = Cy s˜(k) +Dyp(k) +Dyηη(k),
q(k) = Cs˜(k) +Dp(k) +Dηη(k),
p(k) = ∆q(k),
(6.11)
where
A =

In − βL¯2 −βL¯B(Ip −Π)
ΠC (Ip −Π)

 ,B =

βB −βL¯B
0 Ip

 ,Bη

In βL¯
0 0

 ,
Cy =
[
−L¯ −B(Ip −Π)
]
,Dy =
[
0 −B
]
,Dyη =
[
0 −In
]
,
C =

−CL¯ −CB(Ip −Π)
C −Ip

 ,D =

0 −CB
0 0

 ,Dη =

0 C
0 0

 .
L¯ = BΠC is the mean Laplacian matrix associated with G and ∆1(k) or ∆2(k), and η(k) =
[w(k) v(k)]′.
Proof. From the last two equations of (6.11), we have
q(k) = Cs˜(k) +D∆q(k) +Dηη(k)
Since
(I −D∆)−1 =

I −CB∆2
0 I

 ,
which is invertible, we have
q(k) = (I −D∆)−1Cs˜(k) + (I −D∆)−1Dη(k)η(k).
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With the above equation, we can substitute p(k) = ∆q(k) into (6.11) the equations in terms of s˜(k+1)
and y˜(k) and show those equations are equivalent to (6.10). We left the symbolic computation to the
reader.
Note that although L = BC (0-1 weights Laplacian) is assumed to be balanced and feasible, L¯
may not be balanced or feasible because of the scaling of Π.
System (6.11) can be seen as the interconnection between the structured uncertainty ∆ (with zero
mean and variance Σ) and the deterministic system Gη with the following state space matrices.
Gη :=


A B Bη
C D Dη
Cy Dy Dyη


as shown in Figure 6.2(c). For future use we denote by G the mean system seen by the ∆.
G :=

 A B
C D


Note that G has 2p inputs and 2p outputs corresponding to the number of independently fading links.
6.5 Convergence Analysis
In this section we show the main convergence analysis result expressed in terms of G and Σ.
Theorem 6.5.1. Under the current assumptions, given u ∈ Rn, Σ and G. Assume thatA has only one
eigenvalue at 1 and all the others strictly inside the unit disc. Then lim
k→∞
E{(y(k)−κ1)(y(k)−κ1)′} <
∞
or
lim
k→∞
E{(y(k)− κ1)(y(k)− κ1)′} = 0 (if η(k) = 0 for all k ≥ 0)
if and only if ρ(ΣGˆ) < 1.
Where Gˆ =


‖G11‖22 . . . ‖G1r‖22
.
.
. . . .
.
.
.
‖Gr1‖22 . . . ‖Grr‖22

 with r = 2p, and ρ(ΣGˆ) denoted the spectral radius of ΣGˆ.
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Remark 6.5.1. Notice that when the additive noise is not present, (a realistic assumption when dealing
with packet-drop networks) the result implies that limk→∞ y(k) = κ1 almost surely.
The rest of this section presents the proof of this theorem, with the main steps included in specific
subsections that are of interest of their own right.
6.5.1 System Decomposition
In this subsection, we show that system (6.11) admits a natural decomposition based on certain
structural property of A and C.
We first note that by Assumption 6.2.4, L¯ = BΠC is the Laplacian of the strongly connected
graph G, therefore it has a positive left normalized eigenvector γn (all components are positive) such
that γ′nL˜ = 0 and γ′n1 = 1. It is then easy to check that A has el = [γ′n, 0′p]′ and er = [1′n, 0′p]′ as left
and right eigenvectors corresponding to eigenvalue 1, i.e., Aer = er and elA = el, where 0p denotes
a column vector of all zeros of dimension p.
From those two eigenvectors ofA, we define the projection matrixP := I−ere′l andF = I−P =
ere
′
l. The following lemma characterizes some properties of this projection matrix.
Lemma 6.5.1. Consider the projection matrix P and A, C matrices defined in (6.11), we have
1. P2 = P;
2. PA = AP;
3. CP = C, and CF = 0;
4. CyP = Cy, and CyF = 0;
5. The null space of P is span{er}.
Proof. Since e′ler = γ′1 = 1, we have P2 = (I − ere′l)(I − ere′l) = I − ere′l = P . We also have
PA = (I − ere′l)A = A−Aere′l = AP . CP = C since L¯1 = 0 and C1 = 0. Similarly for Cy as it is
a subset of the rows of C. The fifth result follows as Per = 0 and P has only one rank deficiency.
We next decompose system (6.11) into two parts based on P and F .
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Definition 6.5.1. The deviation state is defined as sd(k) := P s˜(k) and the conserved state is defined
as sc(k) := F s˜(k).
Note that s˜ = sd + sc.
Lemma 6.5.2.
sd(k + 1) = A˜sd(k) + B˜p(k) + B˜ηη(k),
y˜(k) = C˜ysd(k) +Dyp(k) +Dyηη(k),
q(k) = C˜sd(k) +Dp(k) +Dηη(k)
p(k) = ∆q(k),
(6.12)
and
sc(k + 1) = sc(k) + FBp(k) + FBηη(k), (6.13)
where A˜ = PAP , B˜ = PB, C˜ = C,and B˜η = PBη.
Proof. System (6.11) can be decomposed as the deviation system and the conserved system as follows.
P s˜(k + 1) = sd(k + 1) = PAs˜(k) + PBp(k) + PBηη(k),
= PA(P s˜(k) + F s˜(k)) + PBp(k) + PBηη(k),
= PAPP s˜(k) + PAF s˜(k) + PBp(k) + PBηη(k),
= PAPsd(k) +APF s˜(k) + PBp(k) + PBηη(k),
= PAPsd(k) + PBp(k) + PBηη(k)
(6.14)
F s˜(k + 1) = sc(k + 1) = FAs˜(k) + FBp(k) + FBηη(k),
= FA(P s˜(k) + F s˜(k)) + FBp(k) + FBηη(k),
= FAP s˜(k) + FAsc(k) + FBp(k) + FBηη(k),
= Fsc(k) + FBp(k) + FBηη(k)
(6.15)
where we used the fact FA = F .
q(k) = Cs˜(k) +Dp(k) +Dηη(k)
= C(P s˜(k) + F s˜(k)) +Dp(k) +Dηη(k)
= CPP s˜(k) + CF s˜(k) +Dp(k) +Dηη(k)
= CPsd(k) +Dp(k) +Dηη(k)
(6.16)
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Figure 6.3 The block diagram showing the separation of the error systems (6.10).
Similarly
y˜ = Cysd(k) +Dyp(k) +Dyηη(k) (6.17)
In the above derivations, we have used the results of Lemma 6.5.1.
The block diagram of system separation is shown in Figure 6.3 (output y˜ is omitted for simplicity),
where it can be seen explicitly that the deviation system (6.12) is decoupled from the conserved state
sc while the evolution of the conserved state, however, depends on sd through the input signal p. Note
that the deviation system is actually a feedback interconnection between a deterministic plant G˜ :=
(A˜, B˜, C˜,D) and the structured uncertainty ∆. Note that A˜ and A share the same set of eigenvalues
except the eigenvalue 1 of A becomes 0 eigenvalue of A˜. Therefore if A contains one eigenvalue at 1
and all other eigenvalues strictly inside the open unit disk, then A˜ is Hurwitz.
Lemma 6.5.3. The state-space realization of the system G is non-minimal. In particular, the mode
corresponding to the eigenvalue λ1 = 1 is not observable.
Proof. From the PBH test and Lemma 6.5.1, we have that er is the right eigenvector associated with
λ1 which is also in the null space of C and of Cy.
The important point of this result is that y˜ only depends on the deviation state sd, as sc is not
observable from y˜.
94
6.5.2 Mean Square Stability of the Deviation System
Since y˜ depends only on sd and the additive noise η, we concentrate on the stability properties of
the deviation system (6.12).
Let Md(k) := E{sd(k)s′d(k)}, we provide the following definition.
Definition 6.5.2. System (6.12) is mean square (MS) stable if Md(k) is well defined for all k ≥ 0 and
limk→∞Md(k) <∞, or limk→∞Md(k) = 0 if η(k) = 0 for all k ≥ 0.
We leave to the reader to verify that Md(k) satisfies the following recursion equations
Md(k + 1) = A˜Md(k)A˜′ + B˜E(p(k)p(k)′)B˜′ + B˜ηΣηB˜′η (6.18)
where Ση is the covariance matrix of the additive noise η. In the above derivation we have used the
facts that η(k) p(k) = ∆(k)q(k) and sd(k) are independent. Since D is strictly upper triangular, from
q(k) = C˜sd(k) +D∆q(k) +Dηη(k), (6.19)
we can see qi(k) is independent from ∆i. We now consider the term
pi(k)pj(k) = ∆i(k)qi(k)qj(k)∆j(k).
Without loss of generality, we assume i < j. Then qi(k) and qj(k) are not functions of ∆i(k), which
means
E(pi(k)pj(k)) = E(∆i(k)qi(k)qj(k)∆j(k)) = 0
and the matrix E(∆(k)q(k)q(k)′∆(k)′) is diagonal. We use γi(k) to denote the diagonal elements for
this matrix, i.e.,
γi = E(∆i(k)qi(k)qi(k)∆i(k)) = σ
2
i E(qi(k)qi(k)
′).
The expression for each γi(k) could be derived from output equation (6.19) as follows,
γi(k) = C˜(i)Md(k)C˜(i)′ +
r∑
j=1
DijγjD′ij +Dη(i)ΣηDη(i)′, i = 1, . . . , r = 2p.
Or in the compact vector form as
γ(k) =


C˜(1)Md(k)C˜(1)′
.
.
.
C˜(r)Md(k)C˜(r)′

+


D211 . . . D21r
.
.
. . . .
.
.
.
D2r1 . . . D2rr

 γ(k) +


Dη(1)ΣηDη(1)′
.
.
.
Dη(r)ΣηDη(r)′


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Because the matrix having D2ij as its element has the same structure (strictly upper triangular) as D,
the above equation is well defined and we can solve for γ(k). Let
D =


D211 . . . D21r
.
.
. . . .
.
.
.
D2r1 . . . D2rr


Then
γ(k) = α(k) + α0 = (I −D)−1


C˜(1)Md(k)C˜(1)′
.
.
.
C˜(r)MdC˜(r)′

+ (I −D)−1


Dη(1)ΣηDη(1)′
.
.
.
Dη(r)ΣηDη(r)′


Thus
Md(k + 1) = A˜Md(k)A˜′ +
r∑
i=1
B˜(i)αi(k)B˜(i)′ +
r∑
i=1
B˜(i)α0iB˜(i)′ + B˜ηΣηB˜′η
αi(k) = C˜(i)Md(k)C˜(i)′ +
r∑
j=1
DijαjD′ij , i = 1, . . . , r = 2p
α0i = Dη(i)ΣηDη(i)′ +
r∑
j=1
Dijα0jD′ij
Finally, let
Σ˜η =
r∑
i=1
B˜(i)α0iB˜(i)′ + B˜ηΣηB˜′η
where α0i solves
α0i = Dη(i)ΣηDη(i)′ +
r∑
j=1
Dijα0jD′ij
represent the covariance of the total effective additive noise in the system. Then
Md(k + 1) = A˜Md(k)A˜′ +
r∑
i=1
B˜(i)αi(k)B˜(i)′ + Σ˜η
αi(k) = C˜(i)Md(k)C˜(i)′ +
r∑
j=1
DijαjD′ij , i = 1, . . . , r = 2p
These are the dynamical equations of an LTI system with states Md and α, driven by an additive
constant input Σ˜η. The exponential stability of this system is equivalent to the mean Square Stability
of system (6.12) and can be assessed by considering the system without noise.
We then provide conditions to test MS stability of (6.12).
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Proposition 6.5.1. The deviation system (6.12) is MS stable if and only if either of the following
conditions holds.
1. There exists a positive definite matrix X and a vector α ∈ Rp of positive elements satisfying the
following linear matrix inequalities:
X > A˜XA˜′ +
r∑
j=1
σ2i B˜(j)αjB˜(j)′
αi > C˜iXC˜′i +
r∑
i=1
DijαjD′ij
i = 1, . . . , r = 2p.
2. A˜ is Hurwitz and ρ(ΣGˆ) < 1, where Gˆ =


‖G11‖22 . . . ‖G1r‖22
.
.
. . . .
.
.
.
‖Gr1‖22 . . . ‖Grr‖22

 and Σ is a diagonal matrix
with σ2i on the diagonal.
Proof. Notice that the matrix D is strictly upper triangular, the proof follows similarly as in Theorem
6.4 of [44]. We only have to show that when A˜ is Hurwitz, G and G˜, although with different state
space representations, have the same input output map. To see this, we expand the transfer matrix of G˜
for |z| ≥ 1 (G˜(z) and G(z) are convergent in this region as A˜ is Hurwitz and the discussion of Lemma
6.5.3).
C˜(zI − A˜)−1B˜
= CP
(
I
z
+
PAP
z2
+
PA2P
z3
+ · · ·
)
PB,
= C
(
I
z
+
A
z2
+
A2
z3
+ · · ·
)
B,
= C(zI −A)−1B,
where we have used the properties of P in Lemma 6.5.1.
We have provided numerical conditions to check MS stability of the deviation system. One ad-
vantage of condition 2) over condition 1) is that MS stability of the deviation system can be assessed
from the original system (6.11) without decomposition procedure. We will see in the next subsection
that MS stability of the deviation system will ensure that the second moment of the difference between
each output and the average quantity converges to zero when additive noise is absent.
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6.5.3 Convergence to the Average
Finally, we have that
E{y˜(k)y˜(k)′} = CyMd(k)C′y +
r∑
i=1
Dy(i)(αi + α0i)Dy(i)′ +DyηΣηD′yη <∞
if and only if the deviation system is MS stable. The if part is immediate, while the only if part follows
from the fact that sd is observable from Cy. In particular, when the additive noise in not present,
lim
k→∞
E{y˜(k)y˜(k)′} = lim
k→∞
E{(y(k)− κ1)(y(k)− κ1)′} = 0
Namely, the output y converges to the average of u in the second moment sense. While, when the
additive noise is present, the error between y(k) and κ1 is guaranteed to have bounded variance for all
k and as k goes to ∞.
6.6 Simulations
In this section, we provide examples to show effectiveness of the previously developed algorithms.
We consider a network of four nodes whose connectivity graph G is shown in Figure 6.4(a). Choosing
0-1 weights, the Laplacian matrix associated with this graph is balanced and feasible. We choose input
u to be constant step signals u = [1, 3, 5, 7]′ and set β = 0.1.
We first consider the model (6.2) and assume the additive noise has variance σvi = σwi = 0.0016
for all i. In Figure 6.4(b), it is shown that the difference between each output yi and the average of
ui (which is 4 in this example) is bounded, and that the random walk behavior typical in consensus
algorithms based on local convex mixing is not manifested at each output. By averaging y over time
index from 51 to 150, we get y¯ = [3.9904, 4.0226, 3.9705, 4.0150]′. This has verified our claim in
Remark 6.2.2 that the average quantity could be approximated recovered by averaging each output
over time.
We next consider the algorithm (6.9) which incorporates multiplicative uncertainty. We assume
the links have the following probabilities of connection: µ13 = µ14 = 0.2, µ21 = µ24 = 0.3, µ31 =
µ32 = 0.5 and µ42 = µ43 = 0.8. Note that under those parameters, the “mean” Laplacian matrix
L˜ = BΠC (cf. Lemma 6.4.2) is not balanced and the instantaneous Laplacian matrices BΛ1(k)C
and BΛ2(k)C also may not be balanced. The only Lapalcian matrix required to be balanced is the
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(a) The connectivity graph.
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(b) Robustness to additive noise.
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(c) Robustness to multiplicative noise.
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(d) Robustness to both uncertainties.
Figure 6.4 An example to illustrate robustness of our algorithms to additive and multiplicative uncer-
tainties.
0-1 Laplacian matrix associated with the connectivity graph G. From Figure 6.4(c), we can see that all
output converges to the average quantity 4 and this convergence value is consistent every time we run
the algorithm.
Finally, Figure 6.4(d) shows the output trajectories of the algorithm that incorporates both uncer-
tainties. In this case, the difference between each output and the average quantity is again bounded
and the average of y(k) over k = 51 to 151 is given by [4.0184, 3.9755, 4.0121, 3.9837]. Therefore,
each node can approximate compute the average quantity by averaging its output state over time index.
Beside this extra time averaging step, the result of the paper shows that the algorithm can be used
directly to do approximately correct distributed computation of the average, and points to an analog
model of computation.
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6.7 Summary
In this chapter, we have addressed the problem of distributed averaging under additive and multi-
plicative uncertainties on information exchange. We have shown that network feedback is an effective
mechanism to mitigate those uncertainties. To cope with additive noise, we have incorporated two
Laplacian matrices in the feedback loop of the system, one of which could be interpreted as a network
feedback compensator. Based on the structure of this model, we have provided an algorithm using the
channel state information that allows agents to compute the average quantity in a distributed fashion
even if the channels are stochastically disconnected. We have shown that convergence in this case is
determined by MS stability of a particular part of the system. The conditions to test MS stability are
shown to be convex optimization problems which could be solved efficiently.
There are several open research directions that could be followed by this work. In this paper, we
have used a very simple structure to illustrate the power of network feedback. This has led to certain
limitations on Laplacian matrices that could be used. A natural extension is to adopt more sophisticated
network feedback structure to alleviate this limitation, e.g., the PI network compensator used in [81].
In this paper, we assume each agent has very simple dynamics, e.g., an accumulator, and concentrate
more on analysis part of the algorithm. Another possible direction is to incorporate more complicated
dynamics to each agent for the design purpose, e.g., using H∞ loop shaping techniques to design
the agents as discussed in the previous chapter. While this approach could be well carried out under
additive noise case, it may be a difficult problem when we consider multiplicative noise, as in that case,
the decomposition approach does not work and the centralized problem is essentially a µ problem as
the multiplicative uncertainties are spatially distributed [44]. Finally, the dynamic tracking property
of this model need to be further explored. Despite convergent and step signals, this model could be
extended to be used for distributed averaging of more general dynamic signals, e.g., tracking of ramp
signals for the application of clock synchronization over sensor networks.
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CHAPTER 7. AVERAGE MECHANISM FOR DISTRIBUTED OPTIMIZATION
7.1 Introduction
In the previous chapter, we have developed distributed averaging algorithms robust to channel un-
certainties. This algorithm could provide a foundation to solve more complicated distributed decision
making problems as illustrated by this chapter.
The large research effort toward solving optimization problems in a distributed fashion has been the
consequence of wide applications of networked systems and the need to deal with large and complex
dataset. In typical network applications, each node of the network has limited computation, commu-
nication and power resources. It is therefore desirable to design algorithms using local information
exchange and iterative computation at each node. On the other hand, to cope with convex optimization
problems with large size, it is more efficient to depart from centralized algorithm and use decentralized
algorithm that distribute the computation burden to individual processors.
In this chapter, we first consider an unconstrained distributed optimization problem where the
objective function is the summation of convex functions of the same variable, see, e.g., [12, 28, 81,
29, 30, 14]. In a network setting, each convex function (with possible constraints) is only available to
each node and the objective of each node is to find the optimal solution to the objective function via
local computation and information exchange. To solve this problem, most literature adopt algorithms
using local convex mixing and (sub)gradient searching. In order to guarantee that all nodes converge
to the same value, those algorithms intrinsically require convex mixing to dominate in the long run,
and therefore, vanishing step size is used whenever the objective function is differentiable or not.
We should point out that the algorithms using convex mixing and gradient searching is originated in
the seminal work [8] where the authors analyzed algorithms for minimizing a smooth function while
distribute the processing of the vector components to several agents. Different from those previous
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work, we use model (6.1) as a building block to design continuous as well as discrete computation
models to solve this problem. The discrete time model we developed in many cases admits constant
step size and thus much more efficient than algorithms with diminishing step size. Besides, it also
shows robustness to additive noise which is the main curse for algorithms using convex mixing.
Motivated from this algorithm, we further develop a dynamical system whose state converges to
solutions of convex optimization problems with equality and inequality constraints. The algorithm is
a primal dual method trying to solve KKT conditions. An interesting feature of the method is that,
unlike the dual ascent or method of multipliers proposed/considered in many papers, e.g., [27, 83, 82],
there is no minimization step to update the primal variables. We then apply this method to several
distributed optimization problems with possible constraints. Specifically, we consider: 1) the network
utility maximization problem; 2) minimization of the sum of convex functions of the same variable;
3) distributed placement and localization. The optimization system we have developed has unveiled
that agents with simple dynamics and gradient sensing abilities could collectively solve complicated
optimization problems. Besides its direct engineering applications, this work may also be helpful for
us to understand sophisticated collective decision making phenomena over many biological systems.
7.2 Averaging Mechanism to Distributed Optimization
In this section, we apply the averaging algorithm in previous chapter to a class of distributed opti-
mization problems. We consider a network consists of m nodes, labeled by the set V = {1, 2, . . . ,m}.
The topology of the network is represented by the undirected graph G = (V, E) with the edge set
E ⊆ V × V . The objective of each node is to find the solution of the following optimization problem
minimize
∑m
i=1 fi(x)
subject to x ∈ Rn, (7.1)
where fi : Rn → R is a convex function which is only available to node i. We adopt the following
assumption.
Assumption 7.2.1. The optimal value of this problem, namely f∗, is finite and the optimal solution
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set
X∗ = {x ∈ R |
m∑
i=1
fi(x) = f
∗}
is nonempty and compact1.
In the setup, since each node only has local access to fi, they need to collaborate to solve this
optimization problem. This involves local computation and information exchange with their neighbors,
and the information flow pattern is determined by the graph G. As in previous chapters, we assume G
is strongly connected.
Problems (7.1) arises in various applications in the domain of information science and engineering.
An immediate toy example will be the following distributed estimation problem. Consider a sensor
network deployed to estimate certain objects, each sensor has a local measurement, denoted by xi,
and the objective is to obtain the median of all of them. This problem can be cast as minimize the
summation of |xi − y| over the optimization variable y. For other applications in machine learning,
see [30, 83].
7.2.1 The Continuous Time Model
In this section, we develop the continuous time dynamic model to solve problem (7.1). The model
demonstrates the fundamental mechanism of our method: controlling the sum of subgradients to zero
to force the state of the system to the optimal solution set.
Let xi ∈ Rn and zi ∈ Rn be the state and auxiliary state of node i, we assume the dynamics of
each node is governed by the following ordinary differential equations:
x˙i(t) =
∑
j∈Ni
aij(xj(t)− xi(t))
+
∑
j∈Ni
aij(zj(t)− zi(t))− gi(xi(t))
z˙i(t) =
∑
j∈Ni
aij(xi(t)− xj(t)), (7.2)
where aij > 0 are scalar weights chosen by node i, gi(t) is the subgradient of the function fi at the
point xi(t). We see from (7.2) that each node use its own states (xi, zi), the states of its neighbors and
1The compactness of the optimal solution set is a technical assumption to use LaSalle’s invariance theorem in the future
convergence analysis of the algorithm.
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Figure 7.1 Block diagram of the continuous time distributed computation model. For simplicity we
consider n = 1 and the block diagram of more general cases can be obtained by incorpo-
rating Kronecker product. We view the subgradient gi(·) as a map between Rn and Rn. In
this way, the map G(·) is diagonal whose elements are gi(·).
the subgradient of the local function fi, which implies our model is distributed, i.e., every node only
use local information for computation.
The above equations for all nodes can be written compactly as
x˙(t) = −Lx(t)− Lz(t)−G(x(t))
z˙(t) = Lx(t), (7.3)
where L = L ⊗ In and G(t) is a concatenation of gi(t). Here, L is the Laplacian matrix associated
with G and is defined as where lii =
∑
j∈Ni
aij and lij = aij for j ∈ Ni and lij = 0 otherwise. We
adopt the following assumption on the weights.
Assumption 7.2.2. The weights associated with (7.2) satisfy aij = aji for all i, j ∈ V .
This assumption ensures that the Laplacian matrix L is symmetric. One simplest way to choose the
weights is to set all positive weights to be 1. The Laplacian and its spectral properties are intimately
related to the convergence property of the consensus algorithms as discussed in previous chapters. One
could understand the overall system dynamics with the help of the block diagram of (7.3) shown in
Figure 7.1.
We are ready to state the first main result in this section, which shows that under (7.2), each state
xi(t) converges to the optimal solution set asymptotically.
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Theorem 7.2.1. Let Assumption 7.2.1 and 7.2.2 hold. For system (7.2), we have
lim
t→∞
x(t) = 1⊗ xˆ,
where xˆ ∈ X∗
Proof. In general, the subgradient gi(·) is a nonlinear function of xi, therefore, (7.3) could be seen as
a nonlinear system. This motivates us to use nonlinear system theory for analysis of the system.
Let x˙ = z˙ = 0, the equilibrium points of (7.3) satisfy
x∗ ∈ span{1⊗ v} Lz∗ = −G(x∗), (7.4)
and
(1⊗ v)′G(x∗) = v′
m∑
i=1
gi(xˆ
∗) = 0, (7.5)
where v could be an arbitrary vector in Rn, 1 ∈ Rm is a vector whose components are all ones and
x∗ = xˆ∗ ⊗ 1. (7.4) follows from L(1⊗ v) = (L1)⊗ (Inv) = 02, where we use the property that the
row sums of L are all equal to zero. To get (7.5), we can multiply (1 ⊗ v)′ on both sides of the state
equaiton of x in (7.3). Since L is symmetric, 1′L = 0, and we have (1⊗ v)′L = (1′L)⊗ (v′In) = 0.
Since v is an arbitrary vector in Rn, (7.5) implies that ∑mi=1 gi(xˆ∗) = 0, i.e., for every equilibrium
point x∗, each of its components xˆ∗ is the optimal solution for f =
∑m
i=1 fi.
From Assumption 7.2.1, we can pick an arbitrary xˆ∗ ∈ X∗ and let x∗ = 1⊗ xˆ∗, then choose an z∗
such that Lz∗ = −G(x∗), where the subgradients of each fi at xˆ∗ are chosen such that
∑m
i=1 gi(xˆ
∗) =
0. In this way, (x∗, z∗) is an equilibrium point of 7.3.
let x˜(t) = x(t)− x∗ and z˜(t) = z(t)− z∗. From (7.3), we have
˙˜x(t) = −Lx˜(t)− Lz˜(t)− (G(x(t)−G(x∗))
˙˜z(t) = Lx˜(t),
We define a Lyapunov function as
V (t) =
1
2
x˜′(t)x˜(t) +
1
2
z˜′(t)z˜(t)
2Here, we use the property of Kroneker product that for matrices A,B,C,D with appropriate sizes, (A⊗B)(C⊗D) =
(AC)⊗ (BD), see, e.g., [84], chap. 13.
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We take the derivative of V (t) and use (7.3) to get
V˙ = x˜′ ˙˜x+ z˜′ ˙˜z
= x˜′(−Lx˜− Lz˜ − (G(x)−G(x∗))) + z˜′Lx˜
= −x˜′Lx˜− x˜′(G(x)−G(x∗))
= −x˜′Lx˜−
m∑
i=1
x˜′i(g(xi)− g(xˆ∗))
where for simplicity, we omit the argument t. In the second step of the above derivation, we use the
property that L = LT as L is symmetric, so is L. Since the graph is connected, L has only one
eigenvalue at 0 and all the other eigenvalues are positive, therefore, L = L ⊗ In is positive semi-
definite and x˜′Lx˜ = 0 if and only if x˜ ∈ span{1 ⊗ v}. Now, we consider the summation term left in
V˙ .
Since gi is a subgradient and each fi is convex, we have for all t,
fi(x) ≥ fi(xˆ∗) + gi(xˆ∗)′(xi − xˆ∗)
fi(xˆ
∗) ≥ fi(xi) + gi(xi)′(xˆ∗ − xi),
where we have used the first order condition of convex functions. Adding the above two inequalities,
we have for all i ∈ V
(gi(xi)− gi(xˆ∗))′(xi − xˆ∗) = (xi − xˆ∗)′(gi(xi)− gi(xˆ∗)) ≥ 0.
Therefore, V˙ ≤ 0 and V˙ = 0 if and only if x(t) ∈ span{1⊗ v} and
x˜i(t)
′(gi(xi(t))− gi(xˆ∗)) = 0 ∀i ∈ V.
This implies that when V˙ = 0, we have x(t) = 1⊗ xˆ(t) where xˆ(t) ∈ Rn and
m∑
i=1
(xˆ(t)− xˆ∗)′(gi(xˆ(t))− gi(xˆ∗)) = 0.
Since x∗ is the optimal point for
∑m
i=1 fi,
∑m
i=1 gi(xˆ
∗) = 0 which implies that
m∑
i=1
gi(xˆ
∗)′(xˆ(t)− xˆ∗) = 0.
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We thus get from the last two equations that
m∑
i=1
gi(xˆ(t))
′(xˆ(t)− xˆ∗) = 0 (7.6)
Since
∑m
i=1 gi is a subgradient of f , we have
f(xˆ∗) ≥ f(xˆ(t)) +
m∑
i=1
gi(xˆ(t))
′(xˆ∗ − xˆ(t)).
It follows from (7.6) that f(xˆ∗) ≥ f(xˆ(t)), but since xˆ∗ is the optimal point, we must have f(xˆ(t)) =
f(xˆ∗). Therefore, since X∗ is nonempty and compact, from LaSalle’s invariance theorem (see, e.g.,
[85]), the states of all nodes converge to the set defined by
{x ∈ Rmn|x = 1⊗ v where v ∈ X∗}.
The results thus follows.
Remark 7.2.1. The major difference between our computation model and the one in [12] is that for any
optimal solution xˆ∗, x∗ = 1⊗ xˆ∗ is an equilibrium point of our system. This feature allows us to use
control theories to establish the asymptotic convergence property of the model while previous methods
only establish the convergence of local averaged states (see [30] and references therein). Besides, it
is intuitive that when we discretize (3.5), it does not suffice from the limitation of diminishing step
(of course, for differentiable objective functions) used in the literature, see, e.g.,[12, 30]. This will be
verified in the next subection.
7.2.2 The Discrete Time Model
In this section, we focus on design and analysis of the discrete time version of (3.5), which make
it possible to implement the algorithm on digital systems.
Our approach is to view the subgradient gi(·) as an input-output map and employ the small gain
theorem. The motivation of bounding the induced gain of gi is roughly stated as the following. Suppose
each gi is an affine function of state xi (when each fi is a quadratic function), then the overall system is
a Linear Time Invariant (LTI) system. As seen from Figure 7.1, the transfer matrix seen by G has one
pole at the origin (one can verify this easily from the block diagram). Therefore, when we discretize
this model, it will has a pole at 1. If the induced gain of G is large, then from the root locus argument,
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Figure 7.2 Block diagram of the discrete time distributed computation model and its alternative trans-
formation. Here, the transformation allows us to use small gain theorem to assess the
convergence property of the system, and α and β are parameters to be designed to ensure
the convergence.
some poles of the overall system will migrate out of the unit disk and thus introduce instability to the
system.
To solve problem (7.1), we propose the following iterative algorithm. For each node i, its state
xi(k) and auxiliary state zi(k) are generated according to the following difference equations.
xi(k + 1) = xi(k) + β
∑
j∈Ni
aij(xj(k)− xi(k))
+β
∑
j∈Ni
aij(zj(t)− zi(t))− βαgi(xi(k))
zi(k + 1) = zi(k) + β
∑
j∈Ni
aij(xi(k)− xj(k)), (7.7)
where k ≥ 0 are nonnegative integers, and β > 0 and α > 0 are parameters to be designed to ensure
the stability property of the system. Note that here, we use βα as the constant scaling of the local
subgradients. The state equations for all nodes can be written as
x(k + 1) = x(k)− βLx(k)− βLz(k)− βαG(x(k))
z(k + 1) = z(k) + βLx(k), (7.8)
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The block diagram of system (7.8) is shown in Figure 7.2(a), where two Laplacians are present in
the feedback loop. This implies that during each time interval, there are two stages of information
exchange and computation. In the first stage, the nodes exchanges the states xi and compute the
auxiliary states zi; during the second stage, the nodes exchange the auxiliary states zi and update the
states xi.
Let x(k+1) = x(k) and z(k+1) = z(k), the equilibrium point of the system (7.8) satisfies (7.4)
and (7.5). Let x˜ = x− x∗, z˜ = z − z∗, we get
x˜(k + 1) = x˜(k)− βLx˜(k)− βLz˜(k)
−β(α(G(x(k))−G(x∗)))
z˜(k + 1) = z˜(k) + βLx(k),
The above system can be transformed as the interconnection between the operator I−α(G(·)−G(x∗))
and the system
M :
x˜(k + 1) = x˜(k)− βLx˜(k)− βLz˜(k)− βu(k)
z˜(k + 1) = z˜(k) + βLx(k)
y(k) = x(k),
where we assume the system has u as input and y as output. This transformation is shown in Figure
7.2(b). The objective of this transformation is stated as follows. When the system seen by αG(·) (see
Figure 7.2(a)) is in feedback with −I , it becomes stable for certain range of β (this system originally
contains a pole at 1 as discussed before) and allows us to use small gain theorem.
We first provide a Lemma which shows M is bounded input bounded output (BIBO) stable by
choosing β appropriately. Recall that dm = maxi
∑
j∈Ni
aij denote the maximum degree of each
node, we have the following result.
Lemma 7.2.1. If 0 < β < 22dm+1 , M is BIBO stable.
Proof. We prove the case when n = 1 (each state variable is a scalar), the general case can be readily
obtained by incorporating Kronecker product. Since L is symmetric and real, it admits the diagonal-
ization L = UΛU ′, where U is an orthogonal matrix and Λ is diagonal. Let U˜ = diag(U,U), then
U˜ defines a similarity transformation and decompose system M into m decoupled subsystems, where
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each subsystem has the state space representation as Mi := (Ai, Bi, Ci, 0) with
Ai =

1− β(λi + 1) −βλi
βλi 1

 , Bi =

−β
0

 , Ci = [1, 0]
where λi is the i-th eigenvalue of L. Without loss of generality, we assume λ1 = 0. The transfer
function of each subsystem can be obtained from its state space as
Mi(z) =
−β(z − 1)
(z − 1)(z − 1 + β(λi + 1)) + β2λ2i
.
Since the stability of the system is not affect by similarity transformation, the task now is to choose the
range of β such that each Mi(z) is stable.
We pick the index i ∈ V arbitrarily. From Gersgorin Disk Theorem [59] (see also Theorem 2 in
[21] ), it follows that the eigenvalues of L satisfy 0 ≤ λi ≤ 2dm. Since 0 < β < 22dm+1 , we have
0 < β(λi + 1) < 2, which implies |1− β(λi + 1)| < 1. Let
pi(z) = (z − 1)(z − 1 + β(λi + 1)) + β2λ2i
denote the denominator of Mi(z) and z1, z2 be the roots of pi(z). We consider two situations. 1) The
roots are all real numbers. In this case, we have
z1 + z2 = −2 + β(λi + 1)
z1 · z2 = 1− β(λi + 1) + β2λ2i ,
from the quadratic formula for roots, z1 and z2 must lies in (1− β(λi+1), 1), which implies Mi(s) is
stable. 2) The two roots is a complex conjugate pair. In this case, we have (−2+ β(λi+1))2− 4(1−
β(λi + 1) + β
2λ2i ) < 0, which can be simplified as
β2(1− λi)(1 + 3λi) < 0.
Since β > 0 λi ≥ 0, this implies λi > 1. We also have for i = 1, 2,
|zi|2 =2(−2 + β(λi + 1))
2 − 4(1− β(λi + 1) + β2λ2i )
4
=
1
2
β2(1− λ2i ) + βλi(β − 1) + 1− β.
Since β2(1− λi)2 < 0, βλi(β − 1) < 0, we get |zi|2 < 1, which implies that z1 and z2 are in the unit
disk and thus Mi is stable. Since we pick i arbitrarily, M(s) is BIBO stable.
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This result shows that BIBO stability of the system seen by the operator I − α(G − G∗) can be
guaranteed by choosing β appropriately. In the simple scenario when we set all weights to 1 and the
network topology is spatially invariant, β can be chosen locally. Since I −α(G−G∗) is diagonal, we
can define its 2-induced gain as
γ = sup
xˆ∈Rn
max
i∈V
||xˆ− xˆ∗ − α(gi(xˆ)− gi(xˆ∗))||2
||xˆ− xˆ∗||2 .
The following result establishes the convergence property of the model.
Theorem 7.2.2. Suppose 0 < β < 22dm+1 , if ||M ||H∞ · γ < 1, we have
lim
k→∞
x(k) = 1⊗ xˆ,
where xˆ ∈ X∗.
Proof. Since 0 < β < 22dm+1 , M is stable. When ||M ||H∞ · γ < 1, from the small gain theorem, we
know the system is l2 stable. Now, the input to the overall system is zero, the output, x˜, must be zero,
which leads to the result.
Theorem 7.2.2 provides a centralized method for the design of the network, as the information of
gi and ||M ||H∞ is required. However in many simulation examples, we see ||M ||H∞ = 1 for β in
certain range. Besides, we may choose small α to bound the 2-induced gain of I −α(G−G∗), which
is plausible at least for the case when each fi is a quadratic function.
7.2.3 A Simulation Example
In this section, we use an simulation example to show the two features of our model, namely, fast
convergence speed and robustness to additive noise. We consider a ring graph containing 4 nodes. The
private convex functions of each node is given by the quadratic function: fi(x) = x′Pix + bix + ci,
where
P1 =

0.2 0.1
0.1 0.2

 P2 =

0.4 0.1
0.2 0.4


P3 =

0.3 0.1
0.1 0.2

 P4 =

0.5 0.1
0.1 0.2

 ,
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(a) State’s trajectory of the model (7.7).
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(b) State’s trajectory of the model in [12].
Figure 7.3 An example to compare the convergence speed between our model and the model proposed
in [12]. It is shown that using our model, the states converge to the true optimal value in
less than 30 iterations while the model of [12] requires more than 3000 iterations. Here,
we only plot the state’s trajectory of node 1, the states’ trajectories of other nodes behave
similarly.
b1 = [1 8]
′
, b1 = [1 1]
′
, b1 = [3 1]
′ and [5 1]′ and ci are chosen uniformly from [0, 1]. The optimal
value is then given by −(∑i Pi)−1(∑i bi) = [−2.3333 − 4.3333]′. We choose the model parameters
as β = 0.2, aij = 1 for all i ∈ V and j ∈ Ni, α = 3. We compare the performance of our model
with the model proposed in [12], where the double stochastic matrix defining the model is chosen to
be (I4 − βL)⊗ I2 and the step size is chosen to be 1/
√
k.
The simulation results in Figure 7.3 show a remarkable improvement of the convergence speed of
our model with respect to the model employing vanishing step size. We conjecture that in certain cases,
the convergence speed of our model could approximate that of the distributed consensus algorithm or
mixing time of a Markov chain. Figure 7.4 illustrates the robustness of our model to additive noise,
while the model of [12] suffers from the random walk behavior. This suggest our model could also be
used to compute the global optimal value even in the presence of noise by averaging the local states
over time. This will of practical value for the implementation when random disturbances is present.
7.3 A System Perspective of Convex Optimization
In the previous section, we have developed a multi-agent system to solve a particular convex op-
timization problem. The natural question at this point are Is there any interpretation of the algorithm
from the context of convex optimization theory? Can we apply the approach to more general convex
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(b) State’s trajectory of the model in [12].
Figure 7.4 An example to compare the effect of additive noise on our model and the model of [12].
It is shown that for our model, the states converge to the true optimal value with bounded
variance while the states of the subgradient decent model behaves as a random walk. The
noise are white Gaussian with variance being 0.04.
optimization problems to yield distributed solutions? The answers for those questions are all positive
and will be detailed in this section. The results presented in this section and the next is a collaborative
work with Professor Nicola Elia and most of the derivations are furnished by Professor Elia.
7.3.1 Centralized Problems with Equality Constraints
Consider the following constrained optimization problem.
p∗ = min
x∈Rn
f(x)
s.t. Ax = b
(7.9)
where A ∈ Rm×n and b ∈ Rm. To provide the main idea and to simplify the derivations, in this
section, we assume that A has full row rank, f : Rn → R is strictly convex and differentiable, and that
Problem (7.9) is feasible and has a finite optimal cost −∞ < p∗ <∞.
Using the classical Lagrange multiplier theory, let the Lagrangian function L(x, ν) : Rn ×Rm →
R be
L(x, ν) = f(x) + νT (Ax− b)
We consider the following dual problem associated the primal Problem (7.9).
d∗ = max
ν∈Rm
min
x∈Rn
L(x, ν) (7.10)
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It is well known that L(x, ν) is convex in x and concave in ν. By performing the minimization over x
and letting
g(ν) = min
x∈Rn
L(x, ν)
one obtains a lagrangian dual optimization problem, namely
d∗ = max
ν∈Rm
g(ν). (7.11)
In general d∗ is a lower bound to p∗ and the above is called lagrangian relaxation. However, under the
current assumptions, it is known that p∗ = d∗, i.e. there is no duality gap.
Instead of following this classical derivation, we concentrate on Problem (7.10) and the properties
of L(x, ν). Consider the following dynamical system
x˙ = −∇xL(x, ν)
ν˙ = ∇νL(x, ν)
(7.12)
where ∇x and ∇ν represent the gradients with respect to x and ν respectively.
substituting for L(x, ν) we have
x˙ = −∇xf(x)−AT ν
ν˙ = Ax− b
(7.13)
We next study the convergence properties of the above system.
Theorem 7.3.1. For system (7.13), we have limt→∞ x(t) = p∗.
Proof. The equilibrium points of the system are the solutions to the equations
0 = −∇xf(x¯)−AT ν¯
0 = Ax¯− b
(7.14)
In other words, the equilibrium points satisfy the KKT conditions. Under the current assumptions we
know that there is only one set of vectors (x∗, ν∗) which satisfies the KKT conditions, namely the
optimal primal and dual solutions. Thus let (x¯, ν¯) = (x∗, ν∗).
Next, we study the stability of the equilibrium point. Let x˜ = x− x∗ and ν˜ = ν − ν∗. In the new
variables, the dynamic equations (7.13) can be written as follows
˙˜x = −∇xf(x) +∇xf(x∗)−AT ν˜
˙˜ν = Ax˜
(7.15)
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Consider the following quadratic candidate Lyapunov Function.
V (x˜, ν˜) =
1
2
x˜T x˜+
1
2
ν˜T ν˜
Then
V˙ (x˜, ν˜) = x˜T (−∇xf(x) +∇xf(x∗)−AT ν˜) + ν˜TAx˜
= −x˜T∇xf(x) + x˜T∇xf(x∗)
From the global under-estimator property of the gradient [54], we know that
f(y) ≥ f(x) +∇Tx f(x)(y − x), ∀x, y ∈ domf
In particular, the inequality is strict when y 6= x if f is strictly convex.
Therefore,
f(x)− f(x∗) > ∇Tx f(x∗)x˜
f(x∗)− f(x) > −∇Tx f(x)x˜
∀x 6= x∗
Adding both side of the equations, we have that
V˙ (x˜, ν˜) = −∇Tx f(x)x˜+∇Tx f(x∗)x˜ < 0, ∀x 6= x∗, (x˜ 6= 0)
However, V˙ (x˜, ν˜) = 0 on the set E = {x˜, ν˜ | x˜ = 0}. To shows that the equilibrium point (x∗, ν∗) is
globally asymptotically stable, we need to invoke LaSalle invariant principle and show that there are
no trajectories of (7.15) in E besides the equilibrium point x˜ = 0, ν˜ = 0.
When x˜ = 0, we have that (7.15) reduces to
˙˜x = −AT ν˜
˙˜ν = 0
It follows that under the standard assumption that A has full row rank, the only solution E is indeed
(0, 0), which completes the proof.
Remark 7.3.1. The dynamical system (7.13) is a continuous time primal dual algorithm for solving
the convex optimization problem (7.9). Although this algorithm can not be implemented on digital
computers, it maybe realized by digital/analog circuits and provide fast approach to solve convex
optimization problems. Besides, it leads naturally to primal-dual distributed optimization algorithms
which may unveil the optimization behaviors demonstrated by many natural biological systems.
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Figure 7.5 The block diagram interconnection for system (7.13)
It is instructive to consider the block diagram of the dynamical system (7.13). Figure 7.3.1 shows
the block diagram describing the interconnection among the various components. This prospective
allows us to focus on the feedback system and its properties. As such, it is subject to the fundamental
limitation of feedback. Note also how the vector b part of the constraint can be interpreted as an
input command or disturbance to the dynamical system. This naturally bears the question of dynamic
performance of the system like tracking and rejection. Note that b can change over and the system can
adapt the convergence point leading to the possibility of real-time adaptive optimization.
7.3.2 Centralized Problems with Inequality Constraints
Inequality constraints are handled using barrier functions. We use logarithmic barrier. Consider
the problem,
p∗ = min
x∈Rn
f(x)
s.t. Ax = b
fi(x) ≤ 0, i = 1, . . . , p
(7.16)
where each fi : Rn → R is a convex function. We assume that there is an x which is strictly feasible,
i.e., an x that satisfy the equality and all strict inequality constraints, so there is no duality gap between
the primal and the dual problems.
Problem (7.16) can be approximated by the following one.
p∗(t) = min
x∈Rn
f(x)− 1
t
p∑
i=1
log(−fi(x))
s.t. Ax = b
(7.17)
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which reduces to the previous case. It is well known that p∗(t)→ p∗ as t→∞ and that p∗(t)− p∗ <
p/t. Since the inequality constraints are replaced by the barrier cost function, the block diagram of
Problem (7.17) is similar to that of Figure 7.3.1. The inequality constraints affect the gradient feedback
loop in this case.
We next consider a special case when fi(x) is linear in x, i.e., fi(x) = CTi x. In this case, we use
slack variables to obtain an equivalent form of Problem (7.17). Namely:
p∗ = min
x∈Rn
f(x)
s.t. Ax = b
CTi x+ zi = 0, i = 1, . . . , p
zi ≥ 0
(7.18)
Then, the barrier function approximation for this problem is the following one.
p∗(t) = min
x∈Rn
f(x)− 1
t
p∑
i=1
log(zi)
s.t. Ax = b
CTi x+ zi = 0, i = 1, . . . , p
(7.19)
Or
tp∗(t) = min
x∈Rn
tf(x)−
p∑
i=1
log(zi)
s.t. Ax = b
CTi x+ zi = 0, i = 1, . . . , p
(7.20)
which has the same optimal solution for t > 0.
Let
f0(x, z) = tf(x)−
p∑
i=1
log(zi)
then,
∇xf0(x) = t∇xf(x)
and
∇zif0(x, z) = −
1
zi
In this case the Lagrangian is given by the following expression.
L(x, z, ν, λ) = f0(x, z) + ν
T (Ax− b) +
p∑
i=1
λi(C
T
i x+ zi)
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Figure 7.6 The block diagram interconnection for system (7.20)
The new dynamical system is then given, following (7.12), by
x˙ = −∇xL(x, z, ν, λ) = −t∇xf(x)−AT ν − CTλ
z˙ = −∇zL(x, z, ν, λ) = vec
[
1
zi
]
− λ
ν˙ = ∇νL(x, z, ν, λ) = Ax− b
λ˙ = ∇λL(x, z, ν, λ) = Cx+ z
(7.21)
where figure 7.3.2 shows the corresponding block diagram. We have the following result.
Theorem 7.3.2. For system (7.21), if z(0) > 0,we have limt→∞ x(t) = p∗.
Proof. The proof follows similar to that of Theorem 7.3.1 with additional arguments. We can first
find equilibrium points (x∗, z∗, ν∗, λ∗) from (7.21) that satisfy the KKT condition (omitted here for
brevity). We next define x˜ = x− x∗, z˜ = z − z∗, ν˜ = ν − ν∗ and λ˜ = λ− λ∗. The system in the new
state variables can be written as
˙˜x = −t(∇xf(x)−∇xf(x∗))−AT ν˜ − CT λ˜
˙˜z =
(
vec
[
1
zi
]
− vec
[
1
z∗i
])
− λ˜
˙˜ν = Ax˜
˙˜
λ = Cx˜+ z˜
(7.22)
We adopt the following quadratic Lyapunov function
V (x˜, z˜, ν˜, λ˜) =
1
2
(x˜T x˜+ z˜T z˜ + ν˜T ν˜ + λ˜T λ˜)
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then we get
V˙ = −tx˜(∇xf(x)−∇xf(x∗)) + z˜
(
vec
[
1
zi
]
− vec
[
1
z∗i
])
If z(t) > 0 for all t, then V˙ ≤ 0 and V˙ = 0 if and only if x = x∗ and z = z∗, and limt→∞ x(t) = x∗
follows from similar argument as in the proof of Theorem 7.3.1. Therefore, we only need to show
that {z|z > 0} is an invariant set of system (7.21)3. This is trivial, as when zi(t) approach zero from
positive value, then 1zi(t) will approach +∞ which can not be canceled by λ(t), and z˙i(t) > 0.
We have arranged the dynamics for the slack primal variables, z, close to the associated dual
variables λ. In particular, λi and zi can be coupled together for each i. Note the bank of integrators and
the other diagonal blocks that indicate that the variable updates are mostly decoupled. The coupling
can only come from the cost and the constraints. This observation directly affects the derivation of
distributed solutions to certain optimization problems, as we will see next.
7.4 Distributed Convex Optimization
7.4.1 Network Utility Maximization
There are several optimization problems in network design, where the agent/node have their own
private utility function, which is function of the node local variables (transmission rates). The prob-
lem is to find the optimal allocation of transmission rate which are deliverable by the network. This
translates into affine inequality constraints, subject to positive variables. Namely:
p∗ = max
x∈Rn
N∑
j=1
fj(xj)
s.t. Cx ≤ d
xj ≥ 0
(7.23)
where fj(xj) are strictly concave functions.
Because, f(x) =
∑N
j=1 fj(xj), ∇xf(x) is block diagonal, where the size of each block is equal
to the size of each variable xj . C is a matrix of zeros and ones, where the ones represent feasible relay
nodes on a viable path. The network (????) has information about the congestion on the path, or in
other words, it has access to a row of Cx− d.
3Here, z > 0 means each component of the vector z is greater than zero.
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Figure 7.7 The block diagram for the network utility maximization problem
We rewrite the problem as follows.
p∗ = − min
x∈Rn
−
N∑
j=1
fj(xj)
s.t. Cx+ z − d = 0
xj ≥ 0, zi ≥ 0
Then, employing the log barrier function with minor rearrangement, we have the approximation
tp∗(t) = − min
x∈Rn
−
N∑
j=1
(tfj(xj) + log(xj))−
p∑
i=1
log(zi)
s.t. Cx+ z − d = 0
Finally, apply (7.12) to obtain
x˙j = t∇xfj(xj) + 1xj − [CTλ]j
z˙i =
1
zi
− λi
λ˙i = [Cx]i + zi − di
(7.24)
Corollary 7.4.1. For system (7.24), if z(0) > 0, we have limt→∞ x(t) = p∗.
Proof. The proof follows similarly to that of Theorem 7.3.2.
Figure 7.4.1 shows the resulting block diagram. The reader should notice how the updates of xj
and zi, and λi depends only on local information. However, feedback from (???) to the nodes on the
path is needed ([CTλ]j). Finally, we see the emergent natural separation between access control and
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congestion control protocols. Further note that we do not require each node to solve a optimization
problem at each step, as done in primal-dual algorithms e.g., [86], but only to move along a favorable
direction.4 This last point may have important implication, as our approach shows that no much intel-
ligence or computational capabilities are required at each node. In other words, simple nodes/agents
through appropriate (simple) interconnection and interaction can collectively solve optimization prob-
lems.
7.4.2 Distributed Convex Optimization with Constraints
In the previous section, we have have seen an example of how the framework we are proposing
allows to unveil the distributed nature of certain optimization problems. In particular, the key feature
of the problem is in the agent’s utility function, which only depends on the agent’s local variables, i.e.,
fj(xj). In this section we consider problems where the agent’s utility function depends on a global
variable, i.e. fj(x). Of course, this is a generalization of the previous case as the utility function may
depend on a smaller subset of the variables x. Thus, we consider the following problem:
p∗ = min
x∈Rn
N∑
j=1
fj(x)
s.t. Ax = b
Cx ≤ d
x ≥ 0
(7.25)
The above problem without or with more general constraints has been considered in [12, 28, 81, 29, 30,
14, 31] where most algorithms adopt a local convex mixing and vanishing step size on local gradient
searching with exception of [81] that use constant step size. Here, we extend the computation model
of [81] to solve constrained problem (7.25) using the framework developed in this paper.
Assumption 7.4.1. We make the following assumptions.
1. Each agent knows (or is subject to) a subset of the constraints Ajx = bj Cjx ≤ dj
2. The union of the agent’s constraint is given by Ax = b and Cx ≤ d.
4 Of course, we need to develop a discrete time version of the dynamical system to move away from the notion of
infinitesimal step.
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3. The sets of equality constraints for each agent may overlap.
4. The agents/nodes are connected over a strongly connected communication network, with graph
Laplacian L, assumed to be symmetric.
Related to the above optimization problem are the following local problems
p∗j = min
x∈Rn
fj(x
j)
s.t. Ajx
j = bj
Cjx
j ≤ dj
xj ≥ 0
(7.26)
where each agent solves a local optimization problem based on the local constraints. xj denoted the
agent’s variables. Next consider the following optimization problem
p∗d = min
x∈Rn
N∑
j=1
fj(x
j)
s.t. Ajx
j = bj , j = 1, . . . , N
Cjx
j ≤ dj , j = 1, . . . , N
xj ≥ 0, j = 1, . . . , N∑N
j=1 L:,jx
j = 0
(7.27)
where L:,j is the j column of L. (with appropriate kronecker product). Note that the last constraint
requires xj = xi for all i, j ∈ {1 . . . N}.
It is not difficult to verify that Problem (7.27) is equivalent to the original Problem (7.25) under the
current assumptions. Again we introduce slack variables, zj ≥ 0.
p∗d = min
x∈Rn
N∑
j=1
fj(x
j)
s.t. Ajx
j = bj , j = 1, . . . , N
Cjx
j + zj = dj , j = 1, . . . , N
xj ≥ 0, zj ≥ 0 j = 1, . . . , N∑N
j=1 L:,jx
j = 0
(7.28)
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We use the logarithmic barrier function to handle the inequality constraints. We have
tp∗d(t) = min
x∈Rn
t
N∑
j=1
fj(x
j)−
n∑
i=1
log(xji )−
p∑
k=1
log(zji )
s.t. Ajx
j = bj , j = 1, . . . , N
Cjx
j + zj = dj , j = 1, . . . , N∑N
j=1 L:,jx
j = 0
The Lagrangian of the above problem is the following one.
L(·) =
N∑
j=1
(
tfj(x
j)−
n∑
i=1
log(xji )−
p∑
k=1
log(zji )+ν
jT
(
Ajx
j − bj
)
+λjTCjx
j+zj−dj
)
+ηjT
N∑
i=1
Ljix
i
)
The dynamic equation of the approximate distributed solver are the following ones.
x˙j = −t∇xjfj(xj) + vec
[
1
xji
]
− ATj νj − CTj λj −
∑N
i=1 L
T
ijη
i
z˙j = vec
[
1
zji
]
− λj
ν˙j = Ajx
j − bj
λ˙j = Cjx
j + zj − dj
η˙j =
∑N
i=1 Lijx
i
(7.29)
Corollary 7.4.2. For system (7.29), if x(0) > 0 and z(0) > 0, we have limt→∞ x(t) = p∗.
Proof. The proof follows similarly as that of Theorem 7.3.2.
Note that in this case, even though fj may not be strictly convex, the presence of barrier function
guarantees the necessary strict convexity. Thus, this approach applies to linear programming problems.
7.4.2.1 Augmented Lagrangian and relation to previous result
In the special case of unconstrained optimization, Problem (7.28) reduces to
p∗d = min
x∈Rn
N∑
j=1
fj(x
j)
∑N
j=1 L:,jx
j = 0
(7.30)
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Figure 7.8 Block diagrams of computation models for distributed convex optimization.
Therefore the associated dynamical system is
x˙j = −∇xjfj(xj)−
∑N
i=1 L
T ηi
η˙j =
∑N
i=1 Lijx
i
or more compactly
x˙ = vec
[∇xjfj(xj)]− Lη
η˙ = Lx
(7.31)
where we have used L = LT . Figure 7.8(a) shows the resulting block diagram. In [81], the following
dynamical system was proposed to solve Problem (7.30) instead.
x˙ = vec
[∇xjfj(xj)]− Lx− Lη
η˙ = Lx
(7.32)
These equations were derived from a different approach than the one proposed in this paper. It is
interesting to note that the extra term, namely Lx in the first equation is equal to η˙ from the second
equation. Therefore, the dynamical system (7.32) includes a proportional action. Figure 7.8(b) shows
the resulting scheme where the Proportional Integral compensation is highlighted. From a control
system prospective, having a PI instead of just an integrator in the loop, implies that system (7.32) has
better stability/convergence properties than system (7.31).
We next show that system (7.32) can be the result of the approach proposed in this paper. Consider
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the following optimization problem
p∗au = min
x∈Rn
N∑
j=1
fj(x
j) +
1
2
xTLx
∑N
j=1 L:,jx
j = 0
(7.33)
Clearly p∗au = p∗d since the constraint force Lx = 0, thus the added extra cost is zero if the problem
is feasible. This technique is known as augmented lagrangian method. It is easy to verify that the
dynamical system for solving the above problem is (7.32). The augmented lagrangian method is known
to have improved convergence properties. We now see that these properties are justified from the
feedback control system prospective.
Remark 7.4.1. The augmented scheme, by introducing extra damping, allows us to relax the assump-
tion that the fi be strictly convex to just convex. This property extends our approach to linear programs.
Although we argued the properties of the augmented lagrangian for the unconstrained distributed
optimization problem (7.33) mostly to compare it with (7.32), the properties directly extend to the
more general constrained problem (7.26).
Finally, the interpretation of the lagrangian variables η as states of a PI feedback controller naturally
leads to the question of finding more general and powerful controllers and points to a new research
direction: controller design for optimization systems.
7.4.3 Distributed Placement and Localization
In this section we consider problems of the following form. For simplicity we restrict our attention
to unconstrained optimization problems. Let J = {1, . . . ,M}, and xj ∈ Rk, j ∈ J . Also, let
Ji ⊂ J , for i = 1, . . . N and yi = vec[xj ]j∈Ji .
p∗ = min
xj∈Rk,j∈J
N∑
i=1
fi(yi) (7.34)
In this case, each fi may be function of a subset of the xj and for i 6= k, fi and fk may share a subset
of variables. When Ji = J of all i = 1, . . . N , we have recover problems of the form (7.25), while
when Ji = {i}, we recover formulations like (7.23) (albeit the constraints).
Since xj may appear in several fi’s, Let Ij = {i | fi is function of xj}, and let pj be the cardinality
of Ij .
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We then let each node/agent to be associated to one fi. The agent is in charge of updating its
variables yi. If fi is function of xj for some j, then we denote the estimate of node i of xj as xij . Then
all the agents in Ij will have local estimates of xj , which they need to reconcile through communi-
cation. We describe such network by Lj , the laplacian of a strongly connected and undirected graph.
If pj ≥ 2 Lj has size pj , is symmetric and has only one eigenvalue at zero and associate eigenvector
1pj . If pj = 1, indicating the the variable is local to only one of the fi’s. To keep the the exposition
simple and without loss of generality, we assume that no variable is local to only one function, as local
variables by the the agent without any need for communication.
Let Lj = Lj ⊗ 1k. Based on Lj we define
L = Diag [Lj ]j∈J
Note that L = LT and it has kM eigenvalues at zero under the current assumption. Also for future
reference, let
N (L) =
{
ζ ∈ Rkp | ζ = vec [1pj ⊗ vj] ,
j ∈ J , vj ∈ Rk,
M∑
j=1
pj = p
}
.
Let zj = vec[xij ]i∈Ij and z = vec[zj ]j∈J . Finally, we introduce a permutation operator mapping
y = vec [yi]i∈I to z. z = Πy. Consider the following optimization problem equivalent to (7.34)
p∗ = min
xj∈Rk,j∈J
N∑
i=1
fi(yi) +
1
2
yTΠTLΠy
s.t. LΠy = 0
(7.35)
Then based on the framework proposed in the paper, we have the following dynamical system solver
described by the Figure 7.4.3.
y˙ = −ΠTLΠy −ΠTLη − Gˆ(y)
η˙ = LΠy
(7.36)
where Gˆ = vec [∇yifi(yi)]Ni=1.
Corollary 7.4.3. Consider problem (7.34) and system (7.36), we have limk→∞ y(k) = y∗
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Proof. The idea of the proof is similar to previous ones which is included here for the convenience of
reviewers.
The equilibrium points satisfy the following equations
0 = −ΠTLΠy¯ −ΠTLη¯ − Gˆ(y¯)
0 = LΠy¯
The second equation implies that z¯ = Πy¯ ∈ N (L). Substituting into the first, we have that
ΠTLη¯ = −Gˆ(y¯)
Any vector in the null space of L can be written as r(v) where v = vec[vj ]j∈J .
Thus, for all vectors wˆ(v) = Πr(v) where r(v) ∈ N (L), we have that
wˆ(v)TΠTLη¯ = r(v)TLη¯ = 0 = −w(v)T Gˆ(y¯)
Note that wˆ(v) has kM degree of freedom, since v does. Moreover, characterizes the null space of
LΠ. Thus,
Gˆ(y¯) ⊥ N (LΠ)
and therefore y¯ is optimal. Let y˜ = y − y¯ and η˜ = η − η¯. Then,
˙˜y = −ΠTLΠy˜ −ΠTLη˜ − (Gˆ(y)− Gˆ(y¯))
˙˜η = LΠy˜
Consider the quadratic Lyapunov function V (y˜, η˜) = 12 y˜
T y˜ + 12 η˜
T η˜. Then,
V˙ (y˜, η˜) = −y˜TΠTLΠy˜ − y˜T (Gˆ(y)− Gˆ(y¯))
Note that
−y˜TΠTLΠy˜ ≤ 0, and − y˜T (Gˆ(y)− Gˆ(y¯)) ≤ 0
The second inequality follows from the first order condition of optimality for convex functions.
Thus, V˙ ≤ 0, and V˙ = 0 iff y˜ ∈ N (ΠTLΠ) and y˜T (Gˆ(y)− Gˆ(y¯)) = 0.
However, when y˜ ∈ N (ΠTLΠ) , y˜T Gˆ(y¯) = 0. Thus, we have y˜T Gˆ(y) must be equal to zero. Let
f(y) :=
∑N
i=1 fi(yi), from the first order condition of convex functions, we have
f(y¯) ≥ f(y) + y˜T Gˆ(y)
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Figure 7.9 Block diagram of the LTI distributed system.
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Figure 7.10 An illustrative example: the optimal placement problem
which implies that f(y¯) ≥ f(y) as the second term on the right hand side is zero. But since y¯ is the
optimal solution, we must have f(y¯) ≤ f(y), which means f(y¯) = f(y) and this completes the proof.
Finally η˜ must be in the null space of L.
7.4.3.1 Optimal placement problem
The above derivation directly applies to the optimal location and placement problems [54].
p∗ = min
xj∈Rk,j∈J
∑
(i,j)∈A
fij(xi, xj)
s.t. xℓ = bℓ, ℓ ∈ F ⊂ J
(7.37)
where A is the set of all links in the graph, and fij : Rk × Rr → R associate with the length of the
ark (i, j). When k = 2 or 3, xi represents the location of node i. Some nodes are fixed. F is a subset
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of the nodes representing those that are at fixed locations. We assume that fij’s are strictly convex
functions.
Assume we have 4 mobile nodes in the plane x1, . . . , x4, and 5 fixed locations, b1 . . . , b5. Let the
length of each arc in the graph be the squared Euclidean norm
Define
f1(x1, x2) = ‖x1 − b1‖22 + ‖x1 − b2‖22 + ‖x1 − x2‖22
f2(x2, x3) = ‖x2 − b3‖22 + ‖x2 − x3‖22 + ‖x2 − x4‖22
f3(x3, x1) = ‖x3 − b1‖22 + ‖x3 − b4‖22 + ‖x3 − x1‖22
f4(x4, x3) = ‖x4 − b5‖22 + ‖x4 − x3‖22
This association respects the information available to each mobile node, although the assignment is not
unique. In this case we have N = M = 4. Also y1 = [x11, x12]T , y2 = [x22, x23, x24]T , y3 = [x33, x31]T .
and y4 = [x44, x43]T . Moreover, I1 = {1, 3}, I2 = {1, 2}, I3 = {2, 3, 4}, I4 = {2, 4}. Thus,
z1 = [x
1
1, x
3
1]
T
, z2 = [x
1
2, x
2
2]
T
, z3 = [x
2
3, x
3
3, x
4
3]
T
, z4 = [x
2
4, x
4
4]
T
. We can now choose the Laplacian
for each j = 1, . . . , 4. We have
L1 = L2 = L4 =

 1 −1
−1 1


and
L3 =


2 −1 −1
−1 2 −1
−1 −1 2


From the block diagram of Figure 7.4.3, we can see that the system is LTI and has qi as inputs.
As such the input can be changed over time and the system is expected to track the set of optimal
trajectories as the anchors (the fixed nodes) are moved.
Figure 7.10(b) shows the traces of the four agents. The circles represent the optimal locations when
the fixed anchors are at the four corners of the box od size 2 centered at the origin, and the fifth anchor
is a [0.5, 0]T . The stars represent the locations of the agents after 10 seconds. During this time the
anchors are rotated by 180 degrees at constant speed. Finally, the squares represent the final location
of the agents after the movement of the anchors is stopped for other 10 seconds. Note how the stars
and the squares are quite close to each others denoting the good tracking properties of the system to
the given change in the anchor location.
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7.5 Summary
In the chapter, we have proposed an efficient and robust algorithm for solving a particular dis-
tributed optimization problem where the objective function is the summation of convex functions of
the same variable. This algorithm is then generalized to solve general centralized convex optimization
problems with constraints. The general approach is shown to be an effective framework to solving sev-
eral interesting distributed convex optimization problems with constraints. The analog computation
model for distributed optimization suggests that agents with simple dynamics and gradient sensing
abilities could collectively solve complicated optimization problems. We believe this could be viewed
as a higher level of distributed averaging and perhaps related to the observation that biological systems
could collectively make the best decision regarding path finding and food searching.
We have developed a system perspective for convex optimization. The computation model pre-
sented in this chapter merges the ideas from systems theory to the design of algorithms for convex
optimization. This work has pointed out a new research direction of using control methodologies to
design efficient and robust convex optimization algorithms. This would be particular helpful in prac-
tical situations when the constraint set is not fully described. Using ideas from Chapter 5, we could
design robust algorithms for convex optimization problems with parameter uncertainty. Using our
approach, it may be also possible to understand limitations of optimization algorithms by exploring
limitations of feedback control.
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CHAPTER 8. SUMMARY AND FUTURE DIRECTIONS
This thesis provides a unified treatment of distributed decision making systems based on tools from
systems and control theory, graph theory and convex analysis.
We have established the intrinsic relationship between distributed averaging mechanism and a col-
lective Le´vy flight from a system perspective. This has allowed us to understand the occurrence of
this complex behavior from two important aspects: interaction among agents and their time evolution
nature. The techniques developed for distributed averaging systems have provided a new paradigm for
building robust and efficient averaging systems for various engineering applications. The novel algo-
rithm for distributed convex optimization has provided an efficient and robust way to solve collective
decision making problems and can be generalized to a system framework for convex optimization.
In this chapter, we will first summarize the contributions of the dissertation and then present some
ideas for further research.
8.1 Summary
The high level contributions of this dissertation could be summarized in the following two aspects.
• Introduced a system approach for investigation of complex behavior over interconnected sys-
tems.
• Developed a system framework for distributed decision making
Despite the successful applications of systems and control theory to manipulate physical systems, we
have found its renewed application in distributed decision making and power to explore the mystery of
nature. We summarize the contents and contributions of the thesis as follows.
In Chapter 2, we have provided some preliminary results and motivation for the research presented
in this thesis. Specifically, we show algorithms based on local convex mixing is sensitive to additive
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uncertainty and multiplicative uncertainty. An interesting observation is that the combined additive
and multiplicative uncertainties could generate a collective fluctuation behavior, which corresponds to
Le´vy flight, a common phenomenon observed over many natural and human made systems.
In Chapter 3, we have developed a framework from systems theory to investigate the collective
Le´vy flight behavior. We show that there is a natural separation of the distributed averaging system.
This separation has allowed us to reveal mechanism of the complex behavior observed in Chapter
2: when the deviation part loses its MS stability, the conserved state accumulates the deviation state
whose variance grows to infinity and is thus a hyper-jump diffusion process. In a two node system,
we have characterized the hyper-jump diffusion process to be a Le´vy flight using Kesten’s result. The
rigorous connection between averaging mechanism and Le´vy flights may has far reaching impact on
understanding and engineering of interconnected systems. It is also shown that compared with pure
statistical model approach, a system perspective is more appropriate for investigation of power law
phenomenon because it could incorporate two important aspects that almost all natural and organi-
zational systems posses, namely, interactions between subsystems and their time evolution nature.
However, the limit of mathematical tools has made systems approach difficult to apply. For example,
it is a difficult task to show convergence of the distribution of a generic nonlinear stochastic difference
equations, even though some results for linear random difference equation has been obtained[55].
In Chapter 4, we have focused on computational analysis of MS stability index to get information
about how to manage the emergence of complex behavior. Using frequency domain approach, we have
introduced a novel approach to analytically compute the H2 norm of transfer functions with infinite
delays. The major tool that has been used is generating functions of Legendre Polynomials. This
computation leads to a lower and upper bounds of the MS stability index which has allowed us to
derive various limitations and properties of limited popular averaging algorithms. The results also
help us to understand how the collective complex behavior is affected by network topologies, Qos and
inter-agent coupling.
In Chapter 5, we have provided a structure of distributed averaging systems with generic agents.
We show the interconnected system is marginal stable if an H∞ condition associated with each node
is satisfied. The structure of the local transfer function has allowed us to show that the agents de-
sign problem is equivalent to an H∞ minimization problem. Therefore, besides distributed averaging,
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we can use tools from robust control theory to design agents to achieve other performance specifi-
cations, e.g., use mixed H2 and H∞ techniques to mitigate noise effect. For time varying network
interconnections, we provide a specific convergence result which assumes that Laplacians are always
symmetric and agents all have the same dynamics. Our conjecture is that the fixed topology result may
be extended to time varying topology case using theory of product of matrices. This could be a future
direction complementary to our current work.
In Chapter 6, we have developed techniques to mitigate effects of multiplicative and additive uncer-
tainties. Different from the conventional local convex mixing algorithms, our computation model need
a network feedback compensator whose structure is determined by the topology of the network. The
network controller presented in this chapter is simple enough for standard analysis using systems the-
ory, but unfortunately has limitations from the network topology. We hope more advanced algorithm
structures or design techniques could leverage those limitations.
In Chapter 7, from averaging mechanism, we have developed a multi-agent system for distributed
optimization. We have established convergence property of the system by an elegant proof from sys-
tem theory and convex analysis. The discrete time system showed robustness to additive noise and
mitigate the limitation of vanishing step rules in many other existing algorithms. We further showed
that an interpretation from optimization theory provides more insights to the system and from that un-
derstanding, we could incorporate local constraints into the design of the system. The nice structure
of the distributed decision making system has shown that agents with simple dynamics and local gra-
dient sensing abilities could collectively solve complicated decision making problems. We think this
may be related with the collective path finding or food searching behavior of many biological systems,
as it those cases, the explanation from algorithmic point of view may not appropriate, but a system
perspective suits well.
8.2 Future Research Directions
Besides achievements of this thesis, there are various open questions for future research. In this
section, we outline a number of these problems, accompanied by possible avenues of attacks.
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8.2.1 Le´vy flights over general distributed averaing systems
In Chapter 3, we have characterized the hyper jump diffusion process to be Le´vy flight in a special
two node system. Unfortunately, a rigorous proof to characterize the tail distribution in more general
systems is not presented.
Establishing limiting distribution of state of a linear stochastic difference equation to be a power
law distribution is in general a hard problem even in the realm of pure mathematics, and requires re-
newal theory of products of random matrices [55]. This has been a limiting factor, from our opinion,
to prevent the understanding of power law phenomena in many natural systems from a system per-
spective. In this thesis, the problem we study has provided a special structure originated from the
network topology and averaging mechanism. This structure may be helpful to tackle the problem and
generalize Kesten’s result [55] to more general situations. As averaging is a simple but common oper-
ation of many interconnected systems, a rigorous treatment of this problem will be beneficial for the
understanding and engineering of complex systems.
Although we consider the additive noise of algorithm (2.5) to be Gaussian, based on some simu-
lations, we conjecture that the statistical assumptions on additive uncertainty could be further relaxed.
It would be an interesting and challenging problem to characterize the additive uncertainty that could
produce Le´vy flight.
In Chapter 3, we have assumed that the communication links break independently. This setup could
be further generalized to the case where the links are switching dependently as a Markovian process. In
this case, besides the tools presented from this thesis, the theory from Markovian jump linear systems
could be employed to assessed the problem.There could be other extensions of the current work based
on various setups of the distributed averaging model which we are not listed here for brevity.
8.2.2 Agents design for time varying networks
In Chapter 5, we have shown the agents designed by H∞ method could be used in a special time
varying networks where the graph Laplacians are all symmetric. This assumption is at the cost of using
small gain theorem and is only a sufficient condition. A possible extension of the result is to show the
agents could be used in more general time varying networks. Our suggestion is based on the following.
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In many simulations,we have found that all agents converges to the desired consensus value in random
or time varying networks whose Laplacian matrices are not always symmetric. The small gain theorem
adopted in our analysis is only a sufficient condition. We use the small gain theorem as the frequency
domain approach is more efficient than state space approaches, but to avoid conservatism, we might
use time domain approach to address the problem.
The analysis of this problem need to build the state space model of the overall networked system
and usage of the theory of products of random or time varying matrices. Our conjecture is that the
agents designed could be used in general time varying or random networks with very weak connectivity
assumptions, e.g., the mean network contains a spanning tree in random setup.
8.2.3 Controller design for Convex optimization
In Chapter 7, we have provided computation models for centralized and distributed convex op-
timization problems. Besides an algorithmic interpretation, we can view the algorithm as feedback
control system. This has led to the question of how to feedback control theory to further improve
robustness and efficiency of the current algorithm. A possible answer for this question is to use the
idea from Chapter 5 to design an H∞ controller in the feedback loop to minimize the transfer function
seen by the operator induced by the (sub)gradient.
The controller could be served for two purpose. First, in our discrete algorithm, we always use a
constant β as the design parameter to ensure stability of the LTI part of the system. However, that β
may not be easy to choose to ensure stability without losing much convergence speed. Our intuition is
that sufficiently small β could ensure stability of the LTI part, but since small β implies slow update
speed, this might severely affect convergence speed of the algorithm. By introducing theH∞ controller
in the system, however, we could leave design problem to the controller and reduce the conservatism
of using small β. Second, when we use convex optimization theory to solve practical problems, the
mathematical model we obtained may contain certain uncertainty, especially in the parameter defining
the constraint set [87]. Use the robust control theory, we might find a another solution to this robust
optimization algorithm design problem.The benefits to use H∞ theory is that now, we are able to
deal with more classes of uncertainties. For example, we can deal with the norm ball uncertainty
on the whole matrix defining equality constraints. The third purpose of using the controller in the
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system maybe to ensure the stability property of the system when the communication links are random
switching. Since the uncertainties from random switching is spatially distributed, the design problem
is actually a µ problem as might difficult to solve in general.
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APPENDIX A. ADDITIONAL MATERIAL
This appendix contains proofs of some of the theorems and lemmas in this thesis.
A.1 Proof of Lemma 3.4.1
Proof. Let λ be the eigenvalue of A˜ associated with M1, i.e., λ is the eigenvalue of A˜ that has the
largest magnitude. We will first show that M1 ≥ 0. Consider the equation describing the autonomous
evolution of Md(k) (cf. proof of Theorem 3.3.1).
Md(k + 1) = A˜Md(k)A˜
′ +
p∑
i=1
σ2i B˜(i)C˜iMd(k)C˜
′
iB˜(i)
′.
We re-scale the right hand side of this equation by ρ(A˜ = |λ|) and obtain the following recursion.
M¯d(k + 1) =
1
|λ|A˜M¯d(k)A˜
′ +
1
|λ|
p∑
i=1
σ2i B˜(i)C˜iM¯d(k)C˜
′
iB˜(i)
′.
Note that because ρ(A˜) ≥ 1, the above dynamical system is not stable. From [50] chapter 9, this
implies the linear matrix inequality (LMI)
X > 0,
1
|λ|A˜
′XA˜+
1
|λ|
p∑
i=1
σ2i B˜(i)
′C˜ ′iXC˜iB˜(i)−X < 0,
with variable X is infeasible. Note that the second LMI can be written as A˜∗(X)/|λ| −X < 0, where
A˜∗ is the adjoint of A˜. Let A˜∗λ = A˜∗/|λ| and
F(X) =

X 0
0 −A˜∗λ(X) +X

 .
Since F(X) > 0 is infeasible, from duality theory in convex analysis (see, e.g., [50] [54]), there exists
a positive semidefinite matrix J such that Tr(JFi) = 0 for i = 1, . . . ,m, where {Fi}mi=1 is a base for
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F(X). If {Pi}mi=1 denotes the base for all symmetric matrices (m = n(n+1)2 ), then
Fi =

Pi 0
0 −A˜∗λ(Pi) + Pi


Therefore, we have that
Tr



Pi 0
0 −A˜∗λ(Pi) + Pi

 ·

J11 J12
J21 J22



 = 0.
This is equivalent to
Tr{Pi(J11 − A˜λ(J22) + J22)} = 0, (A.1)
where A˜λ = A˜|λ| and we use the property that for any two matrices A and B with appropriate size,
Tr(AB) = Tr(BA). Note that as J is positive semidefinite, so are J11 and J22. As {Pi}mi=1 forms
the basis of symmetric matrices, (A.1) implies that
Tr(xx′(J11 − A˜λ(J22) + J22)) = 0
for any x ∈ Rn, or equivalently
x′(J11 − A˜λ(J22) + J22)x = 0
for any x ∈ Rn, which indicates that J22 ≤ A˜λ(J22). This can be expanded as
|λ|J22 ≤ A˜J22A˜′ +
p∑
i=1
σ2i B˜(i)C˜iJ22C˜
′
iB˜(i)
′.
Since λ is the eigenvalue of A˜ that has the largest magnitude, the equality in the above expression
holds and M1 = J22 ≥ 0 is the eigenvector of A˜ with the eigenvalue |λ|. Thus,
λM1 = A˜
′M1A˜+
p∑
i=1
σ2i B˜(i)
′C˜ ′iM1C˜iB˜(i) = A˜(M1), (A.2)
with λ ≥ 1, and M1 ≥ 0.
We next prove that LiM1L′i > 0, where Li is the ith row of Laplacian matrix associated the
connectivity graph G.
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Pick an arbitrary i ∈ V , and suppose, by contradiction, that LiM1L′i = 0. Then LiA˜(M1)L′i = 0,
which implies that
LiAM1A
′L′i = 0 and LiB˜(k)C˜kM1C˜ ′kB˜(k)′L′i = 0 ∀k = {1, . . . , p}.
as M1 ≥ 0. Repeatedly multiplying Equation (A.2) by A˜ on the left and A˜′ on the right, and applying
the same argument, we have that
M1(A˜
′)mL′i = 0 and M1C˜ ′kB˜(k)′(A˜′)mL′i = 0 ∀m = 0, 1, . . . , and k = 1, . . . , p.
We next show that there exists at least one k ∈ {1, . . . , p} such that C˜ ′k /∈ N(M1). Suppose no
such k exists, then we must have ρ(A˜) = ρ(A˜), or equivalently that the transfer function seen by ∆ is
zero and the system without noise is purely deterministic. In other words, we must have the transfer
function G(z) = C(zI − A)−1B = 0, which implies that CB = 0, CAB = 0, CA2B = 0, . . ..
Notice, however, from their structure, on the diagonal of CB, we have CiB(i) = 1 for all i, which is
a contradiction. As C˜k = Ck, we have at one k ∈ {1, . . . , p} such that CkM1C ′k 6= 0.
Now, let C˜ ′k be the vector such that M1C˜ ′k 6= 0, then we have all the scalars LiA˜mB˜(k) = 0∀m ≥
0. By the results of Lemma 3.3.3 and the property LiP = Li, the above identities is equivalent to
LiA
mB(k) = 0 ∀m ≥ 0. (A.3)
Recall that B(k) is a column vector with only one nonzero element 1. If all elements of Li are nonzero,
we get a contradiction as in this case LiB(k) 6= 0. Now, suppose that some components of Li are zero.
Let k be a zero component of Li. This means that node k is not a neighbor of i. We next exploit
the structure of LiAm, m = 0, 1, . . . to show that (A.3) is not true. We first note that A = I− L¯, where
L¯ = [l¯ij ] is a Laplacian matrix associated with G. We have that
LiA = Li − LiL¯ = Li − liiL¯i +
∑
j∈Ni
lijL¯j .
Now, node k can either be a neighbor of a neighbor of node j, or not. In the first case, the kth com-
ponent of LiA must be nonzero. This follows from observing the above equation; the kth component
of the first two terms is zero, while the kh component of the third term must be positive (lij < 0, and
L¯j(k) < 0 for neighbors of i which are also neighbors of k).
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Thus, we see that some of the zero component of Li correspond to nonzero components of LiA.
More precisely, these are all the nodes connected to i by a path of length two. Repeating the operation,
i.e., LiAA, we obtain that all the nodes connected to i by a path of length three will correspond to
nonzero components of LiA2, and so on. Since G is strongly connected, if the k-th position of Li is
zero, there exist some j that the k-th component of LiAj is not zero, which implies that (A.3) does not
hold since B(k) is a column vector that has only one nonzero component that is equal to 1. Therefore,
we arrive at a contradiction and LiM1L′i > 0.
A.2 Proof of Theorem 3.4.1
Proof. We first prove part a) of the theorem. Using similar techniques as in Section 3.3, we transform
(3.13) as
x(k + 1) = Ax(k) +B∆(k)Cx(k) + v(k)
Left multiplying γT on both sides of the above difference equation and using CP = C (cf. Lemma
3.3.3), we have
xˆc(k + 1) = xˆc(k) + γ
TB∆(k)Cxd(k) + γ
T v(k).
From the above iteration, it follows
E(xˆc(k + 1)− xˆc(k))(xˆc(m+ 1)− xˆc(m)) = E(xˆc(k + 1)− xˆc(k))E(xˆc(m+ 1)− xˆc(m) = 0,
for all k > m ≥ 0, where the first quantity being zero follows from the fact that ∆(k) has zero mean
and independent of other random variables, and the second quantity being zero is obvious. This shows
the set of step increments of xˆc, i.e., {xˆc(k)− xˆc(k − 1)}∞k=1, is an uncorrelated set.
Suppose the deviation system is MS unstable. The iteration of E(xd(k)xd(k)′) = Md(k) is given
by
Md(k + 1) = A˜Md(k)A˜
′ +
p∑
i=1
σ2i B˜(i)C˜iMd(k)C˜
′
iB˜(i)
′ + PΣvP
′,
where Σv is a diagonal matrix with entries σ2vi . This iteration can be seen as a linear time invariant
system with state Md(k) and input PΣvP ′1. Let M1 be defined as in Lemma 3.4.1, Since P ′M1P 6= 0
1Actually, the system can be converted to a difference equation in terms of vector form state using Kronecker product,
see, e.g.,[51], Chap 2.
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(otherwise A˜(M1) = 0), the input PΣvP ′ excites the unstable modeM1 with the associated eigenvalue
λ ≥ 1. From Lemma 3.4.1, we have LiM1L′i > 0 for all i ∈ V and CkM1Ck > 0 for some
k ∈ {1, . . . , p}, which implies that
lim
k→∞
E(Lixd(k)xd(k)L
′
i) =∞, lim
k→∞
E(Ckxd(k)xd(k)C
′
k) =∞,
where Li is the i-th row of any Laplacian matrix associated with G.
Since γ is the left eigenvector associated with the eigenvalue 1 of A, from structure of A, it is also
the left eigenvector associated with the eigenvalue 0 of a Laplacian L associated with G. Therefore,
since G is strongly connected, we have γ > 0, see, e.g., [53]. From Lemma 3.4.1, let k be the index
such that CkM1C ′k > 0. Let Ck be taken from the i-th row of L. Note that in case of no delays
L = BC and each row of C is just a component of some row of L. Therefore, we have a positive
probability, say, ǫi such that ∆k = 1−µk and all the other components of ∆ are zero. In this situation,
γTB∆C = γiCk. Thereby, we have
E(γTB∆(k)Cxd(k) + γ
T v(k))2 > ǫiE(γiCkxd(k)x
′
d(k)C
′
kγi)→∞, as k →∞.
To show the necessary part, Note that if the deviation system is MS stable, Md(k) is bounded for
all k. Since v(k) and ∆ all have bounded variance, χc(k) − χc(k − 1) has bounded variance for all
k ≥ 1.
We next prove part b) of the theorem. Without loss of generality, we only consider state x1, the
result for other states follows similarly. The iteration of x1 is given by
x1(k + 1)− x1(k) =
∑
j∈N1
ξ1j(xj(k)− x1(k)) + v1(k).
With a positive probability, say ǫ1, ξ1j = 1 for all j ∈ N1. In this situation, x1(k + 1) − x1(k) =
L1xd(k) + v1(k). If the deviation system is MS unstable, as v1(k) is independent of xd(k), we have
lim
k→∞
E(x1(k + 1)− x1(k))2 > lim
k→∞
ǫ1E(L1xd(k)xd(k)
′L′1) =∞.
On the other hand, suppose the deviation system is MS stable. Since MS consensus is equivalent to
MS stability (cf. Lemma 3.3.5), the variance of (xj(k) − x1(k)) is bounded for all j ∈ Ni and all
k ≥ 0. Together with the fact that ξ1j has bounded variance for all j ∈ Ni, we have x1(k+1)−x1(k)
has bounded variance for all k ≥ 0 by using Cauchy-Schwartz inequality similar as in the proof of
Lemma 3.3.5.
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A.3 Proof of Theorem 4.3.1
Proof. The structure of G(z) in (4.2) induces a structure on Gˆ which implies that
ρ(Gˆ) = β2
p∑
i=1
‖Gij‖22
for any j = 1, . . . , p. From the definition of H2 norm, we have ρ(Gˆ) = 1p ‖G‖22.
This reduces the spectral radius computation to a standardH2 norm problem. Next we decompose
H−1(z) as
H−1(z) = [(z − 1)I + βµL(z)]−1
=
[
(z − 1 + βµd)I − βµ
∑
j∈N1
Ajz−nj
]
=
{
V
[
(z − 1 + βµd)I − βµ
∑
j∈N1
Λjz
−nj
]
V ∗
}−1
= V ∗Λ(z)V, (A.4)
where
∑
j∈N1
Aj = Ad is the adjacency matrix of the connectivity graph G. Here eachAj is a circulant
matrix whose first row has only one nonzero element 1 at the j-th position. In the above decomposition,
we use the property that any circulant matrix of the same size can be diagonalized by the same set of
eigenvectors, i.e., V diagonalizes all Aj . Besides, the diagonal elements of Λ(z) are given by
λk(z) =
1
z − 1 + βµd− βµ∑j∈N1 ρj−1k z−nj ,
for k = 1, . . . , n, where ρk = ei
2pi
n
k is a complex number on the unit circle and ρj−1k is the k-th
eigenvalue of Aj .
From (4.1), we have that
Tr{GG′}
= β2 ·Tr
{[
C(z)
n∑
k=1
vkλk(z)v
′
k
]
BB′
[
C(z)
n∑
k=1
vkλk(z)v
′
k
]′}
= β2d ·Tr
{
C(z)
[ n∑
k=1
vkλk(z)v
′
kvkλ
′
k(z)v
′
k
]
C ′(z)
}
= β2d ·
n∑
k=1
Tr
{
C(z)vkv
′
kC
′(z)λk(z)λ
′
k(z)
}
, (A.5)
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where in the second step, we use the fact that BB′ = dI , and the set {vi}ni=1 is orthonormal. The
above expression can be further simplified by the following procedures.
Tr
{
C(z)vkv
′
kC
′(z)
}
= Tr
{
C ′(z)C(z)vkv
′
k
}
=
∑
i∈N1
Tr
{
Li(z)vk
(
Li(z)vk
)′}
=
∑
i∈N1
Tr
{
φki(z)vk
(
φki(z)vk
)′}
=
∑
i∈N1
φki(z)φ
′
ki(z), (A.6)
where φki(z) = ρi−1k z
−ni − 1 is the eigenvalue of Li(z) corresponding to the eigenvector vk. From
(A.5) and (A.6), we finally get
ρ(Gˆ) =
1
nd
‖G‖22
= β2
1
n
n∑
k=1
∑
i∈N1
‖λk(z)φki(z)‖22
= β2
1
n
n∑
k=1
∑
i∈N1
‖fki(z)‖22
where
fki(z) = λk(z)φki(z) =
ρi−1k · z−ni − 1
z − (1− βµd)− βµ∑j∈N1 ρj−1k z−nj .
The result then follows from Theorem 3.3.1.
A.4 Proof of Lemma 4.3.1
Proof. Recall from (4.1) that G(z) = −βC(z)H−1(z)B, where H(z) = (z−1)I+βµL(z). We first
show the sufficiency part. Suppose 0 < βµd < 1, when |z| > 1, we have by triangular inequality that
1− βµd+ |z − (1− βµd)| > |z| > 1 and thus
|z − (1− βµd)| > βµd (A.4)
On each row of H(z), as |hii(z)| = |z − (1− βµd)|, and
∑
j∈Ni
|hij(z)| = βµ
∑
j∈Ni
|z−τ | < βµd,
we have |hii(z)| >
∑
j∈Ni
|hij(z)|. From Gersˇgorin Disk Theorem [59], det(H(z)) 6= 0 and H(z)
does not have zeros outside the unit disk. Note that the sufficiency hold for arbitrary large τ .
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When |z| = 1 but z 6= 1, (A.4) holds. In this case, we also have |hii(z)| >
∑
j∈Ni
|hij(z)| and
det(H(z)) 6= 0. When z = 1, as H(1)1 = βµL(1)1 = 0, H(z) has zeros at 1. The proof to show
that H(z) has only one zero at 1 is similar to that in [58], Theorem 2. Since C(z) has one zero at 1 as
C(1)1 = 0, G(z) = −βC(z)H−1(z)B is stable.
We next show the necessary part. Using diagonal decomposition of H(z), we have det(H(z)) =∏n
i=1 hi(z), where hi(z) = z−(1−βµd)−βµλiz−τ , where λi is the i-th eigenvalue of the adjacency
matrix Ad. Since Ad is circulant, it has one eigenvalue of d, say λn. Let hn(z) = 0, we have
hn(z) = z
τ+1 − (1− βµd)z−τ − βµd = 0
If βµd > 1, then since the products of all the roots of hn(z) is βµd, there is at least one root of hn(z)
has magnitude greater than 1, thus H(z) is unstable. If βµd = 1, then hn(z) = zτ+1 − 1 has other
roots on the unit disk other than (1, j0). This shows that G(z) is not internally stable when βµd ≥ 1.
We shall show that, when βµd ≥ 1, G(z) is input-output unstable as the unstable or some marginal
stable poles of H−1(z) in both cases can not be canceled by zeros of C(z). Note that L(z) = BC(z)
where B has full rank and det(L(z)) =
∏n
i=1(d − λiz−τ ). When |z| > 1, we have |z−τ | < 1.
Together with the fact that |λn| ≤ d, det(L(z)) 6= 0 for |z| > 1. This implies that C(z) does not
have zeros outside the unit disk, therefore, the unstable poles of H−1(z) can not be canceled by zeros
of C(z) when βµd > 1. When βµd = 1, hi(z) = zτ+1 − βµλi. Let det(L(z)) = 0, we have∏n
i=1(z
τ − βµλi) = 0 by using βµd = 1, which clearly shows that H−1(z) has more poles on the
unit disk than C(z), which implies that some marginal poles of H−1(z) can not be canceled by zeros
of C(z). This shows that when βµd ≥ 1, G(z) is not stable.
A.5 Proof of Lemma 4.3.2
Proof. The notation are self-contained in the proof. From Theorem 4.3.1, if homogeneous delay as-
sumption (Assumption 4.3.3) holds, we have that
fki(z) =
1− ρi−1k · z−τ
z − (1− βµd)− βµλkz−τ
=
z−1 − ρi−1k · z−(τ+1)
1− (1− βµd)z−1 − βµλkz−(τ+1)
,
where we use the fact that
∑
j∈N1
ρj−1k = λk.
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Input to the system after step 1
Figure A.1 The block diagram of fki(z).
We next show that one can compute ||fki(z)||22 as τ → ∞ by summing up the H2 norm square of
infinitely many transfer functions. The reader can follow our subsequent analysis with the help of the
block diagram of fki(z) shown in Figure A.1. In this block diagram, we separate the components that
contains z−(τ+1) from other components. As τ is very large, these components can be seen as memory
that saves signals. This separation, allows us to decompose the impulse response of fki(z) into infinite
number of sequences where each sequence is the impulse response of a transfer function. The key point
is that for large τ , these sequences are decoupled (non-overlapping) and can be computed individually.
The first sequence arriving at point w shown in Figure A.1 is the inverse Z-transform (or impluse
response) of the transfer function
w1(z) =
z
z − 1 + βµd
and the first sequence at output y is given by the inverse Z-transform of
y1(z) =
1
z − 1 + βµd.
where the two components containing z−(τ+1) break the feedback and feed-through connections re-
spectively. Since we assume mean stability, both w1(z) and y1(z) are stable. For large values of τ ,
after the first sequences at w and y converges to zero, the second sequences at w and y is generated by
the input which is the impulse response of w1(z) (See Figure A.1). These sequences are the impulse
response of
w2(z) = βµλkw1(z) · 1
1− (1− βµd)z−1 =
βµλkz
2
(z − 1 + βµd)2 ,
y2(z) = w2(z)z
−1 − ρi−1k w1(z) =
(ρi−1k (1− βµd) + βµλk)z − ρi−1k z2
(z − (1− βµd))2 .
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To simplify the notations in our subsequent derivations, we use ck, aki and b to denote βµλk, ρi−1k and
1− βµd respectively and these notations are self contained in the proof. In general, we have
wn(z) = ckwn−1(z)
yn(z) = z
−1wn(z)− akiwn−1(z),
from which we obtain the general expression of yn(z) as
yn(z) =
(cn−1k + akibc
n−2
k )z
n−1 − akicn−2k zn
(z − b)n for n ≥ 2.
Therefore, ‖fki(z)‖22 can be decomposed as
‖fki(z)‖22 =
∞∑
n=1
‖yn(z)‖22
and the impulse responses of yi are separated along the time axis. Let y˜m = yn−2, we have that
y˜m(z) =
(cm+1k + akibc
m
k )z
m+1 − akicmk zm+2
(z − b)m+2
=
(cm+1k + akibc
m
k )z
m+1
(z − b)m+2 −
akic
m
k z
m+2
(z − b)m+2
= y˜m1(z)− y˜m2(z) (A.5)
As ‖y1(z)‖22 = 11−b2 , we only need to compute
∑∞
m=0 ‖y˜m‖22.
The following Z-transform will be utilized
(m+ l)!
m!l!
bl
Z⇐⇒ z
m+1
(z − b)m+1 , (A.6)
where l = 0, 1, 2, · · · . This special Z-transform can be verified in software Maple 10 and we attached
the codes at the end of the proof. Substituting (A.6) into (A.5), we get
‖y˜m‖22 = ‖y˜m1(z)− y˜m2(z)‖22
=
∞∑
l=0
∣∣∣∣akicmk (m+ l + 2)!(m+ 1)!(l + 1)!bl+1 − [cm+1k + akibcmk ] (m+ l + 1)!(m+ 1)!l! bl
∣∣∣∣
2
+ |ck|2m,(A.7)
where
|ck|2m = (akicmk )(akicmk )∗
{
(m+ l + 1)!
(m+ 1)!l!
bl
}2
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for l = 0, i.e. |ck|2m is the impulse response of y˜m2 at time index 0. We isolate this term because
y˜m1(z) has one more delay than y˜m2(z). To compute ‖y˜m‖22, we define two new quantities X1m and
X2m respectively as
X1m =
∞∑
l=0
(akic
m
k )(akic
m
k )
∗
{
(m+ l + 1)!
(m+ 1)!l!
bl
}2
=
|ck|2m
(1− b2)m+2Pm+1
(
1 + b2
1− b2
)
=
1
(1− b2)|ck|2 ·
|ck|2m+2
(1− b2)m+1Pm+1
(
1 + b2
1− b2
)
and
X2m = (c
m+1
k + akibc
m
k )(c
m+1
k + akibc
m
k )
∗ ·
∞∑
l=0
{
(m+ l + 1)!
(m+ 1)!l!
bl
}2
=
{
|ck|2 + b2 + 2bRe{akic∗k}
}
· |ck|
2m
(1− b2)m+2Pm+1
(
1 + b2
1− b2
)
.
The summation of these two quantities is given by
X1m +X
2
m =
1 + |ck|2 + b2 + 2bRe{akic∗k}
(1− b2)|ck|2 ·
|ck|2m+2
(1− b2)m+1Pm+1
(
1 + b2
1− b2
)
.
In the above derivations, we use the fact that |aki| = 1 and2
∞∑
l=0
{
(m+ l + 1)!
(m+ 1)!l!
bl
}2
=
1
(1− b2)m+1Pm+1
(
1 + b2
1− b2
)
, (A.8)
where Pm(x) is the Legendre Polynomial of order m with parameter x.
Let X3m =
∑∞
l=0
(m+l+2)!(m+l+1)!
(m+1)!(l+1)!(m+1)!l!b
2l+1
, from (A.7), we have that
‖y˜m‖22 = X1m +X2m −
(
2b|ck|2m + 2|ck|2mRe{akic∗k}
) ·X3m.
Using Maple 10, we get
X3m =
∞∑
l=0
(m+ l + 2)!(m+ l + 1)!
(m+ 1)!(l + 1)!(m+ 1)!l!
b2l+1 =
m+ 2
(1− b2)m+2 · Lp
(
m+ 1,−1, 1 + b
2
1− b2
)
.
The function Lp is called LegendreP in Maple 10 and we derive the above equation by first compute
the sum of series as a quantity involving hyper-geometic function defined in Maple and then use the
definition of Lp.
2 We omit the proof of (A.8) and it can be verified by using Matlab 7. We attach the Matlab codes to check this identity
at the end of this proof.
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Since we need
∑∞
m=0 ‖y˜m‖, now we do the summation over m. We define a new quantity Y1 and
compute it as following:
Y1 =
∞∑
m=0
|ck|2m ·X3m
=
∞∑
m=0
|ck|2m
(1− b2)m+2 ·
1√
t2 − 1 ·
[
tPm+1(t)− Pm(t)
]
,
where we define t = 1+b2
1−b2
for simplicity and use the equalities
Lp(m+ 1,−1, t) = Lp(m+ 1, 1, t) m!
(m+ 2)!
=
√
t2 − 1
(m+ 1)(m+ 2)
· dPm+1(t)
dt
,
dPm+1(t)
dt
=
m+ 1
t2 − 1 ·
[
tPm+1(t)− Pm(t)
]
.
The first identity follows from the definition of Lp while the second is one property of Legendre
Polynomials.
We further decompose Y1 as Y1 = Y ′1 − Y ′′1 , where
Y ′1 =
t
|ck|2(1− b2)
√
t2 − 1 ·
∞∑
m=0
|ck|2m+2
(1− b2)m+1Pm+1(t)
=
t
|ck|2(1− b2)
√
t2 − 1 ·
{
∞∑
n=0
|ck|2n
(1− b2)nPn(t)− 1
}
and
Y ′′1 =
1
(1− b2)√t2 − 1 ·
∞∑
m=0
|ck|2m
(1− b2)mPm(t). (A.9)
Let Y2 =
∑∞
m=0 (X1 +X2), then we have
Y2 =
1 + |ck|2 + |aki|2b2 + 2bRe{akic∗k}
(1− b2)|ck|2
∞∑
m=0
|ck|2m+2
(1− b2)m+1Pm+1(t)
=
1 + |ck|2 + |aki|2b2 + 2bRe{akic∗k}
(1− b2)|ck|2
{
∞∑
n=0
|ck|2n
(1− b2)nPn(t)− 1
}
. (A.10)
We next use the generating function of Lengendre Polynomials to derive the sum of the series of
Lengendre Polynomials. According to Koepf [60], with a little abuse of notation, a generating function
for Lengendre Polynomial Pn(v) is defined as
g(u, v) = (1− 2vu+ u2)− 12 =
∞∑
n=0
Pn(v)u
n (A.11)
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where u, v ∈ R satisfy
|u2 − 2uv| < 1 (A.12)
Therefore, with the purpose of simplifying our formula by (A.11), we need to check condition (A.12).
Let u = |ck|2/(1− b2), v = (1 + b2)/(1− b2), then
|u2 − 2vu| =
∣∣∣∣ |ck|4 − 2|ck|2(1 + b2)(1− b2)2
∣∣∣∣
=
2|ck|2(1 + b2)− |ck|4
(1− b2)2
To show (A.12) is satisfied, it suffice to show |ck|4−2|ck|2(1+b2)
(1−b2)2
+ 1 > 0, or equavalently,
|ck|4 − 2|ck|2(1 + b2) + (1− b2)2 > 0.
where the left hand side can be factorized as
|ck|4 − 2|ck|2(1 + b2) + (1− b2)2
=
[|ck|2 − (1− b2)]2 − 4|ck|2b2
=
[|ck|2 − (1− b2)− 2b|ck|][|ck|2 − (1− b2) + 2b|ck|]
=
[
(|ck| − b)2 − 1
][
(|ck|+ b)2 − 1
]
=
(|ck| − b− 1)(|ck| − b+ 1)(|ck|+ b− 1)(|ck|+ b+ 1)
Since b = 1−βµd and |ck| ≤ βµd, we have
(|ck|− b−1) < 0, (|ck|+ b−1) ≤ 0, (|ck|− b+1) > 0
and
(|ck| + b + 1) > 0 and (|ck| + b − 1) = 0 iff |λk| = d. Although for some k, |ck| + b − 1 = 0
might violate (A.12), in our subsequent derivations, this term will be canceled by other term and we
can still use (A.11) in our computation.
From the above analysis, we get
‖fki(z)‖22 = ‖y1‖22 +
∞∑
m=0
‖y˜m‖22
= S1 + ·S2
∞∑
n=0
|ck|2n
(1− b2)nPn(t),
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where
S1 = ‖y1‖22 +
t(2b+ 2Re{akic∗k})
|ck|2(1− b2)
√
t2 − 1
=
1
1− b2 +
(1 + b2)Re{akic∗k} − b|ck|2
b(1− b2)|ck|2
=
Re{akic∗k}
b|ck|2
and
S2 =
1 + |ck|2 + |aki|2b2 + 2bRe{akic∗k}
(1− b2)|ck|2 +{
2Re{akic∗k}+ 2b
} ·{ 1 + b2
2b|ck|2(1− b2) −
1
2b(1− b2)
}
=
1 + |ck|2 + |aki|2b2 + 2bRe{akic∗k}
(1− b2)|ck|2 −
1 + b2 − |ck|2
b(1− b2)|ck|2 ·
{
Re{akic∗k}+ b
}
=
2
1− b2 +
(b2 − |ck|2 + 1)Re{akic∗k}
b(1− b2)|ck|2 .
For fixed k, b and ck are fixed but aki = ρik changes with i. We sum fki(z) over index i and get that∑
i∈N1
‖fki(z)‖22
=
∑
i∈N1
{
Re{akic∗}
b|ck|2 +
[ 2
1− b2 +
(b2 + |ck|2 − 1)Re{akic∗k}
b(1− b2)|ck|2
]
·
∞∑
n=0
|ck|2n
(1− b2)nPn(t)
}
=
βµ|λk|2
bβ2µ2|λk|2 +
∞∑
n=0
|ck|2n
(1− b2)nPn(t) ·
2b|ck|2 + (b2 + |ck|2 − 1)βµ|λk|2
bβ2µ2λ2(1− b2)
=
q
b(1− b) +
1√
|ck|4
(1−b2)2
− 2|ck|2(1+b2)
(1−b2)2
+ 1
· q
b(1− b) ·
(|ck| − b+ 1)(|ck|+ b− 1)
1− b2
=
q
b(1− b) ·
[
1−
√(|ck| − b+ 1)(|ck|+ b− 1)(|ck|+ b+ 1)(|ck| − b− 1)
]
=
q
b(1− b) ·
[
1−
√
(1− b)2 − |ck|2
(1 + b)2 − |ck|2
]
, (A.13)
where in the second step we use the fact that
∑q
i=1 aki = λk and in the third step we use the generating
function (A.11) for Legendre Polynomial with parameters v = 1+b2
1−b2
and u = |ck|
2
1−b2
. The result then
follows from (A.13) with some simple algebra.
Maple codes to check (A.6):
ztrans
(
(m+ 1)! · bl)
m! · l! , l, z
)
150
Matlab (in version 7.1) codes to check (A.8):
syms m l b;
symsum((sym(’(m+l+1)!’)/sym(’(m+1)!’)/sym(’l!’)∗bl)2,l,0,inf);
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