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Environmental Economics 
By Kim Swales and Karen Turner 
University of Strathclyde 
 
1. Introduction 
 
Environmental economics studies the impact of economic activity on the environment. This 
concerns both (1) how scarce natural resources are used (and potentially over-used) to facilitate 
HFRQRPLFDFWLYLW\DQGKRZQHJDWLYHµH[WHUQDOLWies¶, such as pollution, can sub-optimally 
affect environmental quality unless they are somehow µLQWHUQDOLVHG¶LQWKHGHFLVLRQ-making of 
producers and consumers. In addressing these problems, environmental economics tackles a 
number of key issues. These range from the valuation of natural resources, and more generally 
µSXWWLQJ D SULFH RQ¶ LQSXWV IURP, and outputs to, the environment, to the development and 
analysis of the operation of environmental policy instruments such as standards, taxes and 
markets for emissions rights. A wide array of techniques and modelling approaches are used in 
these studies. Increasingly environmental economists and policy analysts have employed 
multi-sector general equilibrium models of which Input Output (IO) could be regarded as a 
limiting, but transparent, rigorous and familiar, example.   
 
The nature and magnitude of economic-environmental interaction varies dramatically across 
different types of economic activity. Specifically, individual production industries and final 
consumption sectors differ significantly in the intensity and pattern of resource use and 
pollution generation. This motivates the application of multi-industry general equilibrium 
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models to environmental problems, where the first requirement is that the level of industrial 
disaggregation should appropriately reflect the different resource-use and pollution 
characteristics. This allows investigation of the relationship between both the size and 
composition of economic activity and its environmental impact. 
 
A second crucial factor is that the interdependence among industries will be important in 
determining the environmental impact of aggregate economic activity. For example, modelling 
and accounting for the pattern of energy use has been a major focus of economic-environmental 
analyses since the OPEC oil crisis in the 1970s. Simple measures of resource extraction and 
pollution generation can be made for the economy as a whole, or for any one industry, but this 
does not help in terms of targeting and tailoring policy action to reduce environmental damage. 
This is because from the point of extraction of an energy resource, such as oil, there is a 
complex chain of input and output use by, and between, different industries within the 
economy. Therefore any industry¶VRXWSXWOHYHODQGWKHUHIRUHLWVUHVRXUFHUHTXLUHPHQWVDQG
pollution production, are dependent on demand in other industries in the economy. So the type 
of model that is required to address key problems arising from economic-environmental 
interaction must not only be multi-industrial but also be able to capture interdependencies and 
feedback effects between all producers and (intermediate and final) consumers in the economy.  
In this respect, the strengths of IO are its ease and transparency of implementation and its 
potentially very high levels of industrial disaggregation. This disaggregation allows key 
interactions and interdependencies to be easily traced and identified.  
 
This chapter proceeds as follows. Section 2 details the way in which environmental elements 
have been incorporated into standard demand-driven IO analysis. Section 3 focusses on 
pollution generation in production and consumption in single and multi-regional/national IO 
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modelling. This includes attribution using the production and consumption accounting 
principles and the incorporation of cleansing sectors. Section 4 gives further developments of 
the IO method to investigate water use and waste generation, and its use in the identification 
of intermediate use of energy in efficiency rebound studies. Section 5 discusses practical 
problems of implementing these models and their policy relevance.  
 
2. Extension of the conventional demand driven quantity IO model to the economy-
environment nexus 
  
The most basic demand-driven IO environmental PRGHOVUHWDLQDWWKHLUFRUH/HRQWLHI¶VLQLWLDO
(1936) theoretical focus on final demands (y) driving output (x) ± and, crucially, any related 
variables - through the familiar matrix identity: 
[1] > @ 1x = I - A y = Ly  
where bold font upper case variables denote matrices and bold font lower case variables 
vectors. In equation (1), A is  a matrix of input coefficients where the individual elements, aij, 
show the value of input from industry i per monetary unit of industrial output j. The Leontief 
inverse matrix of output multipliers, > @-1L = I - A , then identifies the required input from each 
industry i to meet one unit of final demand for the output of each sector j. This matrix forms 
the transmission mechanism in the simple Leontief demand-driven general equilibrium model. 
In the conventional account, such a model embodies fixed technical (and where relevant 
consumption) coefficients and a perfectly elastic supply of non-produced inputs.  
 
Related physical variables, such as the level of employment or, in the current context, tonnes 
of a given pollutant, cubic metres of water etc. are introduced through industry output 
coefficients. These link the output of each sector i in the Leontief inverse to a physical quantity 
4 
 
that is directly required for, or generated in, the production of that output. In this way, the 
theoretical premise of a demand-driven economic system is extended to variables other than 
output. The central IO accounting identity can then be applied so that the total quantities of 
physical variables used or generated in the economy can be determined by the level and sectoral 
composition of final demands. This is a natural and intuitive development given that human 
consumption decisions are commonly regarded as the ultimate source of most environmental 
problems. For this reason, environmental IO models tend to focus on application of what is 
commonly refeUUHGWRDVµ7\SH,¶PXOWLSOLHUDQDO\VLVZKHUHKRXVHKROGconsumption is treated 
as an element of the exogenous final demands that are driving the system.   
 
It is important to note that IO analysts have made developments that more directly capture key 
causal relationships than is possible with the simple output coefficient extension. For example, 
Lange (1998), Gale (1995), Hyami et al (1997) Lenzen (1998) and Weir (1998) all relate the 
generation of pollution directly to (mainly energy) input use rather than to industry outputs. In 
a conventional IO setting the distinction between input- and output-pollution coefficients is 
irrelevant. This is because with the conventional assumption of universal fixed (Leontief) 
production technologies there is a constant proportional relationship between inputs and 
outputs in all sectors. With the input mix fixed, output-pollution coefficients will be equivalent 
to input-pollution coefficients in terms of impact.Nevertheless there are situations where 
linking pollution to resource inputs in an IO analysis allows more careful tracking and reporting 
of causal relationships. An example is :LHU¶V(1998) structural decomposition analysis using 
IO data for several accounting periods to identify the evolving relationship between energy use 
and pollution generation. A second is /HQ]HQ¶V (1998) focus on primary energy use and 
greenhouse gas (GHG) emissions to distinguish key sources of particular types of pollution. 
However, as will be discussed later in this chapter, where there is any change in these 
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relationships, particularly where this involves any change in prices and/or supply behaviour, 
the applicability of the conventional demand-driven environmental IO model is more limited. 
 
There are two general advantages of IO. The first is that the the typically relatively high levels 
of industrial disaggregation  facilitates analysis of interdependencies and interactions within 
the economy and between the economy and the environment. Even so, this disaggregation is 
often argued as being insufficient, as is discussed later. The second is the clear causal ordering 
of both direct and indirect resource use and pollution generation that arises from the theoretical 
premise and accounting identities first proposed by Leontief (1936).  
 
It is the latter in particular that is the basis of the huge growth in application of the demand-
driven environmental IO model over the last couple of decades, with the main direction being 
towards the use of IO techniques to calculate environmental µIRRWSULQWV¶ 7KLV LQ WXUQ KDV
motivated the extension of the demand-driven environmental IO framework in an inter-
regional/inter-country context: to account for resource-use and pollution embodied in trade so 
that it may be attributed to the country where it ultimately supports final demand. This is 
particularly important in the context of GHGs that contribute to climate change and is one of 
the extensions considered in the next section.  
 
3. Pollution generation and the demand-driven environmental IO model 
 
In this section we formalise and extend discussion of the most straightforward and commonly 
used environmental IO accounting and modelling framework. This focuses on pollution 
generation and is based on the conventional demand-driven IO system introduced in Section 2. 
We begin with the simplest single region/country framework and place this in the context of 
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the production and consumption accounting principles (Munksgaard and Pedersen, 2001). 
These underlie the territorial emissions vs. carbon footprint debate that is the most common 
context in which environmental IO techniques have been applied in recent years. We then go 
on to consider two key extensions. The first is the most commonly applied inter-regional 
method that facilitates full consumption or carbon footprint accounting. The second is the the 
rarely used approach proposed by Leontief (1970) to consider the implications of internalising 
the resource costs of emissions generation. Finally we detail the early attempts to 
simultaneously model the economy and the environment through utilising the material balance 
principle.  
 
3.1. The single region/country framework 
 
Let us consider k = 1, « K different pollutants directly generated in production and 
consumption activity within a given economy.1 The vector of total direct pollutant emissions 
generated within a UHJLRQ¶VFRXQWU\¶V ERUGHUV as a result of economic activity, pT, can be 
separated into those determined in production, pX, and consumption, pC: 
 [2] T X Cp = p +p  
where pX , pC and pT are K×1 vectors, whose elements ,
X C
k kp p and 
T
kp  are the total physical 
amount of pollutant k directly generated in the economy through production, consumption and 
in total respectively.  
 
In the single region/country environmental IO framework, these pollutant vectors can be shown 
to be determined by exogenous final demand as follows:  
                                                          
1 We ignore emissions not associated with economic activity, for example from volcanic activity.   
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[3]   > @-1 5  5 5T X C X Cp ȇ ,  $ \ F /\  F  
 
There are i, j = 1, « N industries (where i denotes industry and j its output), y is the N×1 
vector of total final demands for each industrial output j and c is the N×1 household 
consumption vector, c.  is a K×N matix of output-pollution coefficients, or direct pollution 
intensities. Each of the elements X
kiU is the physical amount of pollutant k generated in the 
production of one monetary unit of output in industry i.  Xȇ / is then the K×N matrix of output-
pollution multipliers, with elements dkj which give the physical amount of pollutant k generated 
in all sectors per monetary unit of final demand for industrial output j..  
 
Total pollution generated on the production side of the economy, identified as the K×1 vector 
pX ,is therefore determined by the product of the K×N matrix of output-pollution multipliers 
Xȇ /  and the N×1 vector of exogenous final demands, y. This generates the same result as 
would be found by multiplying the K×N matrix of industry output-pollution coefficients, Xȇ   
and the Nu1 vector of sectoral outputs x. This extends the basic IO accounting identity that all 
industrial inputs and outputs can be attributed to final demand to pollution, in so far as pollution 
is related to the production of output.   
 
Where final household consumption directly generates emissions, we populate a K×N matrix 
of final expenditure-pollution coefficients, Cȇ . Each element, CkiU , is the physical amount of 
pollutant k generated per monetary unit of total expenditure on domestically consumed outputs 
of commodity i. This is then multiplied by the Nu1 vector, c, of total household consumption 
to give the K×1 vector  pY of emissions directly generated in final consumption.2  
                                                          
2 We assume here that household consumption is the only final demand sector that directly generates pollutants. 
Xȇ
8 
 
 
Thus [3] relates total pollution emissions generated as a by-product of economic activity (on 
both the production and final consumption sides of the economy) to the exogenous final 
demands. These are the pollution emissions which have been, or will be, accounted for under 
international agreements and negotiations such as the Kyoto Protocol, Copenhagen Accord and 
the Paris 2015 UNFCCC discussions. Note that final demands include both internal and 
external demand for the nation/regions output, so that export demands are included as one of 
the final demand categories that drive economic activity and emissions production.  
 
As will be discussed in Section 3.4, the basic environmental IO approach to considering 
physical inputs of natural resources is the same as that outlined above for physical outputs of 
pollution. In the case of natural resources, matrices of physical IO coefficients for the resources 
in question replace Xȇ  and Cȇ  in [3].  
 
As noted in Section 2, another key feature that is common to most IO environmental attribution 
analyses focussed on the basic system outlined in equation [3] is that they tend to limit attention 
to analysis of direct and indirect effects in a Type I framework. Typically, environmental 
attribution analyses do not endogenise household (wage) income, and household consumption 
expenditures associated with that expenditure, as occurs in a Leontief Type II approach.3 There 
might be clear cases where a Type II analysis is more appropriate. These would typically 
involve local (rather than global) pollutants and geographic areas where the environmental 
damage produced is of particular importance.  For example, concerns over the total pollution 
impact of, say, the decision to exploit resources in a wilderness area. In these cases the induced 
                                                          
3 There are slightly different approaches to the calculation of Type II multipliers. This is discussed in  Emonts-
Holley et al., (2015). 
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local consumption could be an important policy issue and a Type II multiplier would be 
appropriate.  
 
A key strength of the demand-driven Type I analysis represented by [3] is that it focuses 
attention on human consumption behaviour as the main driver of environmental problems. That 
is, the demand-driven IO approach is consistent with the perspective that, while the 
technologies employed in production activities may dictate the nature of emissions, producers 
only produce because there is a (direct or indirect) human consumption demand for their 
outputs. But where [3] is applied in the case of an open economy, part of the final consumption 
vector is export demand, and this is likely to be composed of both intermediate and final 
demands in other countries/regions. Moreover, production activity serving final consumption 
demand in the region/country being accounted for or modelled in [3] is unlikely to be limited 
to domestic producers. Therefore the most common extension of the basic environmental IO 
framework in recent years has been to move to an inter-regional variant (or multi-region where 
there is a paucity of data on inter-regional/inter-national trade flows).  
 
3.2. Extension 1: the inter-regional input output framework and consumption or 
µIRRWSULQW¶DFFRXQWLQJ 
 
The IO framework can be extended to consider the issue of pollution spill-overs between 
regions/countries using the conventional inter-regional IO framework.  (For convenience we 
refer to the geographic areas subsequently as regions, but this designation could cover countries 
or groups of countries). This extension, facilitated by an inter-regional IO, allows consideration 
of the  emissions embedded in trade between regions that give rise to a difference between a 
UHJLRQ¶VWHUULWRULDOHPLVVLRQVRIDSROOXWDQWDQGLWVWRWDOµIRRWSULQW¶LQWHUPVRIWKat pollutant. A 
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SDUWLFXODU UHJLRQ¶V footprint with respect to a specific pollutant or resource is the amount 
generated or used, directly or indirectly, to support the consumption of that region.4 This 
typically involves the use of resources or generation of pollutants in other regions which supply 
imports of goods and services for intermediate inputs, investment, private and public 
consumption and other elements of final demand.  
 
For simplicity, we analyse a two region system and begin with emissions generated in 
production. In this case, instead of creating a single K×1 vector of total pollutants emitted by a 
single Nx1 economy, the analysis produces a 2K×2 matrix of pollutants generated by a 2N×2 
matrix of final demands. In equation [4], 
X
r,sp is therefore a 1×K vector representing the amount 
of each pollutant k generated in production activities in region ݎ to support final demand in 
region ݏ. For example, the kth element of the vector X
21
p is the amount of pollutant k that is 
generated in production activities in region 2 to support final demand in region 1. Similarly the 
vector yrs is the final demand in region r spent directly on goods and services produced in 
region s. Therefore y12 is the vector of imports from region 2 going directly to final demand in 
region 1. 
 
[4]
ª º ª º ª º ª º« » « » « » « »¬ ¼ ¬ ¼¬ ¼ ¬ ¼
-1X X X
11 12 11 1211 12 1
X X X
21 22 21 2221 22 2
1- A -A y yp p ȇ 
=
-A 1- A y yp p 0 ȇ  
ª º ª ºª º« » « »« »¬ ¼¬ ¼ ¬ ¼
X X X X
11 121 11 1 12 1 11 11 12 21 1 11 12 12 22
X X X X
21 222 21 2 22 2 21 11 22 21 2 21 12 22 22
y yȇ / ȇ / ȇ / \  / \  ȇ / \  / \ 
= =
y yȇ / ȇ / ȇ / \  / \  ȇ / \  / \   
Note that any exogenous final demand elements that take the form of exports in the single 
region framework represented in [3] will be incorporated in the Ars matrices and yrs vectors, 
                                                          
4 The footprint calculation is usually given for a particular geographical territory but it can be calculated for any 
level of disaggregation See the World Wildlife Website to calculate your personal environmental footprint at 
`http://footprint.wwf.org.uk/ 
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ZKHUHUV, in [4]. For the Type I multiplier, the exports from one region that go directly to 
household consumption in the other region are still treated as exogenous, but the emissions that 
they generate in production can now be explicitly allocated to consumption in the importing 
region. The exports of goods and services going to intermediate use in the other region, by 
being incorporated in the relevant Ars matrix becomes endogenous and dependent on changes 
in demand in the second region. Specifically, ۺ୰ୱ is that sub-matrix of the partitioned Leontief 
inverse that gives the total impact on the output in the producing sectors on region r per unit of 
final demand for output in region s.  
 
Again, where final consumers also directly generate emissions, these are incorporated with a 
K×N matrix of final expenditure-pollution coefficients,
C
r
ȇ , for each region ݎ. Pollution directly 
generated by final household consumption expenditure vectors, crs, which identify the 
household consumption in region r of goods and services produced in region s, is then given 
as5: 
[5]
ª º ª º« » « »¬ ¼ ¬ ¼
C C C
1 11 12
C C C
2 21 22
p 0 p + p 0
=
0 p 0 p + p
 
where 
[6]
ª º ª º5ª º« » « »« »¬ ¼¬ ¼ ¬ ¼
C C C
11 2111 21 1
C C C
12 2212 22 2
c cp p 0
=
c cp p 0 ȇ  
                                                         
Summing the partitioned matrices in Equations [4] and [5] identifies all emissions in regions 1 
and 2 that are attributable to the final consumption demand in each region for the outputs of 
                                                          
5 If r sz , these are goods and services produced in s but imported into r, whose consumption in r generates 
additional emissions in r. An example would be imported petroleum.  
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both regions.  The vectors of total emissions of each pollutant k generated in regions 1 and 2 (
T T
1 2
p ,p ) are given by: 
[7]
ª ºª º ª º ª º « »« » « » « »« »¬ ¼ ¬ ¼ ¬ ¼¬ ¼
T X X C
1 11 12 1
T X X C
2 21 22 2
p p p p 0
e
p p p 0 p
 
  where e is a (2×1) unit vector.                                                                                            
 
Thus the use of expressions [4] and [5] to generate [7] again reflects the central IO accounting 
identity that exogenous final demands drive all activity so that 
T
r
p equates to total territorial 
emissions that would be measured for region r XQGHU WKH µSURGXFWLRQDFFRXQWLQJSULQFLSOH¶
(Munksgaard and Pedersen, 2001). Again, this is what has/will be inherent in international 
agreements/negotiations such as the Kyoto Protocol, Copenhagen Accord and the Paris 2015 
UNFCCC discussions. 
 
Extension to the IO accounting framework also allows consideration of the pollution emissions 
embedded in trade so that WKHWRWDOµIRRWSULQW¶RIUHJLRQs 1 and 2 in terms of emissions of each 
pollutant k can be calculated. This is done by examining the vector of total emissions (
F
r
p ) in 
both regions that are attributable to final consumption demand in region r. These can be 
calculated in the IO framework by transposing [4] and adding to [5] and then summing across 
the rows, as in [8]: 
[8]
F
ª º  « »¬ ¼
F
1
F
2
p
P e
p
 
where. F
ª ºª º ª º« » « » « »« »¬ ¼ ¬ ¼¬ ¼
T
X X C
11 12 1
X X C
21 22 2
p p p 0
P
p p 0 p
 
. Munksgaard and Petersen (2001) call this procedure WKHµFRQVXPSWLRQDFFRXQWLQJSULQFLSOH¶
Again, under the accounting identities inherent in the inter-regional IO framework, this could 
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also be calculated by taking the territorial emissions of region 1, measured using the production 
accounting principle, adding emissions embedded in imports (here from region 2) and 
subtracting emissions embedded in exports from region 1 (here to region 2). 
 
This framework is proposed by Turner et al. (2007) and has been applied by numerous authors 
for consumption-based accounting particularly of the main greenhouse gas pollutant, CO2. 
Comprehensive reviews/surveys of applications in the literature are provided by Minx et al. 
(2009), Wiedmann et al. (2007) and Wiedmann (2009a). Attempts, mainly in Europe, to create 
environmentally extended inter-country IO databases such as EXIOBASE (Tukker et al., 2009, 
2013) and WIOD (Dietzenbacher et al., 2013) have increased the accuracy of carbon footprint 
accounting and facilitated the analysis of carbon embedded in international trade flows. For 
more details see the special issue of Economic Systems Research in 2009 introduced by 
Wiedmann (2009b). 
 
Summing across emissions generated in different countries to produce a consumption-based 
footprint measure, as in [8], might be appropriate for a pollutant like CO2. For CO2, the main 
impact of concern is climate change. This is not thought to be dependent on the spatial location 
of emissions, hence attempts to determine a single µprice of carbon¶ through mechanisms such 
as the European Emissions Trading Scheme, ETS. However, this is not the case across all 
pollutants and resource uses.  That is, full global implementation of the inter-regional approach 
in [8] might, in principle, be used to FRPSXWHµIRRWSULQWV¶IRUa wide range of pollutants and 
resources with spatially-independent impacts. But these figures might offer limited and/or 
misleading insights where the social costs of direct emissions or resource extraction differ 
across space. 
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One solution to this problem is that rather than present the figures in terms of a scalar footprint, 
a footprint vector can be reported that identifies not only the global total of particular 
emissions/resource extraction directly or indirectly supporting consumption in one location, 
but also its distribution across different localities. These data are provided in the PF matrix 
defined in [8]. 
 
The (2K×2) PF matrix can be partitioned into 2 (K×2) matrices, so that:
F
ª º « »¬ ¼
F
1
F
2
ȇ
P ȇ  where the 
2 elements of the kth row of the matrix 
F
r
ȇ  would give the level of pollutant/resource k 
produced/extracted in locations 1 and 2 to support the consumption in locationr.  In the standard 
footprint these elements are simple summed, as shown in [8],  implying that the impact does 
not vary across locations. In situations where this is not the case, the location of the impact can 
be appropriately weighted. These weights are likely to differ across pollutants. This is given 
as:  
[9]
T
F
F
ª ºª º ª º ª º« » « » « » « »« »¬ ¼ ¬ ¼ ¬ ¼¬ ¼
X X C
1 11 12 1
X X C
2 21 22 2
w w w w 0
e
w w w 0 w
 
where 
Tª º ª ºª º ª º ª º ª º« »  « »« » « » « » « »« » « »¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼¬ ¼¬ ¼
X X C X X C
11 12 1 11 12 1
X X C X X C
21 22 2 21 22 2
w w w 0 p p p 0ȍ
w w 0 w p p 0 p
 and ȍ is a (2K×2K) 
diagonal matrix where the diagonal entries 1 to K are the weights attributed to the 
corresponding K environmental pollutants or resource extractions in location 1 and the entries 
K+1 to 2K are the corresponding weights for location 2. All the off-diagonal enteris are zero. 
The weights reflect policy priorities and could be linked to the marginal damage of pollutants 
or the shadow prices of resource use in different geographic locations. Further, these weights 
could be endogenised in a general equilibrium setting.  
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The inter-regional IO approach is initially considered for ecological footprints in Turner et al. 
(2007). However, ecological footprints tend to focus on land use and the scarcity of land varies 
across different countries and regions of the world. Similarly, DµZDWHUIRRWSULQW¶EDVHGRQXQ-
weighted summation across water uses in different countries/regions across the world will not 
reflect differences in scarcity and thereby social costs of water extraction at source. Therefore 
inter-regional accounting applied to water has tended to focus on water embedded in inter-
regional trade, where the results identify whether water scarce/abundant regions are net 
importers/exporters of water, rather than quantify the UHJLRQDOµZDWHUIRRWSULQWV¶ An example 
is the Chinese study by Guan and Hubacek (2007).6 
 
More generally, non-GHG pollutants, other waste products and physical/natural resource 
generated or used as a result of production and consumption activities pose an alternative 
economic problem. This is the need to determine social and/or resource costs of supplying 
common resources, such as DµFOHDQHQYLURQPHQW¶, at a local level. We now turn our attention 
to consider this issue.  
 
3.3 Extension 2: considering the resource costs of internalising polluting externalities 
WKURXJKLQFRUSRUDWLRQRIµFOHDQVLQJ¶VHFWRUV 
 
Most of the empirical work using the environmentally extended IO framework does not 
consider how the externality might be internalised or, more generally, how the initial impact 
of the economy on the environment might feedback in the form of economic activity generated 
                                                          
6 However, see the special issue of the journal Economic Systems Research RQµ,QSXW-2XWSXWDQG:DWHU¶
introduced by Duarte and Yang (2011). This includes a review paper by Daniels et al., 2011, where the concept 
of water footprints is discussed. 
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in environmental cleansing. In his seminal paper on environmental IO analysis, Leontief (1970) 
extends the standard IO accounting and modelling framework in two ways. These were: to 
LQFRUSRUDWHSROOXWLRQDV DQ DGGLWLRQDO FRPPRGLW\ ³EDG´ WKDW DFFRPSDQLHVSURGXFWLRQDQG
consumption activities; and to separately identify sectors that clean up or prevent these 
unwanted outputs. These sectors are JHQHULFDOO\UHIHUUHGWRKHUHDV³FOHDQVLQJ sectors´.  
 
)RUVLPSOLFLW\ZHIROORZ/HRQWLHI¶VH[DPSOHE\UHVWULFWLQJWKHDQDO\VLVWRRQHSROOXWDQWDLU
pollution) and a corresponding cleansing sector, although adjusting the model to incorporate 
many pollutants and cleansing sectors is conceptually straightforward. The Leontief approach 
involves expanding and partitioning the standard IO accounts as follows. First an extra row is 
inserted to record the air pollution generated as an additional output in each production and 
final demand sector. The elements of this row are calculated using the physical output-pollution 
coefficients, the
X
kiU and CkiU  from equation [3]. Second, an additional column is created, 
showing the inputs committed to air pollution elimination or prevention.  
 
The Leontief (1970) framework as initially stated poses a number of problems. One is the 
introduction of pollution as an additional (unwanted) output. Subsequent authors argued that 
the analysis is more straightforward if the pollution generation row and pollution elimination 
column are reinterpreted as the activity of a single sector that, in this case, produces clean air 
(Qayum, 1991; Arrous, 1994; and Luptacik & Böhm, 1999). Allan et al. (2007) proposed that 
clean air may be regarded as D ³FRPPRQ SRRO´ UHVRXUFH so that the row entries show the 
demand for replenishing the clean air implied by HDFK VHFWRU¶V SURGXFWLRQ DFWLYLW\. This 
corresponds to the amount of pollution generated in each sector (what is accounted for in the 
basic framework in Section 3.1). The additional column shows the actual inputs used to supply 
these cleansing activities.  
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More formally, we can generate an expression for the output, kx , of a sector which cleans the 
pollutant k. This is presented in the standard IO form:  
 
[10] kk
k
p
x O
 ' 
X C
k kp x p c  
Here 
X
k
ȡ  and C
k
ȡ are (1×N) vectors of production and consumption coefficents for pollutant k,  
kp' is the pollutant released into the environment and kO is physical quantity of pollutant k 
treated per unit of expenditure in cleansing sector k.  
 
Equation [10] can be reformulated as:  
[11]
k k kp xO'   X Ck kp x p c  
 
That is, the difference between the cleansing requirements generated by production and final 
demand consumption and the physical output of the cleansing sector, k kxO ,  gives the amount 
of pollutant released into the environment. If kp'  is negative, this implies net cleaning of the 
environment in order to repair earlier environmental damage or to deal with concurrent 
pollution by sources other than domestic production and final demand expenditure. This could 
include the environmental impacts of economic activity in other jurisdictions, for example 
through air pollution up wind.On the other hand, if kp'  is positive, this indicates that there is 
pollution being emitted to the environment. This does not necessarily mean that the 
environment suffers, although of course it might: the environment may have some µcarrying 
capacity¶RUIDFLOLW\WRQDWXUDOO\WUHDWSROOXWDQWV)LQDOO\Lf kp'  is zero, this implies that the 
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output of the cleansing sector is just enough to clean the pollutants generated in current 
domestic production and final demand consumption. 
 
The system as presented so far does not in itself indicate the responsibility for financing the 
cleansing sector, nor the institutional arrangements for deciding the actual level of cleaning 
activity. A central problem in the consideration of externalities like pollution is that the level 
of pollutant production, and any internalisation through cleansing, is not generally determined 
through standard market mechanisms. In particular, the fact that production sector i, for 
example, generated pollutants that would require iki xa  output of the cleansing sector to treat 
does not mean that such treatment will necessarily take place, or that if it does, that the cost is 
borne by the polluting sector.  
 
In order to consider the use of inputs in the cleansing sector, Leontief (1970) separately 
identifies the column representing the fixed coefficient technology in the air pollution cleaning 
industry. In his pedagogic approach, Leontief proceeds as though the cleansing sector were 
newly created; that is, as though a cleansing sector were introduced into a system that 
previously generated untreated pollution. However, cleansing activity will typically already 
occur in the economy, whether these cleansing industries are separately identified as IO 
industries or not (Allan et al., 2007). Separating out the inputs used in the cleansing is then 
primarily a practical issueEXWQRWRQHWKDWLVHDVLO\UHVROYHGDVHYLGHQFHGE\/HRQWLHI¶VRZQ
(solitary) co-authored attempt to practically apply his system (Leontief and Ford, 1972).  
 
Allan et al. (2007) focuses on the generation of physical waste rather than air pollution. This is 
primarily for the practical reason that the corresponding cleaning sector (waste collection, 
treatment and disposal) can easily be identified as a separate sector using the Standard 
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Industrial Classification. This practical application draws attention to the fact that often a 
polluting industry¶VSD\PHQWVWRWKHFOHDQVLQJindustry does not equate to the demand implied 
by their generation of the pollutant in question. Therefore, in develRSLQJ/HRQWLHI¶V 
system, this study revisits equation [10] to identify the row of the cleansing sector, k, which is 
already specified in the IO accounts as one of the N production sectors. This is shown in 
equation (12). However, note that this equation determines the values of output and final 
demands measured in monetary units rather than the physical units in which Leontief (1970) 
formulates the system. 
[12] 
 
[12]
C f
k k kx a c a f  Xka x  
 
In equation (12) X
k
a is the row vector of unit inputs of the cleaning industry k in the production 
of the N industries, C
ka  and 
f
ka are the household consumption and other final demand 
expenditure coefficients for the output of the cleaning industry and c and f are the total 
household consumption and other final demand expenditures. The critical point to make is that 
only under exceptional circumstances will the elements of the row identifying existing sales of 
the output of the cleaning sector, shown in equation [12], straightforwardly map to those in the 
row of implied demands identified in equation [10].  
 
Allan et al. (2007) construct a set of accounts where the expenditures by industry, consumers 
and government on cleaning (in their case waste treatment) match the associated physical 
amount of waste that is treated. In order to quantify the implied demands to populate such an 
adjusted set of accounts, a unit cost for the cleansing activity is calculated. This is the total 
value of cleansing sector output divided by the physical amount of pollution/waste that is 
20 
 
actually cleansed. This figure is then used to value the physical amount of pollution actually 
generated in each production activity and in final consumption. Then by comparing the output 
and price multiplier results that are generated from IO systems where the cleansing sector is 
represented by equations [10] and [12] respectively, sectors can be identified which would 
ultimately (directly or indirectly) benefit/suffer if the cost of cleansing activities were to be 
fully internalised by the direct polluters.  
 
The central point is that with equation [12] the price and conventional output multipliers are 
derived from the actual set of accounts. However, payments for cleansing services by each 
industry and final demand sectors do not necessarily reflect the demand implied by their actual 
direct pollution generation. With equation [10], on the other hand, the up- and down-stream 
impacts reflect the outcome (dependent on standard IO assumptions regarding linearity etc.) if 
sectoral payments did truly reflect this implied demand.  
 
Application of the full Leontief model as presented in [10]-[12] has proved problematic even 
at the single region level, largely due to paucity of data (see Allan et al., 2007). Schäfer & 
Stahmer (1989) is the only IO study (for the then Federal Republic of Germany) of which we 
are aware ZKHUHDGLVWLQFWµVHFWRU¶WKDWcarries out pollution abatement services is separately 
identified. However, their analysis focuses entirely on the economic implications of 
environmental protection activities, and does not relate these to physical pollution or waste 
generation at the aggregate or sectoral level. That is to say, they do not proceed to an application 
of the full Leontief (1970) model. The Schäfer & Stahmer (1989) IO database was also later 
used in the Computable General Equilibrium (CGE) work of Nestor and Pasurka (1995) in 
RUGHUWRµH[WHUQDOLVH¶DQ\SROOXWLRQDEDWHPHQWDFWLYLW\WKDWLVFDUULHGRXWZLWKLQILUPVDVDQµHQG
RISLSH¶WHFKQRORJ\WKDWGRHVQRWDIIHFWSURGXFWLRQDFWLYLWLHVLQWKHHFRQRP\ 
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In principle, as demonstrated in Allan et al. (2007), there is value in attempting to develop the 
full Leontief (1970) framework in future IO research to consider both sectoral output and 
cost/price implications of internalising the costs of common resource provision. Moreover, the 
approach could be developed at an inter-regional level to consider the implications of spatial 
differences in resource scarcity and, therefore, social costs at a spatial level in order help 
overcome the limitation of simple un-weighted additive footprint measures for resources such 
as water or pollutants with localised impacts. 
 
3.4 IO and the materials balance principle: a dead end?  
 
In the previous sub-section we argue that there is value in thinking about the environment as a 
common pool resource with a degree of carrying capacity. In the late 1960s and early 1970s 
there was significant research interest in IO modelling of the economic-environmental system 
adopting a more holistic approach  that attempted to capture WKHLPSOLFDWLRQVRIWKHµPDWHULDOV
EDODQFH SULQFLSOH¶ 0%3 (Daly, 1968; Isard, 1969). The MBP arises from the 1st Law of 
Thermodynamics, which states that matter can neither be created nor destroyed by human 
activity; rather it can merely be transformed from one state to another. In the current context, 
this means that any waste products/residuals discharged into the environment as a result of 
economic activity are the necessary corollary of the extraction of material resources from it. 
7KLV LV EHFDXVH WKH V\VWHP LQ ZKLFK DOO HFRQRPLF DFWLYLW\ WDNHV SODFH HDUWK¶V QDWXUDO
environment, is a thermodynamically closed system in that it exchanges energy but not matter 
with its environment. Incoming solar radiation is balanced against outgoing energy flows. 
Therefore the mass of materials extracted from the environment in any period must necessarily 
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subsequently be returned to it. This leads to the interpretation of the MBP as implying an 
equilibrium relationship between the economic and environmental systems.  
 
Early developments in environmental IO analysis seem to have been motivated by the objective 
of attempting to capture and analyse the implications of the MBP. This point is confirmed by 
Victor (1972) framing his review of five key early models - Cumberland (1966), Daly (1968), 
Ayres & Kneese (1969), Isard (1969), Leontief (1970) - in terms of their attention to the MBP.  
 
Some of these early models attempt to capture flows within and between the sectors of the 
economic and environmental systems in an IO framework along the lines of a two region 
model, with the economy as one region and the environment as the other. The idea is that this 
type of framework tracks the flow of materials around the thermodynamically closed system 
implied by the MBP. No matter is destroyed but merely transformed from one state to another. 
)RUH[DPSOHUHVRXUFHVIORZLQJIURPRQHRIWKHHQYLURQPHQWDOµVHFWRUV¶DUHWUDQVIRUPHGLQWR
goods and services by one or more of the economic sectors, with any residual material flowing 
EDFNLQWRRQHRUPRUHRIWKHHQYLURQPHQWDOµVHFWRUV¶ 
 
The central conclusion of 9LFWRU¶V  VWXG\ RI WKLV HDUO\ UHVHDUFK LV WKDW LW KDVSURYHG
impractical, if not impossible, to properly model the full system of economic-environmental 
interactions implied by the MBP. The key problems lie in a lack of knowledge about how the 
microstructure of the environmental system operates (at least in a way that can be translated to 
a multi-sector IO framework) and a lack of practical information on non-marketed flows of 
what Daly (1968) refers to as free goods, such as the products of the atmosphere, hydrosphere 
etc. or the energy provided by the sun. Isard (1968) was unable to construct a complete set of 
IO accounts for the system. Insurmountable issues include the fact that a materials balance 
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accounting system would appear to require measurement at the atomic level. This renders even 
the notion of IO accounting of the full economic-environmental system completely impractical. 
 
Forssell & Polenske (1998) make the point that in practice it is difficult to account for 
environmental sectors because the appropriate data cannot generally be obtained for them. One 
issue is that it would seem difficult to apportion environmental resources/pollution flows to 
specific individual sectors. The data availability problem primarily stems from the fact that the 
inputs from environmental sectors are likely to be non-marketed. Moreover, even where 
property rights are assigned, this implies further interactions between economic actors rather 
with environmental sectors.   
 
However, there appears to be another fundamental issue that rules out the development of fully 
integrated economic-ecologic models. Interactions implied by the MBP take place within a 
closed system consisting of the economy and the environment. But the economic-
environmental system will be closed in this way only at the global level; at any sub-global 
level, there will be economic and environmental interaction with the wider system.  Whilst 
inter-country global IO frameworks are increasingly becoming a reality, these focus on 
interactions between economies, which tend to be defined in terms of political boundaries. 
However, the environment cannot be defined by economic or political boundaries in the same 
way.  
 
Even if there is delineation of regions according to environmental boundaries, rather than 
political/economic ones, it is still highly unlikely that this would represent an environmentally 
24 
 
closed system. 7 Only the global environment is a thermodynamically closed system, so that 
any sub-global region would, by definition, have to be environmentally open. While accounting 
for system openness is relatively straightforward in the case of an economic system, the same 
cannot be said for an environmental system. Victor (1972) ultimately goes on to propose 
balancing accounting identities that must hold at aggregated rather than sectoral level. These 
are formalised in Victor (1972, pp.61-63) but basically require that the mass of natural material 
inflows to economic activity equals the mass of outputs discharged back to the environment as 
waste products/pollution plus any material accumulations within the economy (i.e. 
accumulation of capital and consumer durables).  
 
Modelling the economy and the environment simultaneously as a balanced IO system based 
around MBP principles seems an intriguing prospect but perhaps a step too far. In practice such 
attempts have proved impossible because of data difficulties. Moreover, the notion that the 
environment operates with linear processes and on time scales in any way comparable to the 
economic system seems misplaced.  
 
 
4. Further examples and developments 
 
In recent years the main application of environmental IO methods has been in identifying the 
carbon embedded in international trade flows. IO-EDVHGFDUERQDFFRXQWLQJDQGµUHVSRQVLELOLW\¶
studies have been the dominant focus of papers published in the literature and are too numerous 
to list here; again we refer the reader to survey papers such as Minx et al. (2009), Wiedmann 
                                                          
7 For example, Kamat et al¶V&*(PRGHORIWKH866XVTXHKDQQD5LYHU%DVLQZKLFKLVGHOLQHDWHGRQWKH
basis of environmental homogeneity in terms of climate and the impact of climate change. 
25 
 
et al. (2007) and Wiedmann (2009a).There have also been several other areas in which 
environmental IO methods have been applied and we review these in this section.  
 
4.1. Water and IO 
 
First, there has been increasing focus on developing the demand-driven IO methods detailed 
above for the analysis of water uses. The early contributions of Daly (1968) and Isard (1969), 
which have been discussed in Section 3.4, proposed the idea of incorporating water use 
information in an Input-Output framework. Official water satellite accounts are now 
constructed for some (mainly water scarce) countries, such as Spain and Australia. This has 
IDFLOLWDWHG LQFUHDVHG ZRUN ZLWK ,2 WR DQDO\VH LVVXHV VXFK DV WUDGH LQ µYLUWXDO ZDWHU¶
(Dietzenbacher and Velázquez, 2007) and to consider whether water scarce/abundant regions 
are likely to be net importers/exporters of water. IO studies commonly find that inter-regional 
trade violates Heckscher-Ohlin predictions in this respect. Examples are the Dietzenbacher and 
Velázquez (2007) Spanish study and the Guan and Huback (2007) Chinese study. As noted 
earlier, there have also been IO-based attempts to consider water footprints though recall that 
in Section 3.2 we express caution over extending the footprint concept beyond carbon or other 
global pollutants.  Again, we do not give a more detailed account of these or other water IO 
studies here as comprehensive reviews are already offered the special issue of the journal 
Economic Systems Research RQ µ,QSXW-2XWSXW DQG:DWHU¶ introduced by Duarte and Yang 
(2011).  
 
4.2. Physical waste and IO 
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Input-output methods have been specifically developed to consider waste management issues. 
Nakamura and Kondo (2009) reviews and proposes methodological developments in the 
extended use of waste input-output models, for example in terms of analysis of sustainable 
consumption, life cycle and materials flows analysis. This builds on their earlier contributions 
to the development of a waste Input-Output model that integrates waste creation and 
management options so that waste can be tracked through the economic system from origin to 
destination (Nakamura, 1999; Nakamura and Kondo, 2002). Choi et al. (2011) focuses 
attention on e-waste in particular and the role of recycling. More generally, as discussed in 
Section3.3, in terms of incorporating waste treatment, Allan et al. (2007) attempt to use the full 
Leontief (1970) model with a single (public) waste disposal sector taking the role of a cleaning 
sector.  
 
In its simplest form (i.e. the single or inter-regional demand driven IO systems detailed in 
Sections 3.1 and3.2), environmental IO methods have been used to attribute waste generation 
to final demand for different types of sectoral outputs and different types of consumers (e.g. 
Jensen et al., 2013).  On the other hand, others have argued in favour of revisiting the 
development of physical IO systems to properly assess waste flows through the economy, for 
example Xu and Zhang (2009). 
 
4.3 Energy rebound effects  
 
In recent years, the issue of whether ³rebound´ effects in energy use may partially, or even 
wholly, offset anticipated energy savings from increases in energy efficiency has become a 
source of considerable concern and debate in both academic and policy circles. Sorrell (2007) 
and Turner (2013) review this literature including detailed consideration of general equilibrium 
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studies. Rebound, R, is a measure of the difference between the actual DQG³H[SHFWHG´reduction 
in energy use after the introduction of an improvement in energy efficiency. It is expressed as 
a percentage. Where the proportionate efficiency improvement and change in energy use are 
J and E respectively, the rebound value is formally defined as:   
[13] 1 100
E
R J
ª º  « »¬ ¼
 
Therefore after the introduction of a 10% improvement in energy efficiency, if the actual 
proportionate change in energy use is -6%, then the rebound value is 40%. It can be measured 
at direct, indirect, economy and world-wide levels. As the scope of the measure widens it takes 
into account of how energy use changes not only for the user directly affected by the efficiency 
improvement, but also other producers and consumers. These impacts occur through changing 
patterns of intermediate and final consumption demands which are affected by the changes in 
the level and composition of income, output and prices.  
 
The primary driver of the rebound effect is the reduction in the price of energy measured in 
efficiency units. Given that in its conventional interpretation IO is a fixed price modelling 
technique, the effect of this price change (and related price changes in other commodities and 
factor incomes) cannot be incorporated endogenously. Demand-driven quantity IO models 
therefore have great difficulty in dealing with efficiency improvements that take place in 
production, which constitutes a change in supply conditions, so that energy efficiency/rebound 
studies have primarily been more the domain of CGE models. Nevertheless, , as outlined in 
Lecca et al. (2014), an interesting area of rebound research has recently developed in using the 
demand-driven IO method outlined in Section 3.1. 8 This work relates to an element of rebound 
                                                          
8  Lecca et al (2014) use a full CGE analysis to incorporate endogenous income and price effects in their study 
of increased efficiency in UK household energy use. 
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that is associated with changes in energy efficiency in household consumption which uses IO 
Type I modelling techniques as shown in equation [3]. Essentially IO can be used to identify 
changes in the intermediate demands for energy use that accompany the primary changes in 
household final demand if nominal income and prices are held fixed.  
 
When energy efficiency improvements are made in household consumption, this involves a 
reallocation of expenditure by households. As long as the rebound is less than 100%, so that 
backfire does not occur, after the efficiency improvement households will spend a smaller 
proportion of their income on energy and a greater proportion on all other goods and services. 
IO methods have then been used to assess and measure the embodied energy effects of this re-
allocation of expenditure. Two interesting examples are found in Druckman et al. (2011) and 
Freire-Gonzàlez (2011) for UK and Spanish (Catalonia) case studies respectively. Indirect 
energy use embodied in re-spending decisions is found to be large in a number of scenarios 
modelled.  
 
In considering IO multiplier results it is crucial to recognise that as well as the increased energy 
embodied in the consumption goods that are allocated a higher spending share, there will also 
be the reduced embodied energy requirements from energy-savings (inputs and outputs of the 
energy supply industries in the IO model) where the direct rebound is less than 100%. Increased 
consumption of non-energy goods and services involves increased embodied energy 
requirements down their supply chains given positive multiplier effects. But reduced 
consumption of energy involves decreased embodied energy requirements as less energy and 
non-energy inputs are needed in the supply chains of energy producers through negative 
multiplier effects. Moreover, energy production (for example, electricity generation in gas- or 
coal-fired plants) tends to be both directly and indirectly energy-intensive. Thus, there is a 
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strong chance that redirected spending away from the energy-intensive outputs of energy 
supply sectors in favour of less (directly and indirectly) energy-intensive non-energy goods 
and service will lead to a net negative embodied energy effect. This effect therefore operates 
to reduce the overall rebound effect and could make rebound negative. That is to say, the 
incorporation of embodied energy in the relevant supply chains could lead to actual reduction 
in energy use being greater than the initial efficiency gain.  
 
For this to be captured by IO models requires two steps. First an estimate must be made off-
line as to the changes in household consumption generated by the efficiency improvements. 
Second a full set of expenditure changes, both positive and negative, need to be introduced in 
the standard IO model. Lecca et al. (2014) demonstrate that the net impact of this indirect 
element of the total general equilibrium rebound effect is likely to be negative. Tamba (2014) 
extends this approach to focus on improved household efficiency in the use of electricity 
through the introduction of smart meters. She explicitly micro-models the impact on electricity, 
gas, and other household consumption and considers the implications for embedded 
intermediate demands for energy if gas and electricity are complementary or competing goods.  
 
This general perspective is disputed in a paper by Guerra and Sancho (2010). They argue that 
negative multiplier effects in the energy supply chain, that is reductions in direct and indirect 
use of energy by energy producers through their intermediate use of both energy and non-
energy inputs, should be considered as part of potential (expected) energy savings. That is to 
say, in rebound calculations WKH ³H[SHFWHG´ UHGXFWLRQ LQ HQHUJ\ XVH VKRXOG QRW MXVW EH
³H[SHFWHG´GLUHFWUHGXFWLRQLQWKHXVHRIHQHUJ\EXWDOVRWKHUHGXFHGHQHUJ\WKDWLVHPEHGGHG
in the supply chain producing the energy. Thomas and Azevedo (2013a,b) follow the Guerra 
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and Sancho argument in their consideration of indirect rebound.  This, by definition, increases 
rather than decreases the size of the measured indirect rebound effect.  
 
The issue can be illustrated with an example which features an improvement in energy 
efficiency in consumption with prices and consumer income held constant. If an initial share, 
șE, of household consumer spending, c, is spent on energy, in rebound studies the standard 
³H[SHFWHG´ UHGXFWLRQ LQ HQHUJ\ XVH PHDVXUHG DW FRQVWDQW SULFHV of an energy efficiency 
improvement of  Ȗ is ȖșEy. The actual proportionate reduction in household energy use will 
typically be positive, so that backfire does not occur, but will be less than the expected 
reduction, primarily because the fall in the price of energy to households, measured in 
HIILFLHQF\XQLWV,2FDQ¶WKHOSXVZLWKWKLVLWLVDFDOFXODWLRQWKDWKDVWRGRQHRIIOLQH If the 
DFWXDOFKDQJHLQKRXVHKROGHQHUJ\XVHLVȜLWLVVWUDLJKWIRUZDUGWRFDOFXODWHWKHUHERXQG, RP, 
from a purely partial equilibrium perspective (i.e. simply focus on the change in household 
energy consumption and holding output and household income fixed). Using equation [14]: 
 
[14] 1 100PR
O
J
ª º  « »¬ ¼ . 
 
One very common argument is that this calculation underestimates the rebound effect. This is 
because where the household expenditure on energy falls, the expenditure on other 
commodities will rise. The present calculation fails to take into account the energy required for 
the production of the increased output of non-energy household consumption. This embodied 
energy can be calculated using a Type I energy multiplier. 
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For illustrative purposes, imagine that the economy has only two sectors, energy and non-
energy (E andN). Using the conventional Leontief inverse a row vector of energy multipliers, 
m, can be constructed as follows: 
[15] > @-1 m Ș ,  $  
where Ș is a row vector of direct energy coefficients. The elements mEand mN of the multiplier 
vector are the energy directly and indirectly embodied in one unit of final household 
consumption of energy and non-energy goods respectively. If the actual energy saving is ȜșEc, 
the additional energy indirectly embedded in the reallocated household expenditure will be 
mNȜșEc This has to be subtracted from the direct energy saving, so that in equation (16ȜLV
replaced by(1-mNȜ. The new rebound value will, which we label as R1, is calculated as:  
[14] 1
(1 )
1 100N
m
R J
ª  º  « »¬ ¼ . 
Clearly 1 PR Rt , so that including these multiplier effects increases the rebound value (and 
therefore reduces the measured energy saving). But if the embodied energy in the increased 
non-energy spending is to be incorporated, then we should also include the increased energy 
savings from the reduced amount of energy needed to produce final demand household energy. 
This equals E Em yOT . This should be added to the energy saving, so that the true rebound value, 
R2, (given the assumptions of fixed prices and household income) is:  
[14] 2
(1 )
1 100N E
m m
R
O
J
ª   º  « »¬ ¼ . 
Given that energy production is generally relatively energy intensive, we expect E Nm m! , so 
that 1 2PR R Rt ! .  
 
Taking into account the changes in the embedded energy required to meet the changes in 
household consumption actually reduces the rebound value. This runs counter to the common 
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view that extending the scope of the rebound calculation to take in more general equilibrium 
effects increases the rebound value. Further, if  
1
(1 )N Em m
O
J !    then the rebound value R2 
is actually negative. This means, for example, that a policy initiative that increases energy 
efficiency in household consumption by 5% will, in fact, reduce energy use across the economy 
as a whole by an amount greater than 5% of the initial household energy use.  
 
Guerra and Sancho (2010) DQG7KRPDVDQG$]HYHGRDEGHILQHWKH³H[SHFWHG´HQHUJ\
saving to include the reduced energy embedded in the production of the household energy use. 
This generates the rebound value R3, (given the assumptions of fixed prices and household 
income) specified in equation (15):  
[15] 3
(1 )
1 100
(1 )
N E
E
m m
R
m
O
J
ª º   « »¬ ¼
. 
Given our assumptions about the relative values of the energy multipliers for energy and non-
energy household consumption, this rebound value will always be above the partial equilibrium 
measure. The ordering is 1 3 2PR R R Rt t ! . 
 
There are three issues here. First, if rebound is taken to be a measure of all the endogenous 
changes in the extent of energy use that occur as a result of the initial efficiency improvement, 
then the changes in intermediate energy use, as identified using IO, should be included. Second, 
only including the embedded energy in the increased consumption of non-energy goods, as in 
R1, is clearly incorrect. Third, although there is an intuitive appeal to including the embedded 
HQHUJ\LQWKHSURGXFWLRQRIHQHUJ\LWVHOIDVDSDUWRIWKH³H[SHFWHG´change in energy use, as in 
R3, it means that the energy multiplier effects are treated in an asymmetric way. This is 
rhetorically misleading in that it artificially increases the rebound value, which is often taken 
by policy makers as a negative indicator of the effectiveness of the policy.  
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4.4 Supply constraints, endogenous technology change and price effects  
 
 In the conventional demand-driven IO model, supply is passive. Issues of resource scarcity, 
choice of technique or price effects do not arise endogenously in the model. In each industry 
there is one technique, unlimited supplies of the non-produced inputs and constant returns to 
scale. However, there is a supply-driven version of the IO model where output is determined 
by supplies of non-produced inputs (Ghosh, 1958). Additionally, linear systems of production, 
essentially IO sets of accounts, can form the basis for, and are embedded in, more detailed 
analysis of income distribution between institutions and also household consumption available 
in Social Accounting Matrix (SAM) analysis (Round, 2003). Similarly, such IO accounts are 
central to the classical treatment of price and aggregate distribution approach of Sraffa, (1960), 
and the more neo-classical Computable General Equilibrium models (Conrad, 1999). Finally, 
IO systems can be used in linear programming to identify optimising choice of technique in 
systems operating under resource and legislative constraints (ten Raa, 2006, Ch. 11).  
 
For many environmental applications, issues such as the restricted nature of natural or common 
pool resources are central. Of course, the implications of exogenous changes in final demand 
or technical coefficients on the availability of such resources or, more usually, policy-driven 
limitations to their use, can be analysed in a standard demand-driven setting and many 
examples have already been presented of such an approach. However, there are models that 
use an IO base to make endogenous choices about production techniques. These have also been 
applied to tackle environmental issues.  
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Typically, the system-wide impacts of environmental policy which are driven by supply-side 
concerns or which are strongly affected by supply-side constraints are most straightforwardly 
dealt with in a Computable General Equilibrium (CGE) analysis, where, in effect, conventional 
IO would be a special, limiting, case. Nevertheless, it is possible to use IO, especially where 
linked to linear programming or other optimising procedures, to tackle certain supply-side 
issues.  
 
The solutions to resource use problems often involve influencing the choice of particular 
production technique, generally towards the adoption of more sustainable technologies. In a 
CGE analysis this involves adjusting a production or consumption parameter and allowing the 
model to then generate the endogenous choice of technique, given the subsequent income and 
price changes. This obviously has important advantages but makes the change rather abstract. 
Take as an example the seemingly paradoxical ³backfire´ result that in the conventional neo-
classical analysis, of which CGE is typically an example, increasing the energy efficiency in 
production will simultaneously increase the energy intensity of production if substitution 
elasticities in production are greater than one (Turner, 2013). Whilst this is a straightforward 
proposition for economists, environmental analysts might, quite understandably, not wish to 
categorise such a change as an energy efficiency improvement at all. A situation, as with IO, 
where technological alternatives can be defined in specific and discrete forms, therefore has 
advantages.  
 
IO approaches can be used to compare specific technologies. For example, Ebiefung and 
Kostreva (1993) formulate the Leontief system as a generalised linear complementarity 
problem and use this to choose amongst possible specific new technologies. Pan (2006) extends 
this general approach and uses a dynamic IO system that incorporates endogenous technical 
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change and the choice between vintage technologies. In this particular case, the analysis is used 
in an indicative attempt to model the time path of the replacement of fossil fuels by nuclear 
generation in the Chinese economy.  
 
Ten Raa and Shestalova (2014) also demonstrate how IO can be employed in a manner that 
allows the choice of technique to be endogenous, but here driven by trade. Their linear-
programming based model treats the introduction of environmental standards as additional 
constraints, similar to those imposed by fixed supplies of capital and labour. In what they refer 
to as a pilot application, they model the optimal distribution of industrial output across Spain, 
Denmark and Belgium under various forms of regulation, if their activities were co-ordinated 
and facilitated by free trade between these countries. Specialisation between countries here 
affects the choice of technique and product price.  
 
5. Practical problems of implementation 
 
An important practical issue that is likely to influence the applicability and acceptance of 
environmental IO methods is the availability and quality of data. Creating an IO database is a 
highly resource intensive task. But this is mitigated by the fact that IO accounts are now 
routinely constructed for most industrialised countries as part of national accounting under the 
UN System of National Accounts and, within the EU, Eurostat. However, while standard IO 
tables are typically published with very high levels of sectoral disaggregation, a lack of 
appropriate disaggregation is a common problem for environmental IO applications. 
 
As Hawdon and Pearson (1995) explain, because IO tables are not normally designed with the 
main purpose of exploring energy-environment questions, the sectoral classifications often 
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over-aggregate important energy sectors and combine industries with significantly different 
pollution characteristics. Lenzen (1998) and Gale (1995) both cite over-aggregation as a 
principle shortcoming of their analyses, with respect to fuel-use and electricity sector data 
respectively. Lange (1998) also raises the issue of IO sectoral classifications being 
incompatible with environmental concerns, particularly if the modeller wishes to track natural 
resource use at a detailed level. Similarly, as argued in Allan et al. (2007) and demonstrated by 
Leontief and Ford (1972), the identification of cleaning, recycling and treatment sectors is 
problematic.  
 
Therefore, there may be a need for further, often extensive, disaggregation of existing IO tables. 
This is a process which is likely to have significant cost implications or to rely on assumptions 
as to how an existing sector should be further disaggregated.9 While environmental satellite 
accounts are increasingly being constructed with particular focus on identifying key 
polluting/resource using sectors, there are often issues in terms of mapping to the Standard 
Industrial Classification that underlies the categorisation of IO sectors. The NAMEA 
framework (de Haan and Keuning, 1996) ± National Accounting Matrix with Environmental 
Accounts ± does attempt to resolve this issue. This has been the focus of work by several 
international bodies such as the European Environment Agency10, Eurostat and the OECD.  
 
Inter-country IO databases are required for the application of the systems detailed in Section 
3.2 commonly used for consumption-based accounting of carbon emissions. The availability 
of such accounts has improved dramatically in recent years as a result of projects such as 
EXIOBASE (Tukker et al., 2009, 2013) and WIOD (Dietzenbacher et al., 2013). Still, two 
                                                          
9 For example Allan, et al, (2006), had to directly approach individual plants to disaggregate the Scottish electricity 
generation sector whilst Gale (1995) uses assumptions based on foreign data in order to disaggregate the same 
sector in Mexico. 
10 See results at http://www.eea.europa.eu/data-and-maps/data/external/namea-project-eu-27-calculations. 
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crucial problems remain. First, these tend to be more highly aggregated than published national 
IO accounts, so that the problems discussed above concerning over-aggregation reappear in 
this context. Second, whilst the existing inter-country databases result from projects funded by 
programmes such as the EU FP7 framework, they do not yet have the same status as published 
national IO accounting data. Similarly the OECD have been working for some years on 
harmonising national IO tables and bi-lateral trade data to improve their own inter-country IO 
database, which has already been used for carbon accounting.11 Nevertheless, it is likely to be 
some time before these data are judged to be considered as reliable, particularly by policy 
communities.   
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