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CHAPITRE 1
INTRODUCTION GÉNÉRALE
1.1 Contexte général
De nombreux domaines tels que la géophysique, le génie civil, la médecine, la té-lédétection ... , utilisent des techniques d’identification et caractérisation d’un
milieu par auscultation. Les méthodes utilisées pour cela sont fondées sur les pro-
priétés de propagation des ondes (électromagnétiques, acoustiques, ...) dont les para-
mètres (amplitude, phase, retard, ...) peuvent être modifiés par la présence d’objets (à
localiser et identifier) ou la variation du milieu (à caractériser).
En raison des évolutions au cours de ces dernières décennies en termes de moyens de
calcul et de qualité de capteurs, les techniques récentes de localisation de sources uti-
lisent des réseaux de capteurs pour estimer les directions d’arrivée et les coordonnées
géographiques des sources [11, 79]. Les méthodes utilisées sont issues du traitement
d’antenne.
De nombreux systèmes d’auscultation active se trouvent confrontés à la réponse
multiple d’un signal témoin qui correspond à un nombre multiple de trajets de ce
même signal au travers du milieu ausculté. Il peut s’agir des échos de ce signal sur
les différents objets ou couches observées ou de la simple propagation de ce signal
par différents chemins au travers du milieu étudié. Ces échos peuvent par exemple
être issus de la rétro-propagation d’un signal sur des objets enfouis (des mines ou
des preuves dissimulées dans le domaine militaire, des câbles, des canalisations, des
épaves ou même des sites archéologiques dans le domaine civil, des défauts dans le
revêtement des chaussées en génie civil, ...). Il peut aussi s’agir des différents trajets
d’un signal à travers un environnement complexe (milieu urbain dans le domaine des
télécommunications, guide d’onde en acoustique sous-marine, ...).
Pour la détection d’objets enfouis par exemple, qui peut, comme on l’a vu, avoir de
nombreuses applications civiles et militaires, des techniques basées sur le traitement
d’antenne ont été largement étudiées [2–4, 47, 49, 56, 64]. De nombreuses méthodes
nécessitant des ondes électromagnétiques ont été proposées, en particulier le radar à
pénétration de sol (RPS, que l’on retrouve aussi sous l’appellation radar géologique
ou géoradar), qui a fait la preuve que l’utilisation d’ondes électromagnétiques pouvait
donner de bon résultats dans le cadre de la recherche d’objets enfouis [18, 21, 80], en
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particulier lorsque ces ondes sont associées à des traitements utilisant des méthodes
à haute résolution [37]. Cependant, la portée d’un sondage avec un RPS dépend de la
conductivité électrique du sol et des fréquences utilisées.
Par la suite il a été proposé de remplacer ces ondes électromagnétiques par des ondes
acoustiques toujours combinées à des méthodes haute résolution de traitement d’an-
tenne afin d’augmenter à la fois la portée de sondage et la résolution [25,57].
Le caractère multitrajet de la propagation des ondes acoustiques sous-marines (to-
mographie, communication, sismique, ...) offre des informations complémentaires,
étant donné que chaque trajet caractérise la zone de l’océan parcouru. Ceci étant,
lorsque deux trajets sont très proches, c’est à dire que leurs temps d’arrivée sont équi-
valents, il peut s’avérer très compliqué d’en extraire des informations pertinentes,
comme le temps de parcours et la direction d’arrivée, par exemple. C’est pour ré-
pondre à cette problématique qu’il a été proposé d’utiliser des méthodes de traite-
ment du signal afin de séparer ces trajets proches. Les premiers travaux effectués par
Munk [46] en SISO (Single Input, Single Output) ne permettaient pas de séparer des
trajets trop proches. Il a donc été proposé d’utiliser des méthodes de formation de
voies dans une configuration SIMO (Single Input, Multiple Output), ce qui permet de
mieux séparer les trajets [46] en offrant un paramètre discriminant supplémentaire, la
direction d’arrivée (DDA). Ces techniques ont été ensuite enrichies pour des systèmes
MIMO (Multiple Input, Multiple Output) [29,30,53,54].
Le traitement d’antenne s’intéresse au problème de signaux spatiaux temporels
échantillonnés en temps et en espace par un réseau de capteurs. les signaux délivrés
par ces capteurs contiennent des informations sur les sources, en particulier la direc-
tion d’arrivée (DDA) et leur distance à l’antenne. La formation de voies est parmi les
premières méthodes utilisée pour la localisation de sources rayonnantes [67]. Elle est
basée sur le calcul de l’énergie reçue dans une direction privilégiée en réalisant des
rotations virtuelles de l’antenne. Cette méthode est dite faible résolution car sa réso-
lution spatiale dépend de la largeur du diagramme de réception de l’antenne qui est à
son tour liée à la longueur de l’antenne. C’est pour cela que cette méthode est limitée
pour localiser des sources proches et que des méthodes plus sophistiquées comme la
méthode du minimum de variance de Capon [15] ont été développées.
Par la suite des méthodes, dites à haute résolution, telles que la méthode MUSIC
ont vu le jour. Elles sont basées sur la projection d’un modèle de vecteur direction-
nel des sources sur les vecteurs du sous-espace bruit [58]. Ces méthodes [8, 15, 58],
développées initialement à partir des années 1970 pour des problématiques de trai-
tement d’antenne, liées au SONAR dans des contextes de guerre froide, ont par la
suite été élargies à de nombreuses problématiques (sismique, tomographie océanique,
acoustique sous-marine, autocalibration d’antenne, radiogoniométrie, etc) et se sont
diversifiées [39]. Sous certaines conditions, ces méthodes peuvent offrir des résolu-
tions supérieures aux méthodes classiques et des performances asymptotiquement
non-biaisées. Néanmoins, de manière générale, ces méthodes sont limitées par quatre
facteurs principaux :
– la nécessité d’observer moins de signaux que de capteurs disponibles sur l’an-
tenne,
– la nécessité de connaitre ou d’estimer le nombre de signaux pour effectuer les
traitements,
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– l’hypothèse souvent contraignante d’observer des signaux décorrélés,
– de nombreuses limitations sur la nature du bruit.
En effet, en particulier dans le cas de MUSIC, les performances se dégradent fortement
lorsque les signaux sont corrélés, lorsque les positions des capteurs de l’antenne sont
inconnues et lorsque le bruit est important.
Plusieurs méthodes ont été envisagées pour palier à ces difficultés comme le lis-
sage spatial et fréquentiel en vue de décorréler les signaux [49,59,60,65,66,71,74,76],
les méthodes de blanchiment, de soustraction de la matrice du bruit utilisant des
statistiques d’ordre supérieur [57] et des méthodes d’estimation de front d’onde dis-
tordu [12], sans toutefois que n’aient été proposées des solutions au problème du
nombre de capteurs.
1.2 Objectif de la thèse
Dans le cadre de cette thèse, nous envisageons de nous intéresser plus particuliè-
rement à la localisation d’objets qui peuvent être des sources réelles (émettrices) ou
de simple réflecteurs qu’il peut être nécessaire de géolocaliser avec précision dans des
conditions peu favorables comme par exemple :
– peu de capteurs,
– beaucoup de trajets,
– en présence de bruit,
– avec peu d’échantillons.
Pour cela, au vue des précédents constats nous nous placerons dans le cas d’un sys-
tème détectant l’arrivée multiple d’un signal témoin lié à la caractéristique multitrajet
de la propagation d’une onde de nature quelconque dans un milieu que l’on cherche
à ausculter.
Nous proposons de nous inspirer des méthodes à haute résolution dans des condi-
tions qui sont pourtant peu favorables à leur mise en œuvre, c’est à dire en dehors des
limitations précédemment évoquées, pour développer une méthode de localisation de
sources à large bande de fréquences dans le domaine temporel. Cette méthode devra
permettre l’estimation des paramètres de localisation géographique d’émetteurs dans
le contexte de trajets multiples avec un faible nombre de capteurs (inférieur au nombre
de sources) et un environnement bruité.
1.3 Organisation du manuscrit
L’ensemble du document est constitué de 5 chapitres organisés comme suit :
– le chapitre 2, après avoir explicité le modèle à priori des signaux observés, pré-
sente les principales méthodes à haute résolution d’estimation de direction d’ar-
rivée des signaux (MUSIC, Min-Norm, ESPRIT, OPM, SWEDE). L’analogie faite
pour l’estimation des directions d’arrivée par l’estimation des temps d’arrivée
des différents signaux sur un capteur est aussi abordée. La méthode MUSICAL
qui s’appuie sur un super-vecteur de données pour l’estimation des paramètres
de localisation est présentée.
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– Dans le chapitre 3 nous proposons une méthode de localisation de sources en ex-
ploitant l’estimation des temps d’arrivée. Cette méthode incohérente, après avoir
estimé capteur par capteur l’ensemble des temps d’arrivée de différents trajets,
les associe par source pour ensuite estimer les paramètres de localisation. Elle
est complétée par une approche numérique pour l’amélioration et la validation
des résultats obtenus en s’appuyant en particulier sur des méthodes de résolu-
tions de moindres carrés non-linéaires. Il est établi également dans ce chapitre
une formalisation de l’influence de différentes erreurs (modèle, estimation de la
matrice inter-spectrale, ...) sur l’estimation des paramètres de localisation. Des
méthodes d’amélioration de cette estimation sont alors proposées.
– Le chapitre 4 aborde le problème de la corrélation des signaux et propose une
évolution originale de pré-traitement de décorrélation qui permet d’optimiser
la résolution temporelle des méthodes haute résolution lorsqu’elles sont appli-
quées aux données ainsi traitées. La possibilité d’une estimation des paramètres
de localisation ne nécessitant qu’une seule réalisation des observations est aussi
discutée dans ce chapitre.
– Le chapitre 5 permet de confirmer les performances de la méthode développée
sur des signaux simulés. Une application à des signaux réels est aussi présentée.
– Le chapitre 6 conclue le manuscrit et présente quelques perspectives à ce travail.
4
CHAPITRE 2
INTRODUCTION AUX MÉTHODES
HAUTE RÉSOLUTION
2.1 Introduction
Les méthodes à Haute Résolution (HR) ont été initialement développées pour es-timer des Directions D’Arrivée (DDA), ou des fréquences pures noyées dans du
bruit. Elles sont apparues dans les années 1970 dans les domaines de l’acoustique
sous-marine (W.S Ligget, ...), de la sysmique (V.F Pisarenko, ...) et de la radioastro-
nomie (I.N El-Behery, ...) [39]. Elles offrent en termes de résolution des performances
asymptotiquement illimitées et indépendantes du rapport signal sur bruit, ce qui est
un avantage certain par rapport aux méthodes paramétriques plus classiques. Ces
méthodes sont apparues en France sous l’impulsion de la Direction Générale de l’Ar-
mement (DGA) dans un contexte de guerre froide avec pour objectif d’améliorer la
résolution angulaire des sonars passifs existants. Elles ont étés appliquées également
dans le domaine de la sismologie par Pisarenko et Capon en particulier [39].
Dès 1980 les méthodes HR ont vu leur popularité augmenter, après la publication
rapprochée et indépendante de deux algorithmes : MUSIC par Schmidt [58] et la mé-
thode du goniomètre par Bienvenu et Kopp [8]. Ces deux méthodes décomposent l’es-
pace des observations en deux sous-espaces vectoriels orthogonaux, en exploitant les
propriétés de la matrice de covariance des observations. Par la suite, de nombreuses
autres méthodes à sous-espaces ont vu le jour.
Des méthodes HR linéaires telles que BEWE, PM, OPM et SWEDE sont apparues
dans le courant des années 1990. Elles conservent les performances haute résolution
des méthodes à sous-espace mais proposent une plus grande simplicité calculatoire
étant donné qu’elles n’impliquent que des opérations linéaires sur les données et ne
nécessitent plus de décomposition en éléments propres de la matrice inter-spectrale
des observations. Elles sont donc mieux adaptées au traitement en temps réel ou tout
du moins au traitement rapide d’un grand volume de données.
Les modèles classiques d’estimation des DDA par les méthodes HR exploitent
la diversité spatiale d’information en bande étroite, c’est-à-dire la géométrie de l’an-
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tenne pour estimer les paramètres de localisation. Ces méthodes ont aussi été adap-
tées [6, 30, 75] à l’estimation des Temps D’Arrivée (TDA) dans le cadre de la réso-
lution et détection d’échos pour des applications en génie civil (caractérisation des
revêtements de chaussée par exemple), en remplaçant la dimension spatiale par la
dimension fréquentielle d’information large bande.
Dans ce chapitre, après avoir formulé le problème et sa géométrie, nous présente-
rons de manière non exhaustive les principales méthodes haute résolution utilisées en
traitement d’antenne pour l’estimation des DDA (nécessitant ou pas une décomposi-
tion en éléments simples), puis nous rappellerons comment ces méthodes ont pu être
adaptées à l’estimation des TDA en redéfinissant dans le modèle le cas de signaux
large bande.
2.2 Formulation du problème
2.2.1 Description géométrique
Considérons une antenne rectiligne composée de N capteurs équirépartis avec d
la distance entre deux capteurs consécutifs. On note ρn la distance euclidienne entre
un objet et le nie`me capteur du réseau d’antenne ainsi que θn l’angle formé entre la
normale à l’antenne et l’axe nie`me capteur - objet, comme il est présenté dans la figure
2.1.
Antenne
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Figure 2.1 – Position d’un objet par rapport aux différents capteurs d’une antenne rectiligne
Si l’on se donne comme référence la distance ρ1 et l’angle θ1 par rapport au premier
capteur, on peut écrire à partir du théorème d’Al-Kashi, l’ensemble des relations qui
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existent entre les différents ρn et θn pour n = 2, . . . ,N :
ρn =
b
ρ2n´1 + d
2 + 2dρn´1 sin(θn´1) (2.1)
θn = arcsin(
ρ2n´1 + d
2 ´ ρ2n
2dρn´1
) (2.2)
et en particulier :
ρn =
b
ρ21 + (n´ 1)2d2 + 2(n´ 1)dρ1 sin(θ1) (2.3)
θn = arcsin(
ρ2n + (n´ 1)2d2 ´ ρ21
2(n´ 1)dρn ) (2.4)
Si l’on considère un modèle d’onde sphérique on peut écrire simplement que le temps
de vol τn d’un signal entre un objet et le nie`me capteur de l’antenne est donné par :
τn =
ρn
v
(2.5)
où v correspond à la célérité de l’onde dans le milieu considéré.
Dans la suite on fera la distinction entre le champ proche et le champ lointain.
En champ lointain, on considère que la source se situe à une distance suffisamment
importante de l’antenne pour que l’on puisse considérer la distance comme infinie et
de cette manière supposer que le déphasage du signal émis par une source et reçu sur
un capteur n par rapport au premier capteur, se simplifie de la manière suivante :
τn ´ τ1 = 2(n´ 1)d sin(θ1)
v
(2.6)
En champ proche, le rayon ρ1 est pris en compte dans le calcul des déphasages [26].
2.2.2 Modèle des observations
Les principales techniques de traitement haute résolution présentées dans ce cha-
pitre font appel à un modèle de signal à priori. Il s’agit d’un modèle unidimensionnel,
adapté aux antennes considérées dans cet ouvrage.
Si l’on considère une antenne rectiligne composée de N capteurs équirépartis, sé-
parés par une distance d, le modèle temporel du signal reçu à priori sur le nie`me cap-
teur rn(t) peut s’écrire comme la somme des signaux émis par les différentes sources
sp(t) à laquelle vient s’ajouter un bruit bn(t) :
rn(t) =
Pÿ
p=1
sp(t´ τp,n) + bn(t) (2.7)
avec :
– P : le nombre de sources
– sp(t) : le signal émis par la source p
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– τp,n : le déphasage du signal issu d’un objet p entre le premier et le nie`me capteur
de l’antenne
– bn(t) : un bruit blanc gaussien
On peut exprimer la transformée de Fourier de rn(t) comme il suit :
rn( f ) =
Pÿ
p=1
sp( f ) exp(´2iπ f τp,n) + bn( f ) (2.8)
De manière générale, dans le cadre de l’estimation des DDA, on se place dans le
cadre des champs lointains et on utilise le modèle simplifié de déphasage présenté
dans l’équation (2.6), qui varie uniquement en fonction de l’angle θp entre la pi
`e]me
source et la normale à l’antenne.
On opte alors pour un formalisme matriciel :
r( f ) = A( f )s( f ) + b( f ) (2.9)
avec :
– r( f ) = [r1( f ), . . . , rN( f )]T, le vecteur des observations le long de l’antenne,
– A( f ) = [a( f , θ1), . . . , a( f , θP)], la matrice de transfert du système composé des
vecteurs directionnels dépendant du paramètre θ à déterminer :
a( f , θp) = [1, exp(´2iπ f sin(θp)), . . . , exp(´2iπ f (N ´ 1) sin(θp))]T (2.10)
– s( f ) = [s1( f ), . . . , sP( f )]T, le vecteur des signaux émis, b( f ) = [b1( f ), . . . , bN( f )]T
le vecteur du bruit supposé centré et d’écart-type σ.
2.2.3 Matrice inter-spectrale des signaux
Les méthodes de traitement présentées par la suite se formulent à partir de la
matrice inter-spectrale des observations Γ. Celle-ci est fonction de la fréquence f que
l’on omettra de faire apparaitre dans cette partie pour simplifier les notations. On
écrira donc :
Γ = E
[
rrH
]
(2.11)
la matrice Γ est de dimension (N ˆ N). Elle est estimée en pratique à partir de Nr
réalisations indépendantes du vecteur des observations r. On notera rk sa kie`me réali-
sation.
Γˆ =
1
K
Kÿ
k=1
rkr
H
k (2.12)
Le bruit étant par définition indépendant du signal, en utilisant l’équation (2.9), la
matrice inter-spectrale des observations s’écrit :
Γ = AΓcAH + Γb (2.13)
avec Γc = E
[
sksHk
]
et Γb = E
[
bkbHk
]
les matrices inter-spectrales des sources et du
bruit respectivement définies de la même manière que Γ. Dans le cas d’un bruit blanc
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et centré, la matrice Γb se réduit à Γb = σ2IN, où IN est la matrice identité de taille
(N ˆ N).
Cette matrice de covariance Γ possède la propriété d’être hermitienne et définie
non négative. Par conséquent, elle admet une décomposition en éléments propres,
dont les valeurs propres sont toutes positives ou nulles et les vecteurs propres forment
une base orthonormée.
Dans la suite, nous verrons comment les méthodes HR exploitent ces propriétés
pour séparer et caractériser les différentes sources. D’autre part, pour l’ensemble des
méthodes proposées, il est primordial que le nombre de sources P soit correctement
estimé. Le paragraphe suivant rappelle quelques méthodes qui peuvent être utilisées
pour estimer P, cependant, dans la suite du document on le supposera préalablement
connu.
2.2.4 Estimation du nombre de sources
La détermination de P peut être appréhendée comme un problème de sélection
d’ordre de modèle pour lequel on peut utiliser des critères issus de la théorie de l’in-
formation [1,52]. Les plus connus sont les critères AIC (Akaike Information Criterion)
et MDL (Minimum Description Length) [78], dont on rappelle l’expression ci dessous :
PˆAIC = argmin
p

K log


śN
n=p λn(
(N ´ p)
(řN
n=p λ
´1
n
)´1)N´p

+ p(2N ´ p)

 (2.14)
PˆMDL = argmin
p

K log


śN
n=p λn(
(N ´ p)
(řL
n=p λ
´1
n
)´1)N´p

+
p(2N ´ p) log(K)
2


(2.15)
avec λn la nie`me valeur propre de la matrice Γ calculée en utilisant la décomposition
en éléments propres.
On peut aussi envisager la détermination de P comme un test d’hypothèses mul-
tiples, où le nombre P de sources doit être choisi entre 0 et N ´ 1. L’inconvénient ma-
jeur de ces méthodes vient de la difficulté qu’il y a à les étendre aux cas pratiques [65].
De plus, ces critères sont peu performants quand on dispose de peu d’observations.
Pour pallier ces inconvénients, certains auteurs ont proposé des critères purement
heuristiques pour l’estimation de P comme [31]. Par exemple, dans [43], le critère em-
pirique proposé se base sur des observations expérimentales et propose un modèle de
décroissance exponentielle du spectre des valeurs propres de la matrice inter-spectrale
Γ :
Pˆexp = argmax
p


(
λN
λN´p´1
) 1
p+1
´
(
λN
λN´p
) 1
p

 (2.16)
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Ces critères sont basés sur des modèles qui permettent de prendre en compte la limi-
tation induite par le faible nombre d’échantillons.
2.3 Rappel de quelques méthodes haute résolution pour
l’estimation des directions d’arrivée
2.3.1 MUSIC (MUltiple SIgnal Classification)
La méthode MUSIC a été proposée à la fois par Schmidt [58] et par Bienvenu
et Kopp [8]. Elle exploite les propriétés de décomposition en éléments propres de la
matrice de covariance des observations Γ. Cette décomposition permet de séparer l’es-
pace des observations en deux sous-espaces vectoriels orthogonaux : le sous-espace
signal et son complément orthogonal, le sous-espace bruit.
Sous l’hypothèse que la matrice Γ est de rang plein (N), celle-ci peut se décomposer
selon une base orthonormée de N vecteurs propres V = [v1, . . . , vN ] associés à N
valeurs propres [λ1, . . . ,λN ]. Si la condition N ě P + 1 est vérifiée, c’est à dire que
l’on dispose de plus de capteurs que de sources, on peut exploiter la distribution des
valeurs propres de la matrice Γ pour faire la distinction entre un sous-espace bruit
et un sous-espace signal. Les N ´ P vecteurs propres de la matrice inter-spectrale
associés aux N´ P valeurs propres égales à la variance du bruit σ2 engendrent ce que
l’on appelle le sous-espace bruit et constituent la matrice Vb = [vP+1, vP+2, . . . , vN ],
tandis que les P vecteurs propres de la matrice inter-spectrale restants engendrent le
sous-espace signal et sont regroupés dans la matrice Vs = [v1, v2, . . . , vP].
La matrice inter-spectrale peut donc s’écrire sous la forme :
Γ =
Pÿ
n=1
(λn + σ
2)vnvHn +
Nÿ
n=P+1
σ2vnvHn (2.17)
Par construction, les vecteurs directionnels définis par l’équation (2.10) appartiennent
au sous-espace signal. On peut dès lors construire une fonctionnelle fMUSIC(θ) que
l’on appelle pseudo-spectre dans la littérature [58] :
fMUSIC(θ) =
1řN
n=P+1
ˇˇ
aH(θ)vn
ˇˇ2 = 1aH(θ)Πba(θ) (2.18)
avec Πb =
řN
n=P+1 vnv
H
n le projecteur sur le sous-espace bruit. La quantité a
H(θ)Πba(θ)
s’annule lorsque θ = θp. En pratique, les valeurs des angles sont déduites en fonction
de la position des maxima de cette fonction de coût. Son amplitude n’a aucune signi-
fication physique, puisqu’elle représente uniquement une mesure de l’orthogonalité
entre les deux sous-espaces signal et bruit.
L’algorithme MUSIC a donné lieu à différentes extensions, pour des mesures en
champ proche, au cas multidimensionnel, pour un modèle comportant plusieurs
paramètres et l’exploitation d’autres caractéristiques (physiques [72] ou statistiques
[16, 17, 57]). Il existe également une formulation polynomiale [5] de la fonctionnelle
fMUSIC(θ), P(z) qui possède 2N ´ 2 racines, dont 2P zéros sur le cercle unité dont les
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arguments correspondent aux angles θp. Cette version polynomiale présente l’intérêt
d’être beaucoup moins coûteuse en temps de calcul et de posséder un pouvoir de
résolution supérieur à sa version pseudo-spectrale [41].
Afin de fournir des résultats corrects, l’algorithme MUSIC nécessite une matrice
inter-spectrale des observations Γ de rang plein. Si les signaux sont corrélés, la matrice
Γ perd cette propriété et il devient théoriquement impossible de détecter l’ensemble
des signaux, dans la mesure où le sous-espace signal est mal estimé. Une solution à
ce problème sera proposée dans le chapitre 4.
2.3.2 Min-Norm (Minimal-Norm)
Par comparaison avec la méthode MUSIC, la méthode Min-Norm définit le pseudo-
spectre d’un vecteur x du sous-espace bruit ayant une norme minimale. Le calcul de
x se fait donc selon trois contraintes :
– x appartient au sous-espace bruit, il est donc orthogonal au projecteur Vs sur le
sous-espace signal défini par :
Vs = [v1, v2, . . . , vP] (2.19)
VHs x = 0 (2.20)
– le premier élément de x est égal à 1, et on a :
x =
(
1
´xd
)
(2.21)
– la norme Euclidienne de x est minimale
Pour la suite, on isole le premier vecteur ligne gs de dimension (1ˆ P) de la matrice
Vs et les N ´ 1 autres lignes Gs, de dimension (N ´ 1ˆ P), de telle sorte que :
Vs =
(
gTs
Gs
)
(2.22)
En combinant les relations (2.22), (2.21) et (2.20), on obtient :
GHs xd = gs (2.23)
Étant donné que ce système est sous-déterminé (N ´ 1 inconnues et P équations),
il existe une multitude de solution. La contrainte de norme minimale nous permet
d’obtenir une solution unique, qui est obtenue grâce à :
xd =
Gsg˚s
1´ gHs gs
(2.24)
et ainsi, on a :
x =
(
1
Gsg˚s
1´gHs gs
)
(2.25)
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Enfin, on définit la fonctionnelle pseudo-spectre associée fMin´Norm(θ) [39] :
fMin´Norm(θ) =
1
aH(θ)xHxa(θ)
(2.26)
et de la même manière que pour l’algorithme MUSIC, les valeurs des directions d’ar-
rivée sont déduites des positions des maxima de cette fonctionnelle. La littérature
précise que cette méthode est plus sensible que MUSIC à la bonne estimation de la
matrice inter-spectrale des observations [41]. Il a été montré que Min-Norm présente
un meilleur pouvoir séparateur que MUSIC, mais une plus grande variance d’estima-
tion [39]. De la même manière que pour MUSIC, il existe une version polynomiale de
cet algorithme [33].
2.3.3 ESPRIT (Estimation of Signal Parameters via Rotational Inva-
riance Techniques)
Dans une logique de réduction du coût de calcul des méthodes HR assez lourdes
nécessitant le calcul d’un pseudo-spectre (MUSIC, Min-Norm), Roy a proposé [55] la
méthode ESPRIT. Celle-ci exploite la relation linéaire existant entre les données de
deux sous-antennes adjacentes. Généralement, pour ne pas altérer le pouvoir de réso-
lution de l’algorithme, la taille et le recouvrement des sous-antennes sont maximaux :
on considère donc deux sous-antennes de N ´ 1 capteurs, se recouvrant sur N ´ 2
capteurs. La matrice de transfert A est partitionnée en deux matrices-blocs adjacentes
de N ´ 1 lignes, Au et Ad, respectivement composées des N ´ 1 premières et N ´ 1
dernières lignes de A. On a la relation suivante :
Ad = ΦAu (2.27)
La matrice Φ est une matrice diagonale de dimension (Pˆ P) dont les éléments sont
fonctions des angles recherchés :
Φ =


exp(´2iπ f sin(θ1)) 0 ¨ ¨ ¨ 0
0 exp(´2iπ f sin(θ2)) . . . ...
... . . . . . . 0
0 ¨ ¨ ¨ 0 exp(´2iπ f sin(θP))

 (2.28)
Les éléments de cette matrice Φ que l’on peut considérer comme une matrice de
rotation, peuvent être estimés à partir du sous-espace signal.
Afin de le démontrer, on reprend la décomposition en éléments propres de la
matrice Γ comme il suit :
AΓcAHVs = VsΛ (2.29)
avec :
– Vs la matrice dont les colonnes sont les vecteurs propres associés au P plus
grandes valeurs propres qui engendrent le sous-espace signal
– Λ la matrice diagonale comportant les valeurs propres associées aux vecteurs
propres considérés, auxquelles ont a retranché la plus petite valeur propre, c’est
à dire : Λ = diag(λ1 ´ σ2, . . . ,λP ´ σ2)
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En combinant cette décomposition (2.29) avec la décompostion de la matrice A, on
obtient les deux relations suivantes :
AuΓcAHVs = VsuΛ (2.30)
AdΓcA
HVs = VsdΛ (2.31)
(2.32)
avec de la même manière les matrices Vsu et Vsd composées respectivement des N´ 1
premières et N ´ 1 dernières lignes de Vs. Enfin, en utilisant l’invariance par rotation
exprimée à l’équation (2.27), on aboutit à l’expression suivante :
Vsd = VsuK (2.33)
K = F´1ΦF (2.34)
F = ΓcAHΠsΛ´1 (2.35)
D’après l’équation (2.34), les deux matrices Φ et K sont similaires et elles ont donc
la propriété de partager les mêmes valeurs propres. De ce fait, on peut estimer les
éléments diagonaux de Φ à partir des valeurs propres de la matrice K, qui selon
l’équation (2.33) peut s’exprimer en fonction de la matrice Vs. Il existe deux méthodes
pour calculer la matrice K à partir de l’équation (2.33). Une solution au sens des
moindres carrés (LS), exprimée dans la relation suivante :
KLS =
(
VHsuVsu
)´1
VHsuVsd (2.36)
Et une solution au sens des moindres carrés totaux (TLS), qui permet de tenir compte
des erreurs sur l’estimation de Vsu et Vsd. Pour cela, il est nécessaire de construire la
matrice T de dimension ((N ´ 1)ˆ 2P) :
T =
(
Vsd Vsu
)
(2.37)
Cette matrice est ensuite décomposée en éléments singuliers, de telle manière que :
T = UWXH (2.38)
avec U et X deux matrices unitaires. La matrice X, de dimension (2Pˆ 2P), est ensuite
partitionnée en quatre blocs de dimension (Pˆ P) :
X =
(
X11 X12
X21 X22
)
(2.39)
Finalement, la solution au sens des moindres carrés totaux s’exprime comme il suit
[55] :
KTLS = ´X12X´122 (2.40)
La solution TLS est plus performante que la solution LS [24] et la méthode ESPRIT
présente une variance inférieure à celle de la méthode MUSIC [32].
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2.3.4 MPO (Méthode du propagateur orthogonal)
La méthode MPO est une des évolutions de la méthode MP (Méthode du Propa-
gateur) proposée pour estimer des DDA [13,38,40,45] qui présente des performances
non asymptotiques proches de celles de MUSIC [40].
Si l’on suppose que l’ensemble des θp sont différents, la matrice de transfert A est
de rang plein égal à P, on peut donc considérer qu’il existe P lignes de la matrice A qui
sont linéairement indépendantes. Le fonctionnement de l’algorithme MPO est basé
sur un partitionnement de la matrice A en deux sous-matrices Au et Ad composées
respectivement des P premières lignes et des (N ´ P) dernières lignes de A. De plus,
on suppose que N ą 2P.
On définit le propagateur Ψ comme l’unique opérateur de dimension (P ˆ (N ´
P)) défini [40] tel que :
Ψ
HAu = Ad ðñ
[
Ψ
H ´IN´P
]
A = QHA = 0 (2.41)
avec :
Q =
[
Ψ
H ´IN´P
]H
(2.42)
et IN´P la matrice identité de dimension
(
(N ´ P)ˆ (N ´ P)) et 0 la matrice nulle de
taille ((N ´ P)ˆ P).
Les vecteurs colonnes de la matrice Q engendrent un sous-espace qui est par dé-
finition orthogonal au sous-espace engendré par les colonnes de la matrice A, c’est-
à-dire orthogonal au sous-espace signal. Cependant, les colonnes de la matrice Q
ne forment pas une base orthonormée. Afin d’améliorer les performances de cette
méthode, la méthode MPO propose [40] de remplacer la matrice Q par sa version
orthonormalisée :
Q0 = Q(QHQ)´
1
2 (2.43)
Comme dans MUSIC, on peut ensuite définir une fonctionnelle "pseudo-spectre"
fOPM(θ) :
fMPO(θ) =
1
aH(θ)Q0QH0 a(θ)
(2.44)
Les maxima de la fonction fMPO(θ) correspondent aux DDA θp.
Le propagateur Ψ peut être calculé en utilisant la matrice inter-spectrale des ob-
servations Γ, que l’on partitionne en deux sous-matrices G et H, respectivement de
dimension (N ˆ P) et (N ˆ (N ´ P)), telles que :
Γ =
[
G H
]
(2.45)
il est possible de montrer que le propagateur vérifie la propriété suivante :
H = GΨ (2.46)
On obtient le propagateur Ψ comme il suit :
Ψ = (GHG)´1GHH (2.47)
De la même manière que pour l’algorithme MUSIC, une version polynomiale, root-
MPO a été proposée afin de diminuer la complexité calculatoire de cette méthode [6].
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2.3.5 SWEDE (Subspace method Without EigenDEcomposition)
la méthode SWEDE [23] est une généralisation de l’algorithme MP présenté ci-
dessus et de l’alogrithme BEWE (Bearing Estimation Without Eigendecomposition)
[63]. Le fonctionnement de cet algorithme se base, sous l’hypothèse N ą 3P sur le
partitionnement de la matrice de transfert A suivant :
AH =
[
AH1 A
H
2 A
H
3
]
(2.48)
avec A1 A2 et A3 trois matrices de dimensions respectives (Pˆ P), (Pˆ P) et ((N ´
2P)ˆ P).
De la même manière que pour la méthode MP, on suppose que la matrice A est de
rang plein. De cette manière les matrices A1 et A2 ne sont pas singulières et on peut
définir une matrice Υ de dimension (N ˆ 2(N ´ 2P)) telle que :
Υ =

 Ψ1 00 Ψ2
I I

 (2.49)
avec :
Ψ1 = A
H
1
´1
AH3 Ψ2 = A
H
2
´1
AH3 (2.50)
On a par définition AΥ = 0, ce qui implique encore une fois que le sous-espace
engendré par les colonnes de la matrice A (i.e. le sous-espace signal) est orthogonal
au sous-espace engendré par les colonnes de la matrice Υ.
Dans le cas où la matrice du bruit est bloc-diagonale, les deux matrices Ψ1 et Ψ2
peuvent être estimées à partir des matrices blocs de la matrice inter-spectrale des
observations Γ. Pour cela, celle-ci est partitionnée en blocs comme il suit :
Γ =

 Γ11 Γ12 Γ13Γ21 Γ22 Γ23
Γ31 Γ32 Γ33

 (2.51)
de telle manière que chaque bloc puisse s’écrire de la manière suivante :
Γij = AiΓcAj + σ
2
Γbij @(i, j) P [1, 2, 3]2 (2.52)
Ainsi, les matrices Ψ1 et Ψ2 peuvent être estimées à partir des matrices-blocs non
diagonales de la matrice inter-spectrale des observations de la manière suivante :
Ψ1 = ´Γ´121 ΓH32 (2.53)
Ψ2 = ´Γ´112 ΓH31 (2.54)
(2.55)
L’avantage de la méthode SWEDE est de ne pas nécessiter l’usage des blocs diago-
naux de la matrice inter-spectrale des observations. Par conséquent, elle n’est théori-
quement pas perturbée par la présence de bruit, si celui-ci présente une matrice de
covariance diagonale par blocs.
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Dans [23], sept manières d’obtenir l’opérateur de projection sur la matrice Υ, plus
ou moins complexes et offrant différentes précisions d’estimation sont proposées.
Parmi celles-ci, nous utiliserons dans notre étude la version notée G, qui propose
un projecteur défini comme il suit :
ΠV = VG(V
H
GVG)
´1VHG (2.56)
VG =

 ´Γ
´1
21 Γ
H
32Γ31(Γ
H
31Γ31)
´1 ´Γ´121 ΓH32
I 0
0 I

 (2.57)
Comme dans MUSIC, on peut ensuite définir une fonctionnelle "pseudo-spectre"
fSWEDE(θ) :
fSWEDE(θ) =
1
aH(θ)ΠVa(θ)
(2.58)
dont les maxima correspondent aux DDA θp.
2.4 Adaptation du modèle du signal observé pour l’ap-
plication des méthodes haute résolution à l’estima-
tion des temps d’arrivée
L’ensemble des méthodes HR présentées ci-dessus ont été adaptées [6,75] à l’esti-
mation des TDA sur un capteur pour des signaux large bande. L’analogie se fait de la
manière suivante : on considère que les signaux émanant des différentes sources cor-
respondent aux échos d’un même signal large bande s( f ) et que les différents sp( f )
lui sont proportionnels, c’est-à-dire que :
sp( f ) = cp,ns( f ) (2.59)
où cp,n représente un coefficient complexe caractérisant l’amplitude des différents
échos, qui dépend de la nature des objets desquels ils sont issus. Si l’on considère M
fréquences de travail [ f1, f2 . . . , fM] on peut, à partir de l’équation (2.8), opter pour le
formalisme matriciel suivant :
rn = SAncn + bn (2.60)
où :
– rn = [rn( f1), rn( f2), . . . , rn( fM)]T est le vecteur des observations dans le domaine
de Fourier,
– S = diag(s( f1), s( f2), . . . , s( fM)) la matrice diagonale composée des valeurs de
la transformée de Fourier du signal de référence aux fréquences considérées,
– cn = [c1,n, c2,n, . . . , cP,n]T le vecteur des amplitudes des signaux,
– An la matrice de transfert du système, composée des vecteurs colonne a, An =
[a(τ1,n), a(τ2,n), . . . , a(τP,n)] avec :
a(τp,n) = [exp(´2iπ f1τp,n), exp(´2iπ f2τp,n), . . . , exp(´2iπ fMτp,n)]T (2.61)
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– et bn = [bn( f1), bn( f2), . . . , bn( fM)]T le vecteur de la transformée de Fourier du
bruit aux fréquences considérées.
L’adaptation revient à substituer à la notion d’espace la notion de fréquence. Ce
modèle de données nous permet d’utiliser les méthodes à haute résolution présen-
tées dans le paragraphe 2.3 afin d’estimer les valeurs des τp,n pour p = 1, . . . , P et
n = 1, . . . ,N. Le tableau 2.1 présente l’analogie entre l’estimation des DDA et des
TDA.
Direction d’Arrivée (DDA) Temps d’Arrivée (TDA)
Paramètre à estimer
angle θ retard τ
Modèle de signal à priori
r( f ) = A( f )c( f ) + b( f )
r( f ) = [r1( f ), . . . , rN( f )]T
A( f ) = [a( f , θ1), . . . , a( f , θP)]
c( f ) = [s1( f ), . . . , sP( f )]T
b( f ) = [b1( f ), . . . , bN( f )]T
Antenne rectiligne, capteurs équirépartis
rn = SAncn + bn
rn = [rn( f1), . . . , rn( fM)]T
S = diag(s( f1), . . . , s( fM))
An = [a(τ1,n), . . . , a(τP,n)]
cn = [c1,n, . . . , cP,n]T
bn = [bn( f1), . . . , bn( fM)]T
Vecteur directionnel
a( f , θp) =


1
exp(2iπd sin(θp) f )
...
exp(2iπd(N ´ 1) sin(θp) f )

 a(τp,n) =


exp(2iπ f1τp,n)
xp(2iπ f2τp,n)
...
xp(2iπ fMτp,n)


Dimensions principales
N : Nombre de capteurs M : Nombre de fréquences
P : Nombre de sources P : Nombre de trajets
Table 2.1 – Modèles matriciels comparés pour les méthodes à haute résolution dans le cadre
d’estimation des Directions d’Arrivée (DDA) et des Temps d’Arrivée (TDA)
2.5 Méthode hybride : MUSICAL (MUSIC Actif Large
bande)
La méthode MUSICAL présentée par Bozinoski [13] comme une évolution de la
formulation temporelle de la méthode MUSIC, propose de compacter l’ensemble des
observations spatiales sur les N capteurs et des observations fréquentielles sur les M
fréquences de travail, dans un super-vecteur rg de dimension (NMˆ 1), défini comme
suit :
rg = [r( f1), r( f2), . . . , r( fM)]T (2.62)
r( fm) = [r1( fm), r2( fm), . . . , rN( fm)] (2.63)
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Si l’on considère que les coefficients cp,n, définis dans l’équation (2.59), ne varient pas
en fonction de n, on peut retrouver le modèle matriciel usuel :
rg = SgAgc+ bg (2.64)
avec :
– Sg = diag(
N foishkkkkkkkkikkkkkkkkj
s( f1), . . . , s( f1), s( f2), . . . , s( fM)) la matrice diagonale de dimension
(NMˆ NM), composée des valeurs de la transformée de Fourier du signal de
référence aux fréquences considérées répétées N fois,
– Ag la matrice de transfert globale du système capteurs-objets à toutes les fré-
quences, de dimension (NM ˆ P) composée des vecteurs colonne ap, tels que
Ag = [a1, a2, . . . , aP], avec :
ap =


exp(´2iπ f1τp,1)
exp(´2iπ f1τp,2)
...
exp(´2iπ f1τp,N)
exp(´2iπ f2τp,1)
...
exp(´2iπ fMτp,N)


(2.65)
– c = [c1, c2, . . . , cP]T le vecteur des amplitudes des signaux,
– et bg = [b1( f1), . . . , bN( f1), b1( f2), . . . , bN( fM)]T le vecteur de la transformée de
Fourier des composantes du bruit aux fréquences considérées.
En reprenant l’expression (2.64), on définit la matrice inter-spectrale généralisée Γg de
dimension (NMˆ NM), de manière similaire à (2.11) par :
Γg = E[rgrHg ] (2.66)
La matrice inter-spectrale généralisée Γg présente les mêmes propriétés que la matrice
de covariance inter-spectrale définie par l’équation (2.11), et en particulier on peut lui
appliquer les méthodes haute résolution à condition que l’on ait NM ą P et que Γg
soit de rang plein.
Cette méthode peut être étendue à un ensemble de P signaux sp, en prenant
en compte la transformée de Fourier des P signaux dans le vecteur directionnel ap
comme il suit :
ap =


sp( f1) exp(´2iπ f1τp,1)
sp( f1) exp(´2iπ f1τp,2)
...
sp( f1) exp(´2iπ f1τp,N)
sp( f2) exp(´2iπ f2τp,1)
...
sp( fM) exp(´2iπ fMτp,N)


(2.67)
Il est à noter que par cette méthode, la recherche des paramètres de localisation
(ρ, θ) des sources se fera de manière bidimensionnelle et simultanée.
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De plus, comme signalé plus haut, il est nécessaire de considérer que les ampli-
tudes cp,n ne varient pas spatialement et que Γg soit de rang plein, ce qui n’est pas
nécessairement vérifié. Dans [57] une évolution des méthodes haute résolution a été
proposée. Elle prend en compte dans l’écriture du vecteur directionnel ap, la variation
de ce coefficient en fonction de la position du capteur, selon la physique du problème,
dans le cas particulier de la recherche d’objets enfouis en milieu sous-marin par des
méthodes acoustiques.
On peut noter également qu’il est nécessaire, afin d’effectuer le traitement, de sup-
poser que le bruit ne présente pas de cohérence spatiale, c’est-à-dire qu’il ne doit
exister aucune corrélation entre le bruit mesuré sur les différents capteurs, sinon la
matrice inter-spectrale du bruit ne présentera pas les propriétés nécessaires à un trai-
tement haute résolution.
2.6 Conclusion
Dans ce chapitre nous avons introduit quelques outils et notions de base de trai-
tement d’antenne qui seront utilisés au cours des chapitres suivants. La méthode
MUSIC sera retenue dans la plupart des cas, de part ses bonnes performances, sa
facilité de mise en œuvre et son caractère de méthode de référence dans la plupart
des travaux existants. Dans un cas particulier, nous retiendrons également la méthode
SWEDE pour sa particularité à ne pas prendre en compte les éléments diagonaux de
la matrice inter-spectrale des observations, ce qui sera considéré comme un avantage
dans ce cas.
Après avoir présenté la géométrie du problème et défini le modèle d’observation
dans le cas de signaux en bande étroite adapté à l’utilisation des méthodes haute
résolution pour l’estimation de DDA, nous avons montré comment le modèle peut
être adapté à l’estimation, par ces mêmes méthodes, des TDA dans le cas de signaux
large bande.
On proposera dans le chapitre 3 une méthode HR qui permet d’exploiter ce for-
malisme afin d’estimer des paramètres de localisation.
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CHAPITRE 3
MÉTHODE PROPOSÉE POUR LA
LOCALISATION DE SOURCES À
PARTIR DE L’ESTIMATION DES
TEMPS D’ARRIVÉE
3.1 Introduction
La loi de variation des temps d’arrivée d’un même signal sur les différents capteursd’un réseau de géométrie connue est porteuse d’une information qui peut nous
permettre de localiser les sources dans le cas où la physique de propagation des ondes
est maîtrisée.
Dans ce chapitre nous proposons de nous intéresser à l’expression des temps d’ar-
rivée en fonction des paramètres de localisation des différentes sources dans le cadre
d’ondes sphériques.
Par opposition à la méthode MUSICAL, présentée au chapitre 2, qui permet d’ac-
céder à une estimation des paramètres de localisation des sources en utilisant d’em-
blée la totalité de l’information spatiale et spectrale, nous proposerons d’utiliser un
modèle incohérent qui présente moins de contraintes et utilise plutôt l’ensemble de
l’information spectrale capteur par capteur pour évaluer par des méthodes HR les
paramètres.
Nous mettrons en relief l’importance de l’association des différents temps d’arri-
vée d’un capteur à l’autre, nous proposerons pour cela deux méthodes. Après avoir
évalué le biais que l’on peut avoir sur l’estimation de l’angle et de la distance d’une
source, nous montrerons qu’il est possible d’améliorer la précision d’estimation par
une analyse numérique itérative et nous proposerons une manière d’évaluer la qualité
de l’estimation.
Enfin nous proposerons une méthode de correction des erreurs d’estimation dans
le cas où le spectre du signal est connu.
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3.2 Méthode Incohérente par Traitement Indépendant par
Capteur (MITIC)
Supposons que nous sommes en présence d’un mélange de P signaux identiques
provenant de P objets que l’on cherche à localiser. On propose dans cette partie une
méthode incohérente. La méthode proposée d’abord estime les temps d’arrivée des
différents trajets indépendamment sur chaque capteur et après les avoir associés entre
eux, estime les paramètres de localisation, comme représenté dans la figure 3.1.
A
n
te
n
n
e
1
2
N
f1 fm fM
f1 fm fM
Covariance fre´quentielle
Covariance fre´quentielle
τ1,N . . . τp,N . . . τP,N
τ1,1 . . . τp,1 . . . τP,1
estimation
de ρ et θ
τp,n =
√
ρ2p+((n−1)d)
2+2(n−1)dρp sin(θp)
v
p = 1, . . . , P n = 1, . . . , N
HR
Figure 3.1 – Méthode Incohérente par Traitement Indépendant par Capteur (MITIC) pour l’esti-
mation des paramètres de localisation de sources
Conformément au formalisme décrit dans le chapitre 2, on peut modéliser le vec-
teur des observations du signal reçu sur le nie`me capteur de l’antenne dans le domaine
fréquentiel suivant l’équation (2.60), rn = SAncn + bn.
Ce modèle de données nous permet d’utiliser les méthodes à haute résolution afin
d’estimer les valeurs des τp,n pour p = 1, . . . , P et n = 1, . . . ,N [70]. Notons que pour
tout p = 1, . . . , P, chaque ensemble de τp,n, n = 1, . . . ,N est estimé à une constante
près et l’on a :
τˆp,n = Tp + τp,n (3.1)
On peut interpréter cette constante Tp comme la prise en compte de l’instant d’émis-
sion du signal témoin, du temps de parcours entre l’émetteur et l’objet et de l’instant
de début de l’enregistrement, comme le résume la figure 3.2. On peut noter que si
l’émetteur et le réseau de capteurs sont synchronisés et que l’on connait leurs posi-
tions respectives, il est possible d’exprimer Tp en fonction des paramètres de localisa-
tion (ρ1, θ1) d’une manière similaire aux équations (2.3) et (2.4).
L’ensemble des TDA τp,n sont estimés capteur par capteur, sans connaissance à
priori du lien entre chaque TDA et l’objet dont il est issu. Il est donc nécessaire d’as-
socier les différents TDA estimés τˆp,n d’un capteur à l’autre avant d’aller plus loin
dans le traitement des données. La figure 3.3 illustre la difficulté d’associer un en-
semble de TDA à une source donnée. En effet, le seul tri "naturel" (par ordre croissant
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temps
L’e´metteur commence a` e´mettre
Le capteur n rec¸oit le signal de l’objet p
t = Tp + τp,nt = 0
Le capteur commence a` enregistrer
L’objet p renvoie le signal
t = Tp
Figure 3.2 – Description de Tp, τp,n et τˆp,n
ou décroissant) des temps estimés d’un capteur à l’autre n’est pas pertinent pour
associer les TDA à une source donnée.
Capteur
Temps
Capteur 1 2 3 n − 1 n n + 1 N − 1 N
τ1,1
τ2,1
τ3,1
τ4,1
τ4,2
τ3,2
τ2,2
τ1,2
τ4,3
τ3,3
τ2,3
τ1,3
τ4,n−1
τ3,n−1
τ2,n−1
τ1,n−1
τ4,n
τ3,n
τ2,n
τ1,n
τ4,n+1
τ2,n+1
τ1,n+1
τ4,N
τ4,N−1
τ3,N
τ3,N−1
τ2,N−1
τ1,N−1
τ2,N
τ1,N
τ3,n+1
Figure 3.3 – Illustration de la difficulté d’associer des TDA à une source donnée d’un capteur à
l’autre
Une fois l’association effectuée entre les TDA et les sources correspondantes, une
approche directe pour l’estimation des paramètres de localisation consisterait à effec-
tuer une estimation multidimensionnelle des (Tˆp, ρˆp,1, θˆp,1) pour p = 1, . . . P de telle
manière que l’on ait :
Nÿ
n=1
Pÿ
p=1
(
τˆp,n ´ Tˆp ´
ρˆp,n
v
)2
= 0 (3.2)
avec ρˆp,n calculé grâce à l’équation (2.3) en utilisant ρˆp,1 et θˆp,1.
Cette méthode nécessite une recherche multidimensionnelle complexe (3P incon-
nues), non linéaire, avec un système surdéterminé (NP équations) dès lors que l’on a
plus de 3 capteurs et donc éventuellement une infinité de solutions.
Nous proposerons au paragraphe 3.2.2 une méthode permettant d’estimer les pa-
ramètres de localisation à partir des TDA estimés pour une valeur de p donnée mais
commençons par nous intéresser à une méthode fiable d’association des TDA et des
sources.
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3.2.1 Méthode d’association TDA - sources
Comme il a été signalé auparavant, les TDA τˆp,n sont estimés capteur par capteur
et ne présentent à priori aucun lien évident à leur source d’origine. Pour prendre cela
en compte, on introduit l’indice q que l’on substitue à l’indice p, qui correspond à
une numérotation propre à chaque capteur n, par exemple liée à un tri croissant des
valeurs des TDA estimés pour ce capteur. Par la suite on numérotera τˆq,n pour un tri
quelconque et τˆp,n pour un tri par source.
Une recherche globale sur l’ensemble de ces TDA risque d’être longue, laborieuse
et surtout infructueuse. Il existe dans la littérature de nombreuses méthodes qui dans
l’absolu peuvent résoudre ce problème. On peut citer en particulier les algorithmes
génétiques dont le but est d’obtenir une solution approchée à un problème d’op-
timisation, lorsqu’il n’existe pas de méthode exacte, par des principes de sélection
naturelle [44]. Ces algorithmes restent cependant limités essentiellement par le temps
de calcul nécessaire à la recherche d’une solution ainsi que la lourdeur de mise en
œuvre et la difficulté de détermination des paramètres.
On peut également citer l’algorithme forward-backward qui permet de calculer
la probabilité d’une séquence observée dans le contexte des modèles de Markov ca-
chés [50]. L’algorithme commence par effectuer un calcul progressif des probabilités,
un calcul « en avant », qui donne la probabilité d’obtenir p premières observations
dans une séquence donnée, en terminant dans chaque état possible du modèle de
Markov. La principale difficulté liée à cet algorithme réside dans la nécessité d’établir
un modèle de Markov en adéquation avec notre problématique. De plus, là aussi le
temps de calcul reste très important, surtout si le nombre d’états possibles est consé-
quent. On peut citer aussi l’algorithme d’Island qui offre de meilleures performances
calculatoires [9].
On propose dans les paragraphes suivants d’exploiter une relation de linéarisation
afin d’établir deux fonctions de coût qui permettent d’effectuer l’association des TDA
estimés à leurs sources respectives.
3.2.1.1 Linéarisation
Afin de faciliter l’association des TDA, on propose d’exploiter les relations qui les
lient et en particulier les expressions (2.3) et (3.1). Si l’on considère la différence entre
τˆp,1 et les τˆp,n pour n = 2, . . . ,N, on peut écrire la relation suivante :
τˆp,1 ´ τˆp,n = τp,1

1´
gffe1+ τ2p,n ´ τ2p,1
τ2p,1

 (3.3)
Par construction, on a τp,1 =
ρp,1
v . On définit h(n) comme étant :
h(n) =
τ2p,n ´ τ2p,1
τ2p,1
=
(n´ 1)2d2 + 2(n´ 1)dρ sin(θp,1)
ρ2p,1
(3.4)
En multipliant l’équation (3.3) par la célérité de l’onde v, on obtient alors :(
τˆp,1 ´ τˆp,n
)
v = ρp,1
(
1´
b
1+ h(j)
)
(3.5)
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Si l’on a
∣∣h(n)∣∣ ă 1 pour tout n = 1, . . . ,N, on peut utiliser le développement en série
de Taylor au point 1 de la fonction racine carrée, qui s’obtient à partir de la formule
du binôme généralisée :b
1+ h(n) = 1+
8ÿ
j=1
(´1)j+1
(2jj )
(2j´ 1)22j h(n)
j = 1+
1
2
h´ 1
8
h2+
1
16
h(n)3´ 5
128
h(n)4+ ¨ ¨ ¨
(3.6)
On a l’encadrement suivant :
@n = 1, . . . ,N, ´1 ď h(n) ď (N´1)
2d2+2(N´1)dρp,1
ρ2p,1
(3.7)
ce qui donne :
@n = 1, . . . ,N, ∣∣h(n)∣∣ ă 1ðñ (N ´ 1)2d2 + 2(N ´ 1)dρp,1
ρ2p,1
ă 1
ðñ d(N ´ 1)(1+
?
2) ă ρp,1 (3.8)
et qui revient à supposer que :
d(N ´ 1)?
2´ 1 ă ρp,1 (3.9)
Ainsi, si la condition (3.9) est satisfaite, on peut développer l’expression (3.5) en utili-
sant (3.6) :
P(n+ 1) =
(
τˆp,1 ´ τˆp,n+1
)
v
=ρp,1
(
1´
b
1+ h(n+ 1)
)
= ρp,1

 8ÿ
j=1
(´1)j
(2jj )
(2j´ 1)22j h(n+ 1)
j


=ρp,1
8ÿ
j=1
jÿ
i=0
(´1)j (2j´ 2)!
(j´ 1)!2j+i´1(j´ i)!
(
d
ρp,1
)j+i
sin(θp,1)j´inj+i (3.10)
On peut noter que les trois premiers coefficients de ce polynôme en n, P(n + 1) =
A0 + A1n+ A2n
2 + A3n
3 ¨ ¨ ¨+ Ajnj ¨ ¨ ¨ sont :
A0 =0 (3.11)
A1 =´ d sin(θp,1) (3.12)
A2 =
d2
(
sin(θp,1)2 ´ 1
)
2ρp,1
(3.13)
et plus généralement :
Ak = ρp,1
ÿ
(j,i)PN˚ˆN
j+i=k, iďj
(2j´ 2)!
(j´ 1)!2j+i´1(j´ i)!
(
d
ρp,1
)j+i
sin(θp,1)j´i (3.14)
Nous proposons maintenant deux algorithmes d’association des TDA estimés ba-
sés sur des fonctions de coûts.
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3.2.1.2 Critère d’association des TDA par minimisation d’un critère de variation
des combinaisons
Afin de considérer qu’un ensemble des TDA estimés sur des capteurs différents
sont issus de la même source, il est nécessaire d’établir un indicateur qui nous permet
de l’affirmer.
Dans un premier temps nous proposons d’établir une fonctionnelle
f (τˆq1,1, τˆq2,2, . . . τˆqN ,N) qui sera minimale lorsque les τˆqn,n, n = 1, . . . ,N, sont issus de
la même source.
En combinant les expressions (3.1) et (2.3),on obtient, pour tout n P [1, . . . ,N ´ 1]
et pour tout (qn+1, qn) P [1, . . . , P]2 :
τˆ2qn+1,n+1 ´ τˆ2qn,n = T2qn+1 ´ T2qn + τ2qn+1,n ´ τ2qn,n + 2(Tqn+1τqn+1,n+1 ´ Tqnτqn,n) (3.15)
et en particulier dans le cas ou τˆqn+1,n+1 et τˆqn,n sont issus de la même source, on
obtient :
τˆ2p,n+1 ´ τˆ2p,n = τ2p,n+1 ´ τ2p,n + 2Tp(τp,n+1 ´ τp,n)
=
(2n+ 1)d2 + 2dρp sin(θp)
v2
+ 2Tp(τp,n+1 ´ τp,n) (3.16)
On peut donc, pour tout n = 1, . . . ,N ´ 1, qn+1 = 1, . . . , P et qn = 1, . . . , P calculer la
quantité :
Onqn+1,qn =
v2(τˆ2qn+1,n+1 ´ τˆ2qn,n)´ (2n+ 1)d2
2d
(3.17)
qui, dans le cas ou τˆqn+1,n+1 et τˆqn,n sont issus de la même source, vaut :
Onp,p = ρp sin(θp) +
v2Tp(τp,n+1 ´ τp,n)
d
(3.18)
Le critère que nous proposons revient à quantifier l’évolution de cette quantité en
fonction de n. Considérons la fonctionnelle suivante :
f (τˆq1,1, τˆq2,2, . . . τˆqn,N) =
řN´1
n=1
(
Onqn+1,qn
)2
N ´ 2 ´
N ´ 1
N ´ 2

řN´1n=1 Onqn+1,qn
N ´ 1


2
(3.19)
On supposera que les τˆqn,n, n = 1, . . . ,N, sont issus de la même source lorsque
f (τˆq1,1, τˆq2,2, . . . τˆqn,N) est minimum, on a d’ailleurs :
f (τˆp,1, τˆp,2, . . . τˆp,N) =
v4T2p
d2


řN´1
n=1
(
τp,n+1 ´ τp,n
)2
N ´ 2 ´
(
τp,N ´ τp,1
)2
(N ´ 2)(N ´ 1)

 (3.20)
Lorsque Tp = 0, une série de TDA issus de la même source conduit à
f (τˆp,1, τˆp,2, . . . τˆp,N) = 0. Si Tp n’est pas nul, on cherche à caractériser le résidu sur
cette mesure. En reprenant l’expression du polynôme P dans (3.10), on peut écrire :
f (τp,1, τp,2, . . . , τp,N) =
řN´1
n=1
(
P(n)´ P(n+ 1))2
N ´ 2 ´
P(N)2
(N ´ 2)(N ´ 1) (3.21)
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Au premier ordre on trouve que f (τp,1, τp,2, . . . , τp,N) = 0.
Le tableau 3.1 donne les valeurs maximales en fonction de θp,1 de
f (τp,1, τp,2, . . . , τp,N) pour différentes valeurs de N, d et ρp,1. On constate que plus
l’objet est "éloigné" de l’antenne, c’est-à-dire que le produit d(N ´ 1) est petit par
rapport à ρp,1, plus la quantité f (τp,1, τp,2, . . . , τp,N) est faible.
d = 0.1m
N = 3 N = 5 N = 10
ρp,1 = 10m 2.5ˆ 10´07s2 1.25ˆ 10´06s2 6.68ˆ 10´06s2
ρp,1 = 50m 9.99ˆ 10´09s2 4.99ˆ 10´08s2 2.66ˆ 10´07s2
ρp,1 = 100m 2.49ˆ 10´09s2 1.24ˆ 10´08s2 6.66ˆ 10´08s2
d = 0.5m
N = 3 N = 5 N = 10
ρp,1 = 10m 0.000156s2 0.000788s2 0.00437s2
ρp,1 = 50m 6.25ˆ 10´06s2 3.12ˆ 10´05s2 0.000166s2
ρp,1 = 100m 1.56ˆ 10´06s2 7.81ˆ 10´06s2 4.16ˆ 10´05s2
d = 1m
N = 3 N = 5 N = 10
ρp,1 = 10m 0.0025s2 0.0129s2 0.0846s2
ρp,1 = 50m 0.0001s2 0.0005s2 0.00268s2
ρp,1 = 100m 2.50ˆ 10´05s2 0.00012s2 0.000667s2
Table 3.1 – Valeurs maximale de f (τp,1, τp,2, . . . τp,N) en fonction de θp,1 pour différentes configu-
ration de d, ρp,1 et N.
La procédure est décrite dans l’algorithme 3.1 et schématisée sur la figure 3.4.
Algorithme 3.1 Méthode de comparaison deux à deux pour l’association des TDA
Pour tout q1 parmi 1, . . . , P :
1. Pour toutes les combinaisons de (q2, . . . , qn) P [1, . . . , P]N´1 on calcule l’indica-
teur f (τˆq1,1, τˆq2,2, . . . τˆqn,N)
2. la série (q1, q2, . . . , qn) minimisant f (τˆq1,1, τˆq2,2, . . . τˆqn,N) est associée à la source
q1
Le principal inconvénient de cette technique reste son coût calculatoire très impor-
tant, étant donné qu’il existe PN´1 combinaisons possibles des τˆp,n pour un p donné. Il
est possible de réduire ce temps en soumettant en amont les différentes combinaisons
à des tests simples qui peuvent nous permettent d’éliminer des combinaisons impos-
sibles de τˆp,n. Cela a conduit à la mise au point d’un algorithme prédictif, proposé
dans section suivante.
3.2.1.3 Itérative - plus proche proposition
Le temps de calcul trop important de l’algorithme précédent limite trop fortement
le champ d’application à des antennes possédant un nombre réduit de capteurs pour
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capteur 1
τ1,2 τp,2 τP,2
τp,1
τ1,3 τP,3 τ1,3 τP,3 τ1,3 τP,3τp,3
capteur 2
capteur 3
τ1,N τP,N τ1,N τp,N τP,N τ1,N τP,Ncapteur N
O11,p O
1
p,p O
1
P,p
O21,1 O
2
2,1 O21,p O
2
p,p O
2
P,p O
2
1,P O
2
P,P
PN−1 combinaisons
Figure 3.4 – Association des TDA estimés par comparaison deux à deux
un faible nombre de sources.
Nous proposons ici de limiter le nombre de paramètres de notre fonction de coût,
afin de limiter le nombre de combinaisons possible et ainsi, de limiter le temps de cal-
cul. Pour ce faire nous proposons de construire à priori les différentes séries possibles,
en exploitant les relations itératives (2.1) et (2.2), que l’on aura pris soin d’initialiser à
partir de :
– un couple (τˆq1,1, τˆq2,2),
– une DOA θ¯q1,1 variable dans [´π,π].
A partir de cette initialisation on calcule :
– une estimation simple de la distance ρ¯q1,1 basée sur le régression linéaire propo-
sée précédemment,
– une estimation de la quantité T¯q1 ,
– les τ¯q1,n pour n = 2, . . . ,N en exploitant (2.1), (2.2) et (3.1).
On cherche ensuite à associer à cette série de TDA construite à priori, la série la
plus proche issue des données lui correspondant. Pour chaque n dans [2, . . . ,N], on
sélectionne le τˆqn,n le plus proche de τ¯q1,n. La série associée à la source q1, sera celle
qui minimisera, en fonction de τq2,2 et θ¯q1,1, la fonction de coût suivante :
f (τˆq1,1, τˆq2,2, θ¯q1,1) =
Nÿ
n=2
(
τˆqn,n ´ τ¯q1,n
)2
(3.22)
L’ensemble de cette démarche est résumée dans l’algorithme 3.2.
Cette méthode offre un temps de calcul plus faible. En effet, le nombre d’opéra-
tions pour la détermination d’une série est proportionnel à P2N2Nθ si Nθ correspond
au nombre de valeurs testées pour θˆq1,1 lors de la recherche.
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Algorithme 3.2 Méthode de comparaison par estimation à priori pour l’association
des TDA
Pour tout q1 parmi 1, . . . , P
1. pour tout θ¯q1,1 parmi [´π,π] et pour tout q2 parmi 1, . . . , P :
(a) On estime ρ¯q1,1 par :
ρ¯q1,1 =
d2
2(v(τˆq2,2 ´ τˆq1,1)´ 2d sin(θq1,1))
(3.23)
(b) pour n variant de 2 à N, si ρ¯2q1,n´1 + d
2 + 2dρ¯q1,n´1 sin θ¯q1,1 ě 0 et∣∣∣∣ ρ¯2q1,n´1+d2´ρ¯2q1,n2dρ¯q1,n´1
∣∣∣∣ ď 1, on calcule ρ¯q1,n et θ¯q1,n en utilisant les équations (2.1) et
(2.2).
(c) Si le couple q2, θ¯q1,1 nous permet d’effectuer l’ensemble des estimations, on
cherche, pour n variant entre 3 et N, on cherche les valeurs de τ¯p,n avec :
τ¯p,n = T¯q1 +
ρ¯q1,n
v
(3.24)
T¯q1 = τˆq1,1 ´
ρ¯q1,1
v
(3.25)
(d) pour n = 2, . . . ,N, on identifie les τˆqn,n les plus proches des τ¯p,n et on calcule
la fonction de coût pour cette série :
f (τˆq1,1, τˆq2,2, θ¯q1,1) =
Nÿ
n=2
(
τˆqn,n ´
ρˆqn,n
v
´ Tˆp
)2
(3.26)
2. le couple (τˆq2,2, θ¯q1,1) minimisant f (τˆq1,1, τˆq2,2, θ¯q1,1) et la série des τˆqn,n associée
sera considérée issue de la source q1
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3.2.2 Méthode proposée pour la localisation des sources
En reprenant les équations (3.10) et (3.14), nous proposons ici une relation linéaire
qui permet d’estimer les paramètres de localisation. En notant que A0 = 0, on définit
le polynôme P1 tel que :
P1(n) =
P(n+ 1)
n
= A1 + A2n+ A3n
2 ¨ ¨ ¨+ Aj+1nj ¨ ¨ ¨ (3.27)
On peut écrire ce système linéaire, dès que N ą 3 :
pN = MNαN + ǫN (3.28)
Avec :
– pN le vecteur des N ´ 1 valeurs de P1 :
pN =
[
P1(1), P1(2), . . . , P1(N ´ 1)]T (3.29)
– MN la matrice carrée de Vandermonde associée au vecteur [1, 2, . . . ,N ´ 1] telle
que :
VN´1 =


1 1 ¨ ¨ ¨ 1
1 2 ¨ ¨ ¨ 2N´2
1 3 ¨ ¨ ¨ 3N´2
...
...
...
1 (N ´ 1) ¨ ¨ ¨ (N ´ 1)N´2

 (3.30)
– αN le vecteur des N ´ 1 premiers coefficients de P1 :
αN = [A1, A2, . . . , AN´1]
T (3.31)
– et ǫN le vecteur lié à la troncature au degré N ´ 2 du polynôme P1 :
ǫN =

 8ÿ
j=N´1
Aj+1,
8ÿ
j=N´1
Aj+12
j . . . ,
8ÿ
j=N´1
Aj+1(N ´ 1)j


T
(3.32)
Cette approche nous permet, lorsque N ě 3, d’estimer les coefficients αˆN =
[Aˆ1, Aˆ2, . . . , AˆN´1]T, en inversant la matrice MN :
αˆN = M´1N pN (3.33)
ce qui revient à un estimateur par la méthode des moindres carrés.
Ensuite, on estime la distance et l’angle de la source par rapport au premier cap-
teur :
θˆp,1 = arcsin
(
´ Aˆ1
d
)
(3.34)
ρˆp,1 =
Aˆ21 ´ d2
2Aˆ2
(3.35)
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On note qu’il existe dans la littérature de nombreux algorithmes pour l’inversion
de la matrice MN [22], sachant que l’élément (i, j), de celle-ci vaut :
mij =
ÿ
1ď x1ă...ă xN´1´iďN´1
x1,...,xN´1´i‰ j
(´1)i´1x1 . . . xN´1´i
ź
1ď xďN´1
x‰ j
(
x´ j) (3.36)
Cette méthode permet simplement d’obtenir une estimation des paramètres de
localisation des différentes sources.
On proposera dans les sections suivantes, d’estimer l’erreur induite par cette mé-
thode, puis, une méthode itérative qui permettra d’améliorer cette première estima-
tion.
3.3 Qualité de l’estimation par la méthode MITIC
3.3.1 Evaluation du biais d’estimation
Le biais d’estimation sur les Aˆj s’exprime en fonction du vecteur ǫN, lié à la tron-
cature au degré N ´ 2 du développement du polynôme P1, et de la matrice de Van-
dermonde MN qui régit le système linéaire liant les coefficients de P1 et ses valeurs,
de la façon suivante :
µN =
[
µ1, µ2, . . . , µN´1
]T
= M´1N ǫN (3.37)
le biais sur l’estimation des paramètres de localisation est donc, au premier ordre :
µθ =
µ1b
1´ A21
(3.38)
µρ =
µ2(A
2
1 ´ d2)´ µ1(2A1A2 ´ A2µ1)
2A2(A2 + µ2)
(3.39)
On peut généraliser le système (3.28) par :
pN = MN,kαN´k + ǫN´k (3.40)
avec 1 ď k ď N ´ 2 et MN,k la matrice composée des N ´ k premières colonnes de
MN. Dans le cas où k ą 1, la matrice MN,k n’est pas carrée, et son inversion nécessite
l’utilisation de sa pseudo-inverse de Moore
(
MN,kMHN,k
)´1
et ainsi :
αN =
(
MN,kM
H
N,k
)´1
MHN,kpN (3.41)
Cependant, on peut noter que par définition, la valeur absolue des éléments de ǫN´k
est minimum pour k = 0.
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3.3.2 Influence de l’erreur d’estimation de la matrice inter-spectrale
sur l’estimation des TDA
Parmi toutes les sources d’erreurs possibles, les effets de bruit d’observation dûs
au nombre fini d’échantillons et les effets d’erreur sur les capteurs (erreur de calibra-
tion), ainsi que la méconnaissance de la corrélation entre ces deux types de bruit, sont
des facteurs majeurs de perturbation des algorithmes.
Nous reprenons ici une étude analytique, inspirée des travaux de Li et Vaccaro
[35, 42] et développée par Bozinoski [13], qui établit la perturbation liée à l’adjonc-
tion d’une perturbation additive sur la matrice de covariance (ou sur les données de
manière équivalente) sur l’estimation des paramètres recherchés.
On considère une matrice de covariance perturbée Γ˜ :
Γ˜ = Γ + ∆Γ (3.42)
avec ∆Γ une matrice de perturbation additive.
Cette perturbation va agir sur la décomposition en éléments propres de la matrice
de covariance, ce qui va entraîner une mauvaise détermination du projecteur qui est
à l’origine de l’estimation des paramètres et on aura alors :
τ˜n = τn + ∆τn (3.43)
avec :
– τn = [τ1,n, . . . , τP,n] : les valeurs exactes des temps d’arrivée,
– τ˜n = [τ˜1,n, . . . , τ˜P,n] : les valeurs des temps d’arrivée estimées à partir de la
matrice inter-spectrale perturbée,
– ∆τn = [∆τ1,n, . . . ,∆τP,n] : les perturbations additives sur les temps d’arrivée
Dans un premier temps, nous cherchons à évaluer la perturbation sur la formation
des sous-espaces de cette perturbation additive des données. Les sous-espaces signal
et bruit obtenus à partir de la décomposition en éléments propres de la matrice inter-
spectrale non bruitée Γ :
Γ =
(
Vs Vb
)(
Λs 0
0 0
)(
VHs
VHb
)
(3.44)
La perturbation de la matrice inter-spectrale transforme les sous-espaces issus de la
matrice perturbée Γ˜ de manière non linéaire. Cependant, pour des perturbations suf-
fisamment faibles, un développement au premier ordre de la perturbation permet
d’avoir une approximation linéaire des sous-espaces perturbés. On suppose donc que
la perturbation ∆Γ engendre une perturbation additive sur les vecteurs propres des
deux sous-espaces bruit et signal. C’est-à-dire :
V˜s = Vs + ∆Vs (3.45)
V˜b = Vb + ∆Vb (3.46)
Dans un deuxième temps, on va relier les perturbations du sous-espace bruit aux er-
reurs sur l’estimation des paramètres ∆τn puisque dans la plupart des méthodes c’est
à l’aide des vecteurs propres du sous-espace bruit que l’on calcule la fonctionnelle qui
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permet in fine l’estimation des temps d’arrivée.
A cette fin, on exprime ces écarts ∆τp,n en fonction de la dérivée de la fonctionnelle
perturbée f˜MUSIC(τ) comme définie par l’équation (2.18) :
f˜MUSIC(τ) =
1
aH(τ)Π˜ba(τ)
(3.47)
avec Π˜b = V˜bV˜Hb = Πb + ∆Πb = VbV
H
blomon
Πb
+∆VbVHb +Vb∆V
H
b .
On peut écrire aH(τ)Π˜ba(τ), en utilisant les composante du vecteur aH(τ) =
[a1(τ), . . . aM(τ)]T et du projecteur Π˜b, Π˜b,i,j @(i, j) P [1,N]2 de la manière suivante :
aH(τ)Π˜ba(τ) =
Mÿ
i=1
Mÿ
j=1
a‹i (τ)Π˜b,i,jaj(τ) (3.48)
En dérivant par rapport à τ on obtient :
daH(τ)Π˜ba(τ)
dτ
=
Mÿ
i=1
Mÿ
j=1
(
a˙i
‹(τ)Π˜b,i,jaj(τ) + a
‹
i (τ)Π˜b,i,j a˙j(τ)
)
(3.49)
En constatant que Π˜b,i,j = Π˜‹b,j,i, on a :
daH(τ)Π˜ba(τ)
dτ
=
Mÿ
i=1
Mÿ
j=1
(
a˙i
‹(τ)Π˜b,i,jaj(τ) +
(
a˙j
‹(τ)Π˜b,j,iai(τ)
)‹)
=
Mÿ
i=1
Mÿ
j=1
2ℜ
(
a˙i
‹(τ)Π˜b,i,jaj(τ)
)
=
Mÿ
i=1
Mÿ
j=1
2ℜ
(
a‹i (τ)Π˜b,i,j a˙j(τ)
)
(3.50)
La dérivée de f˜MUSIC(τ) s’exprime comme :
˙˜fMUSIC(τ) =
´2ℜ
(
aH(τ)Π˜ba˙(τ)
)
(
aH(τ)Π˜ba(τ)
)2 (3.51)
Comme on a à τ = τ˜p,n, ˙˜fMUSIC(τ˜p,n) = 0, on peut écrire :
ℜ
(
aH(τ˜p,n)Π˜ba˙(τ˜p,n)
)
= 0 (3.52)
comme on se limite au premier ordre, on a :
a˙(τ˜p,n) = a˙(τp,n) (3.53)
a(τ˜p,n) = aH(τp,n) + ∆τp,na˙H(τp,n) (3.54)
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on a donc :
aH(τ˜p,n)Π˜ba˙(τ˜p,n) =
(
aH(τp,n) + ∆τp,na˙H(τp,n)
)
Π˜ba˙(τp,n)
= aH(τp,n)Π˜ba˙(τp,n) + ∆τp,na˙
H(τp,n)Π˜ba˙(τp,n)
= aH(τp,n)Π˜ba˙(τp,n) + ∆τp,na˙
H(τp,n)Πba˙(τp,n) (3.55)
et ainsi :
∆τp,n = ´
ℜ
(
aH(τp,n)Π˜ba˙(τp,n)
)
a˙H(τp,n)Πba˙(τp,n)
(3.56)
on simplifie aH(τp,n)Π˜ba˙(τp,n), sachant que aH(τp,n)Vb = 0, comme il suit :
aH(τp,n)Π˜ba˙(τp,n) = a
H(τp,n)∆VbV
H
b a˙(τp,n) (3.57)
On cherche ensuite à exprimer aH(τp,n)∆VbVHb en fonction de ∆Γ. On peut écrire :
∆Γ = ∆VsΛsVHs +Vs∆ΛsV
H
s +VsΛs∆V
H
s (3.58)
et ainsi :
aH(τp,n)VsΛ´1s V
H
s ∆Γ =
aH(τp,n)VsΛ´1s V
H
s
(
∆VsΛsVHs +Vs∆ΛsV
H
s +VsΛs∆V
H
s
)
(3.59)
En multipliant à droite par Πb, on trouve :
aH(τp,n)VsΛ´1s V
H
s ∆ΓΠb = a
H(τp,n)Vs∆VHs Πb (3.60)
De plus, en combinant les deux équations suivantes :
Π˜s = I´ Π˜b (3.61)
Πs = I´Πb (3.62)
on peut obtenir la relation suivante :
Vs∆VHs + ∆VsV
H
s = ∆Πs = ´∆Πb = ´Vb∆VHb ´ ∆VbVHb (3.63)
qu’on peut utiliser pour retrouver une expression équivalente à (3.60) :
Vs∆VHs = ´Vb∆VHb ´ ∆VbVHb ´ ∆VsVHs
Vs∆VHs Πb = ´Vb∆VHb ´ ∆VbVHb
aH(τp,n)Vs∆VHs Πb = ´aH(τp,n)∆VbVHb (3.64)
Et ainsi, en combinant (3.60) et (3.64) :
aH(τp,n)∆VbV
H
b = ´aH(τp,n)Vs∆VHs Πb
= ´aH(τp,n)VsΛ´1s VHs ∆ΓΠb (3.65)
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puis (3.56) et (3.57) :
∆τp,n =
ℜ
(
aH(τp,n)VsΛ´1s V
H
s ∆ΓΠba˙(τp,n)
)
a˙H(τp,n)Πba˙(τp,n)
(3.66)
Dans le cas d’une perturbation de type "bruit de mesure", que l’on peut raisonnable-
ment supposer stationnaire, centré, blanc et de variance σ2, on peut exprimer l’erreur
quadratique moyenne des TDA, estimée à partir de l’équation (3.66) :
σ2τp,n = E(∆τ
2
p,n) =
∥∥∥aH(τp,n)VsΛ´1s VHs ∥∥∥2∥∥∥Πba˙(τp,n)∥∥∥2 σ2
2
(
a˙H(τp,n)Πba˙(τp,n)
)2 (3.67)
3.3.3 Influence de l’erreur d’estimation de la matrice inter-spectrale
sur l’estimation des paramètres de localisation
Si l’on reprend la méthode des moindres carrés appliquée à l’estimation des pa-
ramètres de localisation proposée dans la section 3.2.2, on peut introduire la variance
d’estimation des τˆp,n calculée plus haut. En reprenant les équations (3.5)et (3.27) de la
section précédente, on peut modifier le système (3.28), afin d’obtenir un système qui
prend en compte à la fois le biais lié à la linéarisation et les erreurs liées à l’estimation
des TDA :
pN = MNαN + ǫN + ∆N (3.68)
avec ∆N le vecteur d’erreur, qui peut s’exprimer grâce aux erreurs d’estimation des
τˆp,n en se souvenant de la formation des éléments de pN, décrite par les équations
(3.10) et (3.27) :
∆N =
[
∆τp,1 ´ ∆τp,2,
∆τp,1 ´ ∆τp,3
2
, . . . ,
∆τp,1 ´ ∆τp,N
N ´ 1
]T
(3.69)
La méthode des moindres carrés suppose une matrice de covariance des erreurs de
type σ2I afin de proposer un estimateur de variance minimale. Ici ce n’est pas le cas.
Si l’on note ΩN la matrice de covariance des erreurs ∆N :
ΩN = E
[
∆N∆
H
N
]
(3.70)
Comme l’on a considéré dans la partie 3.3.2 que les erreurs de mesures sont centrées
et indépendantes d’un capteur à l’autre, l’élément (i, j) de la matrice ΩN s’écrit, en
référence à l’expression (3.67) :
Ωi,j = E

(∆τp,1 ´ ∆τp,i+1
i
)(
∆τp,1 ´ ∆τp,j+1
j
) =
$’&’%
σ2τp,1
ij si i ‰ j
σ2τp,1
+σ2τp,i
i2
sinon
(3.71)
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Les propriétés asymptotiques de notre estimateur des coefficients du polynôme P1 par
la méthode des moindres carrés généralisée [20] peuvent s’écrire comme il suit :
αˆN „ N (αN +µN ; ΣN) (3.72)
ΣN = M´1N ΩNM
´1
N
T
(3.73)
Dans le cas généralisé de la méthode des moindres carrés, l’estimateur proposé n’est
pas de variance minimale [20]. Si la matrice ΩN est connue, la méthode des moindres
carrés pondérés peut être utilisée avec le nouvel estimateur suivant :
αˆN = M´1N Ω
´1
N pN (3.74)
et dès lors, la matrice de covariance de notre estimateur devient :
ΣN =
(
MNΩ´1N MN
T
)´1
(3.75)
La méthode des moindres carrés pondérés offre un estimateur non biaisé et à variance
minimale.
On notera fαˆN([x1, . . . , xN´1]
T) la densité de probabilité associée à l’estimation du
vecteurs des coefficients αˆN :
fαˆN(x) =
exp
(
´12 (x´αN ´µN)T Σ´1N (x´αN ´µN)
)
2π
N´1
2
a
det (ΣN)
(3.76)
Dans le cas général, la matrice ΩN n’est pas connue. On se contentera donc de la
méthode des moindres carrés généralisée qui est sous-optimale.
On peut calculer la probabilité conjointe d’estimer à la fois l’angle d’arrivée et la
distance dans un certain intervalle :
P
(
θ1 ď θˆ ď θ2
č
ρ1 ď ρˆ ď ρ2
)
=
ż
¨ ¨ ¨
ż
´d sin(θ2)ďx1ď´d sin(θ1)
x21´d
2
2ρ1
ďx2ď
x21´d
2
2ρ2
[x3,...,xN´1]PRN´3
fαˆN(x)dx1 dx2 . . . dxN´1 (3.77)
Le tableau 3.2 montre la valeur moyenne de cette probabilité en pourcentage, pour
une antenne composée de N = 3 capteurs espacés de d = 5m, en présence de P = 2
sources totalement décorrélées, situées à (ρ1 = 100m, θ1 = ´200) et (ρ2 = 101m, θ2 =
200). On suppose que l’on observe M = 50 fréquences entre 1500kHz et 1680kHz. Les
différentes valeurs sont exprimées en fonction de ∆θ, ∆ρ et du rapport signal sur bruit
(RSB) exprimé en décibels, de telle manière que pour tout p = 1, 2 θp ´ ∆θ ď θˆp ď
θp + ∆θ, ρp ´ ∆ρ ď ρˆp ď ρp + ∆ρ et RSB = 10 log
(
‖Γ‖2
σ2
)
.
On constate que c’est en premier lieu la qualité de l’estimation de ρ qui souffre de
la baisse du RSB, puisque lorsque ∆ρ est multiplié par 2, la probabilité l’est à peu près
également. A fort RSB, l’estimation de θ est de qualité, puisque la probabilité varie
peu lorsque ∆θ augmente au-delà de 0.50. De manière générale, la probabilité diminue
rapidement avec le RSB. Dans la section suivante, nous présentons une méthode pour
améliorer les performances de l’estimation.
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∆θ = 0.10 ∆θ = 0.50 ∆θ = 10 ∆θ = 0.10 ∆θ = 0.50 ∆θ = 10
RSB = 15dB RSB = 10dB
∆ρ = 5m 46 46.5820 46.5822 32.6927 48.8076 48.8378
∆ρ = 10m 99.4476 99.9999 99.9999 73.9671 96.1497 96.1648
RSB = 5dB RSB = 0dB
∆ρ = 5m 13.5225 30.1466 37.9614 1.9835 8.9298 13.5852
∆ρ = 10m 24.6308 68.0907 68.7339 3.8987 17.5725 26.8089
RSB = ´5dB RSB = ´10dB
∆ρ = 5m 0.2075 0.7343 1.9791 0.0208 0.1041 0.2074
∆ρ = 10m 0.4158 2.0615 3.9724 0.0420 0.2097 0.4173
Table 3.2 – Valeurs de 12
ř2
p=1 P
(
θp ´ ∆θ ď θˆp ď θp + ∆θ
Ş
ρp ´ ∆ρ ď ρˆp ď ρp + ∆ρ
)
(en
pourcentage) pour N = 3, d = 5m et différents RSB.
3.4 Amélioration de l’estimation
La méthode de régression linéaire proposée permet d’estimer de manière simple
les paramètres de localisation des objets via les relations (3.34) et (3.35). Cependant les
performances de cette méthode restent assez sensibles aux erreurs d’estimation. En
effet, elle exploite un modèle de régression linéaire où l’unique variable est l’espace,
et les paramètres de ce modèle sont liés aux informations de localisation.
C’est pourquoi nous proposons dans ce qui suit d’utiliser ces estimations comme
variables d’initialisation dans un schéma d’analyse numérique itératif afin d’améliorer
la précision de l’estimation.
3.4.1 Algorithme de Levenberg-Marquardt
Nous proposons d’utiliser l’algorithme de Gauss-Newton et son évolution l’algo-
rithme de Levenberg-Marquardt [34], qui sont spécifiques à la minimisation d’une
somme de fonctions au carré et présentent le grand avantage de ne pas nécessiter de
dérivées secondes, complexes à calculer dans notre cas.
Afin de simplifier les expressions [70], nous définissons deux variables x et y
comme :
x = sin(θ) (3.78)
y =
1
ρ
(3.79)
L’algorithme de Levenberg-Maquardt va affiner l’estimation de χ = [x, y] en minimi-
sant la quantité :
e(χ) =
Nÿ
n=2
(Kn(χ))
2 (3.80)
avec :
Kn(χ) =
(
P1(χ, n)´ (τˆ1 ´ τˆn) v
n
)
@ 2 ď n ď N (3.81)
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où P1(χ, n) est défini en utilisant la relation (3.10) :
P1(χ, n) =
1
n´ 1
8ÿ
j=1
nÿ
i=0
(´1)n (2j´ 2)!
(j´ 1)!2j+i´1(j´ i)!d
j+iyj+i´1xj´i(n´ 1)j+i (3.82)
La distance ρˆ et l’angle θˆ estimés par (3.34) et (3.35) sont utilisés pour initialiser le
vecteur des paramètres χ0 = [x0, y0] :
x0 = sin(θˆ) (3.83)
y0 =
1
ρˆ
(3.84)
A la jie`me itération, χj = [xj, yj] est remplacée par une nouvelle valeur :
χj+1 = χj + κj (3.85)
Afin de déterminer la valeur de κj, les fonctions Kn sont linéarisées selon l’expression
suivante :
Kn(χj+1) « Kn(χj) + Ωκj (3.86)
avec Ω, qui est la matrice Jacobienne, de dimension (N ´ 1)ˆ 2, des (N ´ 1) dérivées
des fonctions Kn, n = 2, ¨ ¨ ¨ ,N et :
Ωj =


BK2
Bx (χj)
BK2
By (χj)
...
...
BKn
Bx (χj)
BKn
By (χj)
...
...
BKN
Bx (χj)
BKN
By (χj)


(3.87)
En combinant les expressions (3.85) et (3.86), on obtient la relation suivante :
e(χj+1) =
Nÿ
n=2
(Kn(χj) + Ωjκj)
2 (3.88)
Dans un formalisme matriciel, cette expression devient :
e(χj+1) =
∥∥∥k(χj) + Ωjκj∥∥∥2 (3.89)
avec k(χj) = [K1(χj), ¨ ¨ ¨ ,Kn(χj), ¨ ¨ ¨ ,KN(χj)]T. Si l’on suppose que e(χj+1) atteint
une valeur minimum, alors sa dérivée en fonction de κj est nulle et l’équation (3.88)
devient : (
Ω
T
j Ωj
)
κj = ´ΩTj k(χj) (3.90)
κj = ´
(
Ω
T
j Ωj
)´1
Ω
T
j k(χj) (3.91)
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Le point essentiel de l’algorithme de Levenberg-Marquardt est d’approcher cette équa-
tion (3.91), en "l’amortissant" un peu, on parle alors de "chargement de la diagonale"
afin de contourner le mauvais conditionnement [34] :
(
Ω
T
Ω + λa diag
(
Ω
T
Ω
))
κ = ´ΩTK (3.92)
κ = ´
(
Ω
T
Ω + λa diag
(
Ω
T
Ω
))´1
Ω
TK (3.93)
le facteur d’amortissement (non-négatif) λa évolue à chaque itération. De nombreux
arguments, plus ou moins heuristiques ont été proposés afin de déterminer le meilleur
facteur d’amortissement λa. Des démonstrations théoriques montrent que certains
choix garantissent une convergence locale - mais peuvent afficher une convergence
faible près de l’optimum. Si e(χ) décroit rapidement, une plus faible valeur de λa
peut être utilisée, rapprochant l’algorithme de celui de Gauss–Newton, tandis que
si le résidu ne diminue pas de manière significative, λa peut être augmenté, afin
de se rapprocher de la direction de descente d’un algorithme de type gradient [10].
L’algorithme s’arrête à l’itération je lorsque la différence entre e(χje´1) et e(χje) est
inférieure à un certain seuil donné. Ensuite θ et ρ sont estimés comme suit :
θˆ = arcsin(xje) (3.94)
ρˆ =
1
yje
(3.95)
La figure 3.5, présente le taux de réussite moyen pour l’ensemble des angles θ dans
[´600, 600] de l’évaluation de ρ pour différentes valeurs de ρ, T = 1s, N = 4 et d = 1m,
en fonction de la variance de l’erreur sur l’estimation des temps d’arrivée centrée,
blanche et gaussienne, pour la méthode des moindres carrés généralisée (MCG) et
la proposition d’amélioration avec l’algorithme de Levenberg-Marquardt (ALM). On
considère que l’estimation est réussie si l’écart absolu entre la valeur estimée et la
valeur réelle de ρ est inférieure à 3m. Cette technique n’améliore pas la qualité de
l’estimation de θ.
On constate que la qualité de l’estimation de ρ diminue très rapidement avec l’ap-
parition du bruit sur l’estimation des temps d’arrivée. L’algorithme de Levenberg-
Marquardt offre la possibilité d’augmenter la robustesse de l’estimation. Cependant,
si la distance est trop grande, cette robustesse diminue.
3.4.2 Critère d’évaluation de la qualité d’estimation
Dans la section précédente, on a présenté une formulation de l’algorithme de
Levenberg-Marquart afin d’affiner l’estimation des paramètres de localisation ρˆ et
θˆ. On propose dans cette section un deuxième système d’équation dans lequel on
cherche à estimer T et z = ρ sin(θ). En reprenant l’équation (3.18) et par analogie avec
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(a)
(b) (c)
Figure 3.5 – Taux de réussite moyen pour l’ensemble des angles θ de l’évaluation de ρ, en fonction
de la variance de l’erreur sur l’estimation des temps d’arrivée centrée, blanche et gaussienne, pour la
méthode des moindres carrés généralisée (MCG) et la proposition d’amélioration avec l’algorithme
de Levenberg-Marquardt (ALM), pour (a) ρ = 50m, (b) ρ = 100m, (c) ρ = 150m, avec T = 1s,
N = 4 et d = 1m.
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l’équation (3.80) on pose :
e(T, z) =
Nÿ
n=1
(Kn(T, z))2 (3.96)
Kn(T, z) = (τˆn+1 ´ τˆn)(τˆn+1 + τˆn ´ 2T)´ ((2n+ 1)d
2 + 2dz
v2
(3.97)
On peut appliquer l’algorithme de Levenberg-Marquart à ce système d’équations, en
l’initialisant avec les valeurs τˆ1, ρˆ et θˆ comme il suit :
T0 = τˆ1 ´ ρˆ
v
(3.98)
z0 = ρˆ sin(θˆ) (3.99)
On peut également proposer une initialisation alternative pour T0 :
T0 =
1
N
Nÿ
n=1

τˆn ´
b
ρˆ2 ´ ((n´ 1) d)2 + 2(n´ 1)dρˆ sin(θˆ)
v

 (3.100)
De le même manière que dans la section précédente, l’algorithme de Levenberg-
Marquart nous donne une estimation de T et z :
Tˆ = Tje (3.101)
zˆ = zje (3.102)
On peut alors utiliser les estimées θ, ρ, zˆ et Tˆ pour définir un critère d’évaluation de
la qualité de l’estimation ∆, qui va comparer les résultats obtenus par l’algorithme de
Levenberg-Marquart pour les deux systèmes d’équation définis précédemment :
∆ =
∣∣∣ρˆ sin(θˆ)´ zˆ∣∣∣ (3.103)
La figure 3.6 résume l’évolution de ∆ lorsque l’erreur est nulle, pour différentes va-
leurs de ρ et θ avec T = 1s.
On constate que la quantité ∆ reste faible pour l’ensemble des angles parcourus.
On propose de mettre en place le taux de réussite, défini par :#
1 si ∆ ď 2m
0 sinon
(3.104)
La figure 3.7, présente l’évolution du taux de réussite moyen pour différentes erreurs
d’estimation sur les τˆ et plusieurs configuration de ρ et θ avec T = 1s.
3.4.3 Correction des erreurs d’estimation par reconstruction du spectre
à posteriori
Dans la mesure où le spectre du signal est connu, on peut envisager la reconstruc-
tion à posteriori des spectres enregistrés sur les différents capteurs afin de corriger
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Figure 3.6 – Evolution du critère d’évaluation de la qualité ∆ en fonction de θ pour différentes
valeurs de ρ et avec T = 1s, sans erreur d’estimation sur les τˆ
les différentes erreurs d’estimation des τˆp,n. Pour cela on propose, encore une fois,
d’utiliser l’algorithme de Levenberg-Marquart.
Les coefficients cp,n sont estimés en utilisant les τˆp,n de la manière suivante :
cˆn = (AˆHn Aˆn)
´1AˆHn S
´1rn (3.105)
avec Aˆn la matrice de transfert estimée, dont les P vecteurs colonnes sont les an(τˆp,n)
définis par l’équation (2.61) pour P = [1, . . . ,N].
Le spectre reçu sur le capteur n est reconstruit de la manière suivante :
rˆn( f ) = s( f )
Pÿ
p=1
cˆp,n exp(´2iπ f τˆp,n) (3.106)
Ensuite, sur chaque capteur n on utilise l’algorithme de Levenberg-Marquart pour la
fonction de coût suivante :
e(τp,n) =
1
M
Mÿ
m=1
(
rˆn( fm)´ rn( fm)
s( fm)
)2
(3.107)
La dérivée de rˆn( fm)´rn( fm)
s( fm)
par rapport à τp,n, p = 1, . . . ,N, est exprimée comme il
suit :
B rˆn( fm)´rn( fm)
s( fm)
Bτp,n = ´2iπ fm cˆp,n exp(´2iπ fmτˆp,n) (3.108)
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(a) Erreur de variance 1ˆ 10´5s (b) Erreur de variance 5ˆ 10´5s
(c) Erreur de variance 1ˆ 10´4s (d) Erreur de variance 1ˆ 10´3s
Figure 3.7 – Evolution du taux de réussite en fonction de θ pour différentes valeurs de ρ et
avec T = 1s avec une erreur d’estimation sur les τˆ centrée gaussienne de variance 1ˆ 10´5s (a),
5ˆ 10´5s (b), 1ˆ 10´4s (c) et 1ˆ 10´3s (d), avec N = 5 capteurs et d = 1m.
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A chaque itération de l’algorithme, les coefficients cp,n et la matrice Aˆn sont estimés à
nouveau, en utilisant les valeurs courantes de τˆp,n.
Cette amélioration de l’estimation des TDA peut être utilisée avant la localisation,
afin d’offrir aux méthodes de localisation proposée des estimations moins bruitées
qui fourniront un meilleur résultat.
Afin d’illustrer l’intérêt de ce post-traitement, on se propose d’étudier pour un
ensemble de P = 20 sources, dont les TDA τ sont répartis dans [67, 93]ms et l’écart
minimal entre deux TDA est ∆τmin = 1.5ms. On se propose de représenter dans les
figures 3.8(a), 3.8(b) et 3.8(c), pour différents rapports signal sur bruit (RSB), l’erreur
absolue moyenne obtenue après correction en fonction de l’erreur absolue moyenne
sur l’estimation d’origine des TDA.
(a) RSB = 10dB
(b) RSB = 5dB (c) RSB = 0dB
Figure 3.8 – Erreur absolue moyenne obtenue après correction par comparaison des spectres
pour un ensemble de 20 TDA répartis dans [67, 93]ms espacés au minimum de ∆τmin = 1.5ms pour
différents RSB.
Ce traitement permet de pallier une erreur d’estimation des TDA de manière effi-
cace et robuste, en divisant par un facteur 4 l’erreur d’estimation initiale.
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3.5 Conclusion
Dans ce chapitre, nous avons proposé une méthode originale d’estimation des
paramètres de localisation de sources en utilisant l’estimation des temps d’arrivée du
signal large bande qu’elles émettent sur un réseau de capteurs (antenne rectiligne).
En nous inspirant de la méthode haute résolution MUSICAL nous avons proposé
la méthode MITIC. A l’aide d’un modèle linéaire simple qui traite l’information spec-
trale par le biais de l’association d’une série de TDA capteur par capteur et permet
d’estimer les paramètres ρ et θ à partir de l’estimation des TDA, cette méthode plus
souple ne nécessite pas de supposer le bruit indépendant d’un capteur à l’autre et
permet une variation du coefficient d’amplitude des sources d’un capteur à l’autre.
Compte tenu de l’importance de l’association TDA-sources dans cette méthode,
nous avons proposé deux algorithmes basés sur des fonctions de coût afin de réaliser
cette opération, dans un soucis de réduction du temps de calcul.
L’influence de l’erreur d’estimation de la matrice de covariance sur l’estimation
des paramètres ρ et θ par notre méthode a été évaluée, de même que le biais induit
par la linéarisation proposée.
Nous avons proposé une méthode d’analyse numérique itérative basée sur l’algo-
rithme de Levenberg-Marquardt dans le but d’améliorer la precision de cette estima-
tion, et avons défini un critère d’évaluation de la qualité de cette estimation.
Enfin, partant du principe que la méthode est utilisée avec un signal de spectre
connu, nous avons montré que les erreurs d’estimation peuvent être corrigées par
reconstitution du spectre à posteriori.
Comme on l’a déjà fait remarquer précédemment, les méthodes HR ne fonc-
tionnent pas correctement en présence de signaux corrélés. Or le fait de supposer
que pour tout p P [1, . . . , P], sp( f ) = cp,ns( f ), revient à considérer les signaux comme
totalement corrélés. Il est donc nécessaire avant d’utiliser les algorithmes HR, d’appli-
quer une méthode de moyennage qui réduira artificiellement cette corrélation. C’est
le cadre de la discussion du chapitre suivant.
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CHAPITRE 4
ESTIMATION DES TEMPS D’ARRIVÉE
EN PRÉSENCE DE SOURCES
TOTALEMENT CORRÉLÉES
4.1 Introduction
Dans toutes les méthodes haute résolution présentées dans le chapitre 2 et en parti-culier la méthode MUSIC, on suppose que la matrice inter-spectrale des signaux
Γ est de rang plein. En effet, si ce n’est pas le cas, l’estimation du sous-espace signal est
erronée, en particulier parce que sa dimension est mal évaluée. Or, lorsque les sources
sont corrélées, ce qui est le cas dans notre problématique, le rang de la matrice Γc
n’est pas maximum ce qui par conséquent entraine une chute du rang de la matrice Γ.
De nombreuses méthodes ont été proposées [27,36,59,66,71,73,76,77] pour apporter
une réponse à ce problème. Dans ce chapitre nous proposons de présenter les dif-
férentes méthodes qui permettent de pallier les problèmes de corrélation, puis nous
discuterons du choix du paramétrage d’une méthode en particulier, afin d’optimiser
les résultats.
4.2 Méthodes de décorrélation
4.2.1 Lissage spatial
Les méthodes de lissage spatial sont les premières méthodes de lissage qui ont été
proposées, puisque adaptées à la formulation initiale du problème d’estimation de
DDA pour des signaux en bande étroite. La méthode consiste à subdiviser l’antenne
principale en un ensemble de sous-antennes présentant les mêmes caractéristiques,
calculer la matrice de covariance des observations sur chacune de ces sous-antenne et
enfin de moyenner les résultats obtenus sur l’ensemble des sous-réseaux. En particu-
lier dans ce cas, il existe une relation simple qui permet de lier la matrice de transfert
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d’un sous-réseau à l’autre, ce qui permet de conserver un modèle de données compa-
tible avec les méthodes à haute résolution.
Si l’on a N capteurs, on peut subdiviser l’antenne en K sous-antennes de L capteurs
de telle manière que deux sous-antennes consécutives ont un recouvrement maximum
(L´ 2 capteurs en commun). On a la relation entre N, K et L :
N = K+ L´ 1 (4.1)
Le vecteur des observations dans chaque sous-réseau :
rk( f ) = [rk( f ), rk+1( f ), . . . , rk+L´1( f )]
T (4.2)
est un sous-vecteur du vecteur des observations sur l’ensemble de l’antenne r( f ).
Dans chaque sous-réseau, on a :
rk( f ) = Akc+ bk (4.3)
avec Ak, la matrice de transfert, composée des lignes k à k+ L´ 1 lignes de la matrice
de transfert complète A et bk le vecteur du bruit sur la sous-antenne.
On note que les matrices Ak peuvent s’exprimer en fonction de la matrice A1 de la
manière suivante :
Ak = A1D
k´1 (4.4)
avec D une matrice diagonale telle que :
D = diag(exp(´2iπ f sin(θ1))), exp(´2iπ f sin(θ2))), . . . , exp(´2iπ f sin(θP)))) (4.5)
Par la suite, une matrice de covariance moyennée Γ¯( f ) est utilisée pour l’estimation
des paramètres de localisation :
Γ¯( f ) =
1
K
Kÿ
k=1
Γˆk( f ) (4.6)
avec Γˆk( f ) la matrice de covariance inter-spectrale des observations sur le kie`me sous-
réseau.
Cependant, la mise en place d’une telle méthode nécessite un nombre important
de capteurs afin d’obtenir des résultats satisfaisants.
4.2.2 Lissage fréquentiel
De nombreuses méthodes ont été développées pour l’analyse de signaux large
bande [7, 14, 19, 28, 51]. On peut les regrouper en deux catégories : les méthodes à
sous-espace signal incohérents et les méthodes à sous-espace signal cohérents.
Les méthodes à sous-espaces incohérents (ISSM) [73] ont été proposées en premier
pour résoudre le problème de la corrélation dans le cas de signaux large bande. Elles
combinent l’ensemble des observations pour toutes les fréquences, sans les réorgani-
ser au préalable. Si les observations se font à un ensemble de fréquences ( f1, . . . fM),
les matrices inter-spectrales estimées aux différentes fréquences Γˆ fm , m = 1, . . . ,M,
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sont décomposées en sous-espace Vs, fm et Vb, fm selon les méthodes usuelles. Puis
les méthodes haute résolution sont appliquées à chaque fréquence afin d’estimer les
paramètres de localisation et ces résultats sont finalement moyennés. Ces méthodes
souffrent d’un important temps de calcul ainsi que d’un manque de robustesse.
Les méthodes à sous-espaces cohérents transfèrent les différents sous-espaces vers
un sous-espace prédéfini en focalisant les matrices Vb, fm . Les matrices de focalisation
T( f0, fm) compensent les variations de matrice de transfert A fm avec la fréquence :
T( f0, fm)A fm = A f0 (4.7)
avec f0 la fréquence à laquelle sont focalisés les sous-espaces.
Il existe plusieurs méthodes d’estimation des matrices de focalisation T( f0, f ).
Cette opération doit satisfaire les contraintes suivantes [66] :$&% minT( f0, fm)
∥∥A( f0)´ T( f0, fm)A( fm)∥∥F ,
avec T( f0, fm)TH( f0, fm) = I
(4.8)
L’opérateur de focalisation adaptative est basé sur la rotation entre le sous-espace
généré par les vecteurs propres de la matrice inter-spectrale à la fréquence fm et ceux
de la matrice inter-spectrale à la fréquence f0. La solution optimale à l’équation (4.8)est
donnée par Valaee dans [66] :
T( f0, fm) = V f0V
H
fm
(4.9)
avec V( fm) = [Vs( fm)Vb( fm)]. L’opérateur bilinéaire [66] est un opérateur de focali-
sation qui transforme la matrice spectrale en sa version sans bruit :
Ts( f0, fm) = Vs, f0V
H
s, fm (4.10)
Une méthode simple de lissage fréquentiel est proposée [25] dans l’algorithme 4.1.
Par la suite, de nombreuses améliorations ont été apportées à ces méthodes afin
de créer un opérateur de focalisation avec un faible biais. On peut citer par exemple
les travaux de Hung [27] avec la méthode RSS (Rotational Signal-Subspace) et ceux de
Valaee [66] qui propose la méthode TCT (Two-sidede Correlation Transformation).
Bien que ces méthodes augmentent la résolution et réduisent le biais d’estimation,
leurs performances dépendent essentiellement de l’estimation des angles initiaux. La
méthode TOPS (Test of Orthogonality of Projected Subspaces) proposée par Yoon [76]
ne nécessite par d’initialisation particulière et offre des performances meilleures que
les autres méthodes pour des rapports signal sur bruit (RSB) moyens. Cependant, elle
ne permet pas d’empêcher les fausses détections au sein du pseudo-spectre.
4.2.3 Moyennage en sous-bandes
Cette technique s’inspire des méthodes de filtrage spatial qui ont été adaptées pour
l’estimation des TDA dans le cas d’un bruit blanc [75]. Elle fait appel à un découpage
de la bande totale de fréquences en sous-bandes, selon le schéma de principe de la
figure 4.1.
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Algorithme 4.1 Algorithme de focalisation
1. utiliser la formation de voie pour estimer xθ0k, avec k = 1, ¨ ¨ ¨ , P0, pour P0 ď P.
2. pour chaque fréquence fm P [ f1, . . . , fM]
(a) estimer la matrice de transfert Aˆ fm
(b) estimer la matrice de covariance inter-spectrale Γˆ fm
(c) estimer la covariance du bruit σ2fm =
1
N´P0
řN
p=P0+1 λp, fm , avec λp, fl la p
ie`me
valeur propre de Γˆ fl .
(d) calculer la matrice d’intercorrélation des sources Γˆc, fm = (Aˆ
H
fm
Aˆ fm)
´1AˆHfm ˆ
[Γˆ fm ´ σ2fmIN ], avec IN la matrice identité de dimension N ˆ N
(e) décomposer Γˆ fm en valeurs propres pour obtenir Vˆs, fm ,
3. calculer la moyenne des matrices d’intercorrélation des sources Γ¯c, f0 =
1
M
řM
m=1 Γc, fm , avec f0, une fréquence choisie parmi ( f1, . . . , fM).
4. calculer Γˆ( f0) = Aˆ f0 Γ¯c, f0Aˆ
H
f0
, et la décomposer en valeurs propres pour obtenir
Vs, f0 ,
5. pour chaque fm, calculer l’opérateur Ts( f0, fm) = Vs, f0V
H
s, fm
6. calculer la matrice de covariance inter-spectrale estimée Γ¯ f0 =
1
M
řM
m=1 Ts( f0, fm)[Γ fm ´ σ2fmIN ]TsH( f0, fn) et la décomposer en éléments
propres pour estimer V¯b, f0 ,
7. utiliser V¯b, f0 pour estimer les paramètres de localisation
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Pour un capteur n donné, l’ensemble des M fréquences qui composent le spectre
observé est découpé en K sous-bandes composées de L fréquences consécutives. En
général, le découpage est effectué avec un recouvrement maximal des sous-bandes.
Ainsi, la relation entre M, K et L s’écrit :
M = K+ L´ 1 (4.11)
f1 f2 f3 f4 fL−1 fL fL+1
Spectre
r˜1
r˜2
r˜3
r˜K
fM
Figure 4.1 – Illustration du découpage en sous-bande des observations
Le vecteur des observations sur la kie`me sous-bande peut s’écrire comme un sous-
vecteur rn,k des observations rn sur la bande [ fk, fk+L´1] :
rn,k = SkAn,1D
k´1
n cn + bn,k (4.12)
avec :
– Sk la matrice diagonale comportant la transformée de Fourier du signal émis
dans la kie`me sous-bande
– An,1 la sous-matrice de dimension (Lˆ P) de la matrice de transfert, composée
des L premières lignes de An dont les vecteurs directionnels sont :
a1(τp,n) = [exp(´2iπ f1τp,n), exp(´2iπ f2τp,n), . . . , exp(´2iπ fLτp,n)]T (4.13)
– Dn est une matrice diagonale de dimension (Pˆ P) qui correspond à la matrice
de transfert des observations de la première sous-bande à la kie`me sous-bande,
définie telle que :
Dn = diag
(
exp(´2iπ∆ f τ1,n), exp(´2iπ∆ f τ2,n), . . . , exp(´2iπ∆ f τP,n)
)
(4.14)
– bn,k le vecteur de bruit additif observé dans la kie`me sous-bande.
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Par la suite nous n’utiliserons plus la référence au capteur n pour ne pas alourdir les
notations. Les techniques présentées s’appliquent indépendamment du capteur.
Ce moyennage nécessite que les signaux reçus soient rendus indépendants de
l’évolution du spectre du signal s, ce qui requiert la connaissance de la matrice S.
On définit le vecteur yk des observations modifiées en utilisant S
´1
k :
yk = S
´1
k rk = A1D
k´1c+ S´1k bk (4.15)
On associe à yk la matrice de covariance :
Γk = E[yky
H
k ] (4.16)
A partir de cette équation on peut considérer une matrice de covariance rectifiée ΓF
comme étant la moyenne directe des matrices de covariance de chaque sous-bande :
ΓF =
1
K
Kÿ
k=1
Γk (4.17)
ΓF = A1Γ
F
cA
H
1 + Γ
F
b (4.18)
avec ΓFc =
1
K
řK
k=1D
k´1
ΓcDk´1
H
et ΓFb =
1
K
řK
k=1 S
´1
k E[bkb
H
k ]S
´1
k
H
les nouvelles ma-
trices de covariance des sources et du bruit respectivement.
Il est possible d’enrichir la matrice ΓF en y intégrant la moyenne dans le sens
inverse des matrices Γk, c’est-à-dire en intégrant à la fois le sens direct et le sens
rétrograde des observations. Cette matrice s’exprime sous la forme suivante :
ΓFB =
1
2K
Kÿ
k=1
(
Γk + JΓ
‹
kJ
)
(4.19)
ΓFB = A1Γ
FB
c A
H
1 + Γ
FB
b (4.20)
Γ
FB
b = Γ
F
b + JΓ
F
b
‹
J (4.21)
A1Γ
FB
c A
H
1 = A1Γ
F
cA
H
1 + J
(
A1Γ
F
cA
H
1
)‹
J (4.22)
avec J la matrice antidiagonale de permutation, qui permet de générer les observations
dans le sens rétrograde :
J =


0 ¨ ¨ ¨ ¨ ¨ ¨ 0 1
... . . . . . . 1 0
... . . . . . . . . .
...
0 1 . . . . . .
...
1 0 ¨ ¨ ¨ ¨ ¨ ¨ 0


(4.23)
4.3 Lissage spatial appliqué à la problématique
4.3.1 Méthode cohérente - smoothing-MUSICAL
La question de la corrélation des trajets a été traitée de deux manières. D’une
part, on peut supposer que les termes d’amplitude cp,n sont aléatoires et totalement
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ou partiellement décorrelés pour pouvoir mettre en œuvre un algorithme à haute
résolution.
Le terme amplitude s’entend sous la forme module et phase. Les fluctuations
de cette amplitude complexe sont liées aux conditions de propagations. Ainsi, si les
temps d’arrivées τp,n présentent une fluctuations δτp,n, le signal correspondant à un
seul écho peut s’écrire :
cp,n exp(2iπ f δτp,n)s(τp,n + δτp,n) , @ p = 1, . . . , P (4.24)
Si on considère Cp,n = cp,n exp(2iπ f δτp,n) comme étant le nouveau terme d’ampli-
tude complexe, l’hypothèse de décorrélation peut maintenant être faite à partir d’une
décorrélation des fluctuations cp,n exp(2iπ f δτp,n) uniquement. Le problème des fluc-
tuations dans le modèle s(τp,n + δτp,n) peut être négligé en supposant que le signal
varie peu par rapport à s(τp,n + δτp,n). On pourra donc appliquer des méthodes à
haute résolution de type MUSIC, mais les algorithmes seront alors sous-optimaux.
D’un autre coté, si l’on ne peut pas valider les hypothèses présentées ci-dessus,
par manque de réalisations par exemple, ou bien par absence de fluctuations in-
dépendantes, une méthode de double lissage spatio-fréquentiel du modèle MUSI-
CAL, smoothing-MUSICAL a été proposée [30]. En reprenant le modèle présenté dans
l’équation (2.64), il est proposé dans le cadre d’un signal témoin de spectre constant
sur les fréquences observées, qui peut s’étendre à un signal blanchi yg = S´1g rg, d’ef-
fectuer une double subdivision des observations d’abord en Ks sous-antennes yg,ks ,
ks = 1, . . . ,Ks puis en K f sous-bandes yg,ks,k f , k f = 1, . . . ,K f pour estimer une matrice
de covariance définie comme il suit :
Γˆg =
1
KsK f
Ksÿ
ks=1
K fÿ
k f=1
E[yg,ks,k f y
H
g,ks,k f
] (4.25)
On note que ce modèle offre une bonne robustesse et la capacité de fonctionner pour
un nombre d’échantillons restreint, voir réduit à un, la diversité des réalisation étant
substituée par la double diversité des sous-bandes et des sous-antennes. Cette mé-
thode permet également de pallier à un nombre de capteurs restreint qui ne permet-
trait pas un lissage spatial efficace [48].
4.3.2 Méthode Incohérente par Traitement Indépendant par Capteur
avec Amélioration par Lissage - MITICAL
Le faible nombre de capteurs disponibles ne permet pas de réaliser un lissage
purement spatial avec des résultats satisfaisants. D’autre part la méthodologie d’es-
timation des temps d’arrivée ne permet pas non plus d’utiliser une des méthodes
de lissage fréquentiel incohérent ou cohérent proposées précédemment, étant donné
qu’elles réduisent l’ensemble des observations fréquentielles à une seule fréquence,
ne nous permettant pas par la suite d’appliquer les méthodes à haute résolution.
La méthode la plus adaptée est celle de lissage en sous-bandes, qui répond à notre
problématique [69,70]. Elle entraine un désavantage certain qui est la nécessité de la
connaissance à priori du spectre du signal S.
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4.3.2.1 Influence du nombre et de fréquences et de la largeur de la sous-bande
Pour un nombre de fréquences M donné, on peut s’intéresser essentiellement à
deux paramètres, à la fois le nombre de sous-bandes K et le nombre de fréquences
qu’elles comprennent L. Ces deux quantités sont liées par la relation (4.11). Il faut
noter qu’afin d’appliquer les méthodes haute résolution, la matrice ΓFB doit être de
dimension supérieure ou égale (P + 1ˆ P + 1), c’est-à-dire que l’on doit avoir L ě
P+ 1.
De plus, selon [60, 74], afin d’obtenir une matrice de covariance moyennée conte-
nant l’information nécessaire à la bonne utilisation des méthodes haute résolution, la
moyenne doit être calculée sur au moins P matrices différentes. Cela revient à dire
que si l’on calcule ΓF on doit avoir K ě P et donc :
M ě 2P (4.26)
Tandis que si l’on calcule ΓFB, le nombre de moyenne est doublé [49] et l’on a K ě P2
et donc :
M ě 3P
2
(4.27)
De plus, on peut s’intéresser à la qualité de la décorrélation de cette méthode. Suppo-
sons pour un capteur donné que l’on soit en présence de deux sources caractérisées
par leur coefficients c1 and c2. Soit γ leur coefficient de corrélation, défini en utilisant
les éléments de la matrice Γc :
γ =
Γc(1, 2)a
Γc(1, 1)Γc(2, 2)
(4.28)
avec Γc(i, j) = E[cic‹j ]. Lorsque les sources sont totalement corrélées, le module de γ
vaut 1.
Soit ΓFc =
1
2K
řK
k=1D
k´1
Γc(Dk´1)+ et ΓBc de telle manière que A1Γ
B
cA
+
1 =
1
2K
řK
k=1 JΓ
˚
k J.
Nous pouvons réécrire l’équation (4.20) comme :
ΓFB = A1
(
Γ
F
c + Γ
B
c
)
A1 + Γ
FB
b (4.29)
L’élément (1, 2) de la matrice ΓFc peut s’écrire comme :
Γ
F
c (1, 2) =
Γc(1, 2)
K
Kÿ
k=1
exp(´2iπ∆ f∆τ(k´ 1)) (4.30)
avec ∆τ = τ1 ´ τ2. Le nouveau coefficient de corrélation calculé avec ΓFc est :
γF = γ
(
sin(Kα)
K sin(α)
)
exp(´i(K´ 1)α) (4.31)
où α = π∆ f∆τ. Le module de γF est |γF| = |γ|
∣∣∣ sin(Kα)K sin(α)
∣∣∣. Ce coefficient de corrélation
correspond à celui obtenu lorsque le moyennage est effectué uniquement de manière
directe.
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L’expression JΓ˚k J, revient à effectuer une double symétrie selon les lignes et les co-
lonnes de la matrice Γ˚k . Ainsi l’élément (1, 2) de Γ
B
c peut s’écrire comme :
Γ
B
c (1, 2) =
Γc(1, 2)‹
K
Kÿ
k=1
exp(2iπ
(
2 f1 + (2k+ L´ 2)∆ f
)
∆τ) (4.32)
Le nouveau coefficient de corrélation γFB peut s’exprimer de cette façon [75] :
γFB = γ
sin(Kα)
K sin(α)
(
exp(´i(K´ 1)α) + Γ
‹
c (2, 1)
Γc(2, 1)
exp(´iβ)
)
(4.33)
avec β = 2α(2´ L´ K+12 )´ 4π f1∆τ. De cette manière le module de γFB est :
|γFB| = |γF|
∣∣cos (arg(c2)´ arg(c1) + α(2´ L´ K)´ 2π f1∆τ)∣∣ (4.34)
Ce nouveau module |γFB| est inférieur à l’original |γ| et diminue lorsque la quantité
K∆ f∆τ augmente. La figure 4.2 représente l’évolution de ce module pour différents
paramétrages.
4.3.2.2 Choix optimal des fréquences d’une sous-bande pour améliorer le pouvoir
de résolution
La méthode de moyennage directe-rétrograde proposée permet d’augmenter le
rang de la matrice Γ¯c. Cependant, le rang de la matrice spectrale Γ¯ peut toujours être
inférieur à P puisque la matrice de transfert du système A1 peut éventuellement ne
pas être de rang plein. En effet, si l’on considère cette décomposition de la matrice
A1 [69] :
A1 = A
α
1A
β
1 =


1 ¨ ¨ ¨ 1
α1 ¨ ¨ ¨ αP
...
...
...
αL´11 ¨ ¨ ¨ αL´1P




β1 0 ¨ ¨ ¨ 0
0 β2
. . . ...
... . . . . . . 0
0 ¨ ¨ ¨ 0 βP

 (4.35)
avec αp = exp(´2iπ∆ f τp,n) et βp = exp(´2iπ f1τp,n), l’équation (4.20) devient :
ΓFB = Aα1A
β
1 Γ¯
FB
c A
β
1
H
Aα1
H + Γ¯FBb (4.36)
Le rang de la matrice A1 doit être égal à P. Cela signifie que les vecteurs colonne de la
matrice Aα1 doivent être différents deux à deux, c’est-à-dire que αi ‰ αj @ i, j = 1, . . . , P.
Afin d’évaluer la colinéarité de deux vecteurs colonne de la matrice Aα1 , nous consi-
dérons le produit scalaire normalisé ∆αi,j =
ˇˇˇ
aαi
Haαj
ˇˇˇ
L , avec a
α
i = [1, αi, α
2
i , . . . , α
L´1
i ]
T et
aαj = [1, αj, α
2
j , . . . , α
L´1
j ]
T. Nous avons :
∆αi,j =
ˇˇˇ
aαi
Haαj
ˇˇˇ
L
=
1
L
ˇˇˇˇ
ˇˇ Lÿ
l=1
exp
(
´2iπ (l ´ 1)∆ f∆τi,j
)ˇˇˇˇˇˇ =
ˇˇˇˇ
ˇ sin(Lπ∆ f∆τi,j)L sin(π∆ f∆τi,j)
ˇˇˇˇ
ˇ (4.37)
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(a) K = 100 (b) K = 250
(c) K = 500
Figure 4.2 – Evolution du nouveau module du coefficient de corrélation|γFB| en fonction du produit
∆τ∆ f pour différentes valeurs de L et pour K = 100 (a) K = 250 (b) et K = 500 (c).
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où ∆τi,j = τi ´ τj. La valeur de ∆αi,j n’est pas affectée par le processus de moyennage.
Afin d’illustrer l’impact de cette quantité sur le pouvoir de séparation, nous utili-
sons le modèle décrit dans l’équation (4.20) pour deux sources décorrélées (|γFB| = 0)
pour une impulsion (S = IM) et un bruit additif blanc et gaussien (Γn = σ2IM), avec
un rapport signal sur bruit de ´10dB. Nous utilisons les critères AIC (Akaike In-
formation Criterion) et MDL (Minimum Description Length) [78] présenté dans les
équations (2.14) et (2.15), pour différentes valeurs de ∆τ1,2, K = 500 sous-bandes,
L = 20 et ∆ f = 75Hz pour estimer le nombre de sources P. La figure 4.3 résume
l’évolution de ces deux critères en fonction de ∆τ et ∆α.
Lorsque ∆τ1,2 ą 350µs (∆α1,2 ă 0.6) le critère MDL évalue le bon nombre de
sources. Tandis que le critère AIC estime P correctement lorsque ∆τ1,2 ą 225µs
(∆α1,2 ă 0.8). On peut donc choisir une valeur seuil ǫα = 0.6 telle que lorsque
∆αi,j ă ǫα @i, j = 1, . . . , P, on peut considérer que la matrice A1 est de rang maxi-
mal. Afin d’obtenir une meilleure résolution en ∆τ, un traitement au préalable est
nécessaire.
Figure 4.3 – Evolution des critères AIC et MDL en fonction de ∆τ et ∆alpha
Pour obtenir une matrice de transfert A1 de rang plein, nous proposons une
nouvelle manière d’organiser et d’exploiter les observations dans les différentes fré-
quences en introduisant la quantité h qui représente un pas supplémentaire entre
deux fréquences consécutives comme présenté dans la figure 4.4. Les M fréquences
sont divisées en Kh sous-bandes de L fréquences. La kie`me sous-bande est constituée
des fréquences t fk, fk+h, . . . , fk+h(L´1)u. Nous avons la relation suivante entre M, Kh,
h et L :
M = Kh + h(L´ 1) (4.38)
Grâce à ce réarrangement des fréquences, dans l’équation (4.17), la matrice ΓFc
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f1 f2 f3 f4 f2+h(L−1)
Spectre
fMf1+h
r˜K
r˜3
r˜2
r˜1
f1+h(L−1)f1+(h−1)(L−1)
fh(L−1)
Figure 4.4 – Illustration du découpage en sous-bande des observations modifiées avec un pas h
supplémentaire
devient ΓFc
h
= 1
Kh
řKh
k=1DkΓcD
H
k avec, en utilisant les équations (4.38) et (4.11), K
h =
K ´ (L ´ 1)(h ´ 1). La matrice de transfert A1 devient Ah1, composée des (1+ h(l ´
1))th, l P [1, L], lignes de la matrice A, c’est-à-dire :
ah1(.) =
[
exp(´2iπ f1(.)), exp(´2iπ f1+h(.)), . . . , exp(´2iπ f1+h(L´1)(.))
]T
(4.39)
Ainsi, dans l’équation (4.37), la quantité ∆ f∆τi,j est remplacée par la quantité h∆ f∆τi,j
ce qui donne :
∆αhi,j =
ˇˇˇˇ
ˇ sin(Lπh∆ f∆τi,j)L sin(πh∆ f∆τi,j)
ˇˇˇˇ
ˇ (4.40)
c’est-à-dire que si l’on considère que ∆τ1 correspond à la résolution des méthodes
usuelles (h = 1), la méthode que l’on propose offre la nouvelle résolution suivante :
∆τh =
∆τ1
h
(4.41)
La figure 4.5 présente l’évolution de ∆αh en fonction de ∆τ, avec L = 20 et ∆ f = 75Hz,
pour différentes valeurs de h, h = 1 correspondant aux techniques usuelles. Pour
h = 2 la résolution en ∆τ est réduite de moitié. Pour h = 8, on a ∆τ8 = ∆τ8 .
La figure 4.6 présente différents pseudo-spectres calculés avec l’algorithme MUSIC
pour différentes valeurs de h, dans le cadre d’un signal réfléchi par P = 6 sources,
M = 980 fréquences, ∆ f = 75Hz, ∆τ varie entre 30 et 177µs et L = 20. Les six TDA
sont bien estimés dès lors que h = 30.
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Figure 4.5 – ∆αh en fonction de ∆τ, avec L = 20 et ∆ f = 75Hz, pour différentes valeurs de h
Figure 4.6 – Différents pseudo-spectres MUSIC, tracés pour différentes valeurs de h, avec P = 6
sources, M = 980 fréquences, ∆ f = 75Hz, L = 20.
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En ce qui concerne le choix de la valeur h, celui-ci est limité par deux relations.
D’une part, d’après les équations (4.27) et (4.38), on a h ď 2Kh´3P2(L´1) . D’autre part, selon
le théorème d’échantillonnage de Nyquist-Shannon [62], on doit avoir h ď 1
∆ f∆τ . Si
l’on combine ces deux relations on obtient :
h ď min
(
2Kh ´ 3P
2L
,
1
∆ f∆τmax
)
(4.42)
avec ∆τmax = max
i,j i‰j
(∆τi,j). Afin d’offrir la meilleure résolution en ∆τ, on peut choisir h
tel que :
h = argmax
h

h ď min
(
2Kh ´ 3P
2L
,
1
∆ f∆τmax
) (4.43)
Dans la suite, on utilisera cette méthode modifiée de lissage par sous-bandes pour
la méthode MITIC que l’on nommera MITICAL pour Méthode Incohérente par Trai-
tement Indépendant par Capteur avec Amélioration par Lissage.
4.3.2.3 Pré-traitement pour conserver les propriétés statistiques du bruit blanc
Les méthodes à haute résolution telles que MUSIC, supposent la présence d’un
bruit blanc et gaussien, ce qui signifie que la matrice de covariance du bruit est égale à
σ2IM, avec σ la puissance du bruit sur le nie`me capteur. Afin d’appliquer ces méthodes
suite au lissage fréquentiel présenté dans la chapitre 4, la matrice de covariance du
bruit, ΓFBb doit être de la forme σ
2
FBIL. Si l’on suppose que l’on a Γb = σ
2IM, on peut
écrire la relation suivante [70] :
Γ
FB
b =
1
2K
Kÿ
k=1
(
S´1k ΓbS
´1
k
H
+ J
(
S´1k ΓbS
´1
k
H
)‹
J
)
=
σ2
2K
Kÿ
k=1
Φk (4.44)
avec Φk la matrice diagonale de taille Lˆ L dont le lie`me élément de la diagonale vaut :
Φk(l, l) =
1
|s˜( fk+l´1)|2
+
1
|s˜( fk+L´l)|2
(4.45)
On peut constater que la matrice ΓFBb n’est pas de la forme σ
2
FBIL étant donné que
dans le cas général, ses termes diagonaux ne sont pas égaux. Cette non-égalité des
termes diagonaux de la matrice ΓFBb entraine à la fois le risque d’une mauvaise éva-
luation du nombre de sources P selon le critère retenu, mais également celui d’une
mauvaise évaluation des deux sous-espaces signal et bruit, dans la mesure où le tri
des vecteurs propres selon l’évolution de leurs valeurs propres respectives est faussé.
En particulier, la décomposition proposée dans l’équation (2.17) devient :
Γ =
Pÿ
l=1
(λl + σ
2
l )vlv
H
l +
Lÿ
l=P+1
σ2l vlv
H
l (4.46)
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avec σ2l le l
ie`me élément de la diagonale de ΓFBb . La décomposition sera toujours valide,
c’est-à-dire que les P vecteurs associés aux P plus grandes valeurs propres correspon-
dront aux P vecteurs qui forment le sous-espace signal, tant que :
@P ď l1 ă L @0 ď l2 ă P,
σ2
2K
Kÿ
k=1
1∣∣∣s˜( fk+l1´1)∣∣∣2
+
1∣∣∣s˜( fk+L´l1)∣∣∣2
ă λl2 +
σ2
2K
Kÿ
k=1
1∣∣s˜( fk+l2´1)∣∣2 +
1∣∣s˜( fk+L´l2)∣∣2 (4.47)
On peut remarquer que si l’amplitude du spectre du signal émis reste supérieur à 1
pour toutes les fréquences considérées on a :
@m P [1, . . . ,M] , ∣∣s˜( fm)∣∣ ě 1 ùñ σ2l ď σ2 (4.48)
On peut également renforcer cette exigence en proposant la condition :
si @l P [0, . . . , L´ 1] ,
Kÿ
k=1
1∣∣s˜( fk+l)∣∣2 +
1∣∣s˜( fk+L´l)∣∣2 ď 2K alors σ
2
l ď σ2 (4.49)
Si la relation (4.47) n’est pas vérifiée, on propose de considérer l’écriture suivante :
Γ
FB
b = σ
2
Σ
2 (4.50)
avec Σ une matrice diagonale de taille Lˆ L dont l’élément (l, l) vaut :
Σl,l =
gffe 1
2K
Kÿ
k=1
1∣∣s˜( fk+l´1)∣∣2 +
1∣∣s˜( fk+L´l)∣∣2 (4.51)
l’équation(4.20) devient :
Γ
FB = A1Γ
FB
c A
H
1 + σ
2
Σ
2 (4.52)
On peut simplement modifier la matrice ΓFB afin d’annuler l’impact de la compen-
sation du spectre du signal effectué dans l’équation (4.15) sur le bruit en utilisant
l’inverse de la matrice Σ :
Γ¯
FB = Σ´1ΓFBΣ´1
= Σ´1A1Γ
FB
c A
H
1 Σ
´1 + σ2Σ´1Σ2Σ´1
= Σ´1A1Γ
FB
c A
H
1 Σ
´1 + σ2IL (4.53)
Les méthodes à haute résolution peuvent s’appliquer sur la matrice Γ¯FB, en prenant
en compte l’impact de la matrice Σ´1 sur la matrice de transfert. Le nouveau vecteur
directionnel a¯1 s’exprime comme :
a¯1 = Σ
´1a1 (4.54)
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4.3.2.4 Influence d’une approximation du signal émis sur la localisation
La méthode retenue nécessite la connaissance du spectre signal s émis. Dans les
domaines d’applications où le signal émis est maitrisé, cette hypothèse est légitime.
Cependant le milieu dans lequel se propage le signal peut induire une certaine mo-
dification de celui-ci. C’est ce que l’on appelle l’effet canal. Dans cette partie, nous
discuterons de l’impact de cet effet canal sur la connaissance de s.
Supposons que le signal témoin connu diffère du signal à l’origine du mélange ob-
servé. Cette différence peut être quantifiée sur chaque capteur par la quantité ∆sn( f ),
de telle manière que les observations deviennent :
rn( f ) =
Pÿ
p=1
s( f )(1+ ∆sn( f )) exp(´2iπ f τp,n)cp,n + bn( f ) (4.55)
En référence à l’équation (2.60), l’expression précédente devient, dans un formalisme
matriciel :
rn = S (I+ ∆Sn)Ancn + bn = SAncn + S∆SnAncn + bn (4.56)
avec ∆Sn la matrice diagonale composée des valeurs de ∆sn( f ) sur l’ensemble des M
fréquences de travail.
Les données modifiées par le spectre du signal deviennent :
yn = Ancn + ∆SnAncn + S´1bn (4.57)
Dans la suite on ne mentionne plus l’indice n afin de simplifier les notations.
Si l’on s’intéresse à l’impact de cette erreur sur la formation de ΓFB, on peut, en
supposant l’erreur indépendante du signal, adopter le formalisme suivant, en réfé-
rence à l’équation (4.20) :
ΓFB = A1Γ
FB
c A
H
1 + Γ
FB
b + ∆ΓFB (4.58)
∆ΓFB =
1
2K
Kÿ
k=1
(∆ΓF + J∆Γ‹FJ) (4.59)
∆ΓF =
1
K
Kÿ
k=1
∆SkA1D
k´1
ΓcDk´1
H
AH1 ∆S
H
k (4.60)
avec ∆Sk la sous-matrice de ∆S dans la kie`me sous-bande.
On peut écrire l’élément (i, j) de la matrice ∆ΓF comme il suit :
∆ΓFi,j =
1
K
Kÿ
k=1
∆S( fi+k´1)∆S( f j+k´1)
‹
Pÿ
p1,p2=1
exp(´2iπ fi+k´1τp1)cp1c‹p2 exp(2iπ f j+k´1τp2)
(4.61)
Si l’on suppose que les éléments de ∆S sont indépendants deux à deux, les éléments
non diagonaux de ∆ΓF tendent vers 0 et la matrice ∆ΓF est une matrice diagonale,
dont les éléments diagonaux valent :
∆ΓFi,i =
1
K
Kÿ
k=1
∣∣∆S( fi+k´1)∣∣2 Pÿ
p=1
∣∣∣cp∣∣∣2 + 2ℜ(cp) (4.62)
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La perturbation liée à la mauvaise connaissance à priori du signal s revient à trans-
former le bruit blanc d’origine en un bruit coloré qui peut, s’il est trop puissant,
empêcher l’application de méthodes à haute résolution classique. Afin de compenser
cette perturbation, on propose d’utiliser la methode SWEDE. En effet, celle-ci n’utilise
pas les éléments diagonaux de la matrice d’intercorrélation des observations et donc
est à priori insensible à la perturbation ∆Γ induite par l’erreur de modèle. La figure
4.7 présente la comparaison des pseudos spectres comparés des méthodes MUSIC et
SWEDE, dans le cas où ∆s( f ) est caractérisé par une loi normale centrée de variance
25. On y constate que la méthode MUSIC ne permet pas d’effectuer une estimation
pertinente, tandis que la méthode SWEDE offre des résultats tout à fait satisfaisants.
Figure 4.7 – Pseudo-Spectres des méthodes MUSIC et SWEDE pour ∆s( f ) „ N (0, 25)
4.3.2.5 Indépendance de la méthode vis-à-vis du nombre de réalisations tempo-
relles
Jusqu’à présent on a toujours supposé que l’estimation de la matrice de covariance
se faisait à partir d’un certain nombre de réalisations, comme précisé dans la relation
(2.12). On a défini les matrices Γk de la même manière dans la relation (4.16). Si
l’on ne dispose que d’une ou de peu de réalisations, on ne pourra pas effectuer une
estimation des matrices Γk par la moyenne sur les réalisations. Cependant, on peut
tout de même écrire :
Γk = yky
H
k = A1D
k´1ccHDk´1
H
AH1 + Ck + S
´1
k bkb
H
k S
´1
k
H
+ CHk (4.63)
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avec Ck correspondant aux termes croisés, tels que :
Ck = S
´1
k bkc
HDk´1
H
AH1 (4.64)
La matrice ΓF est construite de la même manière que dans (4.17) :
ΓF =
1
K
Kÿ
k=1
Γk = A1Γ
F
cA
H
1 + Γ
F
b +
1
K
Kÿ
k=1
(
Ck + C
H
k
)
(4.65)
Dans la mesure où le bruit est indépendant du signal par définition, on peut considé-
rer que, lorsque K est suffisamment grand, 1K
řK
k=1
(
Ck + CHk
)
= 0. Et dès lors, pour
une unique réalisation, on obtient :
ΓF = A1Γ
F
cA
H
1 + Γ
F
b (4.66)
On peut donc se permettre de travailler avec une seule réalisation des observation, si
le nombre de sous-bandes K est suffisamment important.
4.4 Conclusion
Dans ce chapitre nous avons abordé le problème de la cohérence des signaux émis
par les objets et la nécessité d’effectuer un pré-traitement afin de réduire cette corré-
lation. Pour cela nous avons présenté les principales solutions qui existent à ce jour
dans la littérature pour remédier à ce problème.
Nous avons retenu une méthode de lissage spatial modifiée, adaptée au domaine
fréquentiel, qui divise les observations en sous-bandes pour ensuite les moyenner. Ce-
pendant, nous avons montré que selon les paramètres utilisés pour sa mise en œuvre,
ce pré-traitement peut rapidement et fortement dégrader les performances des al-
gorithmes haute résolution. En effet, ce traitement a pour effet d’améliorer le rang
de la matrice de covariance des amplitudes des signaux uniquement, mais utilise
une nouvelle matrice de transfert dont les colonnes, c’est-à-dire les vecteurs direc-
tionnels, risquent d’être "trop" colinéaire, entrainant une difficulté numérique pour
les distinguer. Afin de réduire cette colinéarité, nous avons proposé de redéfinir les
sous-bandes, qui sont habituellement composées de fréquences consécutives, pour un
ensemble de fréquences non-consécutives. Cette solution permet d’augmenter de la
résolution de manière inversement proportionnelle au saut de fréquences choisi.
Étant donné que la méthode de décorrélation retenue nécessite la connaissance du
signal émis afin d’effectuer le pré-traitement, nous avons discuté de l’impact d’une
mauvaise connaissance du signal émis sur la localisation. Nous avons montré que
si cette erreur pouvait être assimilée à un bruit blanc gaussien, l’erreur sur l’estima-
tion de la matrice de covariance inter-spectrale des observations était confinée sur sa
diagonale. Dans ce cadre, nous avons proposé d’exploiter la méthode HR SWEDE
présentée dans le chapitre 2 qui a l’avantage de ne pas exploiter les termes diagonaux
de la matrice de covariance.
Finalement nous avons fait remarquer que ce traitement ne nécessitait pas plu-
sieurs réalisations de l’observation puisque la phase de moyennage est équivalente à
l’estimation de la matrice inter-spectrale des observations, présentée dans le chapitre
2.
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CHAPITRE 5
RÉSULTATS EXPÉRIMENTAUX SUR
DONNÉES SIMULÉES ET RÉELLES-
APPLICATION À LA DÉTECTION
D’OBJETS ENFOUIS
5.1 Introduction
Dans ce chapitre nous proposons d’évaluer les performances de la méthode quenous avons développée. Pour cela nous utiliserons successivement des données
simulées et réelles, ces dernières étant issues de campagnes de mesures en cuve ( se
rapprochant à plus petite échelle des conditions marines) pour des objets enfouis dans
le sédiment marin. Nous comparerons les performances de notre méthode avec celles
de méthodes HR habituelles utilisant un lissage spatial et fréquentiel.
5.2 Application à des signaux simulés
Dans un premier temps, nous avons cherché à valider notre étude et la méthode
MITIC proposée sur des données simulées. Pour cela nous avons choisi un cadre de
travail décrit dans ce qui suit.
5.2.1 Description des signaux
Dans toutes nos simulations, nous considérons le signal émis suivant :
s(t) =
$&% ei2π
(
f0+
∆ f
2T .t´
∆ f
2
)
t si 0 ď t ă T
0 sinon
(5.1)
qui correspond à un chirp linéaire de durée T = 0.25s pour une bande de fréquence
de ∆ f = 1.5 kHz centrée sur f0 = 2.25 kHz. Les signaux reçus sur les capteurs sont
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crées comme il suit :
rj(t) =
Pÿ
i=1
ci,js(t´ τi,j) + nj(t) (5.2)
avec un bruit nj(t) blanc et gaussien de variance σ2 et des coefficients ci,j choisis au
hasard sur le cercle unité (|ci,j| = 1). On supposera que le milieu de propagation est
l’eau, c’est à dire que v = 1500m/s. Les différents τi,j sont calculés selon l’équation
(2.5). On définit le rapport signal sur bruit comme RSB = 10 log
(
|s|2
σ2
)
. Les signaux
reçus sont échantillonnés à 7 kHz, c’est à dire que l’on dispose de M = 3500 fréquences
utiles.
5.2.2 Comparaison avec des méthodes classiques
5.2.2.1 MUSIC et lissage spatial
L’objectif ici est d’étudier et de comparer le comportement de MUSIC associé à un
lissage spatial avec celui de MITICAL lorsque l’on augmente le nombre de sources
en étant particulièrement vigilant lorsque le nombre de sources P dépasse le nombre
de capteurs N. La méthode HR MUSIC est utilisée dans MITIC pour l’estimation des
TDA.
Nous proposons de localiser un nombre de sources P variant de 1 à 6, situées,
selon leur ordre d’apparition, aux coordonnées suivantes : (100m,´100) ; (98m,´2.50) ;
(102m, 2.50) ; (96m, ´50) ; (104m, 50) ; (94m, ´7.50). L’antenne considérée est constituée
de N = 4 capteurs, répartis tous les 0.5m. L’algorithme MUSIC [58] est utilisé sur la
fréquence centrale de la bande, en considérant que l’on est en champ lointain. Afin de
décorréler les signaux, une méthode simple de lissage spatial est utilisée [60]. Cette
méthode nécessite un nombre de capteurs N supérieur à 3P2 .
Pour chaque simulation, Nr = 500 réalisations sont effectuées, et le lissage fréquen-
tiel proposé pour MITICAL est effectué sur K = 150 sous-bandes contenant L = 50
fréquences.
On définit la racine carrée de l’erreur quadratique moyenne (REQM) pour l’esti-
mation des DDA par :
REQM(θ) =
gffe 1
PNr
Pÿ
i=1
Nrÿ
j=1
(
θi ´ θˆ ji
)2
(5.3)
et la racine carré de l’erreur quadratique moyenne normalisée (REQMN) pour l’esti-
mation de la distance par :
REQMN(ρ) =
gfffe 1
PNr
Pÿ
i=1
Nrÿ
j=1

ρi ´ ρˆji
ρi


2
(5.4)
Les figures 5.1(a) et 5.1(b) représentent respectivement les REQM(θ) comparées de
MUSIC et MITICAL et le REQMN(ρ) pour MITICAL.
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(a) (b)
Figure 5.1 – REQM des DDA en fonction du nombre de sources pour MUSIC et MITICAL (a) et
REQMN de la distance en fonction du nombre de sources pour MITICAL (b)
Tant que P ă N, les deux méthodes permettent d’estimer les DDA et MITICAL
offre de meilleurs résultats. Dès que P ě N, MUSIC n’est plus en mesure de fournir
une estimation des DDA, tandis que MITICAL y parvient avec la même précision.
Cela nous permet donc de confirmer la capacité de MITICAL à fonctionner aussi
bien lorsque le nombre de capteurs est inférieur que supérieur au nombre de sources.
De plus, les performances asymptotiques en terme d’erreur d’estimation sur les pa-
ramètres de localisation sont supérieures à celles de la méthode MUSIC associée à un
lissage spatial.
5.2.2.2 MUSIC et lissage fréquentiel
On propose ici de comparer MITICAL avec une méthode de lissage fréquentiel à
sous-espace cohérent usuelle [66]. On se place dans le cas d’une antenne de N cap-
teurs, avec N variant entre 4 et 10 et d = 1 m. Comme il a été validé précédemment
que MITICAL fonctionne quel que soit le nombre de capteurs (même s’il est infé-
rieur au nombre de sources), on cherche ici à valider sa supériorité par rapport aux
méthodes classiques, en terme de capacité à décorréler les signaux.
On suppose que l’on est en présence de P = 4 sources dont les DDA et les distance
sont : (119 m, 14.50) ; (116 m, 180) ; (113 m, 160) et (110 m, 210).
Afin d’appliquer les méthodes de lissage fréquentiel classique, on supposera que
les sources sont situées à une distance moyenne de rm = 114.5 m et que les vecteurs
directionnels sont calculés en fonction du caractère sphérique de la propagation des
ondes. MITICAL est appliquée sur L = 15 fréquences avec h = 50. Ces choix sont jus-
tifiés par le fait que de plus faibles valeurs de h réduisent les performances du lissage
en réduisant le rang de la matrice de transfert, tandis que des hautes valeurs de h ré-
duisent les performances de la décorrélation puisqu’elles limitent le nombre de sous
bandes Kh. De plus faibles valeurs de L réduisent l’efficacité des algorithmes haute
résolution, tandis que de plus hautes valeurs de L augmentent le temps de calcul et
diminuent Kh sans offrir de meilleurs résultats, comme nous l’avons présenté dans le
chapitre 4. Le tableau 5.1 présente pour un RSB de 10dB et Nr = 1000 réalisations, le
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biais µe et la variance σe de l’estimation définis par :
µe =
1
PT
Pÿ
p=1
Tÿ
tr=1
∣∣∣Zˆi,tr ´ Zi∣∣∣ (5.5)
σe =
1
P
Pÿ
p=1




řT
tr=1
(
Zˆ2i,tr
)
T
´
(řT
tr=1 Zˆi,tr
T
)2


1
2
(5.6)
en fonction du nombre de capteurs N.
Nombre de capteurs N
4 5 6 7 8 9 10
estimation des DDA - MUSIC (10´3 ˝)
Biais N/A 484 482 480 478 477 476
Variance N/A 290 289 287 285 284 283
estimation des DDA - MITICAL (10´3 ˝)
Biais 15 12 11 10 9.5 9 8
Variance 19 14 12 12 11 9.5 8.2
Estimation des distances - MITICAL (m)
Biais 2.5 1.5 1.1 1 0.7 0.5 0.5
Variance 3.1 1.8 1.1 1 0.8 0.6 0.5
Table 5.1 – Performances d’estimation (biais et variance) des DDA et des N distances pour
MUSIC associée à un lissage fréquentiel et MITICAL en présence de P = 4 sources pour un RSB
de 10dB.
Comme précédemment, MITICAL offre de meilleurs résultats tout en continuant
de fonctionner dans des conditions où MUSIC associée au lissage fréquentiel ne peut
pas fonctionner (limitations exposées dans le chapitre 2) et offre la possibilité d’esti-
mer correctement la distance des sources. Les performances d’estimation ne varient
que très peu en fonction du nombre de capteurs pour MUSIC, tandis que pour MITI-
CAL les performances sont quasiment doublées pour l’estimation des angles et multi-
pliées par 5 pour l’estimation des distances lorsque la taille de l’antenne est multipliée
par 2.5. Le tableau 5.2 présente le taux de succès des deux méthodes que l’on définit
de la manière suivante :#
si @p = 1, . . . , P θˆp P [9.50, 260] et ρp P [100 m, 129 m] succe`s
sinon e´chec
(5.7)
Les deux taux de réussite évoluent peu en fonction du nombre de capteurs, cepen-
dant, on constate que MUSIC présente un taux d’échec de 8% dans le meilleur des
cas, tandis que MITICAL offre des résultats tout à fait fiables dès que le nombre de
capteurs est suffisant (98 à 100%).
Cette campagne de simulations nous a permis de valider la supériorité de MI-
TICAL dans le cadre proposé par rapport à la méthode MUSIC qui nous sert de
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Nombre de capteurs N
4 5 6 7 8 9 10
Taux de succès (%)
MUSIC N/A 90 91 91 91 92 92
MITICAL 98 99 100 100 100 100 100
Table 5.2 – Taux de succès en fonction du nombre de capteurs N pour MUSIC doublée d’un
lissage fréquentiel et MITICAL en présence de P = 4 sources pour un RSB de 10dB.
référence, associée à un lissage fréquentiel à sous-espace cohérent classique. Les per-
formances asymptotiques comparées montrent en effet de meilleures performances
de MITICAL doublées d’un taux de réussite de l’estimation plus élevé.
5.2.2.3 smoothing-MUSICAL
Le but de cette campagne de simulations est d’observer et de comparer les per-
formances de smoothing-MUSICAL et MITICAL dans un cadre similaire à celui de la
tomographie sous-marine [30].
Nous comparerons de manière simple la méthode smoothing-MUSICAL présentée
dans le chapitre 4 avec MITICAL, en se plaçant dans le cadre du champ lointain. En
reprenant l’équation (2.6), on se propose d’utiliser les temps d’arrivée suivants :
τp,n = Tp +
(n´ 1)d sin(θp,1)
v
@p, n P [1, . . . , P]ˆ [1, . . . ,N] (5.8)
On adoptera pour la méthode smoothing-MUSICAL le formalisme proposé dans le
chapitre 3 et le lissage décrit dans la relation (4.25). Pour MITICAL, nous supposerons
simplement que les temps d’arrivée estimés τˆp,n s’écrivent sous la même forme que
les τp,n dans (5.8). L’association se fera beaucoup plus simplement en remarquant que
τp,n+1 ´ τp,n = d sin(θp,1v @p, n P [1, . . . , P] ˆ [1, . . . ,N ´ 1]. L’estimation de θp,1 et Tp
pourra se faire de la manière suivante :
θˆp,1 =
1
N ´ 1
N´1ÿ
n=1
arcsin

v
(
τp,n+1 ´ τp,n
)
d

 (5.9)
Tˆp = τˆp,1 (5.10)
Dans ce cadre, nous allons comparer l’erreur d’estimation pour θp,1 et Tp, obtenue
avec les deux méthodes, pour un RSB de 10dB, en considérant un ensemble de P = 10
sources et un réseau de N = 10 capteurs espacés consécutivement de d = 0.5m. Pour
tout p P [1, . . . , P], on suppose θp,1 P [´200, 200] et Tp P [0.05s, 0.25s]. On choisira des
sous bandes de L = 50 fréquences et 6 sous-antennes de 5 capteurs. Pour le choix des
fréquences des sous-bandes dans MITICAL, on choisira h = 10. Les figures 5.2(a) et
5.2(b) représentent respectivement ces résultats lorsque les coefficient d’amplitude cp,n
sont constants (respectivement variable) sur l’ensemble des capteurs. Ils sont choisis
de manière aléatoire dans le plan complexe avec un module compris entre 1 et 10.
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Le tableau 5.3, résume le temps de calcul moyen nécessaire pour l’estimation des
paramètres de localisation, dans le cas où les coefficients sont constants sur l’ensemble
des capteurs.
Temps de calcul moyen
Lissage Localisation Total
MUSICAL 12s 124s 136s
MITICAL 2.1s 0.01s 2.11s
Table 5.3 – Temps de calcul moyen nécessaire pour l’estimation des paramètres de localisation
pour les méthodes smoothing-MUSICAL et MUSIC, sur une machine équipée d’un CPU AMD Phe-
nom II X4 965 (3.4GHz) et doté de 8Go de RAM
On constate que MITICAL offre des performances supérieures à smoothing-MUSICAL
pour l’estimation des paramètres Tp et θp lorsque les coefficients d’amplitude sont
constants le long de l’antenne. De plus, lorsque ces coefficients d’amplitude varient le
long de l’antenne, smoothing-MUSICAL ne parviens pas à une localisation correcte de
toutes les sources tandis que MITICAL ne voit pas ses performances changer par rap-
port à la configuration précédente. On observe également que MITICAL nécessite un
temps de calcul largement inférieur (environ 64 fois) à celui de smoothing-MUSICAL.
5.2.3 Performances en fonction du RSB
Dans cette partie on s’attache à évaluer la robustesse de MITICAL face au bruit.
Pour cela, on se replace dans les conditions présentées dans la partie 5.2.2.1 en fixant
le nombre de sources à P = 4.
Les figures 5.3(a) et 5.3(b) présentent respectivement l’évolution de la REQM pour
l’estimation des DDA et de la REQMN pour l’estimation des distances en fonction du
RSB.
Les figures 5.4(a) 5.4(b) et 5.4(c) représentent respectivement l’évolution des per-
formances d’estimation de la DDA, de la distance et du taux de succès de MITICAL
pour différentes valeurs de RSB dans les conditions de la partie 5.2.2.2. Lorsque le
RSB augmente, les performances de MITICAL augmentent également.
Ces séries de simulations nous permettent de confirmer la robustesse de MITICAL
face au bruit. Jusqu’à des RSB de ´7dB, MITICAL permet une estimation de qualité
satisfaisante avec un taux de réussite supérieur à 90%, avec des biais de l’estimation
de l’angle et de la distance respectivement inférieurs à 0.0240 et de 4m.
5.3 Signaux réels - détection d’objets enfouis
5.3.1 Description des conditions expérimentales
Les résultats obtenus sur données simulées que nous avons présentés dans la sec-
tion précédente sont encourageants. Cependant, la validation de ces résultats sur des
données expérimentales est également extrêmement importante. Afin de mener à bien
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(a)
(b)
Figure 5.2 – Superposition des résultats d’estimation de θp,1 et Tp selon les deux méthodes
smoothing-MUSICAL et MITICAL, pour P = 10 sources et N = 10 capteurs. Les coefficients d’am-
plitude sont (a) constants et (b) variables le long de l’antenne.
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(a) (b)
Figure 5.3 – REQMN de la distance (a) et REQM des DDA (b) en fonction du RSB pour MITICAL
avec P = 4 sources
(a) (b)
(c)
Figure 5.4 – (a) Performances de l’estimation des DDA pour MITICAL avec P = N = 4 en fonction
du RSB (b) Performance de l’estimation des distances pour la méthode proposée avec P = N = 4
en fonction du RSB (c) Taux de succès pour la méthode proposée avec P = N = 4 en fonction du
RSB
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cette validation, nous avons utilisé des données issues de plusieurs séries de mesures
qui ont été réalisées au Laboratoire de Mécanique et d’Acoustique (LMA) dans une
cuve expérimentale représentée à la figure 5.5(a). Celle-ci est remplie d’eau à hauteur
de 60cm et son fond est couvert de sable fin de 15cm d’épaisseur. Les caractéristiques
physiques de l’eau et du sable sont données dans le tableau 5.4.
Eau Sable
Densité (Kg/m3) DE = 1000 DS = 1451
Vitesse des ondes acoustiques (m/s) cE = 1480 cS = 1661
Table 5.4 – Caractéristiques physiques de l’eau et du sable utilisés à l’intérieur de la cuve
(a) (b)
Figure 5.5 – (a) Cuve expérimentale (b) Les chariots mobiles de la cuve
Au dessus de la cuve deux chariots sont installés. L’un supporte un émetteur et
le second un capteur (voir figure 5.5(b)). L’ensemble est contrôlé par un ordinateur.
Les principales caractéristiques de l’émetteur et du capteur sont condensées dans le
tableau 5.5.
Le objets utilisés (voir figure 5.6) dans l’étude sur laquelle se basent nos travaux
ont été choisis pour leurs propriétés physiques et en particulier acoustiques. Il s’agit
de :
– 2 petites billes creuses remplies d’air (O1, O2) d’un rayon extérieur de 0.03m,
– 6 petits cylindres creux en duralumin dont :
– deux remplis d’air (O3,O4), de rayon extérieur 0.01m et de longueur respective
0.258m et 0.690m,
– deux autres remplis d’eau (O5 et O6) de rayon extérieur 0.018m et de longueur
respective 0.372m et 0.396m,
– et deux remplis d’air (O7 et 08) de rayon extérieur 0.02m et de longueur res-
pective 0.630m et 0.240m,
Ces objets ont été ensuite enfouis dans le sable au fond de la cuve à une profon-
deur de 5cm et sont répartis par couples suivant la description précédente comme le
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Émetteur
Angle d’incidence θi = 600
Diamètre 0.03m
Bande de fréquence [ fmin = 150, fmax = 250]kHz
Fréquence centrale f0 = 200kHz
durée du signal 15µs
Capteur
Diamètre 0.005m
Durée de réception 750µs
Fréquence d’échantillonnage fe = 2MHz
Table 5.5 – Caractéristiques de l’émetteur et du capteur
présente la figure 5.7. Le couple (O1, O2), respectivement (O3, O4), (O5, O6) et (O7, O8),
sont enfouis avec une distance entre les deux objets de 0.33m, respectivement, 0.13m,
0.16m et 0.06m.
Figure 5.6 – Les objets
Les paramètres de localisation dans la cuve des différents couples et les différentes
séries de mesures sont résumés dans le tableau 5.6. L’objet numéroté 1 correspond au
premier du couple, le deuxième étant numéroté 2.
Comme nous l’avons précisé plus haut, l’émetteur possède un angle d’incidence
de 600 et un angle d’ouverture de 50. Le capteur est omnidirectionnel et se déplace pas
à pas le long d’un axe XX1 avec un pas de d = 0.002m sur une distance totale de 0.8m,
c’est à dire N = 400 positions. Pour l’ensemble des 8 réalisations expérimentales Ei,
i = 1, . . . , 8, l’émetteur a été placé en retrait de 0.8m d’un axe vertical RR1 en aplomb
du premier objet du couple considéré. Pour chacun des quatre couples, l’expérience a
été menée deux fois, avec une première fois le capteur positionné à 0.2m (E1 à E4) du
fond de la cuve et une deuxième fois à 0.4m du fond de celle-ci (E5 à E8). L’ensemble
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Figure 5.7 – Enfouissement des objets dans la cuve - vue de dessus (données en cm)
E1(O1,O2) E2(O3,O4) E3(O5,O6) E4(O7,O8)
θ1(˝) 20 23 33.2 32.4
ρ1(m) 0.3 0.24 0.26 0.26
θ2(˝) 22 9.2 20 5.8
ρ2(m) 0.32 0.22 0.24 0.22
E5(O1,O2) E6(O3,O4) E7(O5,O6) E8(O7,O8)
θ1(˝) ´50 ´52.1 ´70 ´51.6
ρ1(m) 0.65 0.65 1.24 0.65
θ2(˝) ´22 ´41 ´65.3 ´49
ρ2(m) 0.45 0.56 1.17 0.64
Table 5.6 – Paramètres de localisation θ et ρ des objets enfouis pour les différentes séries de
mesure
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de ces informations est résumé dans la figure 5.8(a).
5.3.2 Signaux expérimentaux
Comme nous l’avons précisé plus haut, chaque série de mesures se fait sur N =
400 signaux correspondant aux 400 positions du capteur. Cependant, étant donné que
pour chaque expérience nous sommes en présence de 2 sources, on se contente des
10 premières positions du capteur. Les signaux enregistrés pour l’expérience E3 sont
représentés dans la figure 5.8(b).
Le rapport signal sur bruit des ces enregistrements équivaut à 20dB. La figure
5.8(c) représente la densité spectrale de puissance (PSD : power spectral density) du
signal reçu sur la 5ie`me position du capteur pour la série de mesure E3 et illustre le
caractère large bande ( fmin = 150kHz, fmax = 250kHz) de nos signaux.
Afin de se rapprocher de conditions que l’on aurait dans un environnement bruité,
il a été proposé de rajouter dans le bassin une source émettant un bruit blanc Gaussien
afin d’obtenir un RSB de 0dB. La figure 5.8(d) représente les données enregistrées dans
la série de mesure E3 dans avec un RSB de 0dB. Dans ce cas de figure, les échos sont
"noyés" dans le bruit.
5.3.3 Évaluation des performances de MITICAL et MUSIC
Ici, nous proposons de comparer les performances de MITICAL par rapport à
la méthode MUSIC avec une prise en compte des propriétés physique du champ
acoustique dans les vecteurs directionnels, associée à un lissage fréquentiel par fo-
calisation [68]. Nous reprenons ici les mesures effectuées pour les différents couples
présentés dans le tableau 5.7. On constate que MITICAL offre des résultats équiva-
lents, voire meilleurs et cela quelque soit la configuration des sources.
5.4 Conclusion
Dans ce chapitre nous avons regroupé l’ensemble des résultats obtenus sur des
données à la fois simulées et réelles.
Les différentes simulations effectuées nous ont permis de montrer la meilleure
qualité des résultats obtenus par MITICAL par rapport à ceux de MUSIC avec une
prise en compte des propriétés physique du champ acoustique dans les vecteurs di-
rectionnels, associée à un lissage fréquentiel par focalisation. Nous avons pu valider
la capacité de MITICAL à fonctionner en dehors du cadre défini pour les méthodes
usuelles. Nous avons pu aussi évaluer la robustesse de la méthode développée face à
la puissance du bruit.
Les performances obtenues sur des données simulées, ont été confirmées par l’ap-
plication sur des données réelles, issues de campagnes de mesures, conduites lors de
travaux plus anciens portant sur la détection d’objets enfouis.
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Figure 5.8 – (a) Configuration des différentes séries de mesure (b) Données expérimentales en-
registrées sur les dix premières positions du capteur pour l’expérience E3 (c) Densité spectrale de
puissance pour le signal reçu à la 5ie`me position du capteur pour la série E3 de mesure (d) Données
expérimentales enregistrées sur les dix premières positions du capteur pour l’expérience E3 pour
un RSB de 0dB
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Positions initiales
E1 E2 E3 E4 E5 E6 E7 E8
θ1exp(˚) 20 23 33.2 32.4 ´50 ´52.1 ´70 ´51.6
ρ1exp(m) 0.3 0.24 0.26 0.26 0.65 0.65 1.24 0.65
θ2exp(˚) 22 9.2 20 5.8 ´22 ´41 ´65.3 ´49
ρ2exp(m) 0.32 0.22 0.24 0.22 0.45 0.56 1.17 0.64
MUSIC
θ1est(˚) 20 23 33 32 ´49 ´52 ´70 ´52
ρ1est(m) 0.31 0.25 0.29 0.28 0.65 0.63 1.21 0.63
θ2est(˚) 22.5 9 20 6 ´22 ´40 ´65 ´50
ρ2est(m) 0.33 0.25 0.25 0.23 0.44 0.53 1.2 0.63
MITICAL
θ1est(˚) 20 23 33 32 ´50 ´52 ´70 ´51
ρ1est(m) 0.31 0.245 0.25 0.26 0.65 0.64 1.25 0.64
θ2est(˚) 22.1 8.95 20 5.9 ´22 ´41 ´65 ´49
ρ2est(m) 0.32 0.23 0.23 0.22 0.45 0.55 1.2 0.64
Table 5.7 – Valeurs attendues (exp) et estimées (est) de la distance et de l’angle auxquels se
situent les objets, estimés selon une MUSIC et MITICAL
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CHAPITRE 6
CONCLUSION GÉNÉRALE ET
PERSPECTIVES
Cette thèse a été consacrée à la localisation de sources, qui peuvent être des émet-teurs ou des réflecteurs d’un signal connu, dans un contexte large bande et mul-
titrajets. Notre objectif principal était de proposer une méthode offrant une haute
résolution dans un cadre moins contraignant que celui qui régit les méthodes habi-
tuelles proposées dans la littérature. Nous avons pu mettre en avant les difficultés
rencontrées par ces méthodes de traitement d’antenne, aussi bien en termes de faible
nombre de capteurs, de multitude des trajets, de nombre d’échantillons et de nature
de bruit. Nous avons proposé des solutions pour obtenir une meilleure évaluation des
paramètres de localisation des objets lorsque ces limitations sont atteintes voire même
dépassées, en particulier sans conditions sur le nombre de capteurs.
Le chapitre 2, nous a permis de définir les modèles utilisés, que ce soit le modèle
géométrique ou le modèle des observations et de rappeler les propriétés de la matrice
inter-spectrale des observations, qui est à la base des méthodes à haute résolution.
Nous avons aussi dans ce chapitre présenté des méthodes, telles que MUSIC, issues
du traitement d’antenne pour l’estimation de paramètres de localisation. Ces mé-
thodes sont basées sur la décomposition en sous-espaces de la matrice inter-spectrale
des observations, certaines d’entre elles ne nécessitent pas de décomposition en élé-
ments propres (ESPRIT, OPM, SWEDE, ...). Notre attention s’est particulièrement por-
tée sur les méthodes haute résolution car elles présentent l’avantage d’offrir en termes
de résolution des performances asymptotiquement illimitées et indépendantes de la
puissance du bruit. Ce chapitre nous a donné également l’occasion d’évoquer la pro-
blématique de l’estimation du nombre de sources recherchées et de présenter un cer-
tain nombre de méthodes répondant à cet objectif, telles que les critères bien connus
AIC et MDL, mais également des critères purement heuristiques basés sur des obser-
vations expérimentales afin de prendre en compte la limitation induite par le faible
nombre d’échantillons.
En lien avec cela nous avons choisi, dans le chapitre 3, de développer une mé-
thode originale d’estimation de paramètres de localisation : MITIC pour Méthode
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Incohérente de Traitement Indépendant par Capteur. Cette méthode exploite de ma-
nière incohérente l’ensemble des informations spectrales capteur par capteur, afin
d’estimer l’ensemble des temps d’arrivée des signaux issus des différentes sources
rayonnantes que l’on cherche à localiser en utilisant des algorithmes haute résolution
à sous-espace. Nous avons effectivement noté comme point négatif pour les méthodes
cohérentes, telles que MUSICAL, le fait qu’elles imposent une stricte égalité de l’in-
tensité des signaux reçus sur l’ensemble des capteurs, mais également la recherche né-
cessairement simultanée et multidimensionnelle des paramètres de localisation. Nous
avons proposé d’utiliser l’algorithme de Levenberg-Marquardt pour réduire la pos-
sible erreur d’estimation sur les temps d’arrivée, en minimisant la distance entre un
spectre reconstruit à partir de ceux-ci et le spectre observé.
En prenant en compte la géométrie du système d’acquisition, nous avons développé
une technique permettant d’associer chaque temps d’arrivée ainsi estimé à la source
émettrice du signal. La loi d’évolution des temps d’arrivée d’une même source le
long de l’antenne est ainsi connue. A partir de là, nous avons proposé une méthode
simple des moindres carrés généralisés, établie à partir de la linéarisation de la diffé-
rence entre deux temps d’arrivée, afin d’estimer la position géographique de chaque
source. Les résultats obtenus par cette méthode servent d’initialisation à l’algorithme
de Levenberg-Marquardt pour, encore une fois, optimiser l’estimation des paramètres
de localisation en exploitant la non-linéarité du système d’équations proposé. En in-
troduisant un double système d’équations, nous avons proposé de comparer les diffé-
rents résultats obtenus, ce qui constitue une indication sur la qualité de l’estimation.
Nous nous sommes également attachés dans ce chapitre à évaluer de manière quanti-
tative l’impact de l’erreur d’estimation de la matrice inter-spectrale des observations
sur la qualité de l’estimation des paramètres de localisation. Cela nous a permis d’in-
troduire une formulation de l’erreur statistique sur l’estimation des temps d’arrivée
que l’on a étendue à l’estimation des paramètres de localisation.
Cependant, la corrélation des différents signaux émis diminue les performances
des algorithmes haute résolution, étant donné que la matrice inter-spectrale, estimée
à partir des observations, n’est plus de rang plein. Le chapitre 4 est consacré à ce
problème. A partir de pré-traitements décrits dans la littérature, nous avons proposé
de procéder à un lissage dans le domaine fréquentiel découpant en sous-bandes de
fréquences les observations.
Nous avons proposé de faire évoluer la définition des sous-bandes, ce qui a permis de
maintenir et renforcer de manière très satisfaisante la résolution obtenue avec l’algo-
rithme MITICAL pour MITIC avec Amélioration par Lissage. Nous avons aussi traité
la question du nombre de réalisations et mis en avant l’atout du lissage fréquen-
tiel qui permet une bonne estimation de la matrice inter-spectrale des observations,
même avec un faible nombre d’échantillons, voire même un seul. Une faiblesse de
la méthode restant liée à la difficulté de connaitre de manière exacte le spectre du
signal émis, nous avons proposé d’utiliser l’algorithme haute résolution SWEDE qui
n’exploite pas les termes diagonaux de la matrice inter-spectrale des observations,
permettant ainsi une plus grande souplesse vis-à-vis de l’exigence sur la qualité de
la connaissance du spectre du signal émis. De plus, après avoir souligné le change-
ment des propriétés de la matrice inter-spectrale du bruit causé par la méthode de
lissage fréquentiel retenue, nous avons proposé une méthode permettant de prendre
80
en compte cette modification.
Les performances de la méthode proposée ont été évaluées dans le chapitre 5 à
travers de nombreuses simulations qui ont permis à la fois de valider la capacité
de MITICAL à fonctionner hors des limites fixées par les méthodes classiques, mais
également de présenter des performances statistiques très satisfaisantes et robustes au
bruit, supérieures à celles des méthodes classiques auxquelles nous l’avons comparée.
Dans un deuxième temps, l’exploitation de données réelles issues de campagnes de
mesures dans le cadre de détection d’objets enfouis en milieu sous-marin nous a
permis de confirmer les résultats obtenus lors des simulations.
Cette thèse a permis d’apporter plusieurs contributions dans les domaines du trai-
tement du signal et du traitement d’antenne en particulier, concernant les méthodes
de localisation mais également concernant les problématiques de décorrélation des si-
gnaux. Les résultats expérimentaux obtenus sont prometteurs, certaines améliorations
sont envisagées et constituent des perspectives à ce travail.
Pour l’ensemble des résultats présentés dans le chapitre 5, nous avons utilisé la
méhtode HR MUSIC dans l’étape d’estimation des TDA de MITIC. On pourrait en-
visager d’évaluer les performances de MITIC selon la méthode HR sélectionnée. Les
premiers résultats en utilisant la méthode ESPRIT semblent prometteurs.
Nous avons montré l’intérêt de l’exactitude de la connaissance du spectre du signal
émis, en raison de son caractère central dans la méthode de décorrélation proposée.
Il serait bon dans l’immédiat, d’envisager des hypothèses plus faibles quant à sa
connaissance ou bien de développer des méthodes d’estimation à priori de celui-ci,
afin d’élargir le champ d’application des solutions abordées dans cette thèse.
D’autre part, l’algorithme d’estimation des paramètres de localisation à partir des
temps d’arrivée a été proposé dans un cadre général. Cependant, cette notion de
temps d’arrivée peut voir sa définition évoluer en fonction des différentes applica-
tions, selon les milieux auscultés, les ondes utilisées, les paramètres pertinents re-
cherchés, ... Il peut donc être intéressant de proposer des modèles d’évolution des
temps d’arrivée comportant des paramètres différents, qui prendraient en compte la
physique du problème considéré.
Enfin, une étude statistique plus approfondie mériterait d’être menée pour déter-
miner avec plus de précision les performances et les limitations pratiques des outils
proposés dans le cadre de cette thèse.
La prise d’envol de la puissance de calcul des machines actuelles, mais surtout
leur capacité croissante à mener rapidement et efficacement des calculs en parallèle,
encourage la mise en place d’algorithmes de traitement facilement ou naturellement
parallélisables. Celle-ci est de plus en plus envisagée. Il peut donc être très intéressant
dans ce contexte d’évaluer le temps global de calcul de la méthode proposée, étape
par étape, et de le comparer avec d’autres méthodes remplissant les mêmes objectifs.
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Guilhem Villemin, Caroline Fossati, Salah Bourennane : Spatio-temporal-based
joint range and angle estimation for wideband signals, EURASIP Journal on Advances
in Signal Processing, 2013
Abstract : Object localization using active sensor network exploiting the scattering of
the emitted waves by a transmitter has been drawing a lot of research interest in the
last years. For most applications, the environment leads to the arrival of multiple si-
gnals corresponding to emitted signal, signals which are scattered by the objects, and
noise. In practical systems, the signals impinging on an array are frequently correla-
ted and the object number rapidly exceeds the number of sensors, making unsuitable
most high resolution methods used in array processing. We propose a solution to
overcome these two experimental constraints. Firstly, frequential smoothing is used to
decorrelate the scattered signals, enabling the estimation of their time delays of arrival
(TDOA), using subspace based methods. Secondly, an efficient algorithm for source
localization using the TDOA is proposed. The advantage of the developed method is
its efficiency even if the number of sources is larger than the number of sensors, in the
presence of correlated signals. The performances of the proposed method is assessed
on simulated signals. The results on real-world data are also presented and analyzed.
Guilhem Villemin, Caroline Fossati, Salah Bourennane : Efficient time of arrival
estimation in the presence of multipath propagation, JASA Express Letters, 2013
Abstract : Most of acoustical experiments face multipath propagation issues. The
times of arrival of different raypaths on a sensor can be very close. To estimate them,
high resolution algorithms have been developed. The main drawback of these me-
thods is their need of a full rank spectral matrix of the signals. Frequential smoothing
technique overcome this issue by dividing the received signal spectrum into several
overlapping sub-bands. This division yields a transfer matrix which may suffer rank
deficiency. We propose in this paper a new criterion to optimally choose the sub-band
frequencies. Encouraging results were obtained on real-world data.
Guilhem Villemin, Caroline Fossati, Salah Bourennane, Alternative to Coherent
Signal Subspace Based Method for Buried Objects Localization, 21st European Signal
Processing Conference 2013 - Sensor array and multi-channel processing, 2013
Abstract : In this paper, a new method for simultaneous range and bearing estima-
tion for buried objects in the presence of an unknown colored noise is proposed. We
propose a method based on MUSIC (MUltiple SIgnal Classification) which evaluates
the time delay of arrival (TDOA) of the reflection of an emitted signal on objects.
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This is achieved by exploiting the wideband of the signal and the assumption that the
emitted signal spectrum is known. The bearing and the range objects are expressed
as a function of those TDOA. The proposed algorithm is compared with a classical
coherent signal subspace method on experimental data recorded during underwater
acoustic experiments.
Résumé : Cette thèse est consacrée à l’estimation des temps d’arrivée de signaux dans
le cadre de la localisation active d’objets dans un contexte large bande et multitrajets
sans contraintes sur le nombre de capteurs déployés. En s’inspirant des méthodes de
traitement d’antenne, adaptées à l’estimation des temps d’arrivée, nous avons proposé
une méthode afin d’estimer les paramètres de localisation d’un ensemble de sources
ou d’objets réflecteurs d’un signal large bande connu. L’originalité de la méthode
présentée réside dans le traitement spatialement incohérent des données, à savoir que
l’information est traitée indépendamment sur chaque capteur. Les temps d’arrivée
estimés sont ensuite associés à leurs sources respectives, ce qui permet de déterminer
leurs positions géographiques. Pour s’affranchir de la corrélation des signaux reçus
nous avons mis au point une méthode de lissage fréquentiel qui conserve toutefois
une résolution temporelle optimale. Les performances de la méthode globale sont
validées sur des données simulées et expérimentales.
Mots-Clés :Traitement du signal, localisation d’objets, réseau de capteurs, méthode
haute résolution, lissage fréquentiel
Abstract : This thesis is devoted to object localization, using high resolution methods,
in a large band and multipath background. From array processing algorithms adap-
ted to time of arrival estimation, we propose a new method for the localization of
real (broadcasting) or virtual (reflective) sources of a known, large band signal. The
originality lays in the incoherent way of treating data. On each sensor, time of arrival
are estimated. Then, they are linked to a source, enabling its localization. However,
this methods suffers from the signals coherence. That is why we propose a frequen-
tial smoothing preprocessing that helps lowering this correlation while maintaining
an optimum resolution. The performances of the whole method are shown on both
simulated and experimental data.
Keywords :Signal processing, object localization, sensor array, high resolution me-
thod, frequential smoothing
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