This paper presents a dynamic 3D Vision system that is able to estimate dense depth maps from an image sequence. The depth maps computed at each time instant are used in an Extended Kalman filtering structure, that integrates all depth measurements over time, reducing uncertainty. Results with images acquired by an underwater camera, are presented.
Introduction
During the last decade, an increasing interest has been devoted to research and development activities in the area of autonomous systems, capable of performing complex tasks in unknown environments, without human intervention. These systems must be able to build and maintain internal models of the observed world. Fields of application range from mobile robots, to autonomous vehicles, space robots, AUVs (autonomous underwater vehicles), etc...
In this paper we address the problem of depth extraction by using an image sequence acquired by a moving camera (with known motion), in an unknown environment. A stochastic approach is adopted to model the existence of uncertainty in every depth estimate, and well established techniques, like Kalman filtering, are used to reduce the uncertainty of the estimated depth maps, over time.
This approach differs from the one presented in [1] , both in the matching stage, where geometric constraints arising from the camera motion are included, and in the filtering stage, where a different formulation of the state space model for the motion/observation equations, leading to a clearer formulation of the kalman filtering structure. The 3D Vision System described in this paper, comprises three major processing modules: the matching process, the regularization procedure and the Kalman filtering stage. In the matching process, a correlation-like method, based on the Sum of Squared Differences method (SSD) [1, 2] , is used. To improve the disparity estimate, prior knowledge of the camera motion is considered, as a geometric constraint (epipolar line), and sub-pixel resolution is achieved by interpolating the SSD error surface.
Noting the ill-posed nature of the matching process, a regularization stage is formulated, to constrain the desired disparity field to smooth solutions. In this way, the noise levels of the disparity estimates can be reduced, and new estimates can be calculated to fill in the areas, wherever the matcher was unable to produce estimates.
Kalman filtering is used in the final stage of this work, to integrate multiple disparity measurements over time, in order to produce a more reliable depth estimate [1, 3] .
By integrating, over time, several measurements, one can benefit from the advantages of having closely spaced image view points (which simplifies the matching problem, but usually degrades the depth estimates precision) without jeopardizing the precision of the depth estimates computation.
In the following sections, the models involved in the depth from motion algorithms, are described. Results obtained with a sequence of synthesized images and with real underwater images are presented. Finally, we draw some conclusions and some future directions of research are pointed out.
Model
This section is devoted to the study and description of all the models involved in the 3D dynamic vision system. First, the dynamics associated to the position of a 3D point relatively to a moving camera referential is derived. Then, the camera model is introduced, and used to obtain the equations that describe the apparent motion induced in the image plane. Finally a model for the uncertainty affecting the system, is established.
Consider a camera moving with relation to a fixed point in the space. Let {C} be a cartesian coordinate system (frame) attached to the camera. Let w and T, be the angular and translational velocities of the camera with relation to a fixed referential, and let P be the position vector of a fixed point in the space. The velocity of P with relation to {C} (rigid body motion) is described by the following differential equation [4] :
To determine how this motion is perceived in the image plane, we have used a pinhole camera model [4, 6] . According to this model, the location of a given image pixel, (x, y), is determined by the perspective projection in the image plane, of the corresponding 3D point, [X Y Z] T :
By using the camera model in equation (1), and eliminating Z, we finally obtain a new equation set, that expresses the apparent motion (velocity field) induced in the image plane by the actual camera motion [3, 5, 6] 1 :
Uncertainty ( the simplified camera model, errors associated to the camera motion and parameters, the image acquisition process, etc ) is modeled by additive white gaussian noise in equations (3, 4) , and the final model is obtained by approximating derivatives in equation (3, 4) with forward differences (with sampling period r): 2 State equation :
Observer equation (measurements):
where 77 is a zero mean gaussian random variable with variance r, ft is a. zero mean gaussian random vector with covariance matrix Q and {ft, 7?} are independent. The terms a^j, 6[ ( ], C[ ( ] and D^j depend on the motion parameters and the image plane coordinates of a given pixel [7] .
System Description
The complete system structure is shown in figure 1 . At every sample instant, a new image is acquired by the moving camera and a new depth map is computed. A matching algorithm is applied to each pair of successive images, to compute the disparity vector field and uncertainty estimates. This vector field is the input to a regularization stage, used to decrease the noise levels and fill in unavailable estimates. Every new observation (regularized disparity vector) is finally used in a Kalman filtering module to update an estimated depth map resultant from previous measurements, thus reducing the uncertainty over time.
Matcher
To determine the displacement of each image pixel, induced by the camera motion in the static environment, we have used a correlation based technique, derived from the Sum of Squared Differences (SSD) method [2, 3] . To evaluate potential match candidates, p' t and p' t+T , from images acquired at time t and t + r, it is assumed that homologous points have similar graylevels. Hence, the sum of the squared gray level differences, for pixels inside windows centered in p' t and p' t+T , can be used to quantify the "likelihood" of a matching decision [1] .
Moreover, the location of a. pixel p' t+T , homologous to p' t , is constrained to a line, the epipolar line, in the image at t + r, determined by the camera motion and camera parameters [7] . By introducing the prior knowledge of the epipolar line, we define the Extended Sum of Squared Differences (ESSD) criterion that measures gray level compatibility and simultaneously penalizes deviations from the epipolar line:
where I(t,x,y) designates the pixel (x,y) of the image acquired at time t, d e p (x, y, u, v) is the distance of the matching candidate pixel, I(t+ T ,x+u,y+v)> to the epipolar line, and <j>( a ,p) is a weighting function. The contribution of the prior knowledge to the final cost functional 3 is quantified A ep .
In [1] the disparity vector is estimated by fitting a quadratic surface to a neighbourhood of the minimum SSD point, while in [3] two one dimensional quadratic curves are fit, both in the x and y directions. Due to the increased robustness to noise and simplicity, we adjust two one dimensional quadratic curves in each direction, in a neighbourhood of the minimum ESSD point:
where a, b and c are estimated from the data. The minimum point can then be determined, with sub pixel resolution, yielding the optimal disparity estimate:
whenever the coefficient a is different from 0. The uncertainty of the estimate is related to the shape of the ESSD error surface [1, 2, 3] . In [2] , the uncertainty is a function of the SSD surface curvature along the principal axis, and in [1] error propagation techniques in the SSD cost functional, were used. In each direction, we will approximate the estimate variance by [3] :
The first term of (10) expresses the decrease of the uncertainty with the increase of the error surface curvature, while the second term is a normalizing factor dependent of the minimum ESSD surface value.
Regularization
Many visual reconstruction processes, aimed at recovering 3D information by processing 2D image data, are inverse, ill-posed problems (eg. the estimation of disparity fields between successive images) [8, 9] .
Using the framework of regularization, ill-posed problems can be reformulated as variational principles, by introducing a priori knowledge about the solution. Standard Tikhonov regularization, uses stabilizing functionals to restrict the space of admissible solutions to smooth functions.
To determine a regularized function U, using a set of data V, we define an error function ^rf(T>,£/), to measure the compatibility of the proposed solution and the data, a stabilizing functional \t p (7V) that quantifies the smoothness conditions on the desired solution, and search for the U* that minimizes the following cost criterion [10, 11] .
The choice for both functionals * p and ^l & guarantees that, under certain weak conditions, a solution for the optimization problem exists [2] . For the regularization of the displacement/disparity vector field, a thin membrane [2, 8, 10] stabilizing functional was used:
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T is the regularized solution, cr\ and <T\ are the variances of the x and y components of the measured disparity vectors, V is the gradient operator and A quantifies the relative weight of the fitness to data term, in the global cost functional. 4 The domain of the surface u(x,y) is usually discretized using either the finite differences method or the finite element method [2, 4, 8] . Applying finite element analysis, as proposed by Terzopoulos [8] , to the functionals involved in the minimization problem we obtain:
To minimize (14), the Gauss-Seidel relaxation algorithm is used, and u is obtained iteratively at each point as a function of the values of its neighbours (similar equations are obtained for u and v):
where u? ^ is the measured x disparity at pixel (x,y) and U( x ,y) i s the local mean value, given by:
To determine the uncertainty associated to the regularized disparity field, the uncertainty values must be updated, as the regularization procedure imposes changes in the original field. Unfortunately, as the regularization iterations proceed, u" will depend on an increasing number of samples, thus hardening the calculation of the uncertainty. For computation efficiency, we have adopted the following simpler expression:
+1 = am var[u] + alvar[u\
Kalman Filtering -Recursive Estimation of Depth Maps
We will now see how to use Kalman filtering theory, to combine different disparity measurements over time, yielding a more reliable single depth estimate.
Using the state space model framework, we can formulate an estimation problem, to determine the value of Z[t], based on the noisy observations d[ t y Depth is estimated independently at each pixel, while spatial dependencies are embodied in the regularization process.
This state estimation problem can be conveniently dealt with, using Kalman filtering techniques. Since the observation equation is non-linear in the state variable, the discrete-time Extended Kalman Filter (EKF) [12] must be used. The filtering equations comprise a prediction step and an update/filtering step. In the prediction stage, the future values of depth and associated uncertainty are predicted, based on past information and on the dynamic model: Prediction :
where Z(t/t -1) is the predicted depth value for time t, based on the data available up to time t -1, o\< t n_\\ ls the corresponding variance and r is the variance of the motion equation noise (see Section 2).
At time t, a new disparity measurement is available, and the predicted depth can be updated. This is the filtering step procedure and the EKF uses a linearized version of the observation equation in a neighbourhood of the predicted value.
£i, D£, are the coefficients of the linearized model [7] The filte i b
where C£i, D£, are the coefficients of the linearized model [7] . The filtering step is given by
Filtering : 
with Z(0) and <T 2 Z , 0 , being the initial depth and depth uncertainty estimates, and K( being the K aim an gain.
Warping the Depth Map
To complete the EKF analysis, there is still an additional problem to be solved, concerning the prediction step.
The predicted depth value Z(t/t -1) is obtained by applying the motion equation. However, this predicted depth value, no longer corresponds to the original pixel (x,y), since the x and y coordinates have also changed. As the predicted depth values does not coincide with image pixel positions, the depth at the grid point (x,y) must be inferred from these values. This problem can be approached in several ways like bi-linear or bi-cubic interpolation [1, 3] .
We compute the depth estimate at (x,y) as a weighted average of the estimates falling within a 3x3 window centered in (x,y). The warped depth uncertainty is estimated using error propagation techniques:
where Z( x *y^ stands for the predicted depth values, and d; is the euclidean distance from (x'^y^) to (x,y).
Results
The 3D vision system was tested under a set of different synthetic and real conditions. The next section describes the results obtained using a sequence of synthetic images. The final results consist of tests with real underwater images.
Results with Synthetic Images
We started by assuming a scene structure composed by several rectangular patches placed at different distances from the camera, and we defined a brightness pattern that allows the generation of an image sequence. Figure 2 shows the last image of the sequence. The background is placed at 10m from the camera, the left rectangle at 5m and the right rectangular patch at 3.33m. A 5x5 match window size was used, with Z(0) = 5m, (r^, 0 *. -25.0?n 2 , r = 1 and \ ep ip = 5. The final depth map is shown in figure 2 , where depth is coded in gray level, darker points being closer to the camera. Although the synthesized images, are not corrupted with noise, they exhibit occlusion. The results obtained show a high level of precision. Notice the improvement over time, as successive depth estimates are being combined, and the blurring effect in discontinuities. The blurring effect, due to the regularization procedure is more noticeable in the occluded areas, where the matcher fails, and the disparity field is filled in, by the regularization process.
Results with Real Underwater Images
In this section we present the results obtained using real underwater images acquired with a camera in a special tank. The camera is moving with downwards vertical speed of 4.4 cm/s.
The images were acquired at the video rate of 25 images/s. In order to use a suitable sampling period, we have assumed thai all the objects in the scene were located at a distance from the camera in the range [1, 6] meters, and to keep the disparity values within 1 and 12 pixels, the sampling period was chosen to be 0.4 seconds.
The a priori depth map estimate is 6 meters for every image pixel, with 0.01 m 2 variance. A 7x7 match window was used with A = 0.1 and \ e pip = 0. Figure 4 shows the first and final image in the sequence, together with the perspective view of the corresponding depth maps.
mapl.img We presented a depth from motion vision system designed to compute dense depth maps from an image sequence, acquired by a moving camera. The system is based on a state space description of the depth from motion problem and models the existence of several uncertainty sources. A matching procedure including the epipolar constraint was denned, and regularization is used to filter the disparity vector field. Finally, depth measurements are combined over time, using Kalman filtering, to reduce uncertainty.
The system can be applied to a large number of problems in robotics, where the estimation of the scene structure may be found useful. A particular application related to underwater robotics was presented. Results obtained with synthetic images were presented, together with results with real images acquired in an underwater environment. In both cases the scene structure was recovered with remarkable accuracy.
