1. The term " f l a t " is used to indicate that the minimum modulus of a function in a region is (in some sense) of the same order as the maximum modulus. Some properties concerned with this notion are described below. They came to light during an attempt to answer a question put to me by Professor Littlewood.
Can an integral function of order less than two be bounded at the lattice points, 1 unless it is a constant ? The problem is apparently one of interpolation and was at first attacked by expressing the function in terms of its values at the lattice points. The method proved inadequate but yielded a result of independent interest; that a function must be identically zero if, within a sector of angle -, it is regular, vanishes at the lattice points, and satisfies a condition This theorem is of the same type as one of Carlson 2 concerning functions with zeros at the points 1, 2, 3, . . . .
The next result is related to Wiman's theorem 3 that an integral function of order p < | cannot have a finite asymptotic value. It is shewn that there are annuli r <^ \z | ^r + f, (c < 1 -p) . for large values of r, in which the function is " flat." Thus the function must be a constant if it is bounded at the points I 2 , 2 2 , 3 2 , . . . . The final theorem is of the same general nature. It states that in the case of a function of genus 0 or 1 there are circles of fixed radius, arbitrarily distant from the origin, in which the function is "flat." This enables us to answer Professor Littlewood's question. " Given in his dissertation " Sur une olasse de series de Taylor." See a paper of Hardy (Hardy, 7) in which two proofs of Carlson's theorem are given. The proof of Theorem 2 was suggested by the second of these. See also Riesz, 12, Hardy, 5. 3 Wiman, 17. Lindelof, 8.
An integral function of genus 0 or 1 is a constant if it is bounded at the lattice points.
The principal results are enunciated at the end. It should be added that § 2 is independent of the subsequent work.
Interpolation at the lattice points.
The first formula corresponds to the cardinal series 1 (-) n a n sin TTZ z~n for interpolation over the set of points z -n. Define a function with zeros at the lattice points (2.1) tf (z) = e"V* ^ (7* | i).
By the properties of the
and
M (r) denotes as usual the maximum of \f(z) j for | z | = r. Let K p denote the square whose corners are ( ± 1 ± i) (jp + J). Then if t, is a point inside K p , other than one of the points m + ni, It follows from (2 . 2) and (2 . 4) that
as p-> co and thus the integral on the right of (2 . 6) -> 0, as p -»• oo .
Moreover, by (2 . 3) and (2 . 4), m, n= -converges. These results contain a proof of the theorem.
It follows that an integral function must be identically zero if it vanishes at the lattice points and satisfies (2.4). In this it is enough to suppose that the conditions are satisfied in a quadrant of the plane. Thus, T h e t h e o r e m is n o t t r u e for a n angle -a<C6"Ca, (a< - The first step is to find an interpolation formula giving a function in terms of its values at the lattice points inside the angle. It follows from (2 . 2) that on AB, CA
Now, by Cauchy's theorem,
and by (2 . 10) and the condition (ii)
In the same way it can be shown that the other two integrals tend to limits as p -> oo , so that
If 0 < s < 1, A, /x can be found so that 0 <X < s < \x < 1, and then In its original form the proof given below applied only to functions of order zero. For other values of p the proof was of a different character and except in the case of functions of regular growth it was found necessary to suppose that a < 1 -2 p. Dr Besicovitch, who read the work in manuscript, kindly pointed out to me that the complete result could be established with the aid of a theorem of his memoir, 2 which I had overlooked.
A function may be expected to be " flat " in the regions which lie farthest from its zeros, aud the first step is to pick out these regions. Suppose that this is false.
Then there is a number h, (0 < h < 1), such that Let r lt r 2 , r m be the r's in the first N t segments. Suppose now that the shading process is carried out in two stages. First mark in r lt r t> .. .., r m only and perform the process for these points, and then mark in the other r's and complete the process. It is easy to see, by considering simple cases, that at most 3m segments will be shaded in the first stage. Let k additional segments among the first JVj be shaded in the second stage. In the most unfavourable case {i.e. the case implying the least number of r's) these will be the last k. Suppose that this is so. Then, for some p, the p segments immediately succeeding the N^1 1 must contain at least k + p of the points r s . By (3 . 5)
for r = (iVj + p) 2\, which contradicts (3 . 6), since r > r 0 . A theorem of Besicovitch 1 states that if p > p, the inequality (3.11) log TO (r) > cos np' log M (r) is satisfied for a set of values of r whose upper density is at least 1 -pip , i.e. that given e, arbitrarily large values of R can be found such that the measure of set of r in (0, R) for which (3.11) is satisfied is greater than (1 -pjp' -e) R.
Since almost every segment is unshaded, it is easy to show that there are unshaded segments, arbitrarily distant from the origin, which contain values of r for which (3. 11) is satisfied. Let I p be such a segment and r' a value of r in I fl for which (3.11) is satisfiedLet z v z 2 be points at which \f (z) j attains its bounds in the annulus 
The average value of a function in a circle.
Let /(z) be analytic in the circle \z\ < R. If r < R, it is natural to define the average value of {/' 5 in the circle of radius r as ( 4 . 1 ) a(\f S;r) = a s (r)= J -P [^ \f {ue^)\S ududd, ( 3 > 0 ) .
The properties of ag(r) are as follows.
THEOREM 4. as (r) is a continuous increasing differentiable function of r, and, unless f (z) is a polynomial it increases more rapidly than any power of r. Moreover log as (r) is a convex function of log r.
It is known 2 that ju 8 (r)= -f 2 '|/(re«)|»d0
2TT JO Letf(x), g{x), h{x)^>0, ( 0 < z < a ) , 0 < ft < a, and
The convexity property follows from this, on taking
*). ? (*) = /*s (rg V^). ^ (a;) = ^ (
For t h e purpose which we have in view a more informative measure of t h e " surface density " is t h e average value of log \f(z)\. Define There is a more precise result of the same nature. The second case is proved in much the same way, on making use of a result concerning integral functions of integral order 1 ; and the last part of the theorem can be established by means of Littlewood's method for treating functions of order zero. since there are not more than seven zeros in the second ring of Aj-squares surrounding that containing z x , z t , nor more than twentythree in the third ring, and so on. Again, in CP, the region outside P, so that Case (i) is very simple. Reasoning similar to that in the proof of Lemma 3 shows that there are annuli r -d <^ ) z j <^ r + d, for arbitrarily large values of r, in which L e t £ be a p o i n t o n t h e circle \z\ ~ r s u c h t h a t
J(i) =M(r).
Then by (5 . 6) (*.7) ! / ( * ) ! > ^.
\z-C\<d.
Next take case (ii). Divide the e-plane into squares of side A > 2d. Let a fraction 1 -# x of a square consist of points distant at least d from the boundary of the square. It is possible to find a positive number 6 and to choose A so that (with the notation of (4.8), (4.9))
( 1 -0 ) ( 1 -^i )~ + {6 1 (l-0) + e}K a <K 1 .
Shade the squares for which (5 . 1) is satisfied with e = 1. Then almost every square will be shaded, and if s is chosen sufficiently large the fraction of the circle C s , of radius 2a R s (in the notation of (4.10)), covered by unshaded squares will be less than 6.
Then there is at least one point £ s in C s in a shaded square and distant at least d from the boundary of the square for which In case (iii) the argument just given applies either to f(z) or to f(z) + 1; and case (iv) is similar to case (iii), except that Lemma 7 is used instead of Lemma 6.
Tf p = o, g (z) = f(z 2 ) is of genus 0 or 1. On applying Theorem 6 to this function g (z) another result follows.
