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ABSTRACT
The information security behaviour of technology users has become an increasingly popular
research area as security experts have come to recognise that while securing technology by
means of firewalls, passwords and offsite backups is important, such security may be
rendered ineffective if the technology users themselves are not information security
conscious. The mobile phone has become a necessity for many students but, at the same
time, it exposes them to security threats that may result in a loss of information. Students in
developing countries are at a disadvantage because they have limited access to information
relating to information security threats, unlike their counterparts in more developed societies
who can readily access this information from sources like the Internet. The developmental
environment is plagued with challenges like access to the Internet or limited access to
computers. The poor security behaviour exhibited by student mobile phone users, which was
confirmed by the findings of this study, is of particular interest in the university context as
most undergraduate students are offered a computer-related course which covers certain
information security-related principles.
During the restructuring of the South African higher education system, smaller universities
and technikons (polytechnics) were merged to form comprehensive universities. Thus, the
resultant South African university landscape is made up of traditional and comprehensive
universities as well as universities of technology. Ordinarily, one would expect university
students to have similar profiles. However in the case of this study, the environment was a
unique factor which had a direct impact on students’ learning experiences and learning
outcomes. Mbeki (2004) refers to two economies within South Africa the first one is
financially sound and globally integrated, and the other found in urban and rural areas
consists of unemployed and unemployable people who do not benefit from progress in the
first economy.  Action research was the methodological approach which was chosen for the
purposes of this study to collect the requisite data among a population of university students
from the ‘second economy’.
The study focuses on the relationship between awareness and behavioural intention in
understanding mobile phone user information security behaviour. The study concludes by
proposing a behaviour profile forecasting framework based on predefined security
behavioural profiles. A key finding of this study is that the security behaviour exhibited by
iii
mobile phone users is influenced by a combination of information security awareness and
information security behavioural intention, and not just information security awareness.
Keywords: information security awareness, mobile phone security behaviour, information
security culture.
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DIAGRAMATIC OVERVIEW OF THESIS
Establishing a mobile phone information security culture: linking student awareness and behavioural intent
1CHAPTER 1: INTRODUCTION
This introductory chapter provides an overview of the study and includes a brief
background to the study, the statement of the problem, the research objectives, the
research design, and a delimitation of the study. The theoretical philosophies and
models which influenced the philosophical stance and methodological approach taken
are introduced in this chapter. The key findings of study are briefly discussed. In
addition, an overview is provided detailing how the thesis is structured while indicating
the flow from chapter to chapter.
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21.1 Background
The ubiquitous use of mobile telephones, also known as mobile phones or cellphones,
has transformed the way in which people communicate, interact with businesses and
access information. Mobile phones have become an indispensable part of the
everyday life of users. In fact, Haverila (2012) considers them to be the most important
item which people carry daily. The importance of mobile phones may also be attributed
to the emergence of high speed wireless network technologies and the convergence of
the Internet, wireless technologies and mobile devices (Luo, Zhang and Shim, 2010;
Cleff, 2010). Haverila (2012) states that in 2009 there were approximately four billion
mobile phone subscribers, and by early 2011 the total number of subscriptions had
passed the five billion mark. In emerging markets such as Africa, Asia Pacific, Latin
America and the Middle East, the mobile phone markets continue to grow (Islam, Khan,
Ramayah and Hossain, 2011), while Haverila (2012) ventures that the mobile phone
will become the primary access point to the Internet.
The functional capabilities of a mobile phone have transcended its initial limited use
involving the making and receiving of calls or text messaging as modern mobile phones
now possess Internet access, photographic and video cameras, MMS, email, Bluetooth
or Infrared, and also computing abilities (Shabanova and Laudenslager, 2008). Mobile
devices which combine the functionalities of mobile phones and the general computing
capabilities found in Personal Digital Assistants (PDAs) are known as smartphones
(Nanda, Bos, Hay and Ignacz, 2008).
However, while these new mobile phone developments may be both positive and
predominantly beneficial to student mobile phone users, securing these mobile systems
and services, which have become easier to access, remains a challenge (Mayes and
Markantonakis, 2008; Goode, 2010; Ghosh, 2010). Thus, in this new environment,
student mobile phone users are exposed to security threats and attacks (Leung, Sheng
and Cruickshank, 2007). An increased amount of personal information is stored on
mobile phones and this, in turn, is creating global consumer information security
concerns.  Student mobile phone users are vulnerable to a number of threats including
identity theft (Ghosh, 2010), physical security (van Cleeff, 2008), profiling (King and
3Jessen, 2010), malware (Leung et al., 2007), spam (Elliot, 2010) and phishing (Huang,
Ma and Chen, 2011).
A method of attack used to violate information security and which has gained popularity
amongst fraudsters and cybercriminals is the use of social engineering techniques
(Workman, Bommer and Straub, 2008). Subramanian (2008) describes social
engineering techniques as an attempt to access sensitive information through the use
of deception. In observing the actual information security behaviour of student mobile
phone users, this study considered only those information security threats which
manifest through the use of a social engineering technique known as phishing. Choo
(2011) differentiates between two types of phishing attacks, namely: the syntactic
attack which exploits technical vulnerabilities, and the semantic attack which exploits
social vulnerabilities in order to access personal information. In the context of this
study, the semantic phishing attack was considered as the primary threat to the
confidentiality of mobile phone information from the perspective of the student. In
phishing attacks, fraudsters use unsolicited messages which purport to be from a
legitimate source in order to trick mobile phone users into revealing sensitive data (e.g.
ID number or banking details) which is then used to commit other crimes such as fraud,
identity theft, or the theft of confidential information (Ghosh, 2010; Choo, 2011).
Based on the CIA Triad (ISO/IEC 27001:2005) and as expanded on by Kritzinger and
Smith (2008) information security is the protection of information which involves
ensuring that the availability, confidentiality and integrity of information is not
compromised. For the purposes of this study, mobile phone user information security is
associated with the protection of user information and the preservation of its
confidentiality. Elliott (2010, p. 80) defines the threat to confidentiality as the “exposure
of data to anyone who is unauthorised to see it.”  As these mobile phone information
security threats become more prevalent, Lacey (2010) perceives users not only as the
cause of security incidents, but also as the primary means of preventing, detecting and
resolving security problems. Lacey (2010) further suggests a change in the approach
to addressing security threats by using interventions such as altering human
awareness, attitudes and behaviour. Da Veiga and Eloff (2010) also support this
proposed change in approach and recommend the creation of a security-aware culture.
Walsh, Kefi and Baskerville (2010) maintain that because mobile phone use involves
4the user, essentially it also involves the user’s culture. The security behaviour which
users exhibit when interacting with information assets (e.g. mobile phones) is referred
to as information security culture (Da Veiga and Eloff, 2010).
Information security culture amongst students is plagued with bad information security
related behaviours (cf Chapter 7) and is considered to be almost non-existent in the
case of students in the developmental environment where this study was conducted.
The environment in which the students socialise and use their mobile phones affects
their information security related behaviour. University students spend most of their
time during the week on university campuses and the campus also serves as their main
point of contact with technology (e.g. Internet). The university experience of a student
attending university in a developed country versus that of a student in a developing
country is not the same. The learning environment of South African university students
must be understood in the context of the two parallel economies referred to by Mbeki
(2004). South African universities can also be categories according to these tiers, with
some universities being financially sound and globally integrated, while other
universities that cater for students who come from rural areas (‘second tier’) do not
enjoy the same benefits as students from universities serving the ‘first tier’ of the
economy.
This study is concerned with the information security behaviour of students who are not
only attending university in a developing country, but also belong to the ‘second tier’ of
the South African economy and are students in a ‘developmental’ university.  This
developmental university is a newly (less than 10 years old) formed entity which was a
result of a merger between three existing educational entities (cf 2.3). The environment
in a developmental university is unique in that it poses challenges that are not
commonly experienced by students in developed countries. These challenges can be
classified according to the students’ home environment (e.g. household income
restricts choice of mobile phone); personal traits (e.g. age of student at university entry,
language), and on-campus environment (e.g. access to computers and the Internet).
This study focused on using awareness in order to influence mobile phone security
behaviour of students in a developmental university, resulting, in turn, in the
development of a mobile phone information security culture. Mobile phones of varying
5functionality were considered, including smartphones and other mobile devices with
telephonic abilities. The study also explored student mobile phone user responses to a
phishing attack. A detailed description of the problem identified in this study is provided
in the next section.
1.2 Statement of Problem
Poor security behaviour is indicative of a non-existent information security culture
emanating from a lack of information security awareness (Gao, Sultan and Rohm,
2010; Pekárek and Leenes, 2009), which exposes student mobile phone users to
information security threats with the potential consequence of students becoming
targets of mobile phone crime (Ghosh, 2010; Mayes and Markantonakis, 2008; Goode,
2010; van Cleeff, 2008). Thus, these information security threats result in mobile
phone users becoming the victims of cybercriminal activities such as fraud, phishing
and identity theft. Choo (2011) emphasises that if mobile phone users do not take
measures to protect themselves, they will become easy targets for cybercriminals.
Additionally, in the developmental environment of the students considered in this study,
awareness initiatives do not necessarily result in safer mobile phone user information
security behaviour.
1.3 Research Question
To what extent does information security awareness influence the security
culture of student mobile phone users in a developmental university?
The iterative research process through problem formulation and review of existing
literature resulted in the formulation of the main and sub-research questions. Three
sub-questions we derived from themes (awareness, behavioural intent and information
security culture) identified in the main research question highlighted above. This study
addressed the following sub-questions:
6o How aware are student mobile phone users in a developmental university
of mobile phone information security threats?
Mobile phones serve as a communication tool that is used to make and receive calls;
send and receive text messages; listen to music; play games and surf the Internet
(Haverila, 2012). Personal data (geographic location, phone numbers and content of
messages) about the mobile phone user is generated not only from using the mobile
phone to receive or make calls, but more personal data (e.g. names, mailing
addresses) is revealed when mobile phone users access the Internet (King and Jessen,
2010). In agreeing that various information threats exist, von Solms and von Solms
(2009) maintain that the most important of such threats are related to those that
compromise the confidentiality, integrity and availability of information. Mobile phone
users currently secure the data stored on the mobile phone by using a PIN on start-up
or disabling wireless connections (van Cleeff, 2008).  While these measures can be
used to physically counteract certain threats, cyber criminals bypass them by using
social engineering techniques. Greene (2006) highlights the following threats to
confidentiality: hackers, unauthorised user activity, social engineering and malicious
code. However, the scope of the problem identified in this study is limited to those
threats which compromise the (security) confidentiality of user information and which
are a result of social engineering (phishing) attacks. A common threat to mobile phone
user information confidentiality is through the use of social engineering techniques such
as phishing. University students are exposed to similar threats in both developed and
developing countries. However, the developmental university environment is a
distinguishing factor which affects student mobile phones users’ awareness of and
ability to respond to information security threats.
o How can information security management principles be used to
understand the mobile phone information security behavioural intentions
of students in a developmental university, and in mitigating the threats to
student mobile phone information confidentiality?
According to Simpson (2009), very few mobile phone users take responsibility for their
own mobile security. This, in turn, causes a fundamental problem as people (users)
have been identified as the key component to the successful management of
information security (Ashenden, 2008). Some researchers (Chang and Lin, 2007)
suggest that most information security problems are as a result of negligent behaviour
7rather than attack events. Researchers such as Eminağaoğlu, Uçar and Eren (2009)
and Lacey (2010) suggest that users constitute the primary and most critical
information security defence mechanism. Thus, addressing information security
confidentiality threats requires different interventions designed to change human
awareness, attitudes and behaviour (Lacey, 2010). Information security management
involves the protection of information in all forms by proactively managing information
security risks, threats and vulnerabilities (Kritzinger and Smith, 2008; Ashenden, 2008).
o How can information security awareness be used to influence the
development of an information security culture amongst student mobile
phone users in a developmental South African university?
Eminağaoğlu et al. (2009) suggest that information security awareness campaigns are
essential, while Choo (2011) considers such campaigns as critical in mitigating
information security threats such as phishing. The way in which people behave is
influenced by the behaviour of other people around them, as well as by what they see
(Lacey, 2010). This, in turn, implies that the security culture of mobile phone users may
also be influenced by the behaviour of other mobile phone users they observe.
Hofstede (2001) defines culture as a collective programming of the mind. According to
Vom Brocke and Sinnl (2011), this “collective programming of the mind” manifests itself
through the typical behaviours and rituals which separate one group from another.
However, Vom Brocke and Sinnl (2011) caution that culture is a broad and nebulous
concept and that the way in which it is interpreted differs, depending on the context.
According to Ifinedo (2009), research shows that cultural values influence the diffusion
of innovations and new practices, including those related to Information Systems (IS)
security.
Awareness campaigns/programmes have been prioritised in this study as the
appropriate approach to influence the information security behaviour of student mobile
phone users and, indirectly, their information security attitudes, values, beliefs, norms
and customs (Lacey, 2010; Chang and Lin, 2007), thereby helping to cultivate a mobile
phone information security culture.
81.4 Objective of the Study
The main objective of the study is to develop a framework which can be used to explain
the relationship between information security awareness and behavioural intent as
factors that contribute to student mobile phone user information security culture, and to
forecast the information security behaviour profiles of student mobile phone users. This
study used awareness intervention(s) to influence the information security behaviour
and thereby information security culture of student mobile phone users in a
developmental university.
This will lead to the development of a framework for tracking student mobile phone user
level of awareness, behavioural intent and profiling student information security
behaviour. In the developmental university students’ information security behaviour is
shown to be poor despite students being offered a course which covers information
security threats.  This framework may be used to forecast student mobile phone users’
information security behaviour and to determine the effectiveness of various awareness
interventions. In the process of developing this framework, this research study
identified the information security threats to which mobile phone users are exposed,
and explored the information security management principles which may be applied to
the student mobile phone user.
1.5 Significance of the Study
A limitation in the existing information security body of knowledge is that it focuses
primarily on professionals in a business context and “leaves no room or opportunity for
low-level users (such as end users)” (Kritzinger and Smith, 2008, p. 225).  Some
studies have been undertaken in South Africa which have explored mobile phone use
amongst the youth (Kreutzer, 2009; Porter, Hampshire, Abane, Munthali, Robson,
Mashiri, et al., 2012; Botha and Ford, 2008), and even mobile Internet use (Chigona,
Beukes, Vally and Tanner, 2009; Chigona, Kankwenda and Manjoo, 2008; Kreutzer,
2009; Donner, Gitau and Marsden, 2011), but the issue of information security
concerns for mobile phone users remains relatively unexplored.  Student mobile phone
users in a developmental university are more vulnerable to information security threats
9because unlike students in developed countries, they have had limited access to
resources like the Internet which can be used to obtain and share information about
information security related threats.  A framework may provide an outline of interlinked
items which Peng, Su, Chou and Tsai (2009) suggest may then be used as a functional
guideline according to which initiatives may be implemented. Accordingly, it is in
response to this gap in the literature that this study has defined a framework for
profiling student mobile phone user information security behaviours.
The contribution made by this study is in the form of the framework which was
developed and which may be used by information security practitioners as a guide, not
only to determine levels of information security awareness or behavioural intent, but
also to forecast the information security behaviour profiles of student mobile phone
users. The behaviour profiles in the framework give an indication of student mobile
phone user culture as it manifests in student behaviour.  The framework does not
attempt to explain the causes of student mobile phone user information security
behaviour, but merely acts as a behaviour mapping tool using their level of information
security awareness and level of behavioural intent.
Information security practitioners (e.g. ICT Lecturers, IT Department) within the
university can use the framework to guide the process of reviewing areas where
students are struggling to understand and hence apply information security related
principles to their individual contexts. Awareness campaigns can then be designed to
address specific areas, resulting in improved security behaviour and the cultivation of a
safe student mobile phone user information security culture. The findings of this study
may be generalised to other collective groups and developmental universities in
developing countries with similar university environments.
1.6 Preliminary Review of Literature
Mobile phone information security objectives are no different from general information
security goals and which, according to Elliot (2010), protect information from possible
threats by preserving its confidentiality, integrity and availability. The threats to which
student mobile phone users are exposed to may be grouped into the following
categories proposed by King and Jessen (2010), namely: interference with the
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consumer’s rights to personal data protection; pervasive and non-transparent
commercial observation of consumer behaviour; increased generation of unwanted
commercial solicitation and data security concerns. Information security threats may
have potentially harmful implications for the mobile phone user. While students in
developed and developing countries are exposed to similar threats, Oyedemi (2011)
mentions that students in developing countries are at a disadvantage because they are
also faced with challenges relating to factors like access to the Internet or limited
access to computers. Access to the Internet or computers can be viewed as a limiting
factor that restricts the students’ access to information relating to information security
risks and preventative measures that can be used to reduce or mitigate these risks.
Thus, information security awareness of students of a developmental university in a
developing country is considered to be poor. The developmental university faces
added language, resource and community related challenges which are unique to these
newly formed institutions.
Companies have now come to realise that investing huge sums of money in technology
is pointless if users are unaware of the information security threats to which they are
exposed (von Solms and von Solms, 2009).  This same argument applies to mobile
phone users who spend thousands of Rands on expensive mobile phone devices, but
are unaware of the information security threats to which they are exposed. Dodge,
Carver and Ferguson (2007) refer to the attitude of student mobile phone users towards
security when using their phones as an ‘open back door’ for security, whilst
Eminağaoğlu et al. (2009) propose that a shift has occurred in information security
management from a focus on technology to a focus on the people who interact with
these technologies.  If student mobile phone users are not security conscious, they are
bound to act in a manner which will increase their exposure to threats.  Ashenden
(2008) maintains that information security management involves the protection of
information in all its forms and that it depends not only on technology or processes, but
also includes people.
An exploration of the information security components which may be applied to the
student mobile phone user environment and an understanding of how they are
interrelated may be used in an effort to improve the information security awareness of
student mobile phone users. The Security Concepts and Relationships Model
(Common Criteria, 2012), commonly referred to as the Common Criteria General
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Model, is a model which highlights the critical areas of information security and the
relationships that exist between its various components. This model is applicable to
this study in that the phishing SMSes are seen as a threat which is instigated by a
threat agent (phisher/attacker) which seeks to exploit the asset (mobile phone).
Despite the fact that the majority of owners (student mobile phone users) value their
mobile phones, this study suggests that mobile phone users are not aware of the
lurking vulnerabilities/risks and, as a result, have not put the appropriate
countermeasures in place. This study investigated the mobile phone information
security behaviour of students in a developing university and a developing country
where existing literature (Oyedemi, 2011) suggests that awareness of mobile phone
information security threats, vulnerabilities, risks and countermeasures is poor. Student
information security awareness coupled with the students’ information security
behaviour is considered to be a manifestation of information security culture at the
individual level.
Organisational culture is commonly accepted to be the way things are done within an
organisation (Da Veiga and Eloff, 2010). Student mobile phone user’s information
security behaviour ‘way of doing things’ can also be considered to be their information
security culture. This ‘way of doing things’ will be very different for students in a
developmental university who encounter the same challenges that students in
developed countries are faced with but are not equally equipped to deal with these
challenges. In line with Vom Brocke and Sinnl’s (2011) description of the way in which
culture may manifest through visible artefacts such as typical behaviours and rituals or
a way of dressing, this study explored how a mobile phone information security culture
may either be built or changed by influencing the behavioural patterns of student mobile
phone users.  Da Veiga and Eloff (2010) advocate the implementation of security
components which would aid in addressing security threats. This, in turn, would impact
on the information security behaviour of the users and consequently their information
security culture.
In order to gain a better understanding of the behaviour of mobile phone users, this
study relied on existing theories, including Ajzen’s (1991) Theory of Planned Behaviour
(TPB).  The TPB focuses on the way in which individual behaviour is driven by
behavioural intentions which are a function of the individual’s attitudes, subjective
norms or perceptions (Eagly and Chaiken, 1993). The adopted definition of awareness
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used in this study relies of the comprehensive information security awareness
understanding (Kruger and Kearney, 2006) which includes student mobile phone user
knowledge, attitude and behaviour.
Although student mobile phone users are primarily responsible for ensuring that they
protect their own information, Choo (2011) raised another important aspect, namely,
the role played by government agencies, industry and community organisations in
combating cybercrime and ensuring that both cybercrime awareness information and
cybercrime avoidance information are available to mobile phone users.  This is an
important aspect which has a direct impact on the information security behaviour of
student mobile phone users. Nevertheless, it is beyond the scope of this study.
1.7 Research Design and Methodology
This section outlines the manner in which the aims and objectives of this study were
achieved.  The research paradigm discussed below provides insight into those beliefs,
values and techniques that are shared by researchers and which are relevant to this
study (Seale, 2004).
1.7.1 Research paradigm
Paradigms are all-encompassing systems of interrelated practice and thinking that
define for researchers both the nature of their enquiries in terms of the nature of the
reality to be studied and also the nature of the relationship between the researcher and
what can be known. In addition, paradigms also specify how researchers may go about
studying what they believe can be known (Terreblanche, Durrheim and Painter, 2006).
Interpretivism places the emphasis on understanding the social world from the
perspective of individual experience (Rossman and Rallis, 2003).  This study adopts a
primarily interpretivist approach which follows an inductive reasoning process in terms
of which theory is derived from empirical data (Seale, 2004).  This approach, which
uses data obtained from the insights of respondents or interviewees, is qualitative in
nature (Welman, Kruger and Mitchell, 2006). However, this study uses a combination
of qualitative and quantitative methods. In comparing the two methods, Rossman and
Rallis (2003) state that quantitative research seeks to control and predict while
qualitative research focuses on description, analysis and interpretation.
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1.7.2 Research methods
The methods describe the means that were used in order to acquire knowledge.
Research methods are often divided into two main types: quantitative and qualitative
(Muijs, 2011). Qualitative data is generally text based (Rossman and Rallis, 2003)
while quantitative data generally comprises numeric data (Muijs, 2011).  Although this
mixed methods study used both qualitative and quantitative data collection techniques
in either parallel or in sequential phases, qualitative data collection and analysis
methods were prioritised.
1.7.3 Research design
The research design is a plan of action that acts as a bridge between the research
questions and the actual implementation of the research. As such, it details the
conditions for the collection and analysis of the data (Terreblanche et al., 2006).  Action
research was selected as the research design best suited to answer the questions
presented in this study. Tharenou, Donohue and Cooper (2007) describe action
research as a design that simultaneously combines action (e.g. intervention) intended
to bring about a change in a setting (e.g. community or organisation) and research (e.g.
diagnosis) which aims to increase the understanding of the social system in question in
order to develop knowledge. Thus, action research is a form of participatory research
which is intended to find a solution to a particular problem in a specific setting (Welman
et al., 2006). In addition, action research is a spiral process which involves the
following phases, namely: tentative planning, acting/implementation, observation, as
well as reflection on and evaluation of the preliminary results (Welman et al., 2006).
The understanding derived from one completed cycle will inform the next stage of the
process (Tharenou et al., 2007).
Although there are different definitions of action research, it is possible to discern the
following four common characteristics (Fleming, 2000), namely: active involvement of
the participants in a situation being studied; increased collaboration and communication
with participants; development of new knowledge, and understanding that leads to
changes in practices, beliefs or policies.
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In addressing the identified problem of poor security behaviour which emanates from a
lack of information security awareness amongst student mobile phone users in the
selected developmental university, the selected research design used in this study was
action research which is intended to bring about change in the social system of the
study population.
1.7.3.1 Data collection
In order to answer the questions raised in the study, data was collected from
undergraduate students from a developmental university in the Eastern Cape province
of South Africa. The students were requested to participate voluntarily in the study.
The choice of a student sample was based on the fact that youth are deemed to be the
fastest growing mobile phone market segment (Torlak, Spillan and Harcar, 2011), as
well as the most prolific users of mobile phones (Walsh, White and Young, 2008). A
non-probability purposive sampling technique known as quota sampling was used in
the study. When quota sampling is used to select survey participants, the units
included in the sample are based on predetermined characteristics (Tharenou et al.,
2007). A minimum of 90 participants was considered to be an acceptable sample size
for the study.
Depending on the nature of the study, data collection methods vary in action research
(Guiffrida, Douthit, Lynch and Mackie, 2011) and may include document studies,
surveys, interviews, focus groups, discussions and participant observation. This study
used an appropriate combination of surveys, discussions and participant observation as
data collection methods.
In view of the cyclical nature of action research, the action/intervention is revised and
will continue until the change in behaviour and/or beliefs is observed. In this study
each completed cycle informed the next stage of the process and contributed towards
the development of a framework that could be used to address the research problem,
as defined in the study.
1.7.3.2 Data analysis
This mixed methods study used both qualitative and quantitative methods for collecting
and then analysing data. Teddlie and Tashakkori (2009) consider a mixed methods
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approach to be a rational/logical stance in terms of which the use of any methodological
tool required to answer the research questions is supported. Using this approach, both
narrative and numeric data was collected and analysed. The Statistical Package for
Social Sciences (SPSS), which is a survey design and analysis tool, was used to
capture, validate and analyse the quantitative data collected. Relevant statistical
analysis tools (e.g. data tabulation) were used to analyse and derive meaning from the
quantitative data while relevant tools (e.g. mind maps) were used to analyse the
qualitative data collected.
1.8 Delimitation of the Study
The target group for this research study was identified as student mobile phone users
in developing countries. The sample was drawn from students who were registered
with the local university in the Eastern Cape province of South Africa. Although this
study was undertaken in an educational setting, it does not include reflections on
educational pedagogical contributions. The study was limited only to those mobile
phone users located in the Amathole Municipality of the Eastern Cape Province.  The
sample group was attained by making public announcements during certain classes
presented by the researcher at the university. The study participants included only
those students who owned a mobile phone. The majority of students who participated
were 30 years old or younger, owned a mobile phone and contributed willingly
throughout all the iterations of the study’s cycles. Students who owned mobile phones
with limited functional capabilities were excluded from participating in the interventions
designed for the study.
1.9 Ethical Considerations
Ethical approval to conduct the study was sought from the University of Fort Hare’s
Ethics Committee, as well as the participating university from which the sample had
been drawn for the study. The other ethical considerations which the researcher took
into account are listed below.
Confidentiality:
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The data from the study was available to the research team only.  The personal details
of participants were substituted with anonymous identifiers during the data analysis.
Informed consent:
A preface outlining the research, its voluntary nature and issues of confidentiality was
included in the questionnaire.  The voluntary nature of participating in the study was
explained in detail, as well as the option to refuse to answer any question or to
withdraw at any time.
Dissemination of the research:
This thesis, including the results, will be made available to the participating university,
and they will be published in the academic press.
1.10 Key Findings
In meeting the main objective outlined in this study student mobile phone user
information security awareness, behavioural intentions and culture was examined.
Information security awareness was considered to be influenced by the students’
information security knowledge, behaviour and attitude. Student information security
behavioural intention was viewed as being affected by the students’ subjective norms,
perceived behavioural control and also their attitude. While culture manifests in
different forms, this study sought to influence individual student mobile phone user
information security behaviour thereby stimulating the cultivation of an information
security culture. Based on the literature (cf 6.4.2) this study postulates that there is a
relationship between information security awareness and behavioural intentions.
The findings of this study confirmed that information security awareness levels was
determined to be poor (cf 8.3.4) amongst student mobile phone users in the
developmental university where the study was undertaken. The information security
behavioural intention of the same students was also found to be poor (cf 8.4.3). In
exploring the existence of relationships between information security awareness and
behavioural intent correlation analyses was used in this study to investigate if any
association could be identified between the factors that influence both information
security awareness and behavioural intent respectively.  Significant relationships were
17
found amongst the following factors: knowledge and attitude; knowledge and
behaviour; attitude and behaviour; attitude and subjective norms; subjective norms and
between perceived behavioural control. The significant relationship found between
awareness and behavioural intention was a key finding which confirmed this study’s
premise in developing the proposed framework.
1.11 Outline of Proposed Chapters
Action research was used in this study to influence the information security behaviour
of student mobile phone users in a developmental environment.  Moving from the
problem to observing the desired change resulting from improved student information
security behaviour, this study was divided into three parts. The first part of this study
addresses the identified problem: defining the problem, observing the environment and
existing literature and developing a plan for solving the problem. Part 2 involved
implementing the actions of the plan, collecting and analysing the data. The final phase
involved reflecting on the discoveries made in part 2. The table below provides an
overview of the approach taken in this study to address the identified problem.
Table 1-1: Outline of chapters
Identify the
Problem Introduction (Chapter 1)
Study & Plan Literature Review (Chapter 2-4)
Data Collection
Plan
Methodology (Chapter 5)
Proposed Framework (Chapter 6)
Take Action Action research interventions (Awareness campaigns, Workshops)
Collect &
Analyse Findings (Chapter 7)
Reflect Discussion (Chapter 8)
Conclusion (Chapter 9)
PA
RT
1
PA
RT
 2
PA
RT
 3
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The first chapter is an introductory chapter which provides an overview of the study,
and includes a brief background to the study, the statement of the research problem,
research objectives, research design, and the delimitation of the study. Chapters 2 to 4
contain the literature survey in which various theories, other studies, secondary data
and underlying philosophies are discussed. In particular Chapter 2 explores the
applications commonly used by mobile phone users and the threats to which they are
exposed as a result, while Chapter 3 discusses information security management from
a theoretical perspective.  Information security management models are identified and
discussed in an attempt to find areas of applicability in the mobile phone user context.
Chapter 4 analyses the way in which culture influences the behaviour of mobile phone
users.  Mobile phone use exposes users to varying levels of threats and thus the
chapter analyses information security culture principles.  Finally, the chapter explores
the possibility of leveraging on mobile phone information security awareness in order to
create a mobile phone security culture.
Chapter 5 presents the research design and research methodology, including the data
collection and data analysis techniques used in the study. In Chapter 6 an answer to
the research question is proposed and a solution to the research problem is presented
in the form of an information security culture behaviour profiling framework for the
mobile phone user context. Chapter 7 presents and analyses the empirical findings of
the study while Chapter 8 contains a discussion of the findings which were presented in
Chapter 7. The final Chapter (9) contains a summative conclusion to the study which
evaluates the research questions in order to determine whether the objective of the
study was achieved. Areas for future research are also briefly discussed.
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CHAPTER 2: STUDENTS AND MOBILE PHONES
The discussion in this chapter provides a broad understanding of the environment in
which the students (study population) are using their mobile phone devices. This is
followed by an overview of the ways in which mobile phone devices have become
‘smarter’ over time and includes the various applications that may be used on these
devices. The concept of mobile phone information security is explored with specific
mention of social engineering and cybercriminal activities such as phishing.
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2.1 Introduction
The mobile phone has become an everyday necessity for young consumers who
continuously require access to social circles, mobile content and information (Torlak et
al., 2011). In a short space of time the mobile phone has redefined the way in which
the youth communicate, socialise and access information. In developing countries it
has helped to bridge the gap between rural and urban areas (Curwen and Whalley,
2011) by eliminating the infrastructural challenge which inhibited the penetration of
fixed line operators into rural areas.
The youth have been at the forefront of adopting mobile phone technologies with the
young consumer being identified as early adopters of innovations ranging from
voice/text, Internet and instant messaging to the ever popular social networking
applications (Torlak et al., 2011). The youth consumer segment is increasingly using
mobile phones as its primary communication device (Gao et al., 2010). Previous
research has shown that the habits of these early adopters of new information
technologies and communication applications differ from those of older consumers and
is evidenced by their use of digital devices (Haverila, 2012). Au and Kauffman (2008)
have expressed concern that many mobile phone users are almost obsessive in their
mobile phone related activities and their use of the technology now borders on
addiction. This is particularly true for students in tertiary institutions who have entered
the higher education system after having been exposed to a wide range of digital
technologies (Brown and Czerniewicz, 2010). Thousands of mobile phones are taken
onto university campuses in the pockets of their dependent owners on a daily basis.
Tian, Shi and Yang (2009) attribute this sense of dependence to the youths’ strong
propensity for access to the mobile phone as these devices have become an integral
part of daily activities. The university campus presents the ideal setting for observing
the information security behavioural practices of student mobile phone owners.
In addressing the question of student mobile phone user information threat awareness
(sub-research questions 1), this chapter will firstly explore the environmental context in
which the members of the population of this study use their mobile phones; secondly
the types of mobile phones available to students; thirdly how mobile information
security relates to these mobile phone devices, and finally phishing as an example of
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how student mobile phone users can fall victim to mobile crime. The chapter further
explores both the evolution of the South African mobile phone environment and the
student-mobile phone relationship and then discusses mobile phone infrastructure.
Finally, the chapter considers student information security awareness. According to
Smura, Kivi and Töyli (2009), in most developed countries mobile phones have become
an inseparable part of daily life with the majority of people carrying them all the time.
However, Aker and Mbiti (2010) suggest that developing countries have not been left
behind in this global phenomenon. To provide a better understanding of the societal
environment in which this study was conducted, the South African telecommunications
landscape is discussed in the following section.
2.2 Mobile Telephonic Communication Landscape in South Africa
Telecommunication services include radio, television, landline (fixed-line) phones,
mobile phones and the Internet (Mutula and Mostert, 2010). Mobile telecommunication
advancements in the last two decades have transformed the way in which people
communicate globally. This may be attributed primarily to the development of mobile
networks, also known as cellular networks. The dependency on fixed-line networks for
telephonic communication was finally eliminated with the introduction of mobile
networks. As compared to fixed-line networks, Rohman (2012) acknowledges that
wireless technology has played a crucial role in the expansion of rural
telecommunication networks in developing countries, and proposes that mobile
networks, with their substantial cost advantage over fixed line infrastructure, are better
suited for servicing the rural, low-income environments. Aker and Mbiti (2010)
acknowledge mobile phones as tools which have presented new opportunities to the
African continent where, in many places, they represented the first modern
telecommunications infrastructure of any kind. South Africa has been reported as
having the most developed telecommunications network in Africa, while the
telecommunications sector has been identified as one of the fastest growing sectors in
the country (Marketline, 2012).
The communications landscape in developing economies was transformed with the
introduction of mobile phones. Sub-Saharan Africa is characterised by low levels of
infrastructure investment (Aker and Mbiti, 2010). Historically, in view of the lack of
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infrastructure, telephonic communication was a luxury enjoyed mainly by people in the
urban and peri-urban areas. Curwen and Whalley (2011) attribute this to a combination
of huge distances, large rural populations and insufficient funds for investment which, in
turn, meant that the most economically viable option for network providers was to
provide fixed-wire links in towns and cities only.
Until 1994 when mobile phones were introduced in South Africa, the telephonic
communications landscape was monopolised by Telkom – a fixed-line provider which
was founded in 1991 as a fully state owned company. While mobile phone
advancements may have initiated the downward decline for fixed-line subscriptions in
South Africa, it was not until 2005 that the monopoly of Telkom, as South Africa’s only
fixed-line network operator, was finally dissolved when Neotel was introduced as a
competitor. A year before the first democratic elections in South African in 1994,
mobile telephony had not been available to South African consumers. In 1994 the first
GSM networks in Africa were launched in South Africa with Vodacom and MTN as the
first mobile network operators. With the amendment of the Electronic Communications
Act (ECA) in 2004, South Africa’s mobile landscape boasted two fixed network
operators (Telkom and Neotel) and five mobile phone network operators (Vodacom,
MTN, Cell-C, Virgin Mobile and 8-ta).
The South African mobile telephony market is one of the fastest growing in Africa. The
meteoric increase in mobile phone adoption in South Africa was substantiated by the
results of the census carried out in 2011 by Statistics South Africa which reported that
the percentages of households with mobile phones in working condition had increased
from 32,3% in 2001 to 73,3% in 2007 and 88,9% in 2011. If mobile phone adoption is
compared to the percentage of households with a computer which rose from 8,6% in
2001 to 21,4% in 2011, it is evident that mobile phone reach has far exceeded that of
computers in South Africa. The advent of mobile phones has potentially had a negative
effect on the adoption of fixed-line telephones evidenced by the fixed-line telephone
uptake which also displayed a decrease from 24,4% in 2001 to 14,5% in 2011 of the
South African households with a landline telephone.
The positive benefits of mobile phone use are also evident in South Africa which is
classified as a developing country. Mobile phone market volume figures show that in
23
the year 2011 there were approximately 28,8 million mobile phones in South Africa.
With Statistics South Africa reporting a population size of 57,1 million in 2011 (Statistics
South Africa, 2011), it may be inferred that there are arguably enough mobile phones in
South Africa to ensure that more than half of the South African population has a mobile
phone. However, the accuracy of this assumption could be questioned as, in some
cases, one person may own more than one mobile phone or mobile phone SIM card. A
more illustrative figure is the 88,9% of South African households with mobile phones,
as calculated by Statistics South Africa. The 6,5% growth rate experienced in the
South African mobile phone market in 2011 was not significantly behind the 7,9%
growth rate of the global mobile phone market in 2011.
Students considered in this study also fall within the ‘youth’ age group (14 to 30) and
are considered to be robust consumers of mobile technologies have been targeted in
this study.  Additionally, the university environment has been identified as best suited
for engaging with this population group. As a developing country South Africa is in the
process of transforming the national educational system. When the South African
higher education system was restructured, smaller universities and technikons
(polytechnics) were merged to form comprehensive universities. The resulting South
African university landscape is made up of traditional and comprehensive universities,
as well as universities of technology. Ordinarily, one would expect university students
to share similar profiles. However, in this study the university environment, which is
discussed in the next section, is regarded as a unique factor which may impact directly
on the students’ learning experience and behaviour.
2.3 Students in a Developmental University
The transformation of the South African higher education system was a key focus area
for a post-apartheid government. One year after the election of the first democratic
South African government, a commission (National Commission on Higher Education)
was formed. This led to the drafting of policy documents such as the Education White
Paper 3 (Department of Education, 1997). These documents were aimed at meeting
the transformation targets by redressing historical imbalances. The main challenge
facing higher education and which was identified in the White Paper involved
redressing past inequalities and transforming the higher education system to serve a
24
new social order, to meet pressing national needs, and to respond to new realities and
opportunities.
In 2002 the Higher Education Restructuring Proposal (Ministry of Education, 2003) for
the consolidation of South African higher education institutions through mergers and
incorporations was approved by the government and resulted in the higher education
system comprising eleven universities, six comprehensive universities and six
universities of technology. The participants in this study are students from a
comprehensive university structure which was formed in 2005 by merging two
‘historically black’ technikons and a university. The Draft National Plan for Higher
Education in South Africa (2001) justly makes references to the demographic profile of
the student body with the teaching of under-prepared students being an inherent
characteristic associated with the ‘historically black’ institutions. These students are
second language English speakers in an environment where instruction and teaching
materials are presented in English.
In classifying the types of mergers, Patterson (2005, p. 28) mentions three different
kinds of mergers:
- Weak merger: “The partners retain their original identities. There are low levels
of strategic linkages.”
- Strong merger: “The constituent organisations retain limited independent
identity. Strategic interdependence is high.”
- Full absorption: “There is pressure to assume a unitary institutional identity,
and full operational consolidation is required. High levels of strategic
interdependence.”
While the landscape of most ‘historically white’ institutions is gradually becoming more
representative of the South African population, the approximately 25 000 strong
university student population represented in this study is made up primarily of black
African students. The geographic spread of the university campuses includes towns in
the Eastern Cape Province covering a band of urban areas as well as the bulk of the
province’s rural areas. Using these merger classifications as a starting reference point
and incorporating traits of the university considered in this study, characteristics of this
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‘developmental university’ are summarised to be as follows for the purposes of this
study:
- Full absorption merged entity where full operational consolidation was instituted
- Public institution of Higher Education and Training
- Formed as guided by government policy
- Comprehensive university
- Campuses area located in both urban and rural areas
- Racial composition is made up of primarily African students
During the merger the planning and execution of the university targeted in this study
involved various challenges, including the availability of resources and infrastructure.
Other challenges unique to this environment and which may impact on the
effectiveness of the teaching of information security principles include language (with
the lectures being presented in English to students who are second language speakers
of the language), availability of computer resources and merger related environmental
disturbances (e.g. curriculum changes, strikes which result in a loss of lecturing time).
Understanding the environment in which the study was conducted has implications not
only for the generalisability of the study findings, but also for the interpretation of its
findings.
However, despite the challenges, the students who comprise part of this study’s
population, exhibited characteristics which fit the ‘early adopter of technology’ trait of
youth mentioned earlier. Affordability is possibly the main restraint when it comes to
adopting the latest model in mobile phone devices.
The ubiquitous adoption of the mobile phone has transcended technology adoption
theories with cost, age and geographic disposition of the consumer having little to do
with why consumers use these devices. The younger generation is more prone than
the older generation to adopting new mobile phone technologies and is quickly gaining
the attention of product marketers as one of the key consumer groups to target. With
37,6% of the South African population falling in the age group between 15 and 34
years, it appears reasonable to conduct research on the behaviour of students who
between the 14 to 30 years age group who are part of the youth sector.
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2.3.1 Mobile phone adoption
In a study of mobile Internet usage conducted amongst South African students, Brown
and Czerniewicz (2010) found that half of the students’ expenditure went on mobile
phone expenses. University students are arguably the most ‘connected’ generation
(Jordaan and Surujlal, 2013). In a study focusing on the mobile phone adoption and
consumption patterns conducted amongst students in Pakistan, Ahmed and Qazi
(2011) state that student mobile phone users can be profiled as dependent, prepaid
users who pay for their own mobile phone expenses and are loyal to their respective
connection providers. These students frequently made calls (mostly to family
members) or sent text messages and accessed Internet facilities via their mobile
phones. Gilham and Van Belle (2005) presented a South African student mobile phone
user profile which was not that different from the global student mobile phone user ‒
prepaid users, view the mobile phone as an extension of their identity, and use SMS
services extensively. Access and costs are the two key distinguishers of the student
mobile phone users in developing countries. This, in turn, introduces aspects such as
those mentioned by Napolitano (2010) and which are unique to the South African
environment including the following: the majority of subscriptions are on a pay-as-you-
go basis, a common means of upgrading the student mobile phone is through a hand-
me-down system, and sharing phones with friends is common practice.
Torlak et al. (2011) mention the following three major categories of mobile phone users,
namely: trendy users, heavy users, and price-oriented users. Whether they may be
clustered into these categories or not, understanding the reasons why young people
use mobile phones will provide an insight into the way in which they behave when
interacting with mobile phones. Researchers (Ahmed and Qazi, 2011; Syed and
Nurullah, 2011; Torlaket al., 2011; Chigona et al., 2008) have identified some of the
following advantages of mobile phone use of young people:
o provides instant communication with each other
o symbol of belonging to a group
o part of one’s identity
o rite of passage
o fashion statement
o enables the development of new relationships and helps sustain older ones
27
o provides a sense of security in emergency situations
o enables the sharing of experiences with family and facilitates keeping in touch
with family
o means to fulfil family roles and receive emotional and psychological support
from family
o enables emancipation from immediate local settings
o facilitates the co-ordination of group activities
o facilitates the organisation and management of social life
o constant availability
o knowledge/research (information seeking)
The decisions which young consumers make are influenced by the behaviour of both
their peers and other people within their social networks. Accordingly, Torlak et al.
(2011) are of the opinion that it may be inferred that the adoption of mobile phone
technologies and applications (apps) is a process which is driven by peer-to-peer
contact. In addition, it is essential not to overlook what Duffy (2013) calls the ‘period
effect’ which suggests that the context in which an individual grew up is important in
forming the individual’s views. This implies that students’ attitudes to mobile
information security have an important generational aspect. Researchers have coined
terms such as ‘Y-generation’, ‘Millennials’, ‘Thumb-tribe’, ‘Echo boomers’ and ‘Digital
natives’ to describe the generational aspect of youth and technology interaction. While
these terms may be used effectively to describe the same phenomenon, as indicated in
Table 2-1 below, their interpretation varies.
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Table 2-1: Definition of the Y-generation
Term Description
Y-generation or
Generation Y
An affluent, tech-savvy, family-centric, achievement-oriented, meaningful career-
driven generation raised in a time of economic prosperity and expansion (Mukundan,
Dhanya and Saraswathyamma, 2013).
Generation Y is the trendsetter of consumer behaviour and an advanced
user in the mobile communication industry (Antoine, 2004, cited in Jain and
Pant, 2012)
Millennials
The Internet enables the Millennials to exert control over the free market by
expressing their opinions through various avenues (Smith, 2012).
The Millennials grew up immersed in technologies that have always been around
during their lifetimes (Blackburn, 2011).
Thumb-tribe
This generation can type faster with their thumbs on cell phones than most people can
type using all ten fingers on traditional keyboards (Butgereit, 2008).
Net generation Are adolescents and young adults between the ages of 15 and 35 (Leung, 2013).
Digital natives
Young people born since 1980 and who possess innate conﬁdence in using new
technologies such as the Internet, videogames, mobile telephony and “all the other
toys and tools of the digital age” (Prenksy, 2001, p. 1).
However, trying to use one term to explain the phenomenon of the current young
generation engaging with technology and, in this case, the mobile phone, is limiting.
Ahmad and Tarmudi (2012) concur that it is not possible for one single term to describe
the members of this generation of technology users correctly. For example, the
description of the members of this generation would vary depending on the context in
which the young people are placed.
In the case of this study, some of the general characteristics used to refer to this
generation would be inaccurate. The student mobile phone users is this developmental
university environment are not trend setting advanced users of mobile communications
as they have limited access to the Internet and whether most of them possess ‘innate
confidence in using digital toys and tools’ is questionable. The most concise definition
which captures the essence of this ‘digitally astute’ generation is provided in the Haptic
Generation (2013) website and is quoted as follows: “I check my smartphone the
moment I wake up in the morning. I compulsively check it for updates every few
minutes. I connect with friends online more than I do in person. I take my smartphone
to the toilet, and use it while driving. I shop, socialise, and share photos and videos via
my smartphone. And I tailor my identity online to present myself very differently to who
I am in the real world.” Based on this definition and the challenges relating to access to
29
technology resources (e.g. smartphones or the Internet) the student mobile phone
users in a developmental university of a developing country come from households
classified as the ‘second tier’ of the South African economy and most of the student
cannot be consider to be ‘digitally astute’.
Since 1994 when mobile phones were first introduced and gained widespread
popularity amongst South African students, it is possible to track a distinctive transition
in mobile phone technologies from the generic mobile phones to smartphones and then
to tablet PCs with telephonic capabilities. In particular, smartphones have propelled
mobile phone communication device trends to new heights. The next section reviews
the evolution of mobile phone products, including generic, convergent and tablets.
2.4 Mobile Telephony Devices and Services
Sophisticated developments in the physical design (hardware component) of the mobile
phone have resulted in dramatic improvements in the functional capabilities (software
component) of the mobile phone. Mobile phone products have evolved from the
generic phone with the ability to make voice calls and send short messages using the
short messaging service (SMS) to the smart phone with its partial computing
capabilities, and then to the tablet PC with even more advanced features. Castillo
(2011) has raised a concern that the lines between phones, computers and TVs have
become so blurred that it is almost impossible to label some of these devices. Ivan and
Zamfiroiu (2011) place mobile devices into the following categories:
o Basic terminal class‒ can perform basic functions (voice and SMS).
o Multimedia terminals – in addition to the basic functions these terminals also
have camera, large media, audio and video player functions.
o Fashion terminals – customised with best performing functions and a particular
design.
o Smartphones – include business functions, Microsoft Office, Internet, and
multimedia terminal specific functions.
Kim, Kim and Kim (2011) group mobile phones into two categories only, namely:
generic and convergent mobile phones. Thus, based on the abovementioned
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categories, this study adopted a combined and summarised grouping of mobile phone
categories, namely: Generic/Basic, Convergent and Tablets.
2.4.1 Generic/Basic
Generic mobile phones refer to basic terminals with voice and SMS capabilities. Mobile
telephonic communication was once narrowly defined by a mobile phone designed for
the single purpose of making voice calls on-the-go (Barnes and Barnes, 2012). The
mobile phones which were in use when the 2G or GSM network was first introduced
incorporated primitive processors (Bransfield-Garth, 2010) and a few kilobytes of
memory only. Barnsfield-Garth (2010) further noted that by 2010 the memory in a
typical mobile phone had increased well over 10 000 times with a processing power
that had increased to the point where today’s smartphones are able to outpace the
high-end computers of just a few years ago. This argument still applies in 2012, with
the processing capabilities of today’s smartphone being able to compete with the high-
end computers of a few years ago.
2.4.2 Convergent
As the generic phones gained in popularity as a substitute for fixed-line telephones,
manufacturers introduced convergent mobile phones and services in response to
consumer demands and competitive pressures (Barnes, 2012; Yun et al., 2011).
Covell (2000) as cited in Kim et al. (2011) defines convergent products as products that
possess the features of two or more separate products. Accordingly, multimedia,
fashion and smartphones may be regarded as forms of convergent devices with
communication, entertainment, commerce and information features.
While multimedia terminals were developed in response to individual needs, the
Personal Digital Assistant (PDA), a special multimedia device which caters for the
needs of business users, emerged to support mobile business applications (Doughty,
2011). PDAs have now evolved into smartphones (Doughty, 2011).
According to Follin (2012), a smartphone is a phone that offers computing capability,
Internet connectivity and the ability to run advanced applications at high speed. He
also views smartphones as a convergent device combining a computer, PDA, phone
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and camera. Developed in response to a growing number of individuals who require
multi-purpose connectivity, Barnes and Barnes (2012) recognise the smartphone as a
device that may be used to take photographs, record or play videos, listen to music,
perform e-commerce transactions, participate in social media, send and receive emails,
and use the geo-positioning system (GPS) for directions. Doughty (2011) lists the
following features that a modern smartphone will possess, namely: 3G, Bluetooth and
Wi-Fi communications; high quality directional microphone; wide bandwidth speaker;
digital voice recorder; MP3 player; tri-axial accelerometer; GPS antenna and receiver;
multi-megapixel camera(s); electronic temperature chip; magnetic and electric field
sensor; large, liquid, crystal touch-screen display; vibration unit; flash illumination
source and a real-time clock and timer. Thus, the smartphone has become the
student’s portable multimedia centre. However, vying for the attention of the student
mobile phone users is the tablet.
2.4.3 Tablets
These handheld devices combine computing capabilities with a size and portability
approaching those of a smartphone. Similar to the smartphone, tablets may be used to
surf the Internet, read and send emails, take photographs or videos and play music or
games and, because they have larger viewing areas compared to generic mobile
phones and computing abilities, they may also be used to take notes, create
spreadsheets, manipulate databases and run applications (Follin, 2012). With 7 million
units sold in 2010 alone, Castillo (2011) views Apple’s iPad as the leader of the pack
when it comes to tablets. Samsung’s Galaxy Tab recorded 1 million as the second
highest number of units sold. While not all tablets have phone capabilities (e.g. iPads),
the Samsung Galaxy Tab 3 does possess phone capabilities. The main information
security threat to the tablet is theft, although most of the threats to mobile phone user
information are linked to the applications which may now be run on these devices.
2.4.4 Mobile phone applications
The accelerated new developments in the mobile phone hardware technologies have
created limitless opportunities for new mobile applications (mobile apps). Flores,
Srirama and Paniagua (2012) suggest that the improved mobile phone services may be
attributed to improved hardware (embedded sensors, memory, power consumption,
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touchscreen and a better ergonomic design), improved software (more sophisticated
applications are possible as a result of the release of the iPhone and Android operating
systems), improved transmission (higher data transmission rates may be achieved with
3G and 4G technologies) and improved access to Wi-Fi networks. Wong (2012)
suggests that there are two ways of exploiting the mobile phone benefits of
“collaboration and sharing of information with considerable ease” (Flores et al., 2012,
345), namely, mobile apps or mobile websites.
Mobile apps are software applications which were developed with a specific operating
system (Wong, 2012). The applications which run on the mobile phones are dependent
on the operating system installed. Lee and Lee (2010) provide the following examples
of mobile phone apps and services, namely: ubiquitous communication (e.g. email,
SMS); content deliveries (e.g. health-related messages, reminders); entertainment
services (e.g. music, gaming, gambling, sports scores); location-based services (e.g.
tour guides, finding nearby facilities, transportation information) and general
applications (e.g. ticketing, store/restaurant discount coupons, shipment tracking,
banking, and bill payment). With the thousands of mobile apps which are available for
downloading, Ivan and Zamfiroiu (2011) divide these applications into the following
categories: general information, using personal data to login, network communication,
economic applications and games. The table below summarises the results of an
informal content analysis on popular mobile applications:
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Table 2-2: Popular mobile phone applications
Application/Service Type Example Authors
Ubiquitous communication Email, SMS Lee and Lee (2010); Haverila
(2012);
General information Weather, TV programmes, horoscopes,
mobile search
Ivan and Zamfiroiu (2011); Taylor,
Voelker and Pentina (2011);
Network communication Social networking (e.g. Facebook,
Twitter), instant messaging (e.g. Mixit)
Ivan and Zamfiroiu (2011); Follin
(2012);
Economic M-payments, m-banking, shipment
tracking, ticketing, store discount
coupons, SMSbanking, shopping
Lee and Lee (2010); Au and
Kauffman (2008); Taylor et al.
(2011); Cano and Domenech-
Asensi (2011);  Follin (2012); Islam
et al. (2011)
Entertainment Music, games, gambling, sports scores,
mobile TV
Lee and Lee (2010); Taylor et al.
(2011); Follin (2012); Shim, Park
and Shim (2008); Islam et al.
(2011)
Location based Tour guides, navigation, transportation
information
Taylor, Voelker and Pentina
(2011); Islam et al. (2011)
Follin (2012) considers mobile apps to be one of the most useful features of either a
smartphone or tablet. While Taylor et al. (2011) are of the view that games are the
most popular apps, followed by weather, navigation and social networking, Follin (2012)
argues that while many people are familiar with the mobile apps for shopping, games,
and social networking, there are more apps to explore than just the apps for recreation.
This study will adopt the narrow definition of mobile web browsing in terms of which
mobile phone websites are regarded as services that enable users to send/receive
content using the mobile web browser which is embedded in the mobile phone in a
similar manner to browsing the Internet using a computer (Yun et al., 2011). Chigona
et al. (2008) found that mobile Internet was not only the preferred medium of Internet
access but, in some cases, it was also the only medium available among South African
students.
Despite the limitation of mobile applications, namely that of being operating system
specific, the predictions Bernabo, Garcia-Bassets, Gaines, Knauer, Lewis, Nguyen and
Zolfaghari (2009) made in 2009 about software applications for mobile devices being
the next trend in technological innovation have proved to be accurate. Similarly,
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researchers (Wong, 2012; Haverila, 2012) are now suggesting that mobile access to
networked information will surpass desktop web access. The mobile app is preferred
over mobile websites as it does not involve the clutter of domain-name servers and
uncalibrated information sources.  Mobile apps also take users straight to the content
they value in one click, unlike a mobile website (Taylor et al., 2011; Wong, 2012).
Although mobile phone applications connect millions of people, there are numerous
negative implications to their use as well (Ahmed and Qazi, 2011). Research has
shown that the awareness of students of information security issues is poor. This is
definitely a concern as more and more students are using mobile phones pervasively to
communicate, socialise and complete academic assignments (Tan and Aguilar, 2012).
2.5 Mobile Phone Information Security
The new convergent mobile phone have made it easier for mobile phone users to
access, store and transmit information from anywhere with network coverage and at
any time of the day. However, this newly found information emancipation has brought
challenges in the form of information security threats. Chang and Lin (2007)
acknowledge that security is a major concern in the knowledge economy. Mobile
phone users leave behind a substantial amount of personal data about themselves,
including demographic data (names, addresses, phone numbers, billing information,
numbers of people they have called, messages received or sent etc.). In addition,
Internet browsing behaviour, purchasing habits and graphic location about their
physical movements are also on their mobile phone (King and Jessen, 2010). Mobile
apps are also inclined to create concerns regarding data integrity, privacy and
information security (Byramjee et al., 2010).
2.5.1 Information security defined
The international standard ISO/IEC 27000 (2012, 4) defines information security as “the
preservation of the confidentiality, integrity and availability of information”. On the other
hand, Camp (2000) simply describes security as the control of information. Camp
(2000) goes on to say that, in a secure system, the ability to view, change and
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distribute information is usually controlled by the owner/user/creator of that information.
While other aspects such as authenticity, accountability, non-repudiation and reliability
(ISO/IEC 27000:2012) may be principles which must be taken into account in
information security, in the mobile phone user/owner context the main concerns remain
confidentiality, integrity and availability.
Confidentiality
As it relates to information security, confidentiality refers to the protection of information
from unauthorised people, resources and processes (von Solms and von Solms, 2009;
Greene, 2006). This study adopts Camp’s (2000) explanation of the three ways in
which electronic information may be obtained without authorisation:
a. Copied during transmission.
b. Accessed during storage.
c. Obtained from an authorised party.
Integrity
Greene (2006) defines integrity as the protection of information from intentional or
accidental unauthorised modification. Researchers von Solms and von Solms (2009)
agree with this definition and indicate their understanding of integrity in terms of
authorised people only being able to make changes to electronic information.
Availability
Availability ensures that data or information is accessible by authorised users when
needed (von Solms and von Solms, 2009; Greene, 2006).
Privacy
While some writers use confidentiality and privacy interchangeably, Camp (2000)
highlights that confidentiality and privacy is not the same. Unfortunately, in a digitised
world with all the invasive applications which are available, Cleff (2010) considers
violations against the consumer’s privacy as unavoidable. The “opt-in” approach
recommended by Cleff (2010) as a solution for ensuring consumer privacy proposes
that as long as consumers consent to the collection, use and disclosure of personal
information through mobile technologies, then privacy is not a concern. However, for
the consent to be meaningful it must be informed.
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Loo (2009) cited in Tan and Aguilar (2012) was concerned about the fact that the
majority of mobile phone users were still unaware of security threats to the technology
and also totally oblivious to the consequences of potential attacks.
2.5.2 Mobile phone information security threats
Potential security threats such as information theft, unsolicited information, theft-of-
service, denial-of-service (Shih et al., 2008) and identity theft (Geeta, 2011; Ghosh,
2010) are rampant in the mobile phone environment. In addition with the convergence
of mobile devices, the mobile phone has also combined its own inherent security
weakness with those of the newly integrated technologies (e.g. Internet, Bluetooth,
mobile apps).
If Dagon’s (2004) (cited by Shih et al., 2008) classification of attacks against mobile
devices is modified, it also becomes relevant in the context of the mobile phone‒ See
Table 2-3 below:
Table 2-3: Classification of attacks on mobile phones (Adapted from Dagon, 2004)
Security goal Example of attack
Confidentiality Theft of data, bluebugging, bluesnarfing (Shih et al., 2008)
Integrity Phone hijacking (Shih et al., 2008)
Availability Denial-of-service attacks (Shih et al., 2008)
Privacy Spam, consumer profiling (King and Jessen, 2010)
In protecting information against possible threats it is essential that some related terms
are clarified (Neumann, 1995). For example, a vulnerability is a weakness that may
lead to undesirable consequences; a threat is the danger that a vulnerability may
actually lead to undesirable consequences, and a risk is the harm that results if the
threat is realised.
There are various interpretations of the term ‘threat’ in the context of mobile devices,
with the terms ‘attacks’ and ‘threats’ overlapping and blurring in some instances. In
order to provide clarity as regards to the context in which mobile phone threats were
considered in this study, a classification used by Kassim (2009) is tabled below:
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Table 2-4: Classification of mobile phone threats (Kassim, 2009)
Threat Threat Vector
Mobile Malicious Software (Malware) Viruses, Worms, Trojan Horses, Spyware, Botnet, Rootkit
Mobile DoS BlueSmacking, Bluejacking, SMS DoS, Malformed OBEX
Message, Malformed Format Strings, Malformed SMS
Message
Cellular Services (SMS, MMS, Voice calls) SMS Spoofing, SMS Spamming, Phishing, Smishing,
Vishing, Malicious contents messaging, SMS/MMS Exploits
Mobile Operating System Symbian, Windows Mobile, Linux, Palm OS
Mobile Applications Web Browser, J2ME, Mobile Banking Application, Mobile
Gaming
Wireless PAN, LAN and WAN Bluetooth Hacking, Wireless Client Attacks, MS-MS Attack,
Overbilling Attack
Subscriber Control Inputs Special Codes
Mobile Data Storage SIM Memory, Phone Memory, Memory Card
This study is concerned only with mobile phone threats that may be controlled by the
mobile phone user. In view of the principles/goals of information security
(confidentiality, integrity, availability and privacy), only the threats relating to
confidentiality are within the control of the mobile phone user. Greene (2006)
recognises a number of ways in which information may be accessed and disclosed
against the wishes of the mobile phone user, namely: hackers, password-cracking
applications, unauthorised user activity, unauthorised transmission of information,
improper access controls, shoulder surfing, improper disposal of paper or digital media,
social engineering, or malicious code such as viruses, worms and Trojan horses.
Some writers are of the opinion that the serious vulnerability to which mobile phone
users are exposed involves keeping their information secure when using their mobile
phones. Chang and Lin (2007) assert that most information security problems are a
result of negligence on the part of people and not the result of attack events. Lacey
(2010) cautions against implementing security practises which focus on either
processes or infrastructure, suggesting instead that security practises now require that
more attention be paid to people. This is especially true for the mobile phone user who
has no control of the processes or infrastructure on their mobile phone.
The advent of the Internet introduced a new criminal element to society known as the
cybercriminal. The majority of these cybercriminals target mainly inexperienced users
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who are more susceptible to falling victim to their scams than the more experienced
users. Cybercriminals use tools such as botnets to perform their illegal activities
(Vlachos et al., 2011).
2.6 Mobile Phone Crime
Salifu (2008, p. 432) defines cybercrime as “any illegal activity arising from one or more
Internet components, such as websites, chat rooms or email.” With cybercrime
offences a computer or network is targeted for criminal activity, such as hacking and
malware, or the computer or network is the tool which is used to commit the crime, for
example, child pornography and identity fraud (Menon and Siew, 2012). Extending this
definition to the mobile phone context, this study considers mobile phone crime to be
any illegal activity arising from one or more mobile phone components, such as mobile
apps, mobile Internet, cellular services or where the mobile phone is used as the tool
with which to commit a crime. In order to analyse mobile phone crime Delac, Silic and
Krolo (2011) use an attacker-centric threat model which addresses three key issues of
mobile device security, namely: the attacker’s goals, attack vectors and mobile
malware. They further highlight three possible goals for an attack, namely: to collect
private data, utilise computing resources and carry out harmful and malicious actions.
A common example of the private data which is collected and then used in illegal
activity (payments fraud) is depicted in the diagram below. In the case below, malware
is used for data breaching (through hacking) with the objective of stealing the user’s
identity.
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Figure 2.6-1: Morden payments fraud (Mercator Advisory Group, 2012)
Fraud
Ghosh (2010) defines fraud as the misuse of information for financial gain, with
fraudsters illegally obtaining personal information and making fraudulent purchases or
withdrawals, opening false accounts and/or attempting to get services without the
intention of paying for it.
Malware
Malware is a general term which refers to different types of programs, including virus,
Trojan horse, worms, spyware/adware, rootkits, pornware, bots, remote administration,
netbots/zombie bots, zero-day threats and unclassified threats aimed at harming the
computerised system user (Zimerman, 2011). In view of the fact that malware is often
disguised as a game, patch, utility, or other useful third-party software (GAO report,
2012) mobile phone users are more likely to fall into this trap unknowingly.
Hacking
Hackers identify and exploit existing software vulnerabilities. Elms, LaPrade, CPU,
CLU, and Maurer (2008) consider hacking to be any illegal, unauthorised access to a
computer file or network. Hacking is also the predominant method used to perpetrate
cybercrime. Friedman and Hoffman (2008) consider mobile phone users to be
vulnerable to direct hacking attacks because hackers are able to locate and observe
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potential victims in person. Some researchers are of the opinion that hacking was
initially carried out by computer enthusiasts who had taken a keen interest in a
particular software and, in trying to understand how the software worked, had
discovered its vulnerabilities. Thus, not all hacking activities have illegal intentions and
reference is made to “ethical hackers”. According to Boteanu (2011), ethical hacking is
carried out by trained security professionals who provide organisations with a practical
assessment of how vulnerable their networks actually are and how complicated it would
be for a hacker to break into the networks.
Identity theft
Identity theft involves the unauthorised access to personal information (name, address,
ID number, bank or credit card number) or other identifying information with the aim of
committing fraud or other criminal activities (Albrecht, Albrecht and Tzafrir, 2011;
Archer, 2012). According to Albrecht et al. (2011), the most harmful result of identity
theft is not necessarily the loss of money, but rather the loss of credit, reputation and
information which is difficult to restore.
Despite the fact that mobile crime may be executed using a wide variety of attack
methods, researchers stress the activities related to social engineering techniques as
one of the primary mediums for cybercrimes. In this vein, Geeta (2011) states that
despite the many ways in which thieves may steal identity, phishing is one of the most
popular and successful techniques employed by cyber criminals to steal identity by
using deceptive emails.
2.7 Social Engineering Techniques
Social engineering refers to the deployment of certain techniques which are used by
social engineers to skilfully manoeuvre people into taking action in some aspect of their
lives. This usually involves mastering the ability to persuade and influence people by
deceiving them (Brody, Brizzee and Cano, 2012). Mitnick and Simon (2005) explain
that deception is the primary bait used by a skilful attacker who preys on mankind’s
tendencies to be helpful, polite, supportive, a team player and to accomplish given
tasks. Depending on how convincing the attacker is in executing the deception, human
nature plays a part and most people will fall victim to the social engineering scam.
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Social engineering techniques pose a greater threat to student mobile phone users in
the developmental university environment because of poor information security
awareness levels amongst students in this environment. This assumption is tested
during the data collection phase of this study when phishing SMSes is sent to
participants at different intervals.
2.7.1 Social engineering attacks
Social engineering attacks may be grouped into two categories, namely: human-based
social engineering and technical-based social engineering (Foozy, Ahmad, Abdollah,
Yusof and Mas'ud, 2011). The human-based attacks rely on exploiting human
psychology whereas the technical-based attacks focus on technological vulnerabilities.
While Foozy et al. (2011) consider attacks such as phishing and vishing to be technical-
based attacks, Applegate (2009) asserts that phishing is not a technical attack but
rather a human-based attack.  They argue that based on the fact that in phishing
attacks, carefully crafted messages are used to entice victims either to open
attachments or to click on embedded hyperlinks.  Phishing attacks are human-based
attacks which are used to facilitate technical exploits. Bakhshi, Papadaki and Furnell
(2009) recognise that social engineering involves considerable research and planning if
it is to be successful. Luo et al. (2010) present the following (see Figure 2.7-1 below)
summary of the steps involved in planning and executing a social engineering attack:
Figure 2.7-1: Four-step social engineering attack (cited in Luo et al., 2010, adapted from Allen, 2006)
The research/information gathering stage is a vital period during which the attacker
collects data about the subject which will be used in carrying out the attack. This
42
information is collected through a variety of different methods or, in the words of Brody
et al. (2012), “schemes”. These social engineering schemes, which may also affect the
mobile phone user, include but are not limited to: dumpster diving, shoulder surfing,
phishing, pretexting/impersonation, persuasion and bribery, and phreaking (Brody et
al., 2012; Applegate, 2009). While mobile phone users are also susceptible to similar
attacks, the focus of this study is those attacks where the mobile phone is targeted as a
means/tool with which to gain access to confidential user information which is then
used to fulfil the malicious intentions of the attacker. Some of examples of these types
of attacks which are discussed below include shoulder surfing,
pretexting/impersonation, and phreaking.
Shoulder surfing:
Benz (2009) describes “shoulder surfing” as the tactic used by attackers/thieves and
which involves looking over an unsuspecting user’s shoulder as he/she enters his/her
security information. These details are then used later to gain unauthorised access to
the user’s device. In the main technology users have become security conscious when
entering passwords into ATM machines and computers in Internet cafes or at the office.
However, the risk of mobile phone users unknowingly exposing confidential information
to possible attackers is magnified as a result of the increased number of access
opportunities. As the student mobile phone users move from their places of residence
to university campus, using mainly a public form of transportation, the risk of a stranger
observing the password lock combination to their mobile phones or observing as the
mobile phone users type an SMS containing confidential data is increased.
Pretexting/Impersonation:
Luo et al. (2010) consider pretexting to be the most commonly used social engineering
technique. They define pretexting as “the act of creating and using a contrived
scenario to persuade a potential victim to voluntarily reveal information or perform
actions (Luo et al., 2010, p4). These scenarios are designed to trick a person into
revealing information. Brody et al. (2012) consider pretexting to be one of the more
complex social engineering techniques to implement because the social engineer has
to create a new identity which he/she will use to manipulate the victim. If the victim is to
accept this fictitious persona as authentic, it is essential that the pretexting attacks be
well researched and planned.
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Phreaking:
Phreaking is a term that was used in the past to refer to the misuse of classical phone
networks. Grobler (2010) states this predecessor to the more sophisticated hacking
techniques is the act of gaining illegal access to telecommunication networks with the
aim of making free, long distance phone calls. As technologies became more
advanced, Brody et al. (2012) reintroduced this antiquated phrase into social
engineering jargon. They (Brody et al., 2012, p. 343) describe “phreaking” as “a form of
social engineering that, much like pretexting, involves someone pretending to be in a
position of authority to gain access to privileged information. Unlike pretexting,
however, phreaking is carried out over the phone.”
Based on the plethora of social engineering attacks highlighted above, this study will
focus on human-based attacks and, in particular, on phishing as a form of human-
based social engineering attack. In view of the fact that it exploits unaware mobile
phone users, phishing may have the most devastating effects on the preservation of
mobile phone user information security.
2.8 Phishing
Phishing may be considered as one of the most significant “setback” to Internet use.
One may reasonably concede that phishing is an inherited and unavoidable setback
with regards to convergent mobile phone devices. Due to the widespread usage of
mobile phones among students, phishing was used in this study as an example of a
common information security threat targeting individual behaviour. It is difficult to find a
consistent description of the term “phishing” in existing literature as different writers
have suggested various definitions for the term:
“Phishing represents the act of creating a fake website or web page spoofing the
original web page” – Sivaramarajalu, Krishna and Kumar (2012, p. 51).
“Phishing is a two-time scam technique of fraudulently obtaining private information” -
Luo et al. (2010, p. 4).
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“Phishing attacks are attempts by third parties to solicit confidential information from an
individual, group or organisation” - Grobler (2010, p. 1).
“Phishing is an attack where someone pretends to be a person or an organisation that
appears legitimate in order to get usernames, passwords, social security numbers and
other private information from users” - Brody et al. (2012, p. 341).
“Phishing social engineering attacks attempt to dupe computer users into sending
confidential information to a third party, or to download a piece of malware that will find
confidential information on the victim’s PCs and send them to the attacker” - Friedman
and Hoffman (2008, p. 163).
All the definitions provided are accurate summaries of what phishing entails. However,
for the purposes of this study, phishing will be defined as any method, such as email,
SMS or impersonation, used by an attacker as bait to lure a user into disclosing
confidential information which the attacker will use later in illegal activities such a fraud.
The channels used in phishing attacks vary. Bose and Leung (2007) acknowledge that
email is the most commonly used channel, but also recognise that phishing messages
may also be spread via instant messages, malicious programs, and web-based
methods. Similarly, Grobler (2010) emphasises that phishing attacks may be executed
via means other than email, including exploited websites, instant messaging, peer-to-
peer networks and search engines.
Since the first recorded phishing incident in 1996 when America Online account
passwords were stolen (Grobler, 2010), the tactics used in phishing attacks have
become more sophisticated. While the broad definition provided above outlines the
fundamental principles of any phishing attack, new forms of phishing have emerged
over time. These include vishing (Geeta, 2011; Sobeslav, 2011), smishing (Geeta,
2011), spoofing (Geeta, 2011), pharming (Sobeslav, 2011; Purkait, 2012), IP clone
phishing, IPspear phishing (Geeta, 2011; Sobeslav, 2011; Lungu and Tăbuşcă, 2010),
skimming (Geeta, 2011), crisis-phishing (Lungu and Tăbuşcă, 2010), or whaling
(Sobeslav, 2011). However, this study will explore only those phishing attacks where
the mobile phone user is the primary target for soliciting the information required by the
attacker in order to gain access to the required information.
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2.8.1 Vishing
The term “vishing” is derived from combining the words “voice” and “phishing”
(Sympson, 2010). In a vishing attack the attacker uses VoIP phones or direct access
over the telephone system (Sobeslav, 2011), instead of a web link in order to steal user
information (Miri-Lavassani, Kumar, Movahedi and Kumar, 2009). Bodhani (2011)
simply states that vishing uses social engineering over the telephone system (in most
cases using features facilitated by VoIP) to access user information. According to
Sympson (2010), mass-distributed automated phone messages may also be used in a
vishing attack. Brandt (2009, p. 68) describes the following scenario of a vishing
attack:
“You receive an email or get a pre-recorded voice message (supposedly from
your bank, or PayPal, or some other financial institution) informing you that a
large transaction – one you never performed – has been held up. The message
includes a toll-free number that you should call right away to deal with the
situation. When you dial the number, a voice menu prompts you to key in your
card number before it transfers you to a company representative. The visher
asks you to enter other data as well, such as the expiry date and/or the CVV
number printed on the back of your card. If you act without thinking clearly, you
might provide all of the information they ask for. At this point, they have your
number – literally – they might just hang up on you or put you on hold
indefinitely.”
Bodhani (2011, p. 76) states that “Voice over Internet Protocol (VoIP) describes a set of
services used to manage the delivery of voice transmissions over a broadband Internet
connection instead of using time-division multiplexing (TDM) over a traditional public
switched telephone network (PSTN)”. Boone (2011) cautions that similar to the
phreaking attacks on telecoms, IP-based telecommunications bring with them their own
security complications.
2.8.2 Smishing
Researchers (Roberts, 2008; Sympson, 2010) liken smishing to phishing with the sole
difference being that instead of using Internet emails to entice users into providing their
personal account information, the attackers use mobile phone text messages. In a
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smishing (the word “smishing” is derived from a combination of “SMS” (short message
service) and “phishing”) scheme, a text message (SMS) claiming to be from a
legitimate institution is sent to a prospective victim (Sykes and Daley, 2010). If the
SMS is the “bait” used to lure the mobile phone user, then the “hook” – the method
used to capture the user’s information in the text message – may be a website URL
(Sympson, 2010). Lungu and Tăbuşcă (2010) provide the following scenario describing
the way in which a smishing attack may occur:
“A typical message tells the mobile phone user that, for example, the person’s
bank account has been compromised or his credit card has been rendered out
of service. The victim is sent to call a real phone number or access a fake
website to re-enable the use of the account or credit card and, once on the site
or through an automated phone system, the potential victim is guided to leave
its account data or card and PIN numbers.”
A detailed analysis of how phishing attacks are enacted is provided in the next section.
2.8.3 Examples of phishing attacks
Although there are differences between the methods used to execute a phishing attack
and the naming of such phishing attacks, the underlying principles remain the same for
all phishing cases. In short, a phisher uses some kind of bait (an email, SMS, or
telephonic message pretending to be from a legitimate source) to lure the mobile phone
user into divulging personal information, opening an embedded or email link or
downloading an attachment. Butler (2007) provides a graphic representation of a
typical phishing attack in the diagram below. In his interpretation, Butler (2007)
identifies the following components of an online phishing attack:
(1) An email designed to lure the recipient to a web site is sent.
(2) This email is aimed at tricking the consumer into divulging personal (financial)
information, such as passwords and account numbers.
(3) The information is used by the phisher to commit fraud (steal consumer’s
identity).
(4) The phisher then contacts the organisation concerned, claiming to be the victim
of the phishing attack.
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(5) The phisher illegally performs transactions with the organisation in the name of
the consumer concerned.
Figure 2.8-1: A typical phishing attack (Butler, 2007)
The mobile phone phishing attack is executed in a similar fashion to the online phishing
attack described by Butler (2007). However, the only difference is found in the
technique which is used to lure the mobile phone user. This study focused on the
human-based phishing techniques which may be triggered by an email, SMS or voice
telephone call. In the case of mobile phone user, a phishing SMS would be sent as the
bait or alternatively a phishing call may be made. In order to make Butler’s model more
relevant to the mobile phone user’s context, this study recommends the following
classifications for each phishing step:
1) The lure
An email or text message is sent to the unsuspecting mobile phone user. An important
part of any social engineering attack is the research phase. In developing a suitable
email or SMS, the phisher will already have obtained some information (during the
research stage) about the mobile phone user concerned. This may be something as
seemingly insignificant as the name of the bank where the mobile phone user banks or
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the grade of the mobile phone user if he/she is of school going age. This helps to
establish some credibility when the communication is received. The more the mobile
phone user “trusts” the source of the email or SMS, the more likely he/she will be to fall
for the scam. Bose and Leung (2007) identified certain features which are common in
most phishing emails, namely: spelling mistakes, strange words in the “From” field,
clickable links, unmatched web addresses, special characters in hyperlinks and random
names or email addresses.
2) The hook
In a phishing attack the mobile phone user will be required to take some action (click on
a link) in order to rectify the problem that was described in the email or SMS. In the
case of a vishing attack, the action required may involve calling a number provided in
the SMS. If the mobile phone user falls for the hook (performs the required action)
he/she becomes an active participant in the scam and are only a few clicks away from
divulging the information required by the phisher.
3) The bite
Once the user has clicked on the link or has dialled the telephone number, he/she is
redirected to a fake website or call centre. At this point the mobile phone user trusts
that he/she is interacting with the genuine organisation and will willingly provide the
required authentication details, such as a username and password. In addition to the
authentication details required in a vishing attack, the mobile phone user may be asked
to answer a few security verification questions (ID numbers, address etc.).
4) Identity theft (Take-over)
The phisher uses the information obtained to masquerade as the mobile phone user.
In cases where online banking/credit card details were obtained, the phisher will start
transacting as the user immediately. The personal details obtained may be used in
illegal, fraudulent activities.
5) The reward
Before embarking on a phishing attack, the phisher has one of two goals in mind
(Grobler, 2010) ‒ monetary gain or identity theft. The personal information obtained
from the mobile phone user may be used in fraudulent activities such as the opening of
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a new account, while any security information (usernames, passwords) may result in
direct financial gain to the phisher in cases in which credit card or banking details were
obtained.
Figure 2.8-2: Mobile phone phishing attack (Adapted from Butler, 2007)
Figure 2.8-2 above illustrates how the online phishing components identified by Butler
(2007) may be related to the mobile phone context. The next section discusses some
of the possible reasons why mobile phone users continue to fall victim to phishing
scams.
2.8.4 Factors leading to mobile phone phishing success
Luo et al. (2010) refer to the “psychological phenomena” which are exploited by
phishers targeting the behavioural vulnerabilities of mobile phone users. What causes
the mobile phone user to react to a phishing attack? Research offers certain
explanations which are linked to what some term “human nature”. These explanations
include issues of trust, fear, authority, reprisal (Applegate, 2009), willingness to help,
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the attacker’s power of persuasion, reluctance to question authority (Brody et al., 2012),
a trust relationship, guilt and sympathy (Luo et al., 2010). This study supports
Applegate’s notion that the most prominent factor which contributes to the success of
phishing attacks is the issue of trust. Luo et al. (2010) are of the opinion that human
nature causes people to trust others until they prove that they are not trustworthy.
However, this admirable human behaviour trait is the ammunition which phishers will
use to their advantage. The flaw in human nature exploited by phishers becomes
evident in the way in which a simple act such as greeting a person by his/her first name
during a telephone conversation may lay the foundation for a relationship of trust
between the attacker and the victim.
Butler (2007) states emphatically that unless mobile phone users are adequately
informed about the risks of disclosing their personal details, phishers will continue to
succeed in their attacks. The following chapter explores information security risk
management theories and models which may be applied to the mobile phone user
context.
2.9 Conclusion
In their uninhibited adoption of mobile phone technologies, students have shown their
intent to stay abreast of developments in communication and maintain access to
information. Technical advancements in the mobile phone have created extra benefits
as compared to the initial communication capabilities of the generic/basic mobile phone
terminal. By offering easy access to information, smartphones (convergent devices)
also helped to create the impression that the user of the mobile phone is “smart”, and
this makes these devices more attractive to young consumers. Mobile phone
applications such as social networking apps have redefined the way in which students
socialise. While in the past the main access point for “new knowledge” for students
was the library, and more time was spent communicating and socialising via ‘face to
face’ interactions with friends and relatives the mobile phone has created 24 hour portal
for communicating and exchanging information. Unfortunately, these enhanced uses of
mobile phones have also resulted in 24 hour a day exposure to possible cybercrime
attacks. Mobile phone information security applies not only to business mobile phone
users, but to all mobile phone users who are responsible for ensuring that they control
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who is able to view, change and distribute the information on their mobile phones.
Social engineering is the biggest threat facing mobile phone users with the mobile
phone being used as an instrument by fraudsters who wish to access confidential
information from the users.
The developmental university environment has many challenges (e.g. access to the
Internet, language of instruction and access to computers) which have an impact on the
student mobile phone users’ level of information security awareness. Students in a
developmental university are not as ‘information security aware’ as their counterparts in
developed countries.  The biggest contributor to this discrepancy is possibly limited
access to resources like the Internet which could be used as a source of information
security related information.
This chapter laid the foundation for understanding the student mobile phone user
environment and also distinguished between the types of challenges to which mobile
phone users are exposed. The next chapter will provide an overview of information
security management and its relevance to the mobile phone user.
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CHAPTER 3: INFORMATION SECURITY MANAGEMENT
In this chapter information security management is discussed from a theoretical
perspective. Various information security management models are identified and
discussed in an attempt to find areas of applicability to the mobile phone user context.
The Common Criteria General Model (Common Criteria, 2012) is used in order to
identify information security constructs.
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3.1 Introduction
This chapter addresses sub-research question 2 by detailing how information security
management principles can be used in understanding information security behavioural
intentions of students in a developmental university and in mitigating the threats to
student mobile phone information confidentiality.  The first part of the question will be
answered through the empirical data collected (presented in Chapter 7) to determine
the students’ information security behavioural intentions.
Researchers (Butler, 2007; Tsohou, Karyda, Kokolakis and Kiountouzis, 2012; Tan and
Aguilar, 2012; Brody et al., 2012) have identified the most common causes of poor
security practices on the part of mobile phone users and which cause them to fall victim
to social engineering techniques such as phishing as their lack of awareness of existing
security threats, vulnerabilities and risks. As organisations become more dependent on
technology to support certain business functions, information security and risk
management for businesses is becoming an increasingly well-researched area.
However, very little research exists on the information security management practices
of mobile phone users in developing countries.
Within organisations information security is so vitally important that Stallings (2007,
p.10) considers it to be essential that organisations have in place standards that “define
the scope of security functions and features needed, policies for managing information
and human assets, criteria for evaluating the effectiveness of security measures,
techniques for ongoing assessment of security and for the ongoing monitoring of
security breaches, and procedures for dealing with security failures.” The field of
information security management for organisations is inundated with policies, standards
and frameworks. However, this study agrees with the definition of information security
management suggested by Parakkattu et al. (2010, p. 318) which simply states that
information security management is concerned with “ensuring the security of
information through the proactive management of information security risks, threats and
vulnerabilities.” While no standards exist to govern the information security
environment of private mobile phone users, the fact that the mobile phone users own a
technological asset (phone) which contains or is used to transmit information (asset)
means that they should be concerned with ensuring the security of this information.
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Mobile phone information security need not involve all the complex components
recommended for information security standards within organisations. However, the
components contained in the Common Criteria for Information Technology Security
Evaluation, also referred to as the Common Criteria, formed the basis for the
development of the international standard, ISO/IEC 15408 (Common Criteria, 2012).
This international standard, which provides a set of guidelines and specifications for
evaluating security products or computer systems, will be reviewed in this chapter in
order to provide some guidelines for the mobile phone user’s information security
considerations (Common Criteria, 2012).
According to Stallings (2007), the aim of the Common Criteria is to increase confidence
in the security of information technology (IT) products through formal actions being
taken during the development, evaluation and operating processes of these products.
The relevance of the Common Criteria to the mobile phone user context may be found
in the operating processes (phone usage). The relationship between the assets
(information), the threats and the involvement of the owner of the asset is summarised
below in the Common Criteria General Model (Common Criteria, 2012) which was
introduced in Chapter 1.
The components of this model discussed in the next section include threat agents,
threats, assets, risk, vulnerabilities, countermeasures and the owner.
3.2 Information Security Components
The Common Criteria General Model (Common Criteria Security Concepts and
Relationships 2005 model) identifies vulnerabilities or concerns which may arise during
mobile phone use and details a process for responding to such vulnerabilities
(Stallings, 2007). This study makes reference to the components included in the 2012
revisions made to the Common Criteria Security Concepts and Relationships 2009
General Model. The accepted definition of a vulnerability in this study (cf 2.5.2) is that it
refers to a weakness that may result in harm. There is general consensus amongst
researchers that the biggest “weakness” when it comes to securing information on
mobile devices is the mobile device user who is also the owner in the mobile phone
context.  The revised model which does not include “vulnerabilities” as a separate
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component was deemed suitable for the purposes of this study, with the student mobile
phone owner (user) being viewed as the main ‘vulnerability’ targeted in social
engineering attacks.
The key security components of which the mobile phone user must be aware include
the threat, as well the resulting risks to which they would be exposed should the threats
be realised, and the countermeasures they could implement to reduce risk to the asset.
According to the Common Criteria (2012), the main concern of information security is
the protection of assets. An asset is considered to be any entity to which someone
attaches value. In terms of the revised model, the owner, who places a certain value
on the asset, wishes to minimise the risk to the asset by implementing
countermeasures to reduce the risk. The model also highlights the existence of threat
agents whose aim it is to abuse or damage the asset by causing threats to arise. The
mobile phone is under constant attack from various agents, including hackers as well
as malicious and non-malicious users. These agents deploy threats which may result
in the compromised confidentiality, integrity or availability of the mobile phone user
information (Common Criteria, 2012).
Figure 3.2-1: Information security concepts and relationships (Common Criteria, 2012)
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The model depicts an ideal scenario which is currently, however, not the case for
student mobile phone users. Student awareness of information security threats and
risks their information is exposed to whilst using their phones is almost non-existent.
This, in turn, presents a challenge as student mobile phone users are not able to
implement countermeasures in order to reduce risks which are a result of threats that
they are not aware even exist. The increasing rate of success of social engineering
phishing attacks (Butler, 2007; Lungu and Tăbuşcă, 2010), which easily dupe mobile
phone users, is indicative of the lack of information security threat and risk awareness
on the part of the mobile phone user.
3.2.1 Common criteria general model applied to the phishing example
The Common Criteria General Model (Common Criteria, 2012) model recognises the
existence of a threat agent who wishes to abuse/misuse the asset. These threat
agents devise threats which increase the risk to the asset. Thus, phishers with the ill
intent to abuse the mobile phone user’s information for their own benefit plan phishing
attacks which increase the risks to the asset and compromise information
confidentiality.
With regards to the student mobile phone user, only two components of the model are
valid in terms of the phishing example: Firstly: the mobile phone user (owner) values
the information stored on the mobile phone (asset) and, secondly, the threat agent
(phisher) wishes to abuse or damage the asset. However, in view of the lack of mobile
phone user awareness, the remaining components comprise information security
concerns which are not taken into account by student mobile phone users.
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Figure 3.2-2: Mobile phone user Information security concepts and relationships (Adapted from Common Criteria,
2012)
Tsohou et al. (2012) identify information security awareness as critical for the success
of any information security management efforts. They define information security
awareness as the ongoing effort of enhancing the attention paid by the user to both
information security and its importance in order to stimulate security-oriented
behaviour. While the Common Criteria General Model (Common Criteria, 2012)
assumes that the owner is aware of and “wishes to minimise” risks or “impose”
countermeasures to “reduce” the risks, this study contends that in the case of a mobile
phone user, this assumption would be misguided due to the poor information security
awareness of student mobile phone users. The next section discusses some of the
information security risks to which mobile phone users may be exposed.
3.2.2 Information security risks
As a concept in the context of information security, risk is defined as the product of
losses associated with security incidents and the probability that they will occur
(Sommestad, Ekstedt and Johnson, 2010). The potential damage resulting from an
information security threat is also affected by how informed (aware) the information
Countermeasures
Risk
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owner is about the risk of security breaches (Williams, 2008). The main information
security aspects which should be taken into consideration during risk analysis include
confidentiality, integrity and availability (Bønes et al., 2007). Gundu and Flowerday
(2013, p. 69) refer to two types of risks, namely: intentional risk and unintentional risk.
They further elaborate by stating that as a result of a lack of information, people may
unintentionally expose information assets to risk “by making naïve mistakes, visiting
malware infested websites, responding to phishing emails, using weak passwords,
storing their login information in unsecured locations, or giving out sensitive information
over the phone when exposed to social engineering techniques”. Individual responses
to risk vary according to the individual’s perception as whether the risk could have been
managed or whether it was random (Massingham, 2010). However, Massingham
(2010) proposes that even if it is not possible to eliminate risks, it is, nevertheless,
possible to anticipate them and to put in place processes that may reduce their impact.
With the rapid increase in mobile phone use, Van Kleef et al. (2010) have noted a
corresponding increase in the potential risks associated with mobile phone technology.
Unlike a PC the mobile phone has a 24 hour connection to the outside world and, thus,
Shih et al. (2008) consider that recognising the securities and risks associated with
mobile phones is particularly important. In what they term “damage”, Shih et al. (2008)
provide a list of risks to which mobile phone users may be exposed as a result of
malware which may result in possible losses.
Table 3-1: The damage of the mobile virus (Shih et al., 2008)
Damage type Examples
Functionality Battery draining
Disables antivirus products
Causes the phone to continuously restart
Prevents access to messaging services
Overwrites normal phone abilities
Modifies mobile device’s display
The phone’s basic functionality is disabled
Lower mobile system performance
Drops corrupted files to cause boot failure
Economic loss Sends messages to expensive toll numbers
Continuously send SMS or MMS
Deletes privacy files
Inconveniently Locks the mobile device’s multimedia card
Disturb a mobile network Denial-of-service attacks
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Loss of network bandwidth
Privacy Theft of data
Loss of confidential information
Phone hijacking
Modify your data
Delete valuable files
Higher risk of legal liability
The description of “economic loss” summarised above is moderate compared to the
possible economic loss which mobile phone users may suffer when sophisticated social
engineering techniques are used in phishing attacks. For example, when security login
details to bank accounts or organisational databases are obtained through phishing
attacks and this information is used to infiltrate user accounts through financial fraud
activities, this may result in direct monetary loss for the individuals or organisations
concerned.
As mentioned in Chapter 2, there is a range of possible attacks on mobile phone
devices which may result in the risks referred to in Table 3-1 above, namely: malware,
phishing and social engineering, direct attacks by hackers, data communications and
spoofing, loss and theft of devices, malicious insider actions, and user policy violations
(Friedman and Hoffman, 2008). This study primarily considered those threats that
result from or are associated with social engineering attacks. These threats are often
initiated by cybercriminals with financial gain as the motivating factor. The most likely
types of damage mentioned in Table 3-1 student mobile phone users can experience
are linked to: economic loss and privacy. Possible defences and countermeasures
in respect of these risks are discussed in the following section.
3.2.3 Information security countermeasures
Student mobile phone users are solely responsible for ensuring that countermeasures
are implemented to minimise risk to the asset (Common Criteria, 2012). Researchers
suggest a number of countermeasures which may help mobile phone users either to
reduce or respond to mobile phone risks. This study is concerned with only with those
countermeasures that may be controlled by the student mobile phone user. With the
mobile phone user identified as the new target of cybercriminals who wish to exploit the
security vulnerabilities of mobile phone devices, GAO (2012) recommends the following
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security practices which mobile phone users may adopt in order to protect the
information on their devices:
1. Turn off or set Bluetooth connection capabilities to non-discoverable
2. Limit the use of public Wi-Fi networks when conducting sensitive transactions
3. Minimise the installation of unnecessary applications
4. Configure web accounts to use secure connections
5. Do not follow links sent in suspicious e-mails or text messages
6. Limit clicking on suspicious advertisements within an application
7. Limit exposure of mobile phone numbers
8. Limit storage of sensitive information on mobile devices
9. Maintain physical control
10. Delete all information stored in a device prior to discarding the device
11. Avoid modifying mobile devices
In the developmental university campus environment these information security
behaviours are rarely practised and this behaviour is associated with the poor levels of
student information security awareness which translates into poor awareness of safe
information security practises. This study has identified phishing as possibly the
biggest information security threat facing mobile phone users. Researchers (Butler,
2007; Purkait, 2012) suggest the following countermeasures to phishing attacks:
Table 3-2: Countermeasures to phishing Attacks (Butler, 2007; Purkait, 2012)
Butler (2007) Purkait (2012)
Stop phishing at the email level Be cautious with e-mails and confidential information
Security and password management toolbars Examine the URL of a website
Restriction lists Beware of signs that browsers and websites are secure
and legitimate
Visually differentiate phishing sites Use specific anti-phishing browser toolbars
Two-factor and multi-channel authentication Be extra careful when donating funds online
Takedown, transaction anomaly detection, log files If an offer appears too good to be true, it probably is
Anti-phishing training Employ the available security measures
Legal solutions
While other defences and countermeasures may be considered, Butler (2007) and
Friedman and Hoffman (2008) consider educating mobile phone users about the
phishing threat to be the best defence with regards to reducing phishing and social
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engineering related risks. Schoeman, Irwin and Richter (2012) note that as technical
control has become more sophisticated, attackers have now shifted their focus to
easier targets, namely, the human operators. Whilst these recommended
countermeasures can assist student mobile phone users to protect the information
stored on or transmitted through their mobile phones, they can on be implemented if
students become aware not only of the threats but the correct measures they can use
to counteract these threats.
Van Niekerk and von Solms (2010) caution that adequate security measures may be
rendered inadequate if there are low levels of user cooperation or knowledge. For
example, mobile phones have a password lock feature which requires the user to enter
a password prior to accessing any information on the phone, but if the mobile phone
user does not activate the password, it cannot serve its purpose of protecting the
information asset. They mention two primary human related factors in information
security, namely knowledge and behaviour, and considering their impact is important
when contemplating mobile phone information security culture. However, for the
purposes of this study, mobile phone user information security awareness is preferred
to knowledge and, thus, Van Niekerk’s primary human related factors are amended to
awareness and behaviour. As discussed in the next section, the definition of
awareness used in this study includes attitude, knowledge and behaviour.
3.3 Information Security Awareness
Humans have been repeatedly identified as the most important factor to be considered
in the securing of information assets. People use technology in one of two
environments, namely: the workplace and home (Talib, Clarke and Furnell, 2010). The
mobile phone user considered in this study falls into the latter group of technology
users. In view of the poor levels of knowledge about the information security threats to
which they are exposed in their environment, mobile phone (home) users pose the
biggest threat to information security (Chen, Medlin and Shaw, 2008; Talib et al., 2010)
with some security breaches (virus infections, identity theft, dumpster diving) being a
direct result of what Chen et al. (2008) consider to be user carelessness or a lack of
action. Androulidakis and Kandus (2011) observed strange behaviour among mobile
phone users who, in some cases, were aware of the threats to which they be exposed
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to and yet did not see security strengthening of their phones as an issue of critical
concern. They speculated on a probable cause of the behaviour which they had
observed and suggested that mobile phone users are not aware of the measures they
should take to avoid possible security breaches. There is little evidence which proves
that mobile phone users are knowledgeable about or are, in fact, practising information
security (Talib et al., 2010).
Talib et al. (2010, p. 196) suggest: “To counter the threat caused by end-users an
increased focus has to be given to information security awareness and the need to
educate and inform end-users”. This sentiment is echoed by Chen et al. (2008) who
view the training of mobile phone users as essential in order to reduce the security risks
to themselves and to others. The study conducted by Talib et al. (2010) was based on
the premise that home users are acquainted with the information security awareness
training which is provided by the major anti-virus providers, operating system vendors
and through government interventions. However, according to Chen et al. (2008), such
information security awareness training is negligible in the developing and under-
developed countries. Dlamini et al. (2011) acknowledge such a disparity on the African
continent where only a few countries have information security policies and appropriate
security response structures in place to respond to the increasing technological
infiltrations. These countries have formulated policies and strategies, ensured the
necessary infrastructure and launched technology development and awareness
campaigns.  The students participants from the developmental university considered in
this study do not have access to such training from anti-virus providers and no
government interventions have prioritised training student mobile phone users on
information security awareness. An example of a campaign similar to the one
recommended by Chen et al. (2008) and Talib et al. (196) can be found in the South
African banking sector where all major banks embark of a media drive to raise
consumer awareness about information security threats related to Internet banking and
Automated Teller Machines (ATMs) usage. Student mobile phone users in a
developmental university  are not priorities during such campaigns.
Van Niekerk (2005, cited in Kruger, Devrin and Steyn, 2010) emphasises the need to
educate the individuals involved in a security process about their required security-
related roles to ensure that they possess the required information security knowledge.
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As a result of the unavoidable dependence on human involvement and human
behaviour to protect information asset confidentiality, information security awareness
programs are essential to ensure that people are aware of their roles and
responsibilities with regards to information security (Kruger et al., 2010). ENISA (2010)
considers awareness to be one of the components of an education strategy which is
aiming to change the behaviour and patterns in respect of the way in which the targeted
audience uses technology. Awareness is an integral element of training and is used to
focus the audience’s attention on various security aspects. However, awareness is not
training (ENISA, 2010). An opportunity exists within the developmental university
environment to be educated about information security related threats, with a number of
information security related topics being included in the first year curriculum of all
students. A concern raised in this study is that even after student mobile phone users
have successfully completed this course their awareness levels are poor and they
exhibit poor information security behavioural practises.
It is recommended (von Solms and von Solms, 2009) that within organisations, all
employees should be exposed to information security education, training and
awareness. They suggest a simple differentiation (see Table 3-3 below) between
awareness, training and education.
Table 3-3: Differentiation between awareness, training and education (von Solms and von Solms, 2009)
Awareness Training Education
Attribute What How Why
Level Information Knowledge Insight
Objective Alert to Skill Understanding
Teaching method Media Practical instruction Theoretical instruction
Videos Lecture Seminar
Newsletters Workshop Literature study
Posters Hands-on practice
Impact timeframe Short-term Medium-term Long-term
The interventions planned for the purposes of this study are at the awareness and
training level. According to the their definition of information security awareness offered
by Tsohou et al. (2012), information security awareness is the continuous effort of
focusing the audience’s attention on information security and its importance in order to
trigger security oriented behaviour.
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3.3.1 The information security awareness process
Tsohou, Kokolakis and Karyda (2008) make reference to two research modelling
categories which may apply to the study of organisational processes, namely: variance
and process models. They postulate that a process model attempts to explain the
occurrence of an outcome by identifying the events preceding the outcome, while a
variance model explains the variability of a dependent variable based on its correlation
with one or more independent variables.
Gundu and Flowerday (2013) suggest the following four steps to be considered by
small and medium enterprises (SMEs) as part of their information security awareness
processes: the drafting of an information security policy; updating the information
security policy; measuring employee information security awareness levels, and
carrying out information security awareness campaigns and training. The table below
identifies the steps presented in the Gundu and Flowerday (2013) model. The model
has been expanded in order to ascertain which steps may be relevant to the mobile
phone user context:
Table 3-4: Steps involved in information security awareness processes (Adapted from Gundu and Flowerday,
2013)
Step
Organisation
(SME)
Individual (Mobile
phone user)
P1 Draft an information security policy. Yes No
P2 Update the information security policy. Yes No
P3 Measure employee (user) information security awareness
levels and carry out a needs assessment.
Yes Yes
P4 Run information security awareness campaign and
training.
Yes Yes
The existence of regulatory documents, whether in the form of legislation, industry
guidelines or internal information security policies, comprise the differentiating factor
between the information security awareness concerns of business organisations
(workplace) and those of individual (home) mobile phone users. Choi et al. (2008)
consider the information security policy to be the basic building block of an effective
information security programme. In the home mobile phone user context, the mobile
phone user is the sole custodian of the information stored on the mobile phone and,
thus he/she assumes the responsibility of ensuring that the information stored on the
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device is secure. Unlike in the organisational context, no written policy is required to
assist in the efforts of protecting the information assets of the mobile phone user.
However, the possible consequences if an individual’s mobile phone security is
breached are no less severe than if information security is breached within an
organisation. In both cases information security breaches may result in the loss of
confidential information which may then be used in criminal activities and causing some
type of loss (e.g. financial).
Running an information security awareness campaign and conducting training is the
last step which was identified in an information security awareness process. ENISA
(2010, p. 16) states that “Awareness programs start with awareness, build eventually to
training, and evolve into education”. In the organisational (workplace) environment
information security policies establish the behaviour expected of all employees who
have been granted access to the information system (Choi et al., 2008). In the
absence of an information security policy outlining the security behaviour to be adopted
by mobile phone users, this study will attempt to identify the risks and potential losses
to which mobile phone users may be exposed. The study will also suggest an
information security awareness campaign designed both to focus the attention of
mobile phone users on these information security related issues and to trigger safer
mobile phone security practices.
3.3.1.1 Awareness campaign
Kritzinger and von Solms (2010) make a noteworthy distinction between two groups of
technology users, namely: home users and non-home users. Adopting their definition
of a home user, this study views mobile phone users as home users who use
technology at home and who are solely responsible for securing their mobile phones
against possible threats. A major cause for concern with home users is that unlike in
the case of the non-home users, there are no regulatory bodies to enforce the home
users to acquire information security awareness knowledge and then to implement it
(Kritzinger and von Solms, 2010). Stewart (2009) cautions researchers who presume
that by simply by informing the mobile phone users of the relevant information security
facts, mobile phone users will change their behaviour. Stewart (2009) is of the opinion
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that mobile phone users lack the ability to derive meaning from such information and to
apply it.
This study supports Stewart’s (2009) proposition suggesting that supplying student
mobile phone users with facts on information security will not necessarily translate into
changed student information security behaviour. Thus, it is recommended that
awareness campaigns must be structured in manner that addresses the underlying
factors that cause student mobile phone users to follow unsafe information security
behavioural practises, as well as the factors that influence student information security
awareness.
Rezgui and Marks (2008) maintain that an awareness programme should make users
aware of the risks and potential losses. Dlamini et al. (2011) propose a Cyber Security
Awareness Framework (Figure 3.3-1) which may be applied to the mobile phone user
context. Their proposed framework highlights key components to be considered in the
formulation of a security awareness (cyber) programme.
Figure 3.3-1: Cyber Security Awareness Framework (Dlamini et al., 2011)
Most of the components proposed by Dlamini et al. (2011) may be applied to the mobile
phone user context. However, in the case of a mobile phone user, the establishment of
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a security policy may be replaced by a component termed “establish security norms”.
Chen et al. (2008) refer to the importance of user involvement when designing an
effective security awareness programme. They comment further on the mobile phone
user’s inability to apply security awareness principles if their roles and security
requirements are not clearly defined.
Goucher (2009) proposes that security awareness training should move away from the
traditional approach of power point dependant, classroom lectures. She mentions three
elements which should be considered for successful security awareness initiatives,
namely: attention, retention and motivation. Based on Furnell and Thomson’s (2009)
levels of security compliance based upon individual behaviours model (Table 3-5),
Chipperfield and Furnell (2010) suggests that a successful awareness campaign
elevates as many users as possible into the top categories of compliance.
Table 3-5: Levels of security compliance based upon individual behaviours (Furnell and Thompson, 2009)
Compliance Culture The ideal state, in which security is implicitly part of the user’s natural
behaviour.
Commitment Security is not a natural part of behaviour, but if provided with appropriate
guidance/leadership, then users accept the need for it and make an
associated effort.
Obedience Users may not buy into the principles, but can be made to comply via
appropriate authority (i.e. implying a greater level of enforcement than simply
providing guidance).
Awareness Users are aware of their role in information security, but are not necessarily
fully complying with the associated practices or behaviour as yet.
Non-compliance Ignorance Users remain unaware of security issues and so may introduce inadvertent
adverse effects.
Apathy Users are aware of their role in protecting information assets, but are not
motivated to adhere to good information security practices.
Resistance Users passively work against security, opposing those practices they do not
agree with.
Disobedience Users actively work against security, with insider abusers intentionally
breaking the rules and circumventing controls.
Furnell (2010) names the following six hurdles/challenges which may prevent users
from understanding, accepting and complying with security: perception, priority,
responsibility, confidence, capability and usability.
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Figure 3.3-2: Combining strategies for overcoming the hurdles (Furnell, 2010)
According to Furnell (2010), marketing and awareness may be used to overcome the
hurdles of perception, priority and responsibility. He provides the following definitions:
Perception: How users view the threats and their associated security measures.
Priority: The level of importance of security and protection when compared to the user’s
other activities and commitments.
Responsibility: Extent to which users accept security as their responsibility.
While Furnell (2010) recognises that raising awareness is an important step, he does
not consider it to be sufficient to overcome all the hurdles/challenges and concedes that
it does not always result in improved security behaviour. Chen et al. (2008) consider
the ultimate goal of information security awareness to be an awareness of security
threats, an understanding of the way in which these threats work, and the ability to
predict/anticipate potential outcomes if the threats are ignored. Awareness was
proposed in this section as a countermeasure to student mobile phone user information
threats, and a change in information security behaviour being the expected outcome.
The next section discussed different types of information security behaviour options
that can be used as a reference when determining the effectiveness of awareness
campaigns.
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3.4 Information Security Behaviour
The poor security behaviour of mobile phone users is a societal problem which may be
attributed to various factors. This study analysed existing theories from the social
sciences in order to gain a better understanding of the origin of the mobile phone user’s
poor information security behaviour. Human behaviours have been identified as the
main cause of security breaches (Harnesk and Lindström, 2011). Zhang et al. (2009)
concur with this view and state that understanding human behaviour is important when
dealing with the problems caused by human errors. When dealing with mobile phone
information security related threats like social engineering, responding to a phishing
email/SMS is a typical example of an information security related problem caused by
human error. The Theory of Planned Behaviour (TPB) (Ajzen, 1991) formed the
theoretical basis for understanding student mobile phone user information security
behaviour in this study. The TPB was used in this study as the principal model for
understanding the underlying factors that influence mobile phone user information
security behaviour. A detailed explanation of how the TPB was practically applied to
this study is provided in Chapter 6. Harnesk et al. (2011) expressed a concern that
existing research does not address the interlinked relationship between anticipated
security behaviour and the enactment of security procedures. Existing research which
attempts to place security behaviour into context is discussed in the following section.
3.4.1 Security behaviour topology
A security behaviour topology provides a structured view of end user security behaviour
to illustrate the way in which various components relating to security behaviour are
interrelated or may be arranged. Smith (2002, p. 379) notes that the dimensions of a
topology represent concepts rather than empirical cases and cites what Weber (1949)
considered to be the distinguishing traits of topologies as follows: “The dimensions are
based on the notion of an ideal type, a mental construct that deliberately accentuates
certain characteristics and not necessarily something that is found in empirical reality.”
Based on the concepts of agility and discipline, Harnesk and Lindström (2011) present
an interpretation of the different behaviours which may be exhibited by people within
organisations when responding to emergency or disaster events. These behaviours
include compliance, opportunism, motivation and avoidance. This security behaviour
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topology model was aimed at addressing the ‘lack of fit’ between what is expected by
security authorities and the way in which security is enacted. In the case of mobile
phone users the looming threat of regulatory authorities does not exist. Nevertheless,
there is a discrepancy between their expected security behaviour and their actual
security behaviour.
Figure 3.4-1: Security behaviour topology (Harnesk and Lindström, 2011)
The security behaviour topology model may also be used to examine the possible
behaviour which may be exhibited by mobile phone users in response to security
threats. Harnesk and Lindström (2011) based their model on the agility of
organisational security culture (defined as rigid or creative) and the security discipline
(relating to process/routines). In the context of the mobile phone, user agility may also
be viewed as culture but defined as either existent or non-existent, while discipline may
be viewed as either known or unknown security processes.
71
Figure 3.4-2: Mobile phone user security behaviour topology (adapted from Harnesk and Lindström, 2011)
Compliance: Existing security culture/Known security process
The user’s intention to comply plays a major role in this dimension of compliance.
Harnesk and Lindström (2011) also agree that the user’s intention to comply is an
intertwined construct of the user’s intention to enact security tactics (i.e. discipline).
Based on the presence of an information security culture and well known security
processes/principles, it may, therefore, be inferred that in the case of the mobile phone
user, even if the security processes/principles are known to the user, compliance
constitutes the ideal scenario where the user knows what is expected and is in an
environment in which the culture of information security is supported. The user’s
intention to comply will be the predetermining factor in his/her behaviour or actions.
This behaviour should be encouraged amongst student mobile phone users.
Opportunism: Existing security culture/Unknown security process
Imposing a particular security culture may result in certain risks of failure as users may
deviate from the expected routines (Harnesk and Lindström, 2011). Harnesk and
Lindström (2011) further raise the concern that in a situation in which users have a
problem internalising security processes, there is often a risk of value decay and role
conflict. In mobile phone user environments this value decay would be driven by low
levels of awareness about information security processes and a non-existent security
culture. This, in turn, may result in mobile phone users deviating from the expected
security behaviour and transferring the responsibility/blame to network operators and
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Existing Security
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Culture
Unknown Known
(Do what is expected)
(Ignore)
(Decision left to chance)
(Do what you like)
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mobile phone resellers. In such an environment the mobile phone user who values the
importance of information security (as a result of cultural influences) runs the risk of
being exploited by other mobile users because they do not know the correct security
processes. There is also an equal chance that the mobile phone user in such
situations will do nothing.
Motivation: Non-existent security culture/Unknown security process
This is possibly the most dangerous area where the security culture is non-existent
and, in addition, the mobile phone user also does not know the correct security
processes. This is the current situation in the study population environment. It is not
possible to avoid the dynamic interaction which occurs between the technologies used
and the environments in which they are used.  Harnesk and Lindström (2011) suggest
that a positive attitude should be adopted towards the changes that are necessary in
order to integrate, build and reconfigure security competences. In an environment with
an existing security culture and unknown security processes/principles, it is essential
that mobile phone users be encouraged to internalise security processes and become
engaged in the processes of securing information. It is highly dangerous to leave the
mobile phone users to “do what they like”.
Avoidance: Non-existent security culture/Known security process
Users omit to take responsibility for transforming security processes into actual security
in use (Harnesk and Lindström, 2011). Harnesk and Lindström (2011) speculate that
this may be the result of a lack of assertiveness with users becoming followers of what
other people are doing. In cases in which a security culture exists and is agile, and the
mobile phone user knows the security processes/principles, it has been observed that
some users still fail to implement these security processes.
Harnesk and Lindström (2011) discuss possible behaviours in more general
organisation environment terms. Chapter 6 of this study discusses models that
highlight links to the characteristics or behaviours of the mobile phone user. The next
section makes concluding remarks on this chapter.
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3.5 Conclusion
The chapter defined the role of information security management and found it to be
relevant to the overall mobile information security objectives. Information security
management promotes the proactive management of information security risks, threats
and vulnerabilities. The Common Criteria General model (Common Criteria, 2012),
which outlines the way in which these risks, threats and vulnerabilities interact, was
applied to the mobile phone user context.  The student mobile phone user must not
only be aware of the threats/threat agents, they also need to understand the risks they
are exposed to as well as the countermeasures they can use to protect information
confidentiality. While various countermeasures for responding to information security
vulnerabilities and risks were discussed, awareness is commonly promoted as the most
effective countermeasure for dealing with information security, “human-related” risks or
vulnerabilities.
The information security management models and frameworks discussed in this
chapter provide a comprehensive insight into the different factors that affect mobile
phone user information security behaviour.  While no propositions are made in this
study on who should assume the responsibility of ensuring that student mobile phone
users are information security aware, in the case of this developmental university
environment a computer course is offered to all undergraduate student which
extensively covers information security related principles. No policies are in place to
regulate mobile phone user information security practices, as the mobile phone owner
(user) assumes responsibility for protecting the ‘asset’. The ‘asset’ includes the mobile
phone device as well as the information stored on and transmitted using the mobile
phone.
Awareness programmes are used in this study to promote the establishment of a
mobile phone security culture through increasing information security awareness. The
information security management principles outlined in this chapter were instrumental
for understanding the relationship between threat agents, threats and the mobile phone
user.  Based on the literature, awareness campaigns were used as a countermeasure
for mitigating ‘human-behaviour’ which is arguably the biggest threat to mobile phone
information confidentiality. The establishment of an information security culture where
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information security implicitly becomes part of the student mobile phone user’s natural
behaviour (Furnell and Thompson, 2009) is the desired level of security compliance for
this study.
A good understanding of information security management principles and how they can
be applied to the developmental university environment is an important step in the
process of developing an information security culture. Information security
management models were presented in this chapter which provided a structured view
of various aspects that have to be considered in attempts to influence the information
security culture of mobile phone users:
- Understanding interactions between mobile phone users, information assets,
threats, threat agents, risk and countermeasures – Common Criteria General
Model (Common Criteria, 2012)
- Structured approach to awareness and awareness campaigns - Cyber security
awareness framework (Dlamini et al. , 2011)
- Clearly defined information security outcomes (anticipated behaviours) - Levels
of security compliance (Furnell and Thomson, 2009)
- Indicators of states of culture and associated individual behaviours - Security
behaviour topology (Hanersk and Lindström, 2011).
Information security management principles provide a broader understanding and a
structured approach for managing the various components which interact to result in an
information security culture. Having a structured approach to information security
reduces the risks of instigation programmes which do not yield desired results. The
next chapter introduces culture as a concept which cannot be viewed as an influencing
factor, but is rather a product of information security behaviour.
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CHAPTER 4: INFORMATION SECURITY CULTURE
This chapter analyses the way in which culture influences mobile phone user
behaviour. The use of mobile phones exposes the users to varying levels of risk. This
chapter also discusses information security culture principles. In addition, the chapter
explores the possibility of using mobile phone information security awareness in order
to create a mobile phone security culture.
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4.1 Introduction
Scholars have long grappled with the definition of culture with various definitions of the
concept being presented. Recognising that it is somehow linked to human behaviour,
behavioural scientists have promoted discussions on the topic. Anthropologists Bates
and Plog (1976, p.6) define culture as “a system of shared beliefs, values, customs,
behaviours, and artefacts that the members of a society use to cope with their world
and with one another, and that are transmitted from generation to generation through
learning.” Although it manifests at the level of individual behaviour, culture may be
observed in the context of individuals interacting with other individuals. According to
Hofstede and Hofstede (2005), in a social group culture manifests through values,
rituals, heroes and symbols. Similarly information security culture amongst the
members of a social group manifests through information security related values, rituals
and symbols. A simple definition of culture is offered by Da Veiga and Eloff (2010, p.
196) who declare culture as being “the way things are done.”
Student information security culture is the resultant outcome of information security
related behaviours.  It is based on the decisions made by student mobile phone users
when faced with information security related choices.  It is important to note that unlike
habits these decisions involve a certain level of behavioural intent. Lindbladh and
Lyttkens (2002) refer to habits as behaviour that is non-reflective and repetitive. In
contrast this study proposes information security behaviour which leads to information
security culture must be planned.  To this extent the Theory of Planned Behaviour is
used (cf Chapter 6) as a theoretical foundation for understanding student mobile phone
user information security behaviour. While a behaviour pattern shared by two or more
individuals which continues over a period of time is considered to be a tradition
(Fragaszy and Perry, 2003), the focus of this study over a short period of time is at the
individual level of culture.
This study identifies two main drivers of student mobile phone user information security
culture: awareness and behavioural intent. The decision to act in a particular manner
coupled with what users know will lead to behaviour. Thus, information security culture
of student mobile phone users in a developmental university is ‘the way they do
information security related things’. In answering sub-research question 1 and 2,
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Chapters 2 and 3 reviewed awareness and behavioural respectively linking these two
aspects to the developmental university student mobile phone user. In response to the
third research question, this chapter discusses how information security awareness can
be used to influence the development of an information security culture amongst
students in a developmental environment. Culture is put into context in the following
section.
4.2 Understanding Culture
Members of an organisation will have shared values, rituals, heroes and symbols
showing that a certain “culture” may be found amongst the members of an organisation.
When these cultural attributes are information security related then it is possible to
define an information security culture. Martins and Eloff (2002) consider information
security culture to comprise a set of information security characteristics that the
organisation values; assumptions about what is acceptable and what is not acceptable
in relation to information security; assumptions about what information security
behaviour is encouraged and what is not encouraged, and the way in which people
behave towards the information security in the organisation. In their proposed
information security culture model, Martins and Eloff (2002) refer to three levels at
which information security should be of concern within the organisation: the
organisational, group and individual levels. According to Martins and Eloff (2002) there
is a certain existing level of information security culture which may be found in any
organisation using IT. However, if this culture does not include acceptable information
security standards then it poses a threat to the organisation.  In a similar manner, a
certain level of existing information security culture is assumed to be present amongst
the student mobile phone users considered in this study.
Alnatheer et al. (2012) use Da Veiga’s definition to describe the benefits of information
security culture as the protection of information assets, thereby minimising the threats
posed by user behaviour to the protection of information assets. Thus, information
security culture may be defined as the behaviour that contributes to the protection of
data, information and knowledge (Dhillon, 1997 cited in Paulsen and Coulson, 2011).
Alnatheer et al. (2012) interpret Dhillon’s (1999) definition of security culture to mean
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that security culture encompasses human attributes such as behaviours, attitudes and
values that contribute to the protection of information.
While various models and theories have been presented by researchers in an attempt
to understand the concept of information security culture, these models and theories
are aimed at the organisation and individual users are referred to in the organisational
context only. The summary of qualitative content analysis regarding the extent of
adaptation of organisational culture theory to the specific needs of information security
presented by Van Niekerk (2010) has been modified and adapted for the purposes of
this study. The table below provides a snapshot view of “culture” related information
security studies and highlights the absence of studies, focusing specifically on the
information security concerns of private mobile phone users or those that link
awareness and behavioural intent.
Table 4-1: Content analysis linking culture theory to information security needs (adapted from Van Niekerk, 2010)
Study
Mentions
Importance of
Behavioural
Aspects
(Content
Category)
Specifically
mentions
Information
Security
Culture
Adapts
Existing
Culture
Theory
Awareness
Behaviour /
Behavioural
Intent
Alnatheer and Nelson (2009) X X
Albrechtsen and Hovden (2009) X
Ashenden (2008) X X
Atkinson et al. (2009) X X
Aytes and Connolly (2003) X X
Bryce and Klang (2009) X
Chang and Lin (2007) X X
Chen et al. (2008) X X
Choi et al. (2008) X X X
Cohen (1999) X X
Cone et al. (2007) X
Da Veiga and Eloff (2009) X X X
Dhillon (2007) X X
Dodge et al. (2007) X
Devrin et al. (2007) X X
Du et al. (2006)
Finne (1996) X X
Furnell (2008) X
Furnell et al. (2001) X X
Furnell et al. (2002) X X
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Furnell and Thomson (2009a) X X X
Furnell and Thomon (2009b) X
Gaunt (1998) X
Gaunt (2000) X X
Goucher (2008) X X
Grimson et al. (2000) X
Hagen and Albrechtsen (2009) X X
Hentea (2005) X X X
Herold (2005) X X
Hu and Meinel (2004)
Johnson (2006) X X X
Kabay(2002) X X
Katsikas (2000) X
Knapp et al. (2006) X X
Kraemer et al. (2009) X
Kritzinger and Smith (2008) X X
Kruger and Kearney (2006) X X X
Kruger and Kearney (2008) X X
Layton (2005) X X
Leach (2003) X X X
May (2008) X X
Mitchell et al. (1999) X
Mitnick and Simon (2002) X
Mitnick and Simon (2006) X
NIST 800-16 (1998) X X
NIST 800-50 (2003) X X
OECD (2002) X X
Power and Forte (2006a) X X
Power and Forte (2006b) X
Puhakainen (2006) X X X
Rezgui and Marks (2008) X X X
Rheea et al. (2009) X
Roper et al. (2005) X X
Rudolf et al. (2002) X
Ruighaver et al. (2007) X X
Schlienger and Teufel (2003) X X
Schultz (2004) X
Sharma and Sefcheck (2007) X
Shaw et al. (2009) X X X
Siponen (2000) X X X
Siponen (2001) X X
Theoharidou et al. (2005) X
Thomson and von Solms (2005) X X
Thomson and von Solms (2006) X X
Thomson et al. (2006) X X
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Valentine (2006) X
Van Niekerk and von Solms (2004) X X
von Solms (2000) X X
von Solms (2006) X X
von Solms and von Solms (2004) X X
Vroom and von Solms (2004) X X X
Werlinger et al. (2008) X
White House (2003b)  and
White House (2003a)
X X
Williams (2008) X X
Wylder (2004)
The content analysis performed by Van Niekerk in 2010 showed of the seventy six
studied, forty six mentioned information security culture. Observing the study titles,
further classification was made and two columns were added to the original table
indicating whether awareness or behaviour/behavioural intent were prioritised in the
studies. While thirty of the study had a specific focus on security awareness, only four
focused on human security behaviour. In considering information security culture, only
thirteen on the studies which mentioned information security were specifically focused
on security awareness. It is evident that research interest is growing in the area of
information security. However, two concerns of this study relating to this type of
research are that it is mainly organisation/business based and the concepts of
information security awareness and information security behaviour are often considered
separately. This is also indicated in the above summary with four studies focusing on
behaviour and only one (Choi et al., 2008) exploring the relationship between
managerial information security awareness and action.
This chapter discusses culture with a view of understanding how it may be linked to
information security, but more specifically to mobile phone user information security. In
the interests of a clearer understanding of how information security culture is important
for the individual owners of the mobile information devices known as mobile phones, a
few models of culture and information security culture are discussed in the following
sections.
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4.3 Model of Culture
The university campus presents a unique environment comprising mainly of young
people. In South Africa young people between the ages of 14 and 30 are commonly
classified as “youth” with this group ranging from high school students to young
professionals on the first rung of the corporate ladder. The youth are in a transitional
phase of their lives as they make the journey from childhood to adulthood. In view of
the fact the youth comprise the majority of the South African voting population and are
the most prolific consumers of technology products, young people are possibly the
most vulnerable of all to information security threats. The behaviour of this particular
group has captured both researchers and marketers in their attempts to decipher what
they term the “youth culture”. With the advent of technology a sub-culture has evolved
called the “digital culture”. Veen and Vrakking (2006) speak of a new species, which
combines the youth culture and the digital culture as “Homo zappiens”. Thus, they
identify Homo zappiens as a group of young people living in the “digital age” and with
any information available at their fingertips. The group members also exhibit the
following characteristics (Veen and Vrakking, 2006:30):
- They hold a positive view of the possibility of their obtaining the right information
at the right time from anybody anywhere.
- They learn at an extremely early stage that there are many information sources
and that these many claim various truths.
- They practise filtering information and learn to make up their minds in the
networks of peers with whom they communicate frequently.
- It does not appear that school exercises a significant influence on their attitudes
and values.
4.3.1 Spencer-Oatey
At the very core of culture is the individual with Glaser (2009) suggesting that the
experiences of an individual who grew up alone, without interacting with others, would
be self-specific and not shared with anyone. Glaser (2009) ventures further by stating
that where culture exists, individuals within a group have shared experiences and
concepts which may be observed. There are different models which depict the way in
which culture manifests. Without delving into a psychological discussion of culture,
Spencer-Oatey’s (2000) onion-ring model is discussed in this section. This model
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presents various layers/levels which are based on Hofstede and Hofstede’s (2005)
onion model (values, rituals, heroes and symbols). The closer a layer is to the centre of
the onion (e.g. values) the more difficult it is to change as it is perceived to lie deep in
the individual’s mental programming. On the other hand, the outer layers are more
visible to observers and are thus easier to influence (e.g. symbols). Hofstede and
Hofstede (2005, p. 7) provide the following interpretations for the different layers:
Symbols (outermost layer): “…are words, gestures, pictures, or objects that carry a
particular meaning only recognised by those who share the culture.”
Heroes: “…are persons, alive or dead, real or imaginary, who possess characteristics
that are highly prized in a culture and, thus, serve as models for behaviour.”
Rituals: “…are collective activities, technically superfluous to reaching desired ends, but
which within a culture are considered as socially essential. They are therefore carried
out for their own sake.”
Values (innermost layer): “…are broad tendencies to prefer certain states of affairs over
others.”
Figure 4.3-1: The onion-ring model of culture (Spencer-Oatey, 2000)
Spencer-Oatey (2000) builds on changes which were made by Trompenaars (1977, p.
22) to Hofstede’s cultural onion. One of the two significant alterations made by
Spencer-Oatey to the cultural onion is his dividing of the Artifacts and Products layer
into: Artifacts and Products and Rituals and Behaviour. Spencer-Oatey also moves
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Rituals to the outermost layer of the onions. This is completely opposite to the
approach taken by Hofstede in terms of which Rituals were closer to the innermost
layer of the onion, thus implying that they could not be easily observed and were
difficult to change. The other modification made by Spencer-Oatey included the
introduction of two layers, namely: Beliefs, Attitudes and Conventions and Systems and
Institutions.
4.4 Information Security Culture Models
4.4.1 Martins
Martins and Eloff (2002) presented a culture model which represents information
security culture across three levels within an organisation, namely: the organisational,
group and individual levels. Martins proposes that because groups are made up of
individuals, the individual level provides input to the group level which, in turn,
influences the organisational level because groups are charged with implementing
organisational security policies. In its entirety the model considered the effects which
various change agents (technology, economic factors, humans, customers, financial
factors and competition) have on the three information security cultural levels and the
possible outcomes. For the purposes of this study the relevance of Martins’s proposed
model is confined to understanding how the key issues that may affect information
security culture are linked to each of the levels of information security culture identified.
The issues highlighted in the first two levels of the diagram below are not relevant to
the context of the information security of the population in this study, namely student
mobile phone users. However, the individual level was the central focus area for the
student mobile phone users in this study while the information security culture issues
experienced at group level (class group, grouping by qualification) and the
organisational/institutional level (university wide) were not considered.
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Figure 4.4-1:  Information security culture model (Extract, Martins 2002 model)
At the individual level Martins and Eloff (2002) identified issues of awareness and
ethical conduct that may be regarded as relevant to the student mobile phone user
context. As discussed in Chapter 3, awareness is a key component which affects
information behaviour of mobile phone users and, as such, it cannot be overlooked in
any discussions on information security. According to Martins and Eloff (2002), ethical
conduct relates to employees maintaining acceptable ethical standards when
interacting with organisational information (e.g. not copying organisational disks at
home). In view of the fact that mobile phone users are not only the owners of the
mobile phones but also the owners of the information stored on their mobile phones the
term ethical conduct may be replaced by safe conduct in the case of mobile phone
users. Safe conduct creates the expectation that the mobile phone users will adhere to
certain practices and principles aimed at ensuring that their information remains safe,
for example using a password lock or not responding to phishing SMSes, emails or
voice calls. This, in turn, may result in the emergence of the correct information
security culture.
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4.4.2 Alnatheer, Chan and Nelson
Alnatheer et al. (2012) propose that a clear distinction be made between those factors
that constitute information security culture and those factors that influence information
security culture. While the model introduces interesting concepts, the relevance of its
application has not been tested. The focus of the investigation undertaken by
Alnatheer et al. (2012) was on culture at the organisational level, however this study
focuses on culture at the individual level as it manifests (constitutes) in student mobile
phone user information security behaviour. This study identified factors (e.g.
knowledge, attitude, subjective norms and perceived behavioural control) that influence
student mobile phone user information security culture. Although information security
culture at the individual level is associated with human attributes such as behaviour,
attitudes or values, Alnatheer et al. (2012) acknowledge that other factors at the group
and organisational levels also influence security culture. They mention two of these
additional factors: top management support and policy enforcement. However, in the
case of the mobile phone user these additional factors are not relevant. The asset
(mobile phone) is privately owned and therefore no policies exist that dictate the terms
of its use. The onus of protecting the asset lies solely with the mobile phone owner.
The model does refer to information security training in an organisational context and
mobile phone users may also take part in and benefit from such information security
training. This study observed mobile phone users who were part of a structured
training programme which also focused on information security.
Figure 4.4-2: Information security culture model (Alnatheer et al., 2012)
Proposing only two factors (awareness and ownership) that constitute information
security culture may be considered in a sceptical light as this deviates from the
definition of information security culture. This view is supported if one reviews
Factors influence Security Culture
Top Management Support
Policy Enforcement
Information Security Training
Security Culture
Security Awareness
Security Ownership
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Schlienger and Teufel’s (2003, p. 46) definition of information security culture:
“information security culture encompasses all socio-cultural measure that support
technical security measures.” This definition considers information security culture to
encompass all the socio-cultural measurers that support the technical security
measures. However, it is not possible to reduce these socio-cultural measures to two
factors only, namely, security awareness and security ownership. This study accepts
Dhillon’s (1999) definition which makes mention of the human attributes (behaviours,
attitude and values) which constitute information security culture. Admittedly, security
awareness and ownership exercise a direct influence on these attributes in the case of
individual mobile phone users. The majority of security culture researchers in the field
have discussed at length the importance of information security awareness and the
most significant contribution of this model is the prioritisation of security ownership.
Alnatheer et al. (2012, p. 4) emphasise the importance of security ownership in the
following statement:
“It is important for staff to understand their security roles and responsibilities, in
order to enhance their security performance… By understanding their
responsibilities and the importance of protecting information, staff is able to
understand what security risks are associated with their actions.”
The concept of ownership is vitally important in the context of private mobile phone
users as they are the custodians of the information which is either stored on or
transmitted via their mobile phones. In establishing an information security culture,
mobile phone user awareness may be accentuated by the promotion of information
security ownership. It is essential that mobile phone users understand their security
roles and responsibilities in order to enhance their information security behaviour.
4.4.3 Da Veiga and Eloff
A more precise model depicting information security culture is presented by Da Veiga
and Eloff (2010). This model provides a clear distinction between the information
security components and the way in which they affect the information security
behaviour at the organisational, group or individual level. At all three levels the security
behaviour triggers the development of an information security culture. This study
focused on the individual tier ‒ See
Figure 4.4-3 below.
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Figure 4.4-3: Influencing information security behaviour and cultivating an information security culture (Da Veiga
and Eloff, 2010)
The individual information security culture manifests in the individual’s assumptions,
values, artefacts and creations. In their information security culture framework, Da
Veiga and Eloff (2010) suggest that strengthening employee awareness, ethical
conduct and privacy issues in order to influence individual information security
behaviour. Similarly, this study used mobile phone user information security
awareness in an attempt to influence the information security behaviour of the mobile
phone user. The Da Veiga and Eloff model is important for depicting the association
between information security behaviour and information security culture. The model
shows information security behaviour leading to information security culture; this
connection may be applied to the student mobile phone user context. However, the
model also reveals factors that are not found in the mobile phone user context. These
factors are the policy driven information security components which may be
implemented in the organisation, which are not applicable to the mobile phone user
context. Da Veiga and Eloff (2010, p. 99) describe information security components as
“…the input that influences information security behaviour.” The lack of policies
regulating the roles and responsibilities relating to mobile phone information security
adds to student mobile phone information security risk.
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Figure 4.4-4: Information security culture framework (Da Veiga and Eloff, 2010)
An information security culture manifests through the shared beliefs, values, artefacts,
customs and, most importantly, behaviours of individuals.
4.5 Factors that Constitute a Mobile Phone Security Culture
At the individual level, organisational employee information security culture relates to
individual awareness of information security and their conduct (behaviour); the same
can be argued for student mobile phone user information security culture. In moving
towards a positive student mobile phone information security culture that is
characterised by safe information security practises, understanding what constitutes
information security culture is important. The findings of a study conducted by
Alnatheer et al. (2012) revealed that a security culture consists of security awareness
and security ownership. They state that while the relationship between security
awareness, security behaviour and, indirectly, culture has been well researched, it is
not possible to underplay the importance of staff members understanding their security
roles and responsibilities as this enables them to understand the security risks which
are associated with their actions. Van Niekerk (2010) suggests that there are two
dimensions to information security culture, namely: knowledge and behaviour.
Combining the above mentioned factors (safe conduct, awareness, ownership) drawn
|
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from the cultural models of Martins and Eloff (2002) and Alnatheer et al. (2012), the Da
Veiga and Eloff (2010) model may be restructured as depicted below to accommodate
the mobile phone information security culture:
Security Awareness
Information Security
Campaign /
Workshops
Safe Conduct
Privacy
Security Ownership
Individual
basic assumptions
Individual
values
Individual
artifacts and
creations
Figure 4.5-1: Mobile phone information security culture framework (Adapted from Da Veiga and Eloff, 2010)
4.6 Mobile Phones as Cultural Objects
Previous researchers on mobile phone use by youth have recognised that the mobile
phone has become a status object and is a permanent requirement in the
contemporary “youth mobile culture” (Vanden Abele and Roe, 2013). O’Brein (2009, p.
31) explains this behaviour by stating that: “Young people’s consistent and common
desires for independence and freedom coupled with their will to engage in apparently
random and inconsequential interaction, better understood as sociability.” The mobile
phone has become a cultural artefact.  An example of how certain behaviour can lead
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to the cultivation of culture is given in the following illustration.  During the course of this
study the researcher observed a conversation amongst three young men, who are not
part of the study population but can be classified as part of South African youth. The
main difference between these youths and student mobile phone users is that they are
employed and can afford to buy more sophisticated mobile phone devices with 24 hour
Internet connectivity. While listening to the conversation between these young men (A,
B and C), the way in which these salient cultural symbols, values and rituals are
enacted was noted: (The topic of the discussion was the quality of the room in the
establishment in which they were staying).
A: “In this day and age, Mfana, to have a shower inside the bath with a plastic
cover…what do they call these things? They must have glass, Mchana, so that the
water doesn’t spill all over the place while you are bathing!”
B: “You like complaining!”
A: “I’m serious. To think that they are rated as four star! A four star must have a
separate bath and shower.”
C: “Says who?”
A: “The Tourism Grading South Africa. I’m serious, Mfana. You must Google-it up,
Mchana!”
B: “I don’t think so. I stayed in a five star place and they didn’t even have a bath. They
only had a shower.”
A: Google-it up, Mchana!
(C takes out a mobile phone and checks the grading criteria on Google.)
C: “Tourism Grading Council of South Africa doesn’t mention anything about showers.”
A: “That must be for five star establishments.”
B: “I’m pretty sure the same place grades both four and five star establishments.”
This simple illustration highlights the enthusiasm with which the South African youth
have embraced technological developments. “Googling-it up” has become an
acceptable mediator for almost any conflict of ideas which requires information if it is to
be resolved. In other words, it is the “anytime, anywhere social interaction dispute
resolver”. However, most importantly, it has become an acceptable part of youth
culture. This generation is as comfortable with “Googling-it up!” as they have now
become accustomed to never leaving home without their mobile phones. Improved
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access to the Internet resulted in a change in the information seeking behaviour of
youth and in turn youth culture. In a similar fashion this study promotes making
information security related information available to student mobile phone users, thus
stimulating a change in information security behaviour as safe information security
behaviours become acceptable, thereby encouraging a positive student information
security culture.
4.7 Conclusion
Existing literature explores information security culture primarily in the organisational
context (cf 4.2).  An informal content analysis showed a gap in literature where the
information security culture of private mobile phone user is not a popular research
topic. This chapter discussed various models of culture to define (Spencer-Oatey,
2000), put into context (Martins, 2002), determine which factors influence security
culture (Alnatheer, 2012), and processes which lead to the cultivation of an information
security culture (Da Veiga and Eloff, 2010). The students in this developmental
university environment are different in that they do not meet most of the criteria Veen
and Vrakking (2006) (cf 4.3) associate with a new breed of youth (Homo zappiens) that
is ‘digitally astute.’ South African student culture in the developmental environment
does not have the same experience of living in the ‘digital age’ with information at their
fingertips that students in developed countries and some South African students
belonging to the ‘first tier’ of the South African economy have. However, the same
definition of culture applies in all these environments.
At the outermost layer of Spencer-Oatey’s (2000) adaptation of Hofstede’s cultural
onion are rituals and behaviours and artefacts and products. The outermost layer of
culture is more visible to observers and hence easier to influence (Hofstede and
Hofstede, 2005).  According to Martins (2002), culture can be found at three levels:
organisational, group and individual.  This study targeted influencing the outer layer of
student mobile phone user information security culture as it is evidenced through their
information security behaviour at the individual level. Awareness was one of the issues
dealt with at the individual level that influences information security culture (Martins,
2002; Alnatheer, 2012). Da Veiga (2010) distinguished between different information
security components and his model depicts how they affect information security
behaviour at all three levels.
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It is not possible to separate student information security behaviour from student mobile
phone user information security culture. Culture is abstracted from the actions of
individuals and is attributed to the social groups to which they belong. This study is
concerned with culture as it may be observed in the form of individual student mobile
phone user information security behaviour. The approach taken to collecting the
required data and the philosophical assumption which influenced this approach are
discussed in the next chapter.
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CHAPTER 5: RESEARCHMETHODOLODY
This chapter provides an overview of the methodological stance adopted in the study
and is discussed in terms of the research paradigm, ontology, and epistemology. The
theoretical philosophies which influenced the methodological approach adopted are
discussed in detail in this chapter. In addition, a graphical overview is provided
detailing the way in which the chapter is structured.
Study Overview Awareness Behavioural Intent Culture Collecting Data
Chapter 1
Introduction
Chapter 2
Students and
Mobile Phones
Chapter 3
Information Security
Management
Chapter 4
Information
Security Culture
Chapter 5
Research
Methodology
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5.1 Introduction
Mouton (1996) views research as the application of a variety of standardised methods
and techniques in the pursuit of valid knowledge. If research is to be viewed as
scientific it must be carried out systematically, sceptically and ethically (Robson, 2002).
The philosophical paradigm acts as a guide for the researcher by outlining the
philosophical underpinnings and underlying assumptions or intellectual structure upon
which research is based (Kuhn, 1962). Researchers make assumptions about both the
nature of reality (ontology) and also the way in which knowledge is constructed
(epistemology). While the paradigm provides an insight into the researchers’
assumptions about the nature of reality and construction of knowledge, the
methodological dimension addresses the following questions (Mouton, 1996, p. 35):
“How do we attain knowledge?” and “How do we ensure we reach our research goal?”
The scientific quest for knowledge follows a structured approach in terms of which
theory informs the research questions which, in turn, influence the research design and
research methods. In addressing the research questions the methods selected will
determine the type of data that will be collected and analysed.
There is an ongoing epistemological debate amongst philosophers and methodologists
about the nature of reality and knowledge.  According to Patton (2002) this debate
hinges on the relative value of two competing inquiry paradigms: (1) using quantitative
and experimental methods to generate and test hypothetical-deductive generalisations
versus, (2) using qualitative and naturalistic approaches to inductively and holistically
understand human experience and constructed meanings in context-specific settings.
Social science is the scientific study of human behaviour (Punch, 2005). In comparing
the natural and social sciences, Punch (2005) comments that while natural science
aims to build an explanatory theory about its data, the aim of social science is to build
an explanatory theory about people and their behaviour and which is based on and
tested against real-world data. Thus in studying the behaviour of mobile phone users,
this study draws from social science theories.
This chapter (see Figure 5.1-1 below) discusses the philosophical assumptions,
research design and research methods which formed the basis of the data collection
and data analysis processes in the study. Research implies a progression from
underlying philosophies, assumptions and theory to actual knowledge. The research
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approach adopted in attempting to understand human behaviour is different from the
causal approach adopted in studying the natural sciences.
Figure 5.1-1: Chapter diagrammatic overview (adapted from Blaikie, 2010)
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In considering the most widely discussed philosophies, interpretivism was deemed to
be the most suitable paradigm for meeting the goals of this study. The research
paradigm influences the design and methodologies used in the study, including the
strategies and research instruments, as well as the data collection and data analysis
methods.
Action research was identified as the most suitable design for this explanatory research
study. While taking into account a research study’s objectives, a research endeavour
may be broadly classified as descriptive, correlational, explanatory or exploratory.
Descriptive research attempts to systematically describe a situation, problem or
phenomenon, while explanatory research attempts to clarify why and how there is a
relationship between two aspects of a situation or phenomenon (Kumar, 2005). The
main focus of a correlational research study is on discovering or establishing the
existence of a relationship/association/interdependence between two or more aspects
of a situation while exploratory research is involved when a study is undertaken with the
objective of either exploring an area about which little is known or investigating the
possibilities of undertaking a particular research study (Kumar, 2005). In the pursuit of
scientific knowledge the main objective is explanation and not just description, thus
creating an inextricable link between theory and explanation (Punch, 2005). Action
research caters for the inductive approach to research where knowledge is
unearthed/evolves. The methods and techniques applied in this study’s pursuit of valid
knowledge are also outlined in this chapter. Questionnaires and participant observation
were used as the main data collection methods in the study. The initial questionnaire
was used to evaluate the participants’ levels of information security
awareness/behaviour prior to the implementation on the interventions, and
subsequently the same tool was used to evaluate these levels at the end of each action
research cycle.
This study groups the qualitative inquiry tasks and activities into the following three
categories: design strategies (research paradigm and research design), data collection
(research methods) and analysis strategies (data analysis). The research strategy is
discussed in the next section. Patton (2002) supports the formulation of strategy,
stating that it provides a framework for decision making and action by linking seemingly
isolated tasks and activities and integrating separate efforts with a common purpose.
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5.2 Research Strategy
A research strategy (or logic of inquiry) may be regarded as the starting point which
provides a set of steps for answering research questions (Blaikie, 2010). When
developing a research strategy, researchers use their skills, assumptions and practices
as they move between paradigms and the empirical world as the strategy of inquiry
(Denzin and Lincoln, 2000). A simplified view of this logic of inquiry may be obtained
by considering the research circle proposed by Chambliss and Schutt (2003). The
main difference between deductive and inductive research is their starting position.
Deductive research starts with a theory and then seeks data that will either corroborate
or falsify that theory, while inductive research starts with data which is then used to
induce a theory to explain the data.
Figure 5.2-1: The research circle (Chambliss and Schutt, 2003)
This study adopts the narrow definition of a research strategy as provided by Blaikie
(2010) and which views the research strategy as a logic of inquiry which may be
determined by answering questions relating to the way in which the research questions
will be answered. Will the research move from data to generalisations, or identify an
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existing theory and develop hypotheses to test? Mason (2002) presents the following
simplified explanations of the strategies mentioned above:
Table 5-1: Research logical views (adapted from Mason, 2002)
Strategy View Description
Deductive “Theory comes first” Theoretical propositions or hypotheses are generated in
advance of the research process, and then modified ‒
usually through a process of falsification – by the
empirical research.
Inductive “Theory comes last” Theoretical propositions or explanations are developed
out of the data in a process which is commonly seen as
moving from the particular to the general.
Some researchers have reached consensus that these strategies are not mutually
exclusive. For example, inductive reasoning may progress to deductive research
where unexpected patterns are discovered in the data collected (Chambliss and Schutt,
2003; Gray, 2009). The following section discusses the research paradigm.
5.3 Research Paradigm
In an attempt to clarify the structure of the assumptions and philosophies underlying
research, this study adopted the framework proposed by Terreblanche and Durrheim
(1999). They view the research paradigm as describing the nature of enquiry along
three dimensions: ontology, epistemology and methodology. Social science research
approaches are usually compared along these dimensions/bases with the ontological
base relating to the existence of the real and objective world; the epistemological base
relating to the possibility of knowing this world and how this knowledge is formed, and
the methodological base referring to the technical instruments used in the process of
acquiring knowledge (Porta and Keating, 2008). Ontology is a theory of knowledge
which answers the question “What do we believe about the nature of reality?” On the
other hand, epistemology is a theory of knowledge which answers the question “Where
does our knowledge come from and how reliable is it?” (Seale, 2004, p. 9). The
epistemological debates (Patton, 2002) consider the possibility and desirability of
objectivity, subjectivity, causality, validity and generalisability.
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Figure 5.3-1: Research paradigm dimensions
Unlike theories which attempt to explain, paradigms do not explain anything but provide
a logical framework which may be used in creating theories (Babbie, 2007). Kumar
(2005) makes reference to two main paradigms which form the basis of social science
research, namely, the positivist approach and the interpretivist approach. Kumar
(2005) advocates that researchers uphold certain values such as controlling bias and
maintaining objectivity in the research process and the drawing of conclusions. This
study adopted an interpretivist approach which aims to understand the subjective
knowledge of the student mobile phone users. The interpretivist paradigm is discussed
in more detail in the section below.
5.3.1 Interpretivism
By seeing human beings as meaningful actors, this approach aims at discovering the
meanings that motivate the actions of human beings rather than relying on universal
laws external to the actors (Porta and Keating, 2008). In accordance with Seale’s
Paradigm
World view.
Ontology
Nature of reality.
Epistemology
Construction of knowledge.
Methodology
How knowledge is attained.
- Shallow realist
- Conceptual realist
- Cautious realist
- Depth realist
- Idealist
- Subtle realist
- Empiricism
- Rationalism
- Falsificationism
- Neo-realism
- Constructionism
- Conventionalism
- Subjectivism
- Objectivism
- Experimental research
- Survey research
- Ethnography
- Phenomenological
research
- Grounded theory
- Heuristic inquiry
- Action research
- Discourse analysis
- Positivism
- Critical rationalism
- Classical hermeneutics
- Interpretivism
- Critical theory
- Social science realism
- Contemporary hermeneutics
- Ethnomethodology
- Structuration theory
- Feminism
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(2004) opinion that it is not possible to grasp the nature of human social life using
scientific methods, this study is based on interpretive principles. Cited in Adendorff
(2004), Cantrell (1993) provides a comprehensive summary (Table 5-2) which details
the interpretivist paradigm in terms of its ontology, epistemology and relevant
methodologies.
Table 5-2: Characteristics of interpretivism (Cantrell, 1993)
Feature Description
Ontology There are multiple realities.
Reality may be explored and constructed through human interaction and
meaningful actions.
Discover how people make sense of their social worlds in the natural setting
by means of daily routines, conversations and writings while interacting with
others around them. These writings may be either text or visual pictures.
Many social realities exist as a result of varying human experience, including
people’s knowledge, views, interpretations and experiences.
Epistemology Events are understood through the mental processes of interpretation that is
influenced by interaction with social contexts.
Those active in the research process socially construct knowledge by
experiencing the real life or natural settings.
Inquirer and the inquired-into are interlocked in an interactive process of
talking and listening, reading and writing.
Personal, interactive mode of data collection.
Methodology Process of data collection by means of text messages, interviews and
reflective sessions.
Research is a product of the values of the researcher.
While interpretivist (largely qualitative) research is strongly associated with induction
and exploration, thus implying that the researcher sets out with a tentative idea of what
is important (David and Sutton, 2004), this study may be said to have adopted an
inductive approach as it moves from data to theory. The research design is discussed
in the next section.
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5.4 Research Design
The research design encompasses all the issues linked to the planning and executing
of a research project – from identifying a problem to the reporting (Punch, 2005).
Chambliss and Schutt (2003, p. 31) highlight an important distinction between research
designs, namely, whether data is collected at one point in time (cross-sectional) or at
two or more points in time (longitudinal).
While researchers provide varying views on the origins of action research, its
unavoidable merit in addressing and solving real-life problems makes it an increasingly
popular form of research in the social sciences (Herr and Anderson, 2005, p. 11).
Although many researchers have gradually added to the process of defining action
research, its popularity as an acceptable research method in the social sciences is
largely attributed to the work cited by Tomal (2003) and  Herr and Anderson (2005) of
Kurt Lewin in the 1940s. Tomal (2003) suggests that action research gained
acceptance in the applied fields as a result of Dewey pioneering the application of its
principles in the field of education. Tomal (2003) marvelled at Dewey’s transformed
view of the classroom as a democratic community in which the educators are urged to
focus on encouraging student reflection and improvement. Herr and Anderson (2005)
further proposed that Dewey’s views on the importance of human experience in the
generation of knowledge formed the theoretical basis for action research in education.
Educationalists recognised the potential of action research in producing knowledge
which may be of practical use and, subsequently, using it as a method for improving
educational practice (Koshy, 2010).
Carr and Kemmis (1986) define action research as a form of self-reflective inquiry
involving plan-act-observe-reflect and is undertaken by participants in a social situation
in order to improve the rationality and justice of their own practice. This planned,
deliberate search for information consists of both self-reflective inquiry and inquiry-
oriented practice (Schmuck, 2006). Reason and Bradbury (2008) maintain that the
main purpose of action research is to produce knowledge that is useful to people in
their lives. Within the educational context, Basey (1998 cited in Koshy, 2010) describes
action research as an enquiry which is carried out in order to understand, to evaluate
and then to change, in order to improve practice. Cohen and Manion (1994)
emphasise the need for constantly monitoring the processes involved in an action
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research study over a period of time with the ensuing feedback being translated into
modifications, adjustments, directional changes and any necessary redefinitions so as
to be of immediate benefit to the ongoing process.
Figure 5.4-1: PLLDD ideal action research model (2010)
In reviewing the relevant literature, this study identified terms or aspects cited by other
writers which are key in action research that include positioning, communication (Herr
and Anderson, 2005), constructivism (Koshy, 2010), proactive and responsive models
(Schmuck, 2006), empowerment (through reflection) (Schmuck, 2006; Herr and
Anderson, 2005) and empowerment/emancipation (Schmuck, 2006; Herr and
Anderson, 2005). This study will add to this list of key terms which are used in action
research.  Additional terms identified by Koshy (2010) include better understanding,
improvement, reform, problem-solving, step-by-step process and modification. The list
provided in Table 5-3 does not include all the action research terms found in the
existing literature, but merely describes those terms which are regarded as important
for the purposes of this study.
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Table 5-3: Key aspects of action research
Key aspects of action research:
Better understanding,
improvement, reform
“Action research combines a substantive act with a research
procedure; it is action disciplined by enquiry, a personal attempt at
understanding while emerged in a process of improvement and
reform” (Hopkins, 2002, p. 41).
Problem-solving “Action research can involve problem-solving, if the solution to the
problem leads to the improvement of practice” (Koshy, 2010, p. 2).
Step-by-step process, modification “[T]he step-by-step process is constantly monitored over varying
periods of time and by a variety of mechanisms (questionnaires,
diaries, interviews and case studies, for example) so that the ensuing
feedback may be translated into modifications, adjustment,
directional changes, redefinitions, as necessary, so as to bring about
lasting benefit to the ongoing process itself rather than some future
occasion” (Cohen and Manion, 1994, p. 192).
Positioning Positionality of researcher (insider or outsider) (Herr and Anderson,
2005, p. 29).
Constructivism Based on the data they collect action researchers are actively
engaged in the process of construction by negotiating meanings
which emerge from their interpretations (Koshy, 2010, p. 23).
Proactive vs. responsive action
research models
“In proactive action research, action precedes data collection. In
responsive action research, data are collected and analysed before
action is taken” (Schmuck, 2006, p. 31).
Empowerment/emancipation “To do action research is to empower yourself to study your options
so that your future actions will be more effective” (Schmuck, 2006, p.
28).
“Action research empowers by giving the opportunity to understand a
particular issue within a particular context and to make informed
decisions through enhanced understanding” (Herr and Anderson,
2005, p. 27).
Communication A central concept within action research is dialogue, where
communication is seen as central to organisational change (Herr and
Anderson, 2005, p. 13).
Despite the advances in action research and the increasing commentary on this type of
research, its basic focus remains that of combining action and research. Kumar (2005)
identifies the following two main foci of action research: an existing programme or
intervention is studied in order to identify possible areas of improvement or,
alternatively, a professional is of the opinion that there is an unattended problem or
unexplained issue in the community or among a client group. A number of action
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research models have been proposed by researchers. However, Koshy (2010)
cautions that an overreliance on adhering to the cycles of any particular model may
inhibit the unique emergent nature and flexibility of action research. This study will use
action research cycles proposed by Elliot (1999) cited in Koshy (2010). This model
includes the fundamental pillars of action research, namely: plan, act, observe and
reflect. However, Elliot’s model introduced the additional dimension of reconnaissance.
This phase involves investigation (fact-finding and analysis), thus implying a recurring
redefinition of the general goal throughout the various cycles. This reconnaissance
may be linked to what Koshy (2010, p. 8) termed the “emergent” nature of action
research. In the reconnaissance stage the original idea/plan is reviewed and redefined.
Arguably the most important attribute of an action research study is the ability to
change aspects of participant behaviour, McNiff and Whitehead’s (2010: 73) comments
“Because action research is always conducted with other people who constitute social
situations, and because those other people can think for themselves, the way to
influence the trajectories of social change is to encourage them to act differently,
through influencing their thinking” support this notion.
The action research system?
Having selected action research as the appropriate research design for the empirical
phase of this study, the questions pertaining to the action research design that
emerged were considered. The most pertinent of these questions was “Is there room
for systems thinking in action research?” Some of the other “systems thinking” linked
issues which were considered included the following:
- Is action research more organic than procedural?
- Action research does not occur in a vacuum/perfect setting and without outside
influences.
- Is action research a process within a process?
- Current action research models are action/intervention centric.
Considering the system within which the action/intervention will occur is an important
aspect of an action research study because it has a direct impact on the action
research process, yet it is often overlooked by researchers.
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The
University
Researcher
Figure 5.4-2: Systemic view of action research
This study suggests that the action research cycle does not occur within a vacuum and
the environment has a direct impact on the outcomes of an action research study. This
study observed and attempted to influence the information security awareness and
behavioural intention levels of developmental university students. The university may
be regarded as the broader environment and the class (BIS) group which was selected
as a subsystem within the university environment. While action research aims to effect
some observable change in the situation of the participants, the impact of the
interventions executed is also affected by environmental pressures. For example, the
impact of a poster awareness campaign would be diminished if the university closed
abruptly during the period when the posters were displayed on campuses. It was
important for the researcher to understand both the environment and processes in
respect of how the action research study was implemented and plan around any
foreseeable environmental factors which may affect both the length of time taken to
complete the study as well as the results of the intervention. The following processes
or systems were present in this study:
BIS
Class
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Table 5-4: Research study process/system overview
Activity Process/System
Answer research questions/solve research problem. Research process
Participants’ normal cycle/environment (lectures,
tests, examinations, holidays etc.)
BIS classroom system
Action research (Plan, act, observe, reflect) Action research process
Different forms of action derived based on reflection
on previous cycle (i.e. not continuous)
Action/intervention may be the same (cycle
continuous) or different (cycle not continuous)
Action research cycle (processes)
The social context in which the research occurs may be viewed as a system in which
the action research processes take place. Burns (2007) identified the following
characteristics of a systemic action research study:
- It is multi stranded.
- It involves multiple stakeholders and interest groups both on the ground, within
the wider local system, and in more strategic arenas.
- It must be able to link informal inquiry and action with formal decision making
systems and networks of power.
- It identifies the significance of issues through the use of resonance rather than
representativeness.
- It is highly emergent in its design, mirroring the emergence of the phenomena
that it is exploring.
While some of the elements related to systems thinking are evident in this study, it is
not possible to classify the study as a systemic action research study as it does not
meet the criteria presented by Burns (2007) and which must be present in a systemic
action research study. The scale of this research study is one key criterion of a
systemic action research study that is not met by this study as the scope of this study
was confined to limited number of stakeholders and interest groups within a local
system. In addition, this local system was limited to the university environment
boundaries while there was also no hierarchical link between this local system and
either decision making systems or networks of power. The next section describes the
way in which the data was collected and the tools which were used in the data
collection process.
107
5.5 Research Methods
There are two main methods/approaches which may be used in the data collection
process, namely, the quantitative and qualitative methods. The type of data that is to
be collected in the study is an important decision facing researchers as it will affect the
methods used for collecting, measuring and analysing the data. According to Gray
(2009), an important issue to be addressed in the methodology section of a study is
whether the study will be primarily quantitative, qualitative or both (mixed). This study
adopted a mixed method approach as both qualitative and quantitative methods were
used for collecting and analysing the data.
Patton (2002, p. 39) describes qualitative designs as “… naturalistic to the extent that
the research takes place in real-world settings and the researcher does not attempt to
manipulate the phenomenon of interest (e.g. a group, program, community,
relationship, or interaction)”. Qualitative data includes all non-numeric data while
quantitative data includes numeric data (Oates, 2006). The mixed methods approach,
which is less popular than either the qualitative or the quantitative approach,
encourages the use of whatever methodological tools are required to answer the
research questions (Teddlie and Tashakkori, 2009).
The selection of the research instruments or methods of data collection is a decision
which must be taken early in the study and it depends on the type of information that is
sought, from whom and under what circumstances (Robson, 2002). The main
instrument used to collect the data in this study was a questionnaire. The next section
provides details on the way in which the questionnaires were administered and
additional information collected.
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5.5.1 Sources of data
Table 5-5: Research study action steps summary
Data Collection Activity
Action
Research
Cycle(s)
Informed consent
PlanningCollect  mobile phone numbers and email addresses of
participants
Participant observation Phishing SMS
Survey (Baseline) Questionnaire cycle 1 Cycle 1
Awareness campaign
Programme 1 (Printed information: posters, flyers, online
knowledge portal and general meetings) Cycle 2
Survey (After intervention 1) Questionnaire cycle 2
Awareness campaign
Programme 2 (Dialogue: information meetings and
workshops)
Cycle 3
Participant observation Phishing SMS
Survey (After intervention 2) Questionnaire cycle 3
Pre- and post-intervention survey
In order to obtain an insight into the effectiveness of the intervention(s), a baseline (pre-
intervention) was administered. The baseline data reflected the level of awareness of
the students prior to the intervention. The questions in the baseline survey were
grouped according to the following categories: Level of awareness and Behavioural
intent. Subsequent to each of the two interventions, the same instrument which had
been used in the baseline survey was administered to the same respondents to check
whether it was possible to observe any changes after each intervention.
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Table 5-6: Research study survey focus areas
What to
measure?
Measurement
factors
Information
security focus
areas
Theoretical
basis
Objective
(measurement)
1. Level of
awareness
Knowledge
Kruger and
Kearney study
Level of awareness
(knowledge of security
concepts)
Attitude Use of passwords
How do mobile phone
users feel about the
topic
Behaviour Storing sensitive
information
How do mobile phone
users behave (security
related behaviour)
2. Behavioural
intent
Intention Antivirus
Theory of
Planned
Behaviour (TPB)
What drives behaviour?
Attitude Downloading files
Subjective norms Email/SMS links
Perceived
behavioural control
Observations
According to Gray (2009, 397), “observation involves systematically viewing people’s
actions and recording, analysing and interpreting their behaviour”. This study used
structured observation which is more quantitative than qualitative in nature. Phishing
short messages (SMS) were used to observe the actual security behaviour of the
participants. This method was selected as the most suitable method of determining
actual student mobile phone security behaviour related to the five information security
focus areas included in the main survey which was used to collect data in the study.
The observation of the actual security behaviour of the participants was designed to
complement the data collection efforts and thus improve the credibility of the data. An
anonymous phishing SMS was sent to all the participants. Using SMSes as part of the
phishing scam was determined to be most ideal approach because the participants had
limited access to computers and emails, but all of the participants owned a mobile
phone. Unfortunately, however, most of their mobile phones cannot be used for
accessing emails. The SMS requested the receiver to reply to the number and supply
personal information. The responses were categorised according to two groups:
- Mobile phone users who responded to the phishing SMS.
- Mobile phone users who did not respond to the phishing SMS.
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Care was taken to send the SMSes during a period when the participants would have
limited contact with each other, for example during vacations or long weekends.
Surveys
Robson (2002) cites Bryman’s (1989, p. 104) definition of survey research as “the
collection of data on a number of units and usually at a single juncture in time, with a
view to collecting systematically a body of quantifiable data in respect of a number of
variables which are then examined to discern patterns of association.” A questionnaire
based survey was used as the main data collection instrument for the purposes of this
study. The questionnaire was divided into two main sections which comprised close-
ended questions focusing on the respondents’ level of security awareness as well as
their security behavioural intent. Closed questions offer a set of pre-designed replies
such as “Yes/No”, “True or False”, multiple-choice responses, or a choice of numbers
representing strength of feeling or attitude (Gray, 2009). The questionnaire requested
all the participants to respond to the same questions which were organised in a
predetermined order. The type of questions asked included category, list and scale (5-
point Likert) questions. Gray (2009) considers the questionnaire as ideal for asking
standardised questions while it also facilitates an analytical approach to exploring the
relationships between variables. The questionnaire was completed by the respondents
with the researcher present. However, there was no dialogue between the two parties
during the self-completed, group administered survey. David and Sutton (2004)
recommend that certain design consideration should be adhered to when survey
questions are formulated, for example clear question wording; question length;
terminology; double questions; leading questions, and questions that require extremely
specific memory recall.
The participants were asked to respond to statements on security concepts and on
phone security behaviour/perceptions. Below is an example of the type of question
asked: “Do you keep sensitive personal data (e.g. passwords, bank codes) on your
phone?”
Table 5-7 below presents an overview of the way in which the questionnaire
(APPENDIX E: QUESTIONNAIRE) was constructed.
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Table 5-7: Questionnaire construction overview
QUESTION What to
measure?
Measurement
factors
Information
security focus
areas
Theoretical
basis
Objective
(measurement)
Questionnaire
reference
Main-Q: To what extent does information
security awareness influence the security
culture of student mobile phone users in a
developmental university?
Sub-Q1: How aware are student mobile
phone users in a developmental university
of mobile phone information security
threats?
8-11
Sub-Q2: How can information security
management principles be used to
understand the mobile phone information
security behavioural intentions of students
in a developmental university, and in
mitigating the threats to student mobile
phone information confidentiality?
19-25
Sub-Q3: How can information security
awareness be used to influence the
development of an information security
culture amongst student mobile phone
users in a developmental South African
university?
1. Level of
awareness
Knowledge
Kruger and
Kearney
study
Level of awareness
(knowledge of
security concepts)
12-18
Attitude Use of passwords
How do mobile phone
users feel about the
topic
31-35
Perceived
Behavioural Intent
Storing sensitive
information
How do mobile phone
users behave
(security related
behaviour)
19-25
2.
Behavioural
intent
Intention Antivirus
Theory of
Planned
Behaviour
(TPB)
What drives
behaviour?
26-30
Attitude Downloading files 31-35
Subjective norms Email/SMS links 36-40
Perceived
behavioural control
41-46
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The use of well-structured, closed questions may help to improve instrument reliability.
In order to enhance the validity of the questionnaire, it was piloted so as to
reduce/eliminate ambiguous or misleading questions. It must be borne in mind that the
technical proficiency of those administering the survey has a direct influence on the
reliability and validity of survey data (Robson, 2002). The setting in which the
questionnaire was administered and the participants are discussed below.
5.5.2 Setting and participants
The population of a study comprises every possible case that could be included in a
study. The focus of this study was university students with all the students at the
selected university comprising the population (David and Sutton, 2004). David and
Sutton (2004) also note that where a population is too large to survey every individual
(selected university has approximately 25 000 students), a representative group,
termed a sample, must be selected. A non-probability sampling technique, known as
purposive sampling, was used in this study. The sample was selected specifically so
that it would meet the requirements of this action research study. In action research
the researcher observes the participants in an environment of which he/she is also part.
In the case of this study the students representing the population were purposefully
chosen from the researcher’s class groups. More specifically, students registered for
the Business Information Systems (BIS) course would form part of the intervention.
This approach was in line with purposive or theoretical sampling, in terms of which the
units are selected according to the researcher’s own knowledge and opinion of their
appropriateness as regards the topic area (David and Sutton, 2004).
The sample used in this study comprised a BIS class of second year university
students. The BIS course is aimed at introducing students from the Management and
Commerce faculty to ICTs and is divided into theory and practical components. Some
of the modules are presented to the students during the second semester of their first
year of study, and the remaining modules (both theory and practical) are presented
during the first semester of their second year of study. Privacy and Security is a
second year module which covers outcomes relating to safety considerations when
interacting with technology and includes the following aspects:
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 Describe the security threats posed by computer criminals, computer crime, and
other hazards.
 Describe the common types of physical and mental risks associated with computer
use and ways in which to protect yourself against these risks.
 Discuss the social and ethical issues involved in the use of information technology.
The majority of the student body (more than 95%) consists of Xhosa speaking, Black
African students. All the students receive instruction and course related information in
English, which is their second language.
Table 5-8: Overview of the study participants
Data Collection
No of
Participants
Survey (Baseline) 92
Participant Observation (A) 88
Survey (After Intervention 1) 92
Participant Observation (B) 90
Survey (After Intervention 2) 81
A summary of the response rate of the students who took part in the pre- and post-test
surveys and were part of the observations is presented in Table 5-8. The initial
numbers for the questionnaire responses and observation were ninety two and eighty
eight while the final numbers were ninety two and ninety respectively. Eighty one
participants took part in the final survey. The next section describes the activities
undertaken for each cycle of this action research study.
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5.6 Empirical Data Collection
Figure 5.6-1: The study action research cycles (design)
Problem Identification
Literature review
General plan
1. Information meeting
2. Awareness campaign
3. Lecture/Workshop
Implement
action step 1
Monitor implementation
and effects
Reconnaissance Revise general idea
General plan
2. Awareness campaign
Implement
action step 2
Monitor implementation
and effects
Reconnaissance Revise general idea CYCLE 2
General plan
3. Lecture/Workshop
Implement
action step 3
Monitor implementation
and Effects
Reconnaissance Overall Findings CYCLE 3
Analysis of Findings
Conclusions
CYCLE 1
5.6.1 General plan
In line with action research principles (Puhakainen and Siponen, 2010), the intervention in
each cycle of the data collection stage of the study was implemented according to the
following four phases: (1) identifying/refining the problem, (2) planning the awareness
campaign, (3) executing the awareness programme, and (4) evaluating the results. These
phases may be grouped into the cycles listed below. The research design for collecting the
data for the study is summarised in the model below:
Figure 5.6-2: Action research general plan (Adapted from Da Veiga and Eloff, 2010)
This model is based on the action research premise of combining action in the form of an
information security awareness campaign aimed at bringing about change in a community
and research aimed at enhancing the understanding of a social system and therefore
increasing knowledge. The change sought in this study was the establishment of a mobile
phone user information security culture. Adapting the Influencing information security
behaviour and cultivating an information security culture model (cf
Figure 4.4-3) of Da Veiga and Eloff (2010) by incorporating an action research cycle
(modified from the Cyclical nature of action research), an association between the action
research cycles and behaviour is established depicting the way in which the “action” may
influence “mobile phone user security behaviour” and cultivate an “information security
culture”.
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Phase 1: Identifying the problem
A key component of this study involved identifying and conveying the research problem. A
survey was used to collect baseline information relating to the mobile phone use of students
and their knowledge or awareness of mobile phone security. The information gathered from
the baseline survey helped to clarify the research problem and evaluate the level of existing
student knowledge about using mobile phones in a security conscious manner. The survey
also influenced the choice of awareness intervention (programme) that was used for a
particular group of students. This information from the survey was also used to analyse the
target groups and identify an appropriate communication strategy for each group.
Despite the fact that the questions in the questionnaire were based on themes derived from
existing literature and were deemed reliable, in order to improve clarity of the questionnaire
and its applicability to the problem being investigated, the questionnaire was subjected to a
two phase piloting process. Initially the questionnaire was distributed to colleagues of the
researcher within the university. They were asked to discuss and review the questions in
terms of their clarity, design and layout. Secondly, a modified version of the questionnaire
(based on the feedback received from the first phase of the piloting process) was tested
using a small group of purposively selected students.
Phase 2: Planning the awareness programme
Once the research problem had been identified, the second phase of the cycle involved
planning for the awareness programme. This phase involved the identification, selection,
implementation and evaluation of interventions aimed at improving the students’ awareness
about possible mobile phone security threats and creating a safer mobile phone culture
amongst the students.
The appropriate (determined on the basis of the group analysis) awareness programme
activities were selected for each group. The implementation of the awareness campaign was
based on the model proposed by ENISA (2010) and is depicted in Figure 5.6-3 below. The
model suggests appropriate types of awareness campaigns which may be implemented
during the different phases of the action research life cycle.
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Figure 5.6-3: Implementing an awareness programme (ENISA, 2010)
Phase 3: Executing the awareness programme
In this phase the participants took part in information security awareness programmes
designed to promote the establishment of a mobile phone security culture through increasing
information security awareness. During cycle 1 of the study the activities linked with
Programme 1 as depicted in Figure 5.6-3 above were carried out.
Phase 4: Evaluating the results
Action research is cyclical by design. If the desired result (change) is not experienced after
the initial cycle then the plan must be revised and a new cycle will commence. The ensuing
cycle(s) will then seek to refine the action research intervention based on any issues which
may have arisen and the lessons learnt from the preceding cycle. While the initial cycle
focuses on testing the effectiveness of an awareness programme based on theory, the
ensuing cycle(s) will focus on addressing issues arising from the practical application of the
awareness programme. The ensuing cycle(s) involve the following phases (Puhakainen and
Programme 1 Programme 2 Programme 3 Programme 4
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Siponen, 2010): (1) refining/modifying the awareness programme, (2) implementing the new
process, and (3) evaluating the results. If at the end of each cycle the required change is still
not evident, the awareness activities are reviewed for the group in question and a revised
plan is formulated and implemented and the results from these activities observed.
In view of the cyclical nature of action research, the action/intervention is revised and
continues until the change in behaviour and/or beliefs may be observed. Each completed
cycle informs the next stage of the process and contributes towards the development of a
framework that may be used to address the research problem as defined in the study.
5.6.2 Action research cycle 1
The purpose of this first cycle was to obtain baseline data on the level of awareness, security
behavioural intent or security behaviour of the participants before they were exposed to the
interventions. All the changes in the participants’ level of awareness, security behavioural
intent or security behaviour measured in the study were compared to this initial
measurement.
Action step 1 (Information sessions)
Information sessions were held during which the study was explained to the participants and
their role in the study clarified to them. No details were provided at this stage about the
action steps of the data collection phase. The importance of providing honest answers was
explained to the participants and they were assured that the survey would have no impact,
either positive or negative, on their academic records. All participants were also encouraged
to commit to all the phases of data collection in the study.
Monitor implementation and reconnaissance
The initial survey was completed by the participants. They were also sent the first phishing
SMS which requested them to respond by sending their identity document number to an
unknown number. The phishing SMS read as follows:
“Congradulations! Your student number has been selected for a Student Vibe Mzansi airtime
award! Reply to this SMS with your ID number to claim your prize.”
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Revise general plan
Upon completion of cycle 1 the general plan remained relatively unchanged. The beginning
of cycle 2 was delayed as a result of strikes which led to campus closures. The dates of the
campus information security awareness campaign were changed accordingly.
5.6.3 Action research cycle 2
The main focus of cycle 2 was on the use of printed information designed to create
awareness about information security awareness concepts. An information security
awareness programme was carried out.
Action step 2 (Awareness campaign)
Posters were prominently displayed in the areas that students frequented on campus, for
example the library, cafeteria, main entrance, computer laboratories, the main hall and on
departmental notice boards. Flyers were also handed out to students during the campaign
period. The topics covered in the posters and flyers included phishing, viruses,
data/information protection, security incidents, use of passwords, Internet use, smishing,
email use (spam), cybercrime, social engineering, malware, mobile attacks and identity theft.
All the posters and flyers were designed using a combination of relevant graphics and text.
The text was written in English. However, this did not pose any major challenges for the
participants who are instructed in English and whose textbooks and learning aids are also all
in English. The campaign ran for three weeks.
Monitor implementation and reconnaissance
At the end of the campaign period the participants were asked to complete the survey. The
same questions which had been asked in the first cycle were asked again although the
participant “background” questions (e.g. age, do they own a mobile phone, etc.) were
removed. This resulted in a shorter version of the questionnaire.
Revise general plan
Minor revisions were made to the general plan in order to accommodate the participants’
preparation for the mid-year examinations. In view of the pending BIS exam, the third cycle
data collection was postponed to allow the investigator to review the participants’
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performance in the examination and, specifically, their performance regards to the
chapter/section on “Privacy and Security”. It was the researcher’s opinion that these exam
results could potentially influence the direction of the intervention in cycle 3.
5.6.4 Action research cycle 3
The third cycle was a continuation of the awareness campaign. A second awareness
programme was implemented. This programme aimed at improving the participants’
understanding of various information security concepts which was presented in the form of
lectures and revision workshops.
Action step 3 (Information security lectures)
The BIS syllabus includes a chapter on “Privacy and Security”. This chapter provides a
formal introduction to information security related concepts. The chapter is divided into two
sections: Privacy and Security. The section on privacy, which deals with the privacy
concerns of organisations and individuals, covers the following topics: Protection of
databases and networks (information resellers, identity theft, employee monitoring software,
keystroke loggers, packet sniffers), the Internet and the Web (cookies, spyware, antispyware,
online identity) and the major laws on privacy. On the other hand, the section on security
deals with topics such as cybercrime (viruses, worms, Trojan horses, hackers, cracker,
malware, phishing scams, denial of service attacks, spam, social engineering, pharming,
botnets, zombies) and measures to protect computer security. A summary of the chapter
was presented in class in the form of lectures. The students were encouraged to comment
and ask questions during these lectures. During the lectures the link between the study and
the participants’ understanding of information security as a topic, which not only affects the
way in which they relate to technology but which is also an examinable topic that forms part
of the BIS syllabus, was highlighted.
Monitor implementation and reconnaissance
The third cycle of the survey was administered and the standard survey questionnaire was
completed by the participants. In addition, a section including questions relating to the
chapter on Privacy and Security was incorporated in the mid-year exams, and participants’
performance on this section was noted. Using a different SMS service provider, a second
phishing SMS was sent to the participants and the results were also noted.
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Revise general plan
No further revisions were made to the general plan. The following section details the
processes which were used in the analysis of the data collected from the four cycles of this
action research study.
5.7 Data Analysis
Mouton (1996, p. 161) defines analysis as the resolution of a complex whole into its parts.
There are key differences between qualitative and quantitative research with regards to the
approach to the data analysis. While quantitative research uses statistical and mathematical
techniques to observe specific variables in a data set, qualitative research considers the
overall coherence and meaning of data to be more important than the specific meaning of its
parts (Mouton, 1996, p. 169). Kent (2001) considers data analysis to be an iterative process
during which the researcher moves backwards and forwards between the research
objectives and sessions of analysis. He identifies three key questions which must be
answered by the researcher during data analysis:
- What do I want to do with the data ‒ display, summarise or draw conclusions?
- Onto what type of scale are the variables recorded – categorical or interval?
- How many variables do I want to enter into a single analysis – one, two or more than
two?
122
Figure 5.7-1: Factors determining choice of technique (adapted from Kent, 2001)
The data collected from the non-random respondents in this study was used for the drawing
of conclusions. This, in turn, involved the process of making certain inferences from the
statistical data analysed in order to test the research propositions. Categorical scales were
used in the questionnaire in order to collect the statistical data and a bivariate analysis was
used to analyse the different variables.
“Empirical” is a commonly used term in research which Punch (2005) relates to something
that is observable. In the research context, ideas are tested using observable, real-world
experience, evidence and information. In the simplified model below, Punch (2005) divides
research into two stages, the pre-empirical stage and the empirical stage.
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Figure 5.7-2: Simplified model of research (Punch, 2005)
Empirical research studies may be classified using the following three principles: empirical
and non-empirical, primary and secondary data, and numeric and textual data (Babbie and
Mouton, 2001). This empirical study analysed the primary data collected from the survey
with secondary data (Mouton refers to “existing data”) being collected during the pre-
empirical stage of the study. According to David and Sutton (2004), depending on the nature
of the study, secondary data may constitute either, or both, background information or the
main focus of the project analysis. This chapter provides details on the way in which the
primary data was collected during the empirical stage. Looking at Punch’s model (Figure
5.7-2) it is important to note that the primary data collected is aimed at answering the
research questions which have been identified, thus it is essential that the data analysis also
be undertaken with the same objective in mind.
Data display
The data matrix is the anchor at the centre of the statistical analysis of social survey data
(Seale, 2004). Seale (2004) further explains that the questions in the survey questionnaire
become variables in the matrix. As the data was gathered, it was entered into SPSS from
where the data matrices on which the data analysis was based were generated. After each
data collection cycle was complete, the data was entered and frequencies run in order to
generate descriptive statistics.
Data reduction
Gray (2009, p.493) states that “Through analysis, we can progress through an initial
description of the data then, through a process of disaggregating the data into smaller parts,
see how these connect into new concepts, providing the basis for a fresh description”.
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According to Blaikie (2010), data reduction techniques may be used to manipulate the data
into a suitable form once it has been collected. The empirical data collected in this study was
categorised and reordered in order to align it to specific constructs and the data was then
coded according to these categories. “Coding” involves assigning symbols (usually
numbers) to identify particular responses in the questionnaire (Robson, 2002). A more
comprehensive description of coding is provided by David and Sutton (2004) who describe
coding as a process of applying codes to phrases of text so that those phrases can be
interlinked to highlight similarities and differences within and between texts. Closed questions
were used in the questionnaire while quantitative measures were used in the coding and
analysing of the data. The answers to a number of questions were then combined into a
composite measure. Item analysis was also used. Item analysis assesses the degree to
which the responses to a statement or item in a scale are correlated with the sum of
responses to all the statements or items (Blaikie, 2010).
Figure 5.7-3: Summary of the data analysis process
5.8 Validity, Reliability and Credibility
Mouton (1996) refers to the epistemic interest of science and traces the origins of the word
“epistemic” to its Greek derivative episteme which means truthful knowledge. Babbie and
Mouton (2001) propose that knowledge may be considered to be truthful/valid when there is
enough evidence to support any claims made. Many qualitative researchers, including
Lincoln and Guba (1985, p. 294–301), avoid using the terms ‘validity’ and ‘reliability’,
Data
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Data
display
Data
reduction
Conclusions:
drawing/verifying
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preferring terms such as credibility, transferability, dependability, and confirmability (Robson,
2002). Patton (2002) proposes that for qualitative inquiry, different criteria would be used for
judging quality and credibility. In an effort to dispel the myth that qualitative research pays no
attention to the issues of validity and/or reliability, Robson (2002) suggests an alternative
view which is supported in this study, namely that although the procedures followed for
ensuring trustworthiness in quantitative and qualitative approach are different, the concepts
of validity and reliability still apply to both. The validity of research instruments and research
design refers to the truth status (accurate, correct or true) of the research reports (Robson,
2002).
Zone of Neglect Zone of Validity Zone of Invalidity
Research instrument subject area
Operationally defined subject area
Figure 5.8-1: Relationship between research instrument and operationally defined subject areas and the issue of validity
(Gray, 2009)
Instrument validity may be checked using the model proposed by Gray (2009) (Figure 5.8-1).
An instrument will not be valid if it covers subject areas that are not in line with the defined
research subject area. The zone of neglect occurs when the instrument omits certain subject
areas which were included in the defined research subject area. However, the instrument is
considered to be valid when it is aligned to the defined research subject area.
Robson (2002) mentions specific threats which are related to the kinds of understanding
found in qualitative research, namely: description (inaccurate or incomplete data),
interpretation (imposing a framework or meaning on what is happening rather than allowing
this to occur or to emerge from what has been learnt during involvement with the setting),
and theory (not considering alternative explanations for or understandings of the phenomena
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studied). Robson (2002) also makes reference to the three validity threats identified by
Lincoln and Guba (1985), namely: reactivity (the way in which the researcher’s presence may
interfere in some way with the setting), respondent biases (may include obstructiveness,
withholding information or providing information to “please” – what the participants think the
researcher wants to hear) and researcher biases (what the researcher brings the setting –
assumptions or preconceptions). Robson (2002) further recommends the following
strategies in order to mitigate these threats:
Figure 5.8-2: Strategies for dealing with threats to validity (Adapted from Robson, 2002: 174)
Threats to validity
Description Strategy Reactivity Researcher bias Respondent bias
Involvement over a
prolonged period (weeks,
months)
Prolonged
involvement
Reduces threat Increases threat Reduces threat
Use of multiple methods to
enhance research rigour
Triangulation Reduces threat Reduces threat Reduces threat
Debriefing sessions help
guard against researcher
bias
Peer
debriefing/support
No effect Reduces threat No effect
Allowing respondents to
review their transcripts and
the interpretations the
researcher has made
Member checking Reduces threat Reduces threat Reduces threat
Devoting time and attention
to searching for theories
which will disconfirm the
researcher’s theory
Negative case
analysis
No effect Reduces threat No effect
The researcher keeping a
comprehensive record of
his/her activities while
carrying out the study
Audit trail No effect Reduces threat No effect
There are different types of validity, including criterion, predictive, concurrent, face, content,
construct, internal and external validity. In checking criterion validity, the researcher obtains
an initial analysis of the measure to check that it is performing in the way in which it is
expected to perform (David and Sutton, 2004). Mouton (1996) views predictive and
concurrent validity as subcategories of criterion validity. However, Kumar (2005) states that
predictive validity judges the extent to which a criterion may be used to forecast an outcome,
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while concurrent validity judges how well a criterion compares with a second assessment
which has been carried out concurrently with the first. A somewhat “unscientific” perspective
of validity, called face validity, is the extent to which it appears that an instrument will
measure what it is intended to measure (Gray, 2009). More specifically, Chambliss and
Schutt (2003) consider a measure to have face validity if the measure obviously pertains
more to the meaning of the concept being measured than to other concepts. According to
Chambliss and Schutt (2003), content validity measures how well the measure covers the full
extent of the concept’s dimensions. They also suggest that a researcher may have to seek
the opinion of experts and review literature that identifies the different aspects or dimensions
of the concept. Mouton (1996) considers the issue of construct validity possibly to be the
most difficult problem of social research, asking that, given that highly theoretical concepts or
constructs are a trademark of this type of research, “How does the researcher really know
that the items included in the questionnaire actually measure the construct that they are
supposed to represent?” The extent to which it is possible to generalise from the data to a
larger population or setting is known as external validity (Gray, 2009). On the other hand,
establishing internal validity is a difficult process and has, as its objective, the establishing
that there is no evidence that other factors, to which the data may or may not pertain, may
have caused the effect that was found (David and Sutton, 2004; Robson, 2002).
In addition, it is essential that the issues of reliability and validity be taken into account when
the research/instrument is designed. According to David and Sutton (2004), while reliability
refers to the degree to which the instrument produces a consistent measure over time (i.e.
Will the respondent give the same response if asked to give an answer at a different time?),
validity is the degree to which the measuring instrument actually measures what it was
designed to measure. Compared with the results of an unreliable instrument, the results of a
reliable instrument are affected less by either random error or change variations. Although
Babbie (2007) cautions that reliability does not ensure accuracy, Chambliss and Schutt
(2003) consider reliability to be a prerequisite for measurement validity. Mouton (1996) notes
that reliability demands consistency over a period of time, but acknowledges possible
sources of error (researcher, participants, measuring instrument and research context) during
the data collection which may affect the reliability of the data ‒ see Figure 5.8-3 below.
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Figure 5.8-3: Factors that may affect the reliability of data (Mouton, 1996, p. 145)
Kumar (2005) classifies the methods for determining instrument reliability into two groups:
externally consistent (test/retest, parallel forms of the same test) and internal consistency
(split-half technique) procedures. Various measures are recommended for checking
reliability. The three measures applied in this study include the test-retest method, using
established measures and ensuring anonymity. When research measures the same
phenomenon at two different times, the degree to which the two measurements are related is
referred to as the test-retest reliability of the measure (Chambliss and Schutt, 2003). An
alternative way in which to ensure reliability is to use measures that have proved their
reliability in previous research (Babbie, 2007).
In order to explain how an instrument may be reliable and yet not accurate, Mouton (1996)
provides the following example (Babbie, 2007, p. 143):
“Let’s say you want to know how much I weigh. As one technique, say you ask two
different people to estimate my weight. If the first person estimates 150 pounds and
the other estimates 300, we have to conclude the technique of having people
estimate my weight isn’t very reliable.
Suppose, as an alternative, that you use a bathroom scale as your measurement
technique. I step on the scale twice, and you note the same result each time. The
scale has presumably reported the same weight for me both times, indicating that the
1 Researcher
1.1 Researcher
characteristics
(gender, nationality, age,
socio-economic status,
educational level)
1.2 Researcher
orientations
(attitudes, values,
opinions, preferences)
4 Research
context
2.1 Participant
characteristics
(gender, nationality, age,
educational level, income
level)
2.2 Participant
orientations
(attitudes, preferences,
opinions)
2 Participant
3 Measuring instrument
(questionnaire, interview
schedule, observation
categories, scale, index)
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scale provides a more reliable technique for measuring a person’s weight than asking
people to estimate does.
Reliability, however, does not ensure accuracy any more than precision does.
Suppose I’ve set my bathroom scale to shave five pounds off my weight just to make
me feel better. Although you would (reliably) report the same weight for me each time,
you would always be wrong.”
In view of other factors which may influence the reliability of social science research
instruments, for example wording, physical setting, respondent’s mood, nature of interaction
and the regression effect of an instrument, it is impossible for a research tool to be 100 per
cent accurate (Kumar, 2005).
Patton (2002) identifies three distinct, but related, inquiry elements which influence the
credibility of qualitative inquiry, namely: rigour of methods, credibility of the researcher and
philosophical belief in the value of qualitative inquiry. Mouton (1996) implies that terms such
as “credibility” and “plausibility” are used at times to signify the difficulty of establishing
“validity” and “goodness of fit” when investigating certain types of social phenomena.
However, Robson (2002) considers credibility to be a separate issue, additional to validity
and reliability, and which addresses the question “Is there sufficient detail on the way the
evidence is produced for the credibility of the research to be assessed?” He further claims
that research cannot confidently claim to be valid and reliable without providing sufficient
information on the methods used and the justification for their use.
5.9 Conclusion
It is not possible for social inquiry to be completely value-free (Patton, 2002) as the
involvement of the researcher introduces the researcher’s values and preconceptions and
these inevitably influence the researcher’s approach to the study. In an attempt to minimise
this unavoidable bias, this chapter detailed the rigorous steps which were taken in collecting
data using mixed methods for the purposes of this interpretive study as well as the
researcher’s philosophical stance. Detailed records of the action research plans, research
instruments and field notes used in this study were maintained. In order to limit subjectivity in
reporting the research findings, the researcher relied on these detailed records when
analysing the data. The proposed framework in this study based on the literature reviewed is
presented in the next chapter.
130
CHAPTER 6: AN INFORMATION SECURITY CULTURE BEHAVIOUR
PROFILING FRAMEWORK
Information security models and frameworks are presented by researchers to guide
organisations and to provide a structured approach when addressing issues relating to
information security culture. This chapter discusses the development of an information
security culture predictive framework, which can be used to forecast a mobile phone user
information security profile based on quantifiable constructs. This study identified two key
human-related factors which affect information security behaviour as awareness and
behavioural intent. Chapter 2 detailed how student mobile phone users are exposed to
information security threats which are at times the result of cybercriminal activities and
student information security awareness is highlighted as the biggest vulnerability in protecting
the information stored or transmitted via student’s mobile phones. The applicability of
Information Security Management (ISM) to the student mobile phone user context and the
different types/motivators of information security behaviour are introduced in Chapter 3. The
Kruger and Kearney (2006) model for assessing information security awareness and Ajzen’s
(1991) Theory of Planned Behaviour are used as the theoretical bases for respectively
understanding these factors.  The security behaviour topology (Harnesk and Lindström,
2011) and the two-factor taxonomy of end user security behaviours (Stanton, Stam,
Mastrangelo and Jolton, 2005) are used to examine possible mobile phone user security
behaviours. As discussed in Chapter 4 information security behaviour stimulates the
development of an information security culture, the framework proposed in this chapter
depicts different information security behaviour classifications which can be viewed as
possible student mobile phone user information security culture profiles.
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6.1 Introduction
Chapter 6 describes the development of a mobile phone information security culture
framework that can be used to explain the relationship between information security
awareness and behavioural intent as factors that contribute to student mobile phone user
information security culture, and to forecast the information security behaviour profiles of
student mobile phone users. This framework is developed by combining and restructuring
components of existing information security and behaviour models. These models were
selected based on their potential applicability or relevance to the student mobile phone user
information security culture context. The student mobile phone user in a developmental
university in a developing country was considered in this study. The university environment
of students in a developmental university is not the same as those of students in developed
countries who have easier access to resources like the Internet on campus and at home.
This has a direct impact on the students’ level of information security awareness and thus
their behavioural intent.
By using information security awareness to influence behavioural intent thereby cultivating an
information security culture, this study sought to address the problem of an almost non-
existent student mobile phone user information security culture which lead to compromised
information security. The framework introduced in this chapter maps the level of student
mobile phone user information security awareness and the user information security
behavioural intent and behavioural profiles are then proposed. This framework is used in
addressing the main research question, as it can be used in determining the extent to which
information security awareness can influence the information security culture of mobile phone
users.
The acceptable understanding of culture adopted for the purposes of this study is that culture
presents in the form of artefacts/products and rituals/behaviours (cf 4.2.1).  The scope of
mobile phone user security culture for the purposes of this study is limited to mobile phone
user rituals/behaviours.  While Martins (2002) (cf 4.3.1) mentions three (organisational, group
and individual) levels where culture manifests in organisations, in the case of the student
mobile phone users considered in this study only the individual level is considered.
The proposed framework is based on three existing models, namely: the Kruger and Kearney
(2006) Awareness Map; Theory of Planned Behaviour (Ajzen, 1991), and the Two-factor
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taxonomy of end-user security behaviours (Stanton et al., 2005). Kruger and Kearney (2006)
proposed a method for measuring information security awareness levels within organisations.
Although a similar approach is used in measuring student mobile phone user information
security awareness, security the focus areas have been adapted to fit the context of this
study. The Theory of Planned Behaviour (Ajzen, 1991) provides a structured guide for
understanding what triggers student mobile information security behaviour. The Two-factor
taxonomy of end-user security behaviours (Staton et al., 2005) shows association between
awareness and behavioural intent, and introduces security behaviour categories. While the
Stanton et al. (2005) study was also undertaken in the organisational environment, the focus
was on individual security behaviour within the organisation. Therefore, the Stanton et al.
(2005) model has been modified and applied to the developmental university student context.
Current approaches in information security research are discussed in the next section.
6.2 Current Approaches
As mentioned in Chapter 4 (cf 4.2), existing literature in information security does not
adequately address the possible link between awareness and behavioural intentions. An
informal content analysis of existing literature of studies conducted in the past five years
yielded results are summarised in Table 6-1 below.
Table 6-1: Information security awareness/culture studies conducted in past five years
Study Year Theme Country
Suki 2013 Adoption Malaysia
Gundu and Flowerday 2013 Awareness South Africa
Ojebode 2012
Information
security Nigeria
Tsohou, Karyda, Kokolakis and Kiountouzis
2012 Awareness Greece
Mylonas, Kastania and Gritzalis
2012 Awareness Greece
Aloul 2012 Awareness UAE
Porter, Hampshire, Abane, Munthali, Robson, Mashiri
and Tanle 2012 Adoption
Ghana,
Malawi and
South Africa
Chung and Holdsworth 2012
Culture
Kazakhstan,
Morocco and
Singapore
Mensch and Wilkie 2011
Information
security USA
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Garg and Garg 2011 Awareness Botswana
Phahlamohlaka, Van Vuuren and Coetze
2011 Awareness South Africa
Dlamini, Taute and Radebe 2011 Awareness South Africa
Grobler, Flowerday, von Solms and Venter
2011 Awareness South Africa
Labuschagne, Eloff , Veerasamy, Leenen and Mujinga
2011 Awareness South Africa
Androulidakis and Kandus 2011 Awareness Slovenia
Boucher and Flowerday 2011 Awareness South Africa
Veseli 2011 Awareness Norway
Donner, Gitau  and Marsden 2011 Adoption South Africa
Ahmed and Qazi 2011 Adoption Pakistan
Torlak, Spillan  and Harcar
2011 Adoption Turkey
Haverila 2012 Adoption Finland
De Lange  and von Solms 2011 Education South Africa
Syed and Nurullah 2011 Culture Malaysia
Androulidakis and Kandus 2011 Awareness Slovenia
Goode 2010
Information
security
European
Union, Europe
and North
America
(regions)
Lungu and Tăbuşcă 2010 Awareness Romania
Kruger, Drevin and  Steyn 2010 Awareness South Africa
Gitau, Marsden and Donner 2010 Adoption South Africa
Kamran 2010 Adoption Pakistan
Cawley and Hynes 2010 Adoption Ireland
Karim, Oyebisi and Mahmud 2010 Adoption Malaysia
O’Brien 2010 Culture Ireland
Ribière, Haddad and Vande Wiele 2010
Culture USA, Bahrainand Thailand
Lacey 2010 Culture UK
Van Niekerk and von Solms 2010 Culture South Africa
Da Veiga and Eloff 2010 Culture South Africa
Kritzinger and von Solms 2010 Awareness South Africa
Talib, Clarke and Furnell 2010 Awareness UK
Rahmati and Zhong 2010 Adoption USA
Lazarinis 2009 Informationsecurity Greece
Dlamini, Eloff and Eloff 2009
Information
security South Africa
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Five themes relating to mobile phone usage or security can be identified from the table
above: adoption, awareness, information security, culture and education. While cyber
security awareness remains a popular topic, research interest in information security has
grown. These studies explore information security culture related topics within organisations
from, how it fits within organisational culture, policy implications and managements’
perceptions on information security. None of the studies referred to in Table 6-1 above have
a specific focus on the private mobile phone user. Discussing awareness in conjunction with
behavioural intent is not common practice amongst information security researchers. In their
2011 study, Androulidakis and Kandus consider mobile phone security behaviour practises
and state of awareness, making no reference to a possible relationship that could exist
between the two. This study uses awareness and behavioural intent in
understanding/defining an information security culture. The following section discusses an
existing study which introduces the possible link between user knowledge and their actions.
Toninelli, Montanari, Lassila and Khushraj 2009 Informationsecurity Italy, USA
Tuunainen, Pitkänen and Hovi 2009 Awareness Finland (Webbased)
Kreutzer 2009 Adoption South Africa
Donner and Gitau 2009 Adoption South Africa
Kreutzer 2009a Adoption South Africa
Kreutzer 2009b Adoption South Africa
Furnell and Thomson 2009 Culture UK
Alnatheer and Nelson 2009 Culture Saudi Arabia
Androulidakis and Papapetros 2008 Awareness Greece
Chen, Medlin and Shaw 2008 Awareness USA, Taiwan
Stephanou 2008 Awareness South Africa
Van Biljon and Kotzé 2008 Adoption South Africa
Chigona, Kankwenda and Manjoo 2008 Adoption South Africa
Van Biljon, Van Dyk and Gelderblom 2008 Adoption South Africa
Walsh, White and Young 2008 Adoption Australia
Campbell and Park 2008 Adoption USA
Botha and Ford 2008 Education South Africa
Tedre and Chachage 2008 Informationsecurity Tanzania
Murane 2008 Awareness Latvia
Boase and Kobayashi 2008 Adoption Japan
Orito, Murata, Fukuta, Mcrobb and Adams 2008 Culture Japan
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6.2.1 Choi, Kim, Goo and Whitmore
This study acknowledges Choi, Kim, Goo and Whitmore’s (2008) contribution in their
discussions on the ‘knowing-and-doing gap’ which suggests a link between awareness and
actual behaviour. They argue that based on the amount of pressure placed on managers to
implement and maintain security policies, their change management based model depicts an
influential relationship between what managers know and what they do. While this study
supports the general direction taken by researchers like Choi et al. (2008) there is a concern
worth noting where the term ‘knowing-and-doing’ is viewed to be a misnomer which creates a
misguided expectation that individual actions are solely influenced by what a person knows.
This possibly restrictive approach is addressed in this study by relying on well tested
behaviour models which provide a more detailed understanding of factors that influence
mobile phone user behaviour. This study suggests that by considering awareness in tandem
with behavioural intentions can give a better indication of expected student mobile phone
user behaviour profiles and thus assist in reducing the divide between what users know and
what they do. The next section discusses existing models which attempts to put mobile
phone information security behaviour into context.
6.3 Components of an Information Security Culture
The proposed behaviour profiling framework is based on existing models which form the
building blocks for identifying the factors which make up the main constructs of the
framework. There are three constructs to the framework, namely: level of awareness, level
of behavioural intent and behavioural profiles. The model discussed in the next section
explores how the relationship between expertise (awareness) and intentions is linked to
specific security behaviours.
6.3.1 End-user security behaviours
Unlike topological classifications which are based on concepts, taxonomies are based on
empirical characteristics. Smith (2002, p. 381) refers to Bailey’s (1994) explanation of how
topologies differ from taxonomies in that topologies “classify items on the basis of empirically
observable and measurable characteristics.”
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Similarities can be found between the behaviour of organisational employees and that of
individual mobile phone users. Stanton, Stam, Mastrangelo and Jolton (2005) constructed a
taxonomy which can be used to provide a systematic understanding of end user behaviours
that may influence information security behaviours.
Figure 6.3-1: Two-factor taxonomy of end user security behaviours (Stanton et al., 2005)
While this model cannot be directly applied to the student mobile phone user information
security context, this study will explore the applicability of these behaviours to the student
mobile phone user context. The premise of this study is that there is a relationship between
information security awareness and behavioural intentions. The above model shows a
relationship between expertise and behavioural intention is adapted by substituting
‘Expertise’ with ‘Awareness’ in the case of mobile phone users. The three main components
(expertise, intention and behaviours) of the model are discussed below:
6.3.1.1 Level of expertise
In a corporate/organisational context this can be determined by assessing an individual’s
academic qualifications, number of years in industry (working experience) or responsibilities
associated with an employees’ position within an organisation. Stanton et al. (2005, p. 126)
provide the following definition for understanding the technical expertise dimension of their
model: “The technical expertise dimension focuses on the degree of computer or information
technology knowledge and skill that the actor needed to have in order to be able to perform
the behaviour described”. The researchers rely on average scores to determine the level of
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expertise, and these average score are then mapped along a range starting from ‘Novice’ to
‘Expert’ end users. Student mobile phone users cannot be measured against a the same
scale (‘the degree of computer or information technology and skill needed’) because not only
do student mobile phone users in a developmental university have varying degrees of
exposure to computers or computer skill, but also the vast number of mobile phone
information security threats that they could be exposed to. Therefore, in the proposed
framework instead of level of expertise, level of awareness is used as an information security
competency indicator for mobile phone users. The level of awareness construct used in this
study extends beyond what student mobile phone users know and encompasses their
attitude as well as their behavioural intention.
6.3.1.2 Intentions
No determining factors are given by Stanton et al. (2005, p. 124) that influence behavioural
intentions, and a scale ranging from ‘Malicious’ to ‘Benevolent’ intention is depicted. They
state that the intentionality dimension “…captures whether the behaviour described was
intentionally malicious, intentionally beneficial, or perhaps somewhere in between.” In
response to specific behaviour related questions, averages are determined and mapped. As
guided by behaviour theories (e.g. Theory of Planned Behaviour), this study acknowledges
that before an action is taken by an individual, the actor will have an intention act in that
particular manner. The constructs used to calculate behavioural intentions in the proposed
framework are derived from the TPB. Levels of behavioural intention are calculated based
on users’ responses to questions relating to attitude, subjective norms and perceived
behavioural control.
6.3.1.3 Behaviours (Profiles)
Six end user behaviour categories are presented in the Stanton et al. (2005) model, namely:
intentional destruction, detrimental misuse, dangerous tinkering, naïve mistakes and basic
hygiene. These behaviours occur where different combinations of end user expertise and
intentions are found on the Awareness Map. For example, malicious intentions of a novice
user can result in detrimental misuse of assets. On the other hand, aware assurance can be
exhibited by expert end users with benevolent intentions. Stanton et al. (2005) highlight a
‘grey’ area where end users’ intentions cannot be classified as malicious or benevolent, and
this can result in behaviour which is unintentionally secure or insecure.
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This study presented two additional models which are used to determine levels of awareness
and behavioural intent. When these two values are plotted on the two-factor framework, a
behaviour profile zone is then determined. The next section presents a model for
understanding awareness.
6.3.2 Information security awareness
Awareness campaigns are aimed at improving user knowledge, attitude and behaviour
towards information security used as the interventions in this action research study.  Kruger
and Kearney (2006) acknowledge the importance of assessing the impact of an awareness
campaign. While they refer to organisational benefits, such as return on investment or re-
directing of security campaigns, their proposed measuring instrument will be applied in this
study to measure the pre- and post-intervention awareness levels of the student mobile
phone users. In their quest to determine a global awareness level for the organisation, they
identified a set of aspects related to what users know (knowledge), think (attitude) and do
(behaviour). Kruger and Kearney (2006, p. 291) state that “Each dimension was then divided
into six focus areas”.
Figure 6.3-2: Awareness map (Kruger and Kearney, 2006)
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This study adopts the awareness measurement tool proposed by Kruger and Kearney (2006)
for the purpose of measuring level of student mobile phone user information security
awareness. However, the following considerations must be noted:
- The dimension weights will be kept at the percentages calculated by Kruger and
Kearney (knowledge (30), attitude (20) and behaviour (50)). These ratios were
deemed to be suitable for the purposes of this longitudinal study, with the emphasis
being placed on observing the degreed of change between intervals.
- Due to the longitudinal nature of the study where repeated measurements were taken
over a period of time, the initial actual value calculated was only important for
checking the degree of observed changes between each subsequent measurement
taken.
- The original measurement tool (Kruger and Kearney, 2006) refers to user actual
behaviour. Users gave an indication of how they behaved by answering a set
behaviour related questions. However, Kruger and Kearney (2006) acknowledge that
users are not always truthful when answering such questions and as a result the
measurement for actual behaviour may not be accurate. In lieu of this, this study
substitutes the ‘Behaviour’ dimension with questions addressing ‘Perceived
Behavioural Intent’.
- Perceived Behavioural Intent helps to mitigate the impact of this possible inaccuracy
by acknowledging the calculated value which is based on what the user professes.
Factoring the comments above the tool was adapted for application in the student mobile
phone user environment for a developmental university in South Africa. The level of
awareness map is then modified as follows:
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Figure 6.3-3: Level of Awareness map (Adapted from Kruger and Kearney, 2006)
Recognising the limitation of undertaking an awareness campaign and its potentially poor
impact on user behaviour, this study attempted to use information security awareness to
stimulate a security compliant student mobile phone user culture. Behavioural intent and
how it can be applied to the student mobile phone user context is discussed in the next
section.
6.3.3 Information security behavioural intent
The lack of information security knowledge of mobile phone users has a direct impact on
their information security behaviour. In an attempt to uncover the relationship between what
the mobile phone user knows and their information security behaviour, this study will rely on
existing theories such as the Theory of Planned Behaviour (TPB). The TPB, which was
formulated based on the Theory of Reasoned Action (TRA), is preferred over its predecessor
as it takes into account the possibility that not all action is voluntary.
The TRA outlined the interaction between a person’s attitude or subjective norms and their
behavioural intentions. The TRA posited that an individual’s behaviour is determined by the
person’s intention to perform that behaviour and that intention is a function of their attitude
and the subjective norms which are important to the individual. Attitude looks at the
individual’s negative or positive feelings about performing the behaviour and it is determined
by assessing one’s beliefs regarding the consequences arising from behaviour and gauging
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desirability of these consequences. Ajzen (1991) suggests that people are inclined to have a
positive attitude towards behaviours they believe will have desirable consequences, while a
negative attitude will be present where the consequences are believed to be negative. He
describes subjective norms as the individual’s perception about whether people important to
the individual think the behaviour should be performed. Formulated in 1980 by Ajzen and
Fishbein to analyse the relationship between attitude and behaviour, the TRA presupposes
that behaviour is planned and intentional with the user having complete control over any
internal or external barriers to carrying out the behaviour (Todd and Mulla, 2011). In 1991
the TRA was transformed into the Theory of Planned Behaviour when perceived behavioural
control was added to the model.
Figure 6.3-4: Theory of Planned Behaviour (Ajzen, 1991)
Ajzen (1991) considers perceived behavioural control to be the extent to which the individual
feels they are able to enact the behaviour. This can be influenced by non-motivational
factors such as the availability of resources or opportunities (Ajzen, 1991). Students in the
developmental context are faced with added challenges compared to students in developed
countries as a result of these non-motivational factors.
Researchers have taken an interest in analysing each factor of the TPB which is beyond the
scope of this study. A number of existing theories can be used to explain human behaviour.
Cited in Zhang et al. (2009), Peltzman’s (1975) Risk Compensation Theory (RCT) is one
such theory which posits that people tend to take less cautious behaviours when they feel
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more protected. While Peltzman’s (1975) original findings were based on road safety
research, it has been applied in many contexts over the years including the area of
information security behaviour (Zhang et al., 2009).  In the case of student mobile phone
users, the concern remains whether the risky behaviour can be attributed to an increased
feeling of protection or a lack of security awareness. Zhang et al. (2009) propose that
perceived security protection has a direct impact on the mobile phone user’s perceived
behavioural control. In the case of the student mobile phone user this perceived security
relates to the perception of there being effective hardware and software in the mobile phone.
While they caution on the lack of clarity on how risk compensation occurs at the individual
level, in their 2009 study Zhang et al. consider the extent to which a person exhibits
‘cautious’ security behaviour or complies with security policy to be a good indicator that
perceived security protection may have a direct impact on their security behaviour. They
found evidence which showed a negative direct effect where perceived high technical
protection led to low intention to comply with organisational security guidelines and confirmed
the existence of the risk compensation effect in the information security context.
Ajzen (1991) maintains that much like the TRA, the focal point of the TPB is the individual’s
intention to perform a given behaviour. The introduction of perceived behavioural control is
important for analysis of behaviours in non-volitional cases where performing the behaviour
is not under the person’s control, i.e. not influenced by non-motivational factors (Ajzen,
1991). He further argues that the person’s perceived and not necessarily the actual
behavioural control is a strong enough motivator for influencing behavioural intention. The
student mobile phone user might not have actual (or as much as they think they have) control
over the given behaviour, but if they perceive themselves as having control over the
behaviour their intention to act will increase. Regarding the correlations between the
components of the TPB model, Ajzen (1991) notes that the more favourable the attitude and
subjective norms and the greater the perceived behavioural control, the stronger the
behavioural intention and the more likely the person is of enacting the given behaviour. The
TPB has found wide application in the information security context, having been applied to
computer abuse problems (Lee and Lee, 2002), security policy compliance (Pahnila et al.,
2007), and insider security contravention (Workman and Gathegi, 2007). This study relies on
the TPB for determining factors which influence mobile phone user information security
behavioural intent.
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Figure 6.3-5: Level of Behavioural Intent map (Adapted from Kruger and Kearney, 2006)
In an approach similar to that used in calculating the level of awareness, the level of
behavioural intent will be determined using the scorecard approach (cf Figure 6.3-5) based
on a user’s responses to related questions. The dimensions considered (attitude, subjective
norms and perceived behavioural control) have equal weights allocated are the main
difference between the Level Awareness Map (cf Figure 6.3-3) adapted for the purposes of
this study and the suggested Behavioural intent map in Figure 6.3-5 above. Considering that
the original weights Kruger and Kearney (2006) used in Awareness Map (cf Figure 6.3-2)
were related to information security awareness and not information security behavioural
intent, the weights used in Figure 6.3-5 are average weights between the three behavioural
intent related dimensions. As previously mentioned in section 6.3.2 these ratios were
deemed to be suitable for the purposes of this longitudinal study, with the emphasis being
placed on observing the degreed of change between intervals.
6.4 Developing the Information Security Culture Behaviour Profiling
Framework
In building the proposed framework, each of these existing models is ‘broken down’ and their
components are used in structuring the new proposed framework. Each component is
discussed in the following section.
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6.4.1 Defining the components
The proposed framework can be divided into two components, namely: the constructs which
are applied in the framework and the factors which are used in calculating the values for
these constructs. The three main constructs (awareness, behavioural intent and behavioural
profiles) identified as building blocks of the proposed framework are made up of various
factors. Table 6-2: below contains a summary of these constructs and factors.
Table 6-2: Framework constructs and factors
Constructs Factors No.
Awareness
Knowledge 1
Attitude 2
Perceive Behavioural Intent 3
Behavioural Intent
Attitude 2
Subjective norms 4
Perceived behavioural control 5
Behavioural Profiles
Intentional destruction 6
Detrimental misuse 7
Dangerous tinkering 8
Naïve mistakes 9
Aware assurance 10
Basic hygiene 11
6.4.1.1 Knowledge
The student mobile phone users’ knowledge of information security related concepts, terms,
threats, risks and possible countermeasures will influence their information security
behaviour. For example, a student mobile phone user who does not know that antivirus
software is available for mobile telephony devices will not have it installed on their mobile
phone. Limited knowledge will result in the student mobile phone user exhibiting unsafe
information security behaviour. Obtaining such knowledge poses a challenge in the case of
a developmental university as some of this information can be accessed online; however, in
an environment where university students who are not pursuing an ICT related qualification
have limited access to computers during their first year of study. In the university
environment where the sample was drawn for this study, students are registered during their
first and second year of study for a course which introduces them to computer and
technology related concepts (cf 5.5.2). This course coupled with general knowledge
obtained from informal sources forms the basis of obtain information security related
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knowledge for the study population. This study acknowledges that in the case of students in
a developed country, i.e. the youth group that best fits the generally accepted definition of the
‘Y-generation’, access to information via sources like the Internet gives them an advantage
that is not shared by the students at the developmental university considered in this study.
6.4.1.2 Attitude
The student mobile phone users’ awareness of information security is also influenced by
what they ‘think’ about information security. The individual perceptions of protecting
information stored on mobile phone devices affect their actions. Understanding the
importance of protecting this information and the negative consequences that can result if
this information is compromised will affect their attitude. Therefore, attitude is inadvertently
linked to what the mobile phone users know. The population of this study meets the
demographical classification of ‘youth’. Inherent with this population is a sub-culture (cf
2.3.1) which tends to mimic each other’s behaviours. This implies that in some instances the
individual attitude is merely enactment of my peers’ attitude. For the purposes of calculating
levels of information security awareness in this study, the influences which shape this attitude
are not questioned, only the score associated with individual attitude is determined.
6.4.1.3 Perceived behavioural intent
Student mobile phone user information security behaviour is also considered when
calculating levels of information security awareness. While actual behaviour is observed, the
calculated value of awareness is based on questions posed in the questionnaire relating to
participant behaviour. The inaccuracies and inherent challenges of using a survey to collect
data, where participants’ recollection of their actual behaviour influenced by a desire to
‘impress’ the researcher can lead to a distorted account of the mobile phone users’ actual
information security behaviour. Behaviour as a factor used in determining levels of mobile
phone user information security awareness can be referred to as Perceived Behavioural
Intent as it is a subjective account of the users’ perceptions about how they have/would
behave.
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6.4.1.4 Subjective norms
This factor addresses limitations in calculating levels of awareness by considering the
amount of influence exerted by those close to the individual student mobile phone user on
their information security behavioural intention. The scoring for Behavioural Intent is
obtained by posing information security behavioural questions where the student mobile
phone user indicates the extent to which they would consider other people’s opinion prior to
making certain information security related decisions.
6.4.1.5 Perceived behavioural control
The extent to which the student mobile phone user feels they have control over information
security related behaviours has a direct impact on the user’s behavioural intent. A common
example can be found in cases where the user is not sure of when to install operating system
patches under the misconception that this is the responsibility of the network operator or the
mobile phone provider. This is not the case for student mobile phone users (owners) who
are primarily prepaid subscribers as they remain responsible for securing the mobile phone.
The calculation of this factor gives an indication of the degree to which mobile phone users
feel they are in control of securing the information stored on or transmitted through their
mobile phones.
6.4.1.6 Behavioural profiles
To put student mobile phone behaviours into context, this study relies on the work done by
Stanton et al. in 2005. They presented six types of information security end user behaviours,
namely: intentional destruction, detrimental misuse, dangerous tinkering, naïve mistakes and
basic hygiene. An explanation of what these terms mean is provided in Table 6-3 below.
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Table 6-3: Behavioural profiles (Stanton et al., 2005)
Construct Description
Intentional destruction
Behaviour requires high level of awareness together with intention to ignore
safe information security behaviours.
Detrimental misuse
Behaviour requires minimal level of awareness, but nonetheless includes
intention to ignore safe information security behaviours through annoyance,
rule breaking, etc.
Dangerous tinkering
Behaviour requires high level of awareness, but no clear intention to
observe safe information security behaviours.
Naïve mistakes
Behaviour requires minimal level of awareness and no clear intention to
observe safe information security behaviours.
Aware assurance
Behaviour requires high level of awareness together with strong intention to
comply with safe information security behaviours.
Basic hygiene
Behaviour requires low level of awareness, but includes clear intention to
comply with safe information security behaviours.
The behaviour profiles presented by Stanton et al. (2005) are used in this study as an
indicator of the types of information security behaviours that can be expected from student
mobile phone users. The following section discusses the links or relationships that can be
found between the constructs presented in this section.
6.4.2 Relationship between the constructs of the proposed framework
The framework proposed in this study posits that a possible relationship exists between the
student mobile phone user information security awareness levels and their levels of
information security behavioural intent. While studies have been undertaken which assess
levels of awareness in an organisation, in the field of information security (cf 4.1) behavioural
intent is rarely researched with most of the focus being on actual behaviour.  While
interventions like awareness campaigns result in an observable change in levels of what
people ‘know’, sometimes a difference exists between what people ‘know’ and what they ‘do’.
Using the TPB, this study acknowledges that behavioural intention is a predecessor to actual
behaviour which is equivalent to the behaviour (cf 6.2.2). The following similarities and
overlaps exist between the factors used to calculate level of awareness and those used to
calculate behavioural intent:
- Attitude is a common factor used in both cases.
- The factor Behaviour is referred to in Kruger and Kearney’s level of awareness model
(6.2.1). In their use, Behaviour is determined by scoring participants on behaviour
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related questions, i.e. actual behaviour is not observed. The application of this factor
is similar to the approach used in the TPB in calculating Behavioural Intent.
- Using the TPB approach to calculate Behavioural Intention (BI), BI is a derived value
based on the calculated and weighted scores of the factors: attitude, subjective norms
and perceived behavioural control. Whereas in calculating Level of Awareness (LA),
behaviour is a contributing factor.
- To highlight the distinction in how Behaviour/ Behavioural Intent is used differently in
the calculating the values for the main components (LA and BI), the term ‘Perceived
Behavioural Intent’ (PBI) is introduced in this study. PBI refers to the behavioural
intent value obtained by asking participants to respond to behaviour related
questions. The answers provided are how the participants think (‘perceive’) they
would respond. This PBI is different to the calculated BI used in the TPB approach.
Using the TPB approach, BI is a calculated value based on the participant’s score on
questions relating to attitude, subjective norm and perceived behavioural control.
With these overlapping factors between the underling theories used to define level of
awareness and behavioural intent in this study, serious consideration must be given to the
possibility of an existing relationship or inter-dependence between the two components.
Figure 6.4-1: Mobile phone information security constructs
Behavioural intention influences actual information security behaviour which is the
component of culture under consideration in this study. In order to decipher the results of the
Awareness Behavioural Intent Culture
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data analysis, this study makes use of an adapted version of Stanton, Stam and
Mastrangelo’s (2005) Two-factor taxonomy of security behaviours.
6.4.3 Measuring construct values
Measuring the levels of the awareness and behavioural intent and observing the components
simultaneously are two key aspects introduced in the proposed framework. The framework
focuses on measuring student mobile phone user information security behaviour with regards
to student awareness and behavioural intentions. The individual behavioural profiles are
determined by plotting the two values and individual and group progress can be observed on
the graph.
By using a structured approach to determine levels of awareness and behavioural intentions,
the framework provides a reliable indicator of any changes in knowledge, attitude, behaviour,
attitude, subjective norms, and perceived behavioural control. The combined effect of these
individual factors is used to calculate the overall student levels of information security
awareness and behavioural intent.
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Figure 6.4-2: Calculating overall student levels of awareness and behavioural intent
Five focus areas (use of passwords, storing sensitive information, antivirus, downloading files
and email/SMS links) were considered to be priority areas for student mobile phone user
information security vulnerability. The research instrument was designed with questions
derived from these focus areas. Questions asked were aimed at assessing students’
knowledge, behaviour and attitude towards information security. The focus areas are further
classified according to five dimensions (knowledge, attitude, behaviour, subjective norms and
perceived behavioural control). Weightings were applied to these dimensions to determine
overall level of awareness and behavioural intent. The next section presents the proposed
framework.
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6.4.4 Proposed framework
In an attempt to make Stanton et al.’s (2005) model relevant to the case of mobile phone
user information, security behaviour adjustments were made to the framework. The two
main factors in the taxonomy were Expertise and Intentions. However, because Stanton et
al.’s (2005) interpretation of expertise refers to ‘technical know-how’, it deemed fit for the
purposes of this study to modify this factor from ‘Expertise’ to ‘Awareness’. Awareness is a
measure of the student mobile phone user’s level of information security awareness concepts
which includes their knowledge, attitude and information security behaviour. Intentions, on
the other hand, are a measure of the student mobile phone user’s intentions to behave in a
safe(r) manner when using their mobile phones. Both of these are plotted against a scale of
two extremities ‘High’ or ‘Low’. The higher the value assigned to each the better. For
example, a high value for level of awareness and a high value for level of intentions are
indicative of more positive (safer) student mobile phone user security behaviour.  In the
developmental university context, this framework can be used to determine the effectiveness
of information security awareness campaigns and information security related courses.
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Figure 6.4-3: Proposed Information Security Culture Behaviour Profiling Framework (Adapted from Stanton et al., 2005)
A combination of the student mobile phone user’s level of information security awareness
and a measurement of their intention towards given security behaviours will give an
indication of their security behavioural profile. For example, a user with low levels of
information security awareness and low levels of intention is more likely to be a detrimental
mobile phone misuser. The user behavioural profiles (Intentional destruction, Detrimental
misuse, Dangerous tinkering, Naïve mistakes, Aware assurance and Basic hygiene) are
defined and described in Table 6-4 below.
Table 6-4: Two-factor taxonomy of mobile phone user security behaviours (adapted from Stanton et al., 2005)
Awareness Intentions Profile
High Low Intentional destruction
Low Low Detrimental misuse
Medium Neutral (Medium) Dangerous tinkering
Medium Neutral (Medium) Naïve mistakes
High High Aware assurance
Low High Basic hygiene
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6.5 Conclusion
This Action Research study involved the implementation of two interventions (awareness
campaign and information security workshops/lectures) aimed at changing the information
security awareness of the students participating in this study. Questions asked in the
questionnaire were used to determine participant levels of awareness and behavioural intent.
These two constructs are applied to the proposed framework to give an indication of
individual/group information security culture.  The calculated values are used to determine
the extent of the change which is a result of improved information security awareness. The
framework proposed in this study is based on theoretical principles.  The relevance of the
framework to the student mobile phone information security context was validated by
applying it to the data collected in the action research cycles to track observable changes in
levels of student information security awareness and behavioural intent.  The information
security culture (profile) is determined based on the students’ level of information security
awareness and their behavioural intent.
The definition of the problem addressed by this study referred to a possible link between
information security awareness and behaviour of student mobile phone users. The existing
theoretical models discussed in this chapter clearly outline where each construct included in
the proposed information security behaviour profiling framework is derived from and how it
can be applied in addressing the research questions. The proposed framework directly
addressed the research problem by analysing the relationship between level of awareness
and the level of behavioural intent. By plotting the student mobile phone user ratings for
these constructs on the proposed framework, student mobile phone user information security
behaviour profiles can be determined. This study’s main question is addressed by tracking
these ratings over a period of time after implementing an information security intervention.
The next chapter presents the findings of the empirical data collection phase of this study.
155
CHAPTER 7: RESEARCH FINDINGS
This chapter presents a summary of the empirical data collected in the study. Statistical
tests, such as Cronbach’s Alpha, and Correlation Analysis, were used to analyse the data in
this study. Some of the data was summarised by using diagrammatic representations such
as bar or pie charts and scattergrams.
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7.1 Introduction
The objective of the study was to develop a framework which can be used to explain the
relationship between information security awareness and behavioural intent as factors that
contribute to student mobile phone user information security culture, and to forecast the
information security behaviour profiles of student mobile phone users. Ideal information
security behaviour is characterised by student mobile phone users’ possessing high levels of
information security awareness coupled with high levels of information security behavioural
intent. The Action Research design applied in this study resulted in the implementation of
two awareness interventions with the required primary data being collected in three cycles.
This chapter contains an analysis of the data collected for the study. The discussions in this
chapter are based on the conceptual model used in the structuring of the research questions
and aligning these research questions with the questions asked in the questionnaire (cf
Figure 7.3-1).
In meeting the objective of this study, a literature foundation was laid from Chapters 1 to 4
which provided a detailed discussion on information security threats, information security
management and information security culture. The research design and methodology was
discussed in Chapter 5, followed by a presentation in Chapter 6 of the framework proposed
in line with the main objective of this study. A combination of the inferences made from the
discussions of literature combined with the empirical data presented and applied to the
proposed framework will be used in this chapter to answer the main research question.  The
main research question was divided into three sub-research questions and by answering
these sub-questions the main research question will be addressed (cf 7.3.1).  This chapter
presents the data obtained from two of the primary data sources, namely the questionnaires
and observations. The chapter firstly provides a profile of the student mobile phone users in
the developmental university, followed by a discussion on how the research questions and
instruments were applied to this development environment. The findings from the
questionnaire distributed to students during the three cycles of the Action Research study
follow.  The relevant findings from this questionnaire in relation to the stated research
questions are then analysed. The specific, relevant findings from the participant
observations in relation to research sub-question 2 are also discussed (cf 7.4.2). Finally, the
framework proposed in Chapter 6 is validated by applying it to the data collected in this
study.
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The profile of students based on the questions asked that generated demographic data (e.g.
age, gender) is summarised in the next section. To create evidence driven understanding of
the student mobile phone user in a developmental university, a profile of the study population
based on the data collected is summarised in the next section.
7.2 Background of the Developmental Environment
Chapter 5 provides details on how this study was conducted amongst students in a
developmental university in South Africa. As discussed in Chapter 2 (cf 2.3), the
environment is a unique attribute that will affect the awareness, behavioural intent and thus
information security culture of student mobile phone users. Characteristics of the
developmental environment were also highlighted in Chapter 2.  The information summarised
in this section is used to create an evidence based profile of the student mobile phone user in
the developmental environment. Purposive sampling was used to select study participants.
Using purposive sampling, the students were selected according to the researcher’s deemed
appropriateness and relevance to the topic area (David and Sutton, 2004). The researcher’s
choice of sample was based on the Action Research design used in this study, where the
researcher, who is a lecturer of the participating students at the university, conducted the
study amongst 2nd year students enrolled for the BIS course at the university.
Statistics are used in research to provide numeric descriptions of a population and are
usually based on a sample of that population (Chambliss and Schutt, 2003). Descriptive
statistics (describe the distribution of and relationship between variables) are useful for
describing the results of measuring single variables or for constructing and evaluating multi-
item scales (Chambliss and Schutt, 2003). In other words, descriptive statistics are
concerned with organising and summarising the data at hand in order to render it more
comprehensible (Mouton, 1996). Descriptive statistics may be divided according to the
number of variables on which the researcher focuses, for example univariate analysis,
bivariate analysis or multivariate analysis (Mouton, 1996). Univariate “images” or “pictures”
of data may take various forms, including frequency and percentage tables, graphs, charts
and statistical indexes (Mouton, 1996, p. 163).
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The specific techniques used depend on the level of measurement of the variable.
Nominal/ordinal level data allows for certain techniques (frequencies, percentages), whereas
interval level data allows for more powerful statistical analysis (calculating means, standard
deviations (std)) (Mouton, 1996). Descriptive statistics summarising the demographic and
contextual data collected was used to create the respondent profile presented in this section.
While Chapter 2 discussed the university environment in detail, specific questions were
asked in order to gain a sound understanding of the population in question. These questions
were related to the respondents’ age, gender, computer training, mobile phone ownership
and mobile phone use. Their responses from the data collected are summarised in the
following tables.
A total of 92 (representing the total number of students registered for the programme)
students participated in this study and their demographic profile is summarised as follows:
Table 7-1: Age and gender of the participants
Participant's gender
%Female (N) Male (N)
Participant's age
category/grouping.
Below 20 8 2 11
20–25 46 27 79
26–30 3 3 7
31–40 0 2 2
Above 40 0 1 1
Total 57 35 100
Table 7-1 above reveals that the majority (79%) of the participants were in the 20 to 25 age
group with 63% of all the participants being female students and only 37% male students. A
mere 11% were below 20 and the remainder were above 26 years of age.
Table 7-2 below summarises the data which was gathered relating to the participants’
computer competency and their mobile phone ownership. Fifty-two percent of the
participants had not ever received computer training prior to enrolling at the university.
However, 23% had received computer training in high school while only 15% had received
computer training as part of a previous qualification. When asked to rate their general level
of computer skills, only 8% were confident about their computing abilities and rated their
skills level as “High”; 44% considered their computer skills to be “Average”, while the rest
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rated themselves as either “Low” (28%) or “Very Low” (21%). With regards to their choice of
mobile phone brand, Nokia (60%) was the most popular followed by Blackberry (21%), 11%
of the participants owned Samsung mobile phones, while the remaining 8% owned other
brands (e.g. HTC, Vodafone, and Other).
Table 7-2: Participants’ computer skills and mobile phone ownership
N %
Have you received prior computer training?
Never received computer training before enrolling at
university
48 52
In high school 21 23
Short course 6 7
Part of previous qualification 14 15
Other 3 3
Total 92 100
How would you describe your general level of computer skills?
Very low ‒ I had never used a computer before university 19 21
Low ‒ I perform simple, repetitive tasks only 26 28
Average ‒ I am able to cope with general computer tasks 40 44
High ‒ I am able to use a number of computer
applications to perform specialised tasks
7 8
Total 92 100
What brand of the mobile phone do you currently own?
Blackberry 19 21
Nokia 55 60
HTC 1 1
Samsung 10 11
Vodafone 3 3
Other 3 3
No response 1 1
Total 92 100
Questions were asked to determine the usage habits and information security related
behaviours of the participants. The participant responses to these questions are summarised
in this section.
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Table 7-3: Mobile phone applications used by the participants (n = 92)
Percentage of Yes answers
N %
Do you access the Internet through your mobile phone? 82 89
Have you used Twitter on your mobile phone? 15 16
Have you used Mixit on your mobile phone? 67 73
Have you used Google SMS on your mobile phone? 25 27
Have you used Facebook on your mobile phone? 73 79
Have you used WhatsApp on your mobile phone? 52 57
I do not use any mobile applications on my mobile
phone.
3 3
I have used other apps, not Twitter, Mixit, Google SMS,
Facebook or WhatsApp.
6 7
The results (Table 7-3) show that the use of mobile phone applications among the student
population group was diversified with varying numbers of the population using any given
application. While 89% confirmed using their mobile phones for accessing the Internet, less
than 3% stated that they did not use any applications on their mobile phones. The results for
social networking applications were similar to the results cited in the previous sentence with
the highest number using Facebook (79%), followed by Mixit (73%), WhatsApp (57%),
Google SMS (27%), and Twitter at 16%. It emerged that 7% of the participants used other
applications in addition to those listed in the questionnaire such as 2go, PEPtext and
BlackBerry Messenger (BBM).
The findings presented in this chapter are organised mainly into three sections according to
the study’s three sub-research questions.
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7.3 Contextualising the Research Questions and Instruments
The main question addressed by this study was divided into three sub-research questions.
This section discusses how these questions were applied to the study context in relation to
the research instrument, data collection and study findings.
7.3.1 Research questions
The main research question in the study is: To what extent does information security
awareness influence the security culture of student mobile phone users in a
developmental university? This question was addressed by answering the associated sub-
research questions:
1. How aware are student mobile phone users in a developmental university of mobile
phone information security threats?
2. How can information security management principles be used to understand the
mobile phone information security behavioural intentions of students in a
developmental university, and in mitigating the threats to student mobile phone
information confidentiality?
3. How can information security awareness be used to influence the development of an
information security culture amongst student mobile phone users in a developmental
South African university?
Two key concepts are referred to in the main research question, namely: information security
awareness and information security culture. In view of the considerable amount of research
on the topic of information security awareness (cf. Chapter 3), this concept is the more
popular researched topic of the two, while information security culture, as a more elusive
term than information security awareness, has not generated as much interest in the area of
information security, especially in the context of the private mobile phone user in a
developmental university context. As discussed in Chapter 4, culture may manifest in
various forms, including shared beliefs, values, customs, behaviours and artefacts. This
study explores information security culture in the context of the information security
behaviours exhibited by the student mobile phone users. Thus for the purposes of this study,
the second component, “information security culture”, is directly linked to the information
security behaviour of student mobile phone users as it is addressed by the third sub-research
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question. As discussed in Chapter 3, according to the Theory of Planned Behaviour (TPB),
actual behaviour is preceded by the intention to act in a particular manner (i.e. behavioural
intent).
The sub-research questions were aimed at providing an environmental and contextual
overview of the fundamental principles related to this study. These three sub-research
questions were based primarily on existing literature, and selected focus areas of possible
threats which could affect the information security of student mobile phone user were
included as questions in the research instrument. The main research question offers an
insight into the study by providing quantitative data which may be used in directly answering
the research problem posed in the study. The following diagram outlines how the research
questions may be mapped to the actual data collected.
Figure 7.3-1: Linking findings to research questions
QUESTION What tomeasure? Link to findings
Measurement
factors Link to findings
Objective
(measurement)
Questionnaire
reference
Sub-Q1: How aware are student
mobile phone users in a
developmental university of mobile
phone information security threats?
8-11
Sub-Q2: How can information
security management principles be
used to understand the mobile
phone information security
behavioural intentions of students in
a developmental university, and in
mitigating the threats to student
mobile phone information
confidentiality?
19-25
Sub-Q3: How can information
security awareness be used to
influence the development of an
information security culture amongst
student mobile phone users in a
developmental South African
university?
1. Level of
awareness
Knowledge
Level of
awareness
(knowledge of
security concepts)
12-18
Attitude
How do student
mobile phone
users feel about
the topic?
31-35
Perceived
Behaviour
Intent
How do student
mobile phone
users behave
(security related
behaviour)?
19-25
2. Behavioural
intent
Attitude
What drives
behaviour?
31-35
Subjective
norms 36-40
Perceived
behavioural
control
41-46
Descriptive StatisticsInferential Statistics
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7.3.2 Research instruments and data interpretation
The primary instrument used to collect data in this study was a questionnaire.
However, observations were also used to monitor student mobile phone user
responses to phishing SMSes that were sent.
7.3.2.1 Observations
In addition to questions in the main research instrument, a phishing text message was
sent to the respondents at two points in the study. The first message was sent before
any interventions were implemented, and the last message was sent after the last
intervention was executed.  The SMSes were used to determine actual behaviour of
respondents, and it gave a good indication of the students’ existing mobile information
security behaviours. Based on the results of the initial SMS observations, the
participants were classified according to two groups (Group A and Group B). The
group that did not respond to the initial phishing SMS was classified as Group A.  The
group that initially exhibited unsafe information security behaviour by responding to the
phishing SMS was categorised as Group B. The relevance of this classification is only
referred to during the framework application/validation section of this chapter.
7.3.2.2 Questionnaire
The findings discussed in this chapter are primarily based on the results collected from
questionnaire which was administered to a group of university students in the
developmental university. The same student population group was monitored
throughout the duration of the data collection phase of the study, and the same
questions were asked prior to the interventions and after each intervention. It is
important to note that administering the questionnaire and the planned interventions
were not concurrent actions and 4-8 weeks elapsed between the two events.  The
questions in the questionnaire were aligned to answering the research questions.  The
summaries below give an indication of the associations between specific questions in
the questionnaire and the overall study questions/sub-questions:
Main research question: To what extent does information security awareness
influence the security culture of student mobile phone users in a developmental
university?
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The main research question was addressed by responding to the sub-research
questions below.
Questionnaire (question 12 – 46):
Questions asked in the questionnaire were used to determine participant levels of
awareness and behavioural intent. These two constructs are applied to the proposed
framework to give an indication individual/group information security culture.  The
calculated values are used to determine the extent of the change which is a result of
improved information security awareness.
Sub-research question 1: How aware are student mobile phone users in a
developmental university of mobile phone information security threats?
Questionnaire (question 8 – 16):
The respondents’ responses to these specific questions relating to the type of functions
and tasks they use their mobile phone for were used to determine how students
become vulnerable to information security threats. Questions relating to students’ use
of mobile Internet, messaging and social media applications were asked.
Sub-research question 2: How can information security management principles be
used to understand the mobile phone information security behavioural intentions of
students in a developmental university, and in mitigating the threats to student mobile
phone information confidentiality?
Questionnaire (question 19 – 25)
Chapter 3 describes information security management as efforts aimed at protection of
information by proactively managing associated risks, threats and vulnerabilities.
Question were posed to the respondents which focused on their general mobile phone
information security behaviours that could possibly result in information security risks,
threat or vulnerabilities.
Sub-research question 3: How can information security awareness be used to
influence the development of an information security culture amongst student mobile
phone users in a developmental South African university?
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The Action Research study involved the implementation of two interventions
(awareness campaign and information security workshops/lectures) aimed at changing
the information security awareness of the students participating in this study.
Proposed framework (chapter 6):
The framework proposed in this study is based on the literature study.  The relevance
of the framework to the student mobile phone information security context was
validated by applying it to the data collected in the action research cycles to track
observable changes in levels of student information security awareness and
behavioural intent. The information security culture (profile) is determined based on the
students’ level of information security awareness and their behavioural intent.
The next section details the calculations performed to determine the values for each
construct plotted on the proposed framework, and the criteria used in interpreting the
findings.
7.3.2.3 Interpreting the data
A unique attribute of the framework proposed in this study is the ability to quantify not
only student levels of information security awareness, but also their information security
behavioural intentions. The values calculated for two of the main constructs
(awareness and behavioural intent), are obtained by applying weightings to scores
calculated by analysing participant responses to questions relating to each construct of
the framework. These scores are then used to determine the values for two of the main
constructs used in the framework.
The main constructs in the framework proposed in this study, Awareness and
Behavioural Intent, are made up of a number factors.  Examples of questions asked in
the questionnaire relating to each of the factors are detailed below.
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Table 7-4: Questions asked relating to framework factors
Constructs Factors Questions
Awareness
Knowledge ‘12.Phishing is: (Tick only the correct answer)’
Attitude ‘31.I feel that storing passwords/ATM PINs on my
mobile phone is safe.’
Perceive Behavioural
Intent
‘20. Do you put a password/pin code on your
phone to protect it? (not the pin on your SIM card)’
Behavioural
Intent
Attitude ‘31.I feel that storing passwords/ATM PINs on my
mobile phone is safe.’
Subjective norms ‘36.Most people who are important to me think
that installing antivirus software on my mobile
phone is a good idea.’
Perceived behavioural
control
‘41.I am confident that I can check whether my
mobile phone has antivirus software installed.’
The calculations as well as the weights attributed to each factor to determine the
constructs are henceforth discussed.
Awareness (LA):
The calculations used for assessing levels of awareness is made up of three factors
(knowledge, attitude and behaviour) are presented in
Table 7-5 below.
Table 7-5: Level of awareness measurement factor weighting
What to
measure?
(Calculation)
Measurement
factors Calculating the sum for each factor:
Questionnaire
reference
LA
K
=SUM(IF(Q12=4,
1,0)+IF(Q13=3,1,0)+IF(Q14=1,1,0)+IF(Q15=4,1,0)+IF(Q
16=1,1,0)+IF(Q17=4,1,0)+COUNTIF(Q18a:Q18r,1)+CO
UNTIF(Q18a:Q18r,2))
12-18
A
=SUM(IF(OR(Q31=1, Q31=2), 1,0)+IF(OR(Q32=3,
Q32=4),1,0)+IF(OR(Q33=3, Q33=4),1,0)+IF(OR(Q34=1,
Q34=2),1,0)+IF(OR(Q35=1, Q35=2),1,0))
31-35
PBI
=SUM(IF(AP2=1,1,0)+IF(AQ2=1,1,0)+IF(AR2=1,1,0)+IF(
OR(AS2=2, AS2=4,
AS2=5),1,0)+IF(AU2=4,1,0)+IF(AV2=2,1,0))
19-25
An example of how these calculations were applied is provided below:
Questions 12 to 18 of the questionnaire were related to the factor ‘knowledge.’
Selection of responses which demonstrated that the participant understood different
information security related terms and concepts was coded as ‘1’ or alternatively a ‘0’
168
was assigned in cases where the participant showed lack of understanding. The total
value for knowledge was obtained by adding all the correct (showed an understanding
of term/concept) responses given by the participants.
The scores calculated for knowledge, attitude and behaviour are then used in the
calculation for level of awareness. The following predetermined weights are then
applied to these factors. The weights applied (cf 6.3.2) are as those suggested by
Kruger and Kearney (2006):
Behaviour = 50%
Attitude = 20%
Knowledge = 30%
Therefore: LA = ((K X 0.3) + (A X 0.2) + (B X 0.5))
To form associations between the level of awareness and the behaviour profiles
proposed in the framework, the calculated awareness values must be interpreted in an
understandable and consistent manner.
Behavioural intent (BI):
The calculations used for assessing students’ behavioural intention which is made up of
three factors (attitude, subjective norms and perceived behavioural control) are
presented in
Table 7-6 below.
Table 7-6: Behavioural Intent measurement factor weighting
What to
measure?
(Calculation)
Measurement
factors Calculating the sum for each factor:
Questionnaire
reference
BI
A
=SUM(IF(OR(Q31=1, Q31=2), 1,0)+IF(OR(Q32=3,
Q32=4),1,0)+IF(OR(Q33=3, Q33=4),1,0)+IF(OR(Q34=1,
Q34=2),1,0)+IF(OR(Q35=1, Q35=2),1,0))
31-35
SN
=SUM(IF(OR(Q36=3, Q36=4), 1,0)+IF(OR(Q37=1,
Q37=2),1,0)+IF(OR(Q38=1, Q38=2),1,0)+IF(OR(Q39=3,
Q39=4),1,0)+IF(OR(Q40=1, Q40=2),1,0))
36-40
PBC
=SUM(IF(OR(Q41=3, Q41=4), 1,0)+IF(OR(Q42=3,
Q42=4),1,0)+IF(OR(Q43=1, Q43=2),1,0)+IF(OR(Q44=1,
Q44=2),1,0)+IF(OR(Q45=1, Q45=2),1,0))+IF(OR(Q46=1,
Q46=2),1,0)
41-46
An example of how these calculations were applied is provided below:
169
Questions 41 to 46 of the questionnaire were related to the factor ‘perceived
behavioural control.’ Selection of responses which demonstrated that the participant
was of the opinion that they had control over different information security related
behaviours was coded as ‘1’ or alternatively a ‘0’ was assigned in cases where the
participant indicated that they had little control over these behaviours. The total value
for perceived behavioural control was obtained by adding all the affirmative (supported
the position that they had control over their own information security related
behaviours) responses given by the participants.
The scores calculated for attitude, subjective norms and perceived behavioural control
are then used in the calculation for level of behavioural intention.  Averages were used
in determining the weights for these behavioural intention related factors.  Use of
averages was deemed to be appropriate for the purposes of this study because
changes are observed across a minimum of two separate points in this action research
study.  The following predetermined weights are then applied to these factors:
Weighted as follows based on equal weighting (cf 6.3.3):
- Attitude                                            =    33.33%
- Subjective norms                            =    33.33%
- Perceived behavioural control        =    33.33%
Therefore: BI = ((A X 0.33) + (SN X 0.33) + (PBC X 0.33))
To form associations between the level of behavioural intent and the behaviour profiles
proposed in the framework, the calculated behavioural intent values must be
interpreted in an understandable and consistent manner.
Interpretation of the LA and BI scores:
An explanation of how the awareness scores calculated using formulas in
Table 7-5 above and the behavioural intent scores calculated using formulas in
Table 7-6 can be interpreted is provided in the table below. Table 7-7 is based on the
propositions made in Chapter 6 (cf Table 6-4).
170
Table 7-7: Level of awareness/behavioural intent weighting interpretation
Level of Awareness (LA) Measurement %
High 75 - 100
Medium 60 - 74
Low 0 - 59
To examine the relationships between the factors of the proposed framework, the
findings from each Action Research cycle are presented in the ensuing sections, with
further detailed discussions related to these findings presented in the next chapter
(Chapter 8).
The next section provides a brief discussion of how the findings were used to address
the questions posed in this study.
7.4 Addressing the Research Questions
The main question in this research study was divided into three sub-questions.  This
section outlines the answers for each sub-question. Addressing each sub-question
partially answers the main research question.  The main question in this study is fully
addressed as all the sub-questions answers are summarised and presented below.
Data collected observations and the questionnaire was categorically aligned to each
question and the findings are analysed in this section.
The questionnaire was used to collect primary data in all three cycles of this Action
Research (AR) study. Data collected through observations was aligned to addressing
only the second sub-research question. The following table shows how the data
collected from the observations and AR cycles was used in answering these questions:
Table 7-8: Mapping findings to questions
Source of data Sub-question 1 Sub-question 2 Sub-question 3
AR Cycle 1 7.4 7.5.1 7.6.1
AR Cycle 2   7.6.2
AR Cycle 3   7.6.3
Observations  7.5.2 
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The following section presents the findings from the first cycle of the study, which are
subsequently used as a baseline reference point when comparing the results after the
interventions cycle 2 and cycle 3 of this study. An analysis of the first sub-research
question is presented below.
7.4.1 Analysis of Sub-research Question 1
The first sub-question posed in the study was: How aware are student mobile phone
users in a developmental university of mobile phone information security
threats? The answer to this question was obtained from the questions in cycle 1 of the
study (before the intervention).
The student mobile phone users’ level of awareness is based on three factors (cf
6.4.1): Knowledge (K), Attitude (A) and Behaviour (PBI). The following section
summarises responses relating to each of these factors.
7.4.1.1 Level of Awareness (LA)
A summary of the findings associated with the awareness related factors (knowledge,
attitude and behaviour) is presented in this section.
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Knowledge (K)
The following graphs summarise the responses to questions 12-18 which constitute the
Knowledge factor:
Figure 7.4-1: Definition of Phishing
Figure 7.4-1 shows that the majority (63%) of the participants had indicated that they
did not know what the term phishing meant, while (5%) only selected the correct
answer in the multiple choice scale. The fact that the remaining answers were partially
correct shows that 32% of the participants were familiar with the term.
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Figure 7.4-2: Definition of spam
It emerged that 57% of the respondents (Figure 7.4-2) knew the correct definition of
spam; 16% stated that they did not know what spam was, while 27% of the participants
selected the incorrect responses.
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Figure 7.4-3: Definition of antivirus
It emerged that the participants knew (Figure 7.4-3) what antivirus software is used for
with 89% of the respondents selecting the correct answer. However, 4% did not know
what antivirus is and 7% selected incorrect answers.
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Figure 7.4-4: Uses for Bluetooth
The results show that 34% of the participants were aware of the possible uses of
Bluetooth (Figure 7.4-4) and of the remaining 64% answers were partially correct.  Two
percent stated that they did not know what Bluetooth is used for.
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Figure 7.4-5: Some information on my mobile phone is stored on a memory card
Figure 7.4-5 that shows a small percentage (7.61%) of the participants stated that
some information on their mobile phones was not stored on a memory card. This could
be seen as a possible indicator of poor knowledge relating to what a memory card is
used for by mobile phone users whose mobile phone have a memory card. The
expected answer was ‘Yes’ (82.6%) for all mobile phones with memory card or,
alternatively, as was the case with 9.78% of the respondents, the mobile phone did not
have a memory card.
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Figure 7.4-6: What is a phone lock code
The correct answer was selected by 27% of the participants (Figure 7.4-6) while the
remaining participants 72% selected partially correct answers.  One percent stated that
they did not know what a phone lock code is.
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The following table summarises the responses to question 18:
Table 7-9: Participants' knowledge of information security terms (n = 92)
Understand what
it means
Heard about,
but do not
understand
Never heard
the term
Virus/Worm 79.1% 19.8% 1.1%
Trojan Horse 9.1% 18.2% 72.7%
Spam 54.7% 43.0% 2.3%
Social engineering 18.4% 52.9% 28.7%
Phishing 12.9% 37.6% 49.4%
Pharming 14.4% 31.1% 54.4%
Identity theft 52.8% 33.7% 13.5%
Key loggers 12.5% 36.4% 51.1%
Botnets 5.4% 21.7% 72.8%
Zombies 26.4% 29.7% 44.0%
Denial of service 27.9% 31.4% 40.7%
Packet sniffers 9.0% 27.0% 64.0%
Hacker 48.3% 21.3% 30.3%
Zero day attacks 12.4% 23.6% 64.0%
Cracker 30.0% 31.1% 38.9%
Malware 18.5% 23.9% 57.6%
Table 7-9 contains a summary of the participants’ responses on a 3 point Likert scale
assessing their knowledge of various common information security terms. The results
showed that certain terms were understood by more than fifty percent of the
respondents, namely: Virus/Worm (79%), Spam (55%), and Identity theft (53%). On
the other hand, the following terms were understood by less than 50% of the
respondents who had good knowledge of their meanings: Trojan Horse (9%), Social
engineering (18%), Phishing (12%), Pharming (14%), Key loggers (13%), Botnets (5%),
Zombies (27%), Denial of service (28%), Packet sniffers (9%), Hacker (48%), Zero day
attacks (12%), Cracker (30%), and Malware (19%).
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Attitude (A)
The following table summarises the responses to questions 31-35 which constitute the
Attitude factor:
Table 7-10: Attitude factor (cycle 1) n = 92
Strongly
disagree
Disagree Agree Strongly
agree
Do not
know
I feel that storing passwords/ATM PINs
on my mobile phone is safe.
30.4% 9.8% 29.3% 27.2% 3.3%
It would cause me considerable worry
and concern if I discovered that my
mobile phone did not have antivirus
software installed.
4.4% 27.5% 36.3% 18.7% 13.2%
If I password protect (lock) my mobile
phone my private information is
protected.
5.5% 7.7% 45.1% 31.9% 9.9%
If I download ringtones/games from a
subscription (paid for) service via SMS
my on mobile phone it is safer than
downloading them from the Internet.
19.8% 34.1% 17.6% 6.6% 22.0%
It is better (safer) to download a file (e.g.
music, video, pictures) using Bluetooth
from another mobile phone.
6.6% 12.1% 42.9% 29.7% 8.8%
The 5 point Likert scale, which was used (Table 7-10) to determine whether the
participants’ attitudes towards safe information security behavioural practises, revealed
that overall their attitudes did not convincingly support safer behavioural practises. The
areas in which the majority indicated a positive attitude towards information security
safety related to “Use of antivirus” (55%), “Password locking” (77%), and “Subscription
service vs Internet download” (54%). However, 57% of the participants indicated the
unsafe behaviour of “storing passwords/ATM PINs”, while 73% incorrectly assumed
that downloading from another phone via Bluetooth was safer than downloading from
the Internet.
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Perceived Behavioural Intent (PBI)
Specific questions in the research instrument contained questions aimed at assessing
the participants’ perceived information security related behaviour. The answers to
these questions are presented in the graphs below.
The following graphs summarise the responses to questions 19-25 which constitute the
Perceived Behavioural Intent factor:
Figure 7.4-7: Mobile phone lost or stolen
Figure 7.4-7 shows that 45% of the participants had never lost a mobile phone, 30%
had lost a mobile phone at least once, and 25% had lost a mobile phone more than
once.
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Figure 7.4-8: Participants who put a password/pin on their mobile phones
Figure 7.4-8 shows that 70% of the participants indicated that they password protected
their mobile phones, while only 30% indicated that they did not put a password/pin on
their mobile phones.
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Figure 7.4-9: Do you lend your mobile phone to others
Figure 7.4-9 reveals that the majority (48%) of the participants would lend their mobile
phone to someone if they were present while the person used the phone; 35% would
unconditionally lend their mobile phones to someone else, while 17% only would not
lend their phones to others.
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Figure 7.4-10: Response to email/SMS that appears to be from the bank asking you to confirm personal details
When encountering a suspicious email/SMS, 84% selected options (Figure 7.4-10)
which could be deemed safe behavioural practises, including “ignoring the email/SMS”
(52.17%) or “phoning the bank to verify” (31.52%).  However, 8.7% of the respondents
would respond to the email/SMS as long as the bank’s logo and address appeared on
the email. Seven percent of the respondents would copy the behaviour (safe or
unsafe) of their classmates.
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Figure 7.4-11: Do you download software/files to your mobile phone
While 26% (Figure 7.4-11) of the participants stated that they did not download
software/files to their mobile phones and 14% were not sure whether their phones
could perform downloads, the remaining 60% used their mobile phones to download
applications, ringtones, logos and games.
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Figure 7.4-12: Does your mobile phone have an antivirus installed
Figure 7.4-12 shows that 43% of the participants stated that they did not know whether
antivirus software was available for their mobile phones; 20% claimed to know that an
antivirus was available for mobiles but they did not know how to use it; another 29% of
the participants indicated that their mobile phones did not have antivirus capabilities,
and 8% claimed to have antivirus software installed on their mobile phones.
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Figure 7.4-13: Do you keep sensitive data on your phone
Figure 7.4-13 shows that 54% of the participants did keep sensitive data on their mobile
phone while 56% did not.
Overall level of awareness
To determine overall student levels of information security awareness amongst student
mobile phone users, this study relied on Kruger and Kearney’s (2006) methods for
calculating level of awareness (LA). Values were calculated for individual levels of
Knowledge (K), Attitude (A) and Perceived Behavioural Intention (PBI). The K, A and
PBI of the group of participants values for the factors were determined to be: K (50%),
A (48%) and PBI (51%).  These figures gave an indication of the number of correct
responses to the knowledge related questions and responses which were associated
with positive information security behavioural intentions. The individual values were
applied to a formula (cf.7.3.2.3) which gives a result for individual level of awareness.
These results are summarised in Table 7-11 below.
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Table 7-11: Overall level of awareness
Table 7-11 shows that 79 students representing 86% of the participants had LA scores
ranging between 0 –59 percent and were thus considered to have low levels of
information security awareness. Only 1% of the participants met the criteria for the
‘high’ (75- 100 %) levels of awareness and 13% into the ‘medium’ (60 – 74 %)
categories respectively.
7.4.1.2 Summary and interpretation for sub-research question 1
The participants’ level of mobile phone information security awareness based on their
knowledge, attitude and perceived behavioural intent was considered in response to
the first sub-research question. The results showed that the participants were generally
knowledgeable about virus/worm related threats and the correct application of antivirus
software. However, specific knowledge of other security terms (e.g. Trojan horse,
phishing, zero day attacks and botnets) was very poor. With the exception of using a
password lock on their mobile phone where 77% of the students supported this
practise, the students’ attitude towards information security favoured ‘unsafe’
information security practises for approximately half of the participants in cases like:
storing ATM PINs on mobile phone; installing antivirus on mobile phone, downloading
1
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ringtones/games. Also very few (19%) of the participants had any reservations about
downloading files via Bluetooth. Analysis of the questions relating to students’
perceived behavioural intent hinted at some association between attitude and
perceived behavioural intent. Physical security of the mobile phone was an uncommon
problem with 45% of the students having never lost a mobile phone and only 25%
indicating that they had lost a mobile phone more than once. Seventy percent of the
participants used password locks on their mobile phones. The most common
behaviour related information security challenges were linked to ‘lending the mobile
phone to others’ and ‘downloading software/files’. Eighty three of the participants lend
their mobile phones to others and 61% download software/files using their mobile
phones. Students’ knowledge of information security relating to the focus areas
identified in this study was found to be low with the participants averaging at 50% for
the correct responses relating to ‘Knowledge’. Whereas the average score for the
factor ‘Attitude’ for the group was determined to be 48% and Perceived Behavioural
Intent was 51%.  The calculated (based on the Kruger and Kearney (2006) approach)
initial overall level of awareness for the study population was low for 70% of the
participants. The next section addresses the second sub-research question.
7.4.2 Analysis of Sub-research Question 2
The second sub-research question was: How can information security management
principles be used to understand the mobile phone information security
behavioural intentions of students in a developmental university, and in
mitigating the threats to student mobile phone information confidentiality?
The answer to this question was obtained from the questions in cycle 1 of the study
(before the intervention) and the observation findings.
The student mobile phone users’ behavioural intent is based on three factors (cf 6.4.1):
Attitude (A), Subjective Norms (SN) and Perceived Behavioural Control (PBC).  The
following section summarises responses relating to each of these factors.
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7.4.2.1 Behavioural Intent (BI)
Behavioural Intent factors are attitude, subjective norms and perceived behavioural
control:
Attitude (A)
The same variables which were used to measure attitude in section 7.4.1.1 above also
apply in this case.
Subjective Norms (SN)
Table 7-12: Subjective norms factor (cycle 1)
Strongly
disagree
Disagree Agree Strongly
agree
Do not
know
Most of the people who are important to
me think that installing antivirus software
on my mobile phone is a good idea.
5.5% 15.4% 31.9% 25.3% 22.0%
My friends expect me to download all the
files they send to my mobile phone (via
Bluetooth, SMS, or email).
6.7% 34.8% 41.6% 9.0% 7.9%
I feel under social pressure to download
ringtones/games from subscription (paid
for) services.
20.9% 38.5% 22.0% 12.1% 6.6%
People who are important to me
encourage me to password protect (lock)
my mobile phone.
3.3% 13.2% 48.4% 26.4% 8.8%
Most people who are important to me do
not have a problem with storing sensitive
information (e.g. ATM PINs) on their
mobile phones.
18.5% 23.9% 34.8% 10.9% 12.0%
The 5 point Likert scale, which was used (Table 7-12) to determine whether those
people (e.g. friends or family) who may be in a position to influence the participants’
behaviour towards safe information security behavioural practices, revealed that overall
these people encourage safer behavioural practises. The areas in respect of which the
majority of participants indicated that the people around them encouraged safer
information security behaviour included “antivirus installation” (57%), “downloading
pressure” (60%), and “subscription service download pressure” (74%). In addition,
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57% of the participants agreed that they experienced pressure from friends to
download all the files received from them, while 55% indicted that their friends/family
did not have a problem with storing sensitive information on their mobile phones.
Perceived behavioural control (PBC)
Table 7-13: Perceived behavioural control factor (cycle 1)
Strongly
disagree
Disagree Agree Strongly
agree
Do not
know
I am confident that I am able to check whether
my mobile phone has antivirus software installed. 8.7% 14.1% 39.1% 12.0% 26.1%
I am able to set a password lock on my mobile
phone without any assistance. 8.9% 5.6% 26.7% 53.3% 5.6%
I have no choice but to download all the files sent
to me using Bluetooth. 30.0% 32.2% 22.2% 8.9% 6.7%
The decision to install antivirus software is
beyond my control. 8.8% 38.5% 15.4% 12.1% 25.3%
Whether I store sensitive information (e.g. ATM
PINs) on my mobile phone or not is entirely up to
me.
14.3% 22.0% 37.4% 20.9% 5.5%
I have no choice but to open links and
attachments received via email/SMS. 26.1% 27.2% 20.7% 8.7% 17.4%
The Likert scale, which was used (Table 7-13) to determine whether the level of control
the participants believed that they had over information security behavioural practises,
revealed that in more instances than not, the participants did believe that they had
control over their information security behaviours. The areas in respect of the majority
of the participants indicated a positive attitude towards information security safety
related to “checking whether antivirus was installed” (51%); “activating password
locking” (80%); “choice as to whether to download files received via Bluetooth” (62%),
and “opening links or attachments received via email/SMS” (53%). On the other hand,
64% of the participants were of the opinion that they had no control over “the choice of
storing sensitive information on the mobile phones”, while 58% stated that the “decision
to install antivirus” was not entirely up to them.
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Overall perceived behavioural intent
To determine overall student levels of information security perceived behavioural intent
(PBI) amongst student mobile phone users, this study relied on Ajzen’s (1991) Theory
of Planned Behaviour (TPB) methods for calculating student PBI.  Values were
calculated for individual levels of Attitude (A), Subjective Norms (SN) and Perceived
Behavioural Control (PBC).  The A, SN and PBC of the group of participants’ values for
the factors were determined to be: A (48%), SN (54%) and PBC (65%).  These figures
gave an indication of the responses which were associated with a positive attitude,
those which can be considered as having positive subjective norm information security
behaviour influences, and the number of students who consider themselves as having
control over their mobile phone information security behaviour. The individual values
were applied to a formula (cf. 7.3.2.3) which gives a result for individual level BI.  These
results are summarised in Table 7-14 below.
Table 7-14: Overall level of Behavioural Intent
Table 7-14 shows that 64 students representing 70% of the participants had BI scores
ranging between 0 – 59 percent and were thus considered to have low levels of
information security Behavioural Intent.  Only 3% of the participant met the criteria for
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the ‘high’ (75 - 100 %) levels of Behavioural Intent and 27% into the ‘medium’ (60 – 74
%) categories respectively.
The findings from the observation made on how the student mobile users responded to
the phishing SMSes sent are discussed in the next section.
7.4.2.2 Observation findings
Two anonymous phishing SMS messages were sent to the participants who provided
their mobile phone number (cf 5.5.1). Participants were requested to send personal
and private information to an unknown number. The initial phishing SMS was sent to
88 participants and their responses are summarised in the graph below.
Phishing SMS 1
Figure 7.4-14:  Participants response to phishing SMS
Figure 7.4-14 shows that 45% of the recipients responded to the SMS and disclosed
their personal details, while 55% of the respondents had received the SMS but did not
respond.
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Phishing SMS 2
Observation of student mobile phone users’ behaviour was conducted by tracking their
responses to a phishing SMS sent to all participants who provided their mobile phone
number. The first of the two SMSes was sent during cycle 1 and the last SMS was sent
in cycle 3. The graph below shows a comparison of the responses to the phishing
SMSes sent in cycle 1 and cycle 3.
Figure 7.4-15: Participant response to phishing SMS cycle 1 and cycle 3
In cycle 3 of the study a second phishing text message was sent to 90 of the
participants from a different message centre mobile phone number and only 30% of the
participants responded to the new request for different information using a different
lure. This percentage shows a fifteen percent decrease in the figure reported after the
first phishing text message was sent (cf 7.2.1.1). Figure 7.4-15 summarises the actual
change observed when comparing participants’ responses to the initial phishing text
message sent in cycle 1 and the phishing message sent in cycle 3; these are shown in
%. The researcher acknowledges that the decrease in number of students who
responded to the phishing SMS could be due to other influencing factors and is not
necessarily a result of the information security awareness interventions. The scope of
this study does not include the exploration of these causal factors, the interest of this
study remains in merely observing and quantifying the awareness and behavioural
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intent levels of the student participants.  These observation results confirm that initially
the student participants were more exposed to information security threats as a result
of their unsafe information security behaviour.
7.4.2.3 Summary and interpretation for sub-research question 2
In answering the second sub-research question, this section analysed the information
security subjective norms and perceived behavioural control of student mobile phone
users. The subjective norms relate to the extent the information security behavioural
related decisions of the student mobile phone users are influenced by other (e.g. peers
or family). The findings indicate that approximately half of the participants were of the
opinion that other people who are important to them supported safe information security
behaviours relating to: installing antivirus; downloading files/games; storing sensitive
information. The only exception was on behaviour relating to the use of ‘password
locks’ as 75% of the participants indicated that the use of passwords on their mobile
phones was encouraged by most people who are important to them. The TPB (Ajzen,
1991) suggests that the higher the students’ confidence in their ability to execute
certain tasks, the greater their intention will be to perform those tasks.  Questions
relating to the students’ perceived control in performing certain information security
related activities. Perceived behavioural control also showed similar results with the
highest number of participants (80%) indicating the most confidence in the ability to use
‘password locks’ on their phones. The average scores for students’ Attitude, Subjective
Norms and Perceived Behavioural Control were calculated to be 48%, 54% and 65%
respectively. The initial level of perceived behavioural intent of the participants was
determined to be low for 70% of the participants. The next section addresses the third
sub-research question.
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7.4.3 Analysis of Sub-research Question 3
This section details how inferential analysis was used to answer the third sub-research
question posed: How can information security awareness be used to influence the
development of an information security culture amongst student mobile phone
users in a developmental South African university?
This Action Research study involved the use of information security awareness
interventions to influence student mobile phone user information security culture.  Two
awareness interventions were implemented and students’ Level of Awareness (LA) and
behavioural intent (BI) was measured before and after each intervention. The answer
to this question was obtained by noting the changes in LA and BI based on the
questions in cycles 1, 2 and 3 of the study.
Inferential analysis is used for two purposes (Blaikie, 2010):
- to make estimates of population characteristics (parameters) from sample
characteristics (statistics);
- and to establish whether differences or relationships within the sample may be
expected, other than by chance, and thus in the population from which the
sample was drawn.
Inferential statistics addresses the types of inferences that may be made when
generalising from data, as from sample data (92 respondents in the study) to the entire
population (Mouton, 1996). Mouton (1996) encourages the use of statistical tests to
determine whether the observed frequencies reveal a true relationship between
variables in the population or whether they are simply the result of sampling error (bias)
and other random error (chance). In addition to testing whether the minimum
significance level was p< 0.05, the statistical significance provides an answer to the
question: “Have we achieved a significant result?” (Robson, 2002). Robson (2002)
cautions that contrary to opposing views, the probability given by a significance test is
not the probability that a result is due to chance. He proposes that the probability test
results indicate the likelihood of obtaining the differences which were obtained, by
chance alone, if there were no difference in the population from which the sample was
drawn, between the categories represented by the groups (Robson, 2002).
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This Action Research study allowed the research to quantify both the level of
awareness and the level of behavioural intent for each participant before and after each
intervention. This enabled the research to measure the extent of the change which
resulted after each intervention.
7.4.3.1 Cycle 1 findings
Understanding LA factors (K, A, B)
To establish the internal consistency (“reliability”) of the scales, questions relating to the
LA contributing factors Cronbach’s Alpha was used. Statistical tests were also
conducted which explored the relationships between the factors (K, A and B) that
contribute towards Level of Awareness. Correlation analysis was used to determine
the extent (if any) to which these factors can influence each other. The factors
(Knowledge (K), Attitude (A) and Behaviour (B)) were paired and are discussed in the
following sequence:
K : A
K : B
A : B
The results of the internal consistency tests for questions relating to K, A and B are
presented in Table 7-15 below. The combined effects of all the LA related constructs
(K, A and B) showed overall acceptable alpha values of α = 0.616 and α = 0.681 based
on the Cronbach Alpha standard values respectively.  Therefore the statements which
were used in the survey with respect to the student mobile phone users’ level of
awareness can be considered to be nearly reliable and consistent. According to
Nunally (1978), a Cronbach Alpha of 0.7 and above can be considered as reliable and
in this case the Cronbach Alpha is close to 0.7.
Table 7-15: Reliability statistics for level of combined awareness factors (K, A, PBI)
Cronbach's
Alpha
Cronbach's
Alpha Based on
Standardized
Items
N of Items
.616 .681 34
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Correlations between K, A and B
Table 7-16: Correlations cycle 1 (K, A, B)
K B A
K
Pearson Correlation 1 .075 .074
Sig. (2-tailed) .479 .482
N 92 92 92
B
Pearson Correlation .075 1 .099
Sig. (2-tailed) .479 .350
N 92 92 92
A
Pearson Correlation .074 .099 1
Sig. (2-tailed) .482 .350
N 92 92 92
Knowledge and Attitude
As depicted in Table 7-16, Pearson’s correlation coefficient was used to investigate the
relationship between Knowledge and Attitude of student mobile phone users. It was
found that there was a low degree of positive correlation between Knowledge and
Attitude level [r = 0.074, n = 92, p = 0.482].
Knowledge and Perceived Behavioural Intent
Table 7-16 depicts the Pearson’s correlation coefficient was used to investigate the
relationship between Knowledge and Behaviour of student mobile phone users. It
emerged that there was a low degree of positive correlation between Knowledge and
Behaviour level [r = 0.075, n = 92, p = 0.479> 0.05].
Attitude and Perceived Behavioural Intent
As shown in Table 7-16 above, a Pearson’s correlation coefficient was used to
investigate the relationship between Attitude and Behaviour. It was found that there
was a low degree of positive correlation between Attitude and Behaviour levels for both
factors [r = 0.099, n = 92, p = 0.350> 0.05].
From the above it is clear that the factors are pairwise statistically unrelated.  For
example, a student’s knowledge of information security related issues is not an
indication of their Behavioural Intent, nor is their Knowledge indicative of their Attitude.
The same applies to their Attitude and Perceived Behaviour.
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Understanding BI factors (A, SN, PBC)
To establish the internal consistency (“reliability”) of the scales, questions relating to the
LA contributing factors Cronbach’s Alpha was used. Statistical tests were also
conducted which explored the relationships between the factors (SN, A and PBC) that
contribute towards level of Behavioural Intent. Correlation analysis was used to
determine the extent (if any) to which these factors can influence each other. The
factors (Attitude (A), Subjective Norms (SN) and Perceived Behavioural Control (PBC))
were paired and are discussed in the following sequence:
A : SN
A : PBC
SN : PBC
The combined effects of all the BI related constructs showed overall acceptable alpha
values of α = 0.716 and α = 0.728.  Therefore the statements which were used in the
survey with respect to the student mobile phone users’ Behavioural Intent were found
to be reliable and consistent.
Table 7-17: Reliability statistics for combined behavioural intent factors (A, SN, PBC)
Cronbach's
Alpha
Cronbach's
Alpha Based on
Standardized
Items
N of Items
.716 .728 16
Correlations between A, SN and PBC
Table 7-18: Correlations cycle 1 (A, SN, PBC)
A SN PBC
A
Pearson Correlation 1 .362 .081
Sig. (2-tailed) .000 .443
N 92 92 92
SN
Pearson Correlation .362 1 .383
Sig. (2-tailed) .000 .000
N 92 92 92
PBC
Pearson Correlation .081 .383 1
Sig. (2-tailed) .443 .000
N 92 92 92
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Attitude and Subjective Norms
As presented in Table 7-18 above, a Pearson’s correlation coefficient was used to
investigate the relationship between Attitude and Subjective Norms of student mobile
phone users. It was found that there was a moderate degree of positive correlation
between Attitude and Subjective Norms [r = 0.362, n = 92, p = 0.000].  With p < 0.05
this correlation is statistically significant with low scores for Attitude associated with
high scores for Subjective Norms.
Attitude and Perceived Behavioural Control
As depicted in Table 7-18 above, Pearson’s correlation coefficient was used to
investigate the relationship between Attitude and Perceived Behavioural Control of
student mobile phone users. It emerged that there was a low degree of positive
correlation between Attitude and Perceived Behavioural Control [r = 0.081, n = 92, p =
0.443]. However, with p > 0.05 the result is not statistically significant.  The relationship
between these factors cannot be assumed to be related, i.e. a student’s Attitude cannot
be assumed to be related to their Perceived Behavioural Control.
Subjective Norms and Perceived Behavioural Control
Table 7-18 shows Pearson’s correlation coefficient was used to investigate the
relationship between the items to determine the level of influence between Subjective
Norms and Perceived Behavioural Control of student mobile phone users. It was found
that there was a moderate degree of positive correlation between Subjective Norms
and Perceived Behavioural Control [r = 0.383, n = 92, p = 0.000].  With p < 0.05 this
correlation is statistically significant with high scores for Subjective Norms associated
with high scores for Perceived Behavioural Control.
From the above it is clear that the factors Attitude and Perceived Behavioural Control
are pairwise statistically unrelated.  For example, a student’s Attitude towards
information security is not influenced by their Perceived Behavioural Control.  However,
the factors Attitude and Subjective Norms as well as Subjective Norms and Perceived
Behavioural Control are pairwise statistically related.  For example, a student’s
200
influence of friends or family (subjective norms) will affect a student’s Attitude and
Perceived Behavioural Control.
The survey administered during cycle 1 was used establish initial values for levels of
Awareness and Behavioural Intent. Prior to completing the second survey, participants
were part of an on-campus awareness campaign. The next section presents the
findings of the second survey was administered.
7.4.3.2 Cycle 2 findings
The findings presented in this section offer an abridged summary compared to those
presented in cycle 1 above.  This section contains the results after the first intervention.
While the detailed findings are included as appendices to this document, the change in
the scores for the individual factors was omitted in this section. This section pays
particular attention to noting the changes (if any) to the two main constructs
(Awareness and Behavioural Intent) used in the proposed framework. The level of
information security awareness is considered in the next section.
Correlations between factors relating to LA
K : A
K : B
A : B
Table 7-19: Correlations cycle 2 (K, A, B)
K A B
K
Pearson Correlation 1 .406 .601
Sig. (2-tailed) .000 .000
N 92 92 92
A
Pearson Correlation .406 1 .365
Sig. (2-tailed) .000 .000
N 92 92 92
B
Pearson Correlation .601 .365 1
Sig. (2-tailed) .000 .000
N 92 92 92
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Knowledge and Attitude
As depicted in Table 7-19, Pearson’s correlation coefficient was used to investigate the
relationship between Knowledge and Attitude of student mobile phone users. It was
found that there was a moderate degree of positive correlation between Knowledge and
Attitude level for both factors [r = 0.406, n = 92, p = 0.000]. Unlike the results in the first
cycle, i.e. before the intervention when there was not a statistically significant
relationship between these factors, there is a significant relationship after the
intervention since the p < 0.05 implying that there is a statistically significant correlation
with high scores for Knowledge associated with low scores for Attitude.
Knowledge and Behaviour
Table 7-19 depicts the results of Pearson’s correlation coefficient was used to
investigate the relationship between Knowledge and Behaviour of student mobile
phone users.  Unlike the results in the first cycle, it emerged that there was a high
degree of positive correlation between Knowledge and Behaviour level for both factors
[r = 0.601, n = 92, p = 0.000].  With p < 0.05 this correlation is statistically significant
with high scores for Knowledge associated with high scores for a positive Behaviour.
Attitude and Behaviour
As shown in Table 7-19 above, Pearson’s correlation coefficient was used to
investigate the relationship between items to determine the level of influence between
Attitude and Behaviour. Unlike the results in the first cycle, it was found that there was
a moderate degree of positive correlation between Attitude and Behaviour level for both
factors [r = 0.365, n = 92, p = 0.000].  With p < 0.05 this correlation is statistically
significant with high scores for Attitude associated with high scores for Behaviour.
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Correlations between factors relating to BI
A : SN
A : PBC
SN : PBC
Table 7-20: Correlation cycle 2 (A, SN, PBC)
A SN PBC
A
Pearson Correlation 1 .421 .399
Sig. (2-tailed) .000 .000
N 92 92 92
SN
Pearson Correlation .421 1 .476
Sig. (2-tailed) .000 .000
N 92 92 92
PBC
Pearson Correlation .399 .476 1
Sig. (2-tailed) .000 .000
N 92 92 92
Attitude and Subjective Norms
As presented in Table 7-20 above, Pearson’s correlation coefficient was used to
investigate the relationship between Attitude and Subjective Norms of student mobile
phone users. Unlike the results in the first cycle, it emerged that there was a moderate
degree of positive correlation between Attitude and Subjective Norms for both factors [r
= 0.421, n = 92, p = 0.000].  With p < 0.05 this correlation is statistically significant with
high scores for Attitude associated with high scores for Subjective Norms.
Attitude and Perceived Behavioural Control
As depicted in Table 7-20 above, Pearson’s correlation coefficient was used to
investigate the relationship between Attitude and Perceived Behavioural Control of
student mobile phone users. Unlike the results in the first cycle, it emerged that there
was a moderate degree of positive correlation between Attitude and Perceived
Behavioural Control at [r = 0.399, n = 92, p = 0.000].  With p < 0.05 this correlation is
statistically significant with high scores for Attitude associated with high scores for
Perceived Behavioural Control.
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Subjective norms and Perceived Behavioural Control
Table 7-20 presents Pearson’s correlation coefficient was used to investigate the
relationship between Subjective Norms and Perceived Behavioural Control of student
mobile phone users. It was found that there was a moderate degree of positive
correlation between Subjective Norms and Perceived Behavioural Control at [r = 0.476,
n = 92, p = 0.000].  With p < 0.05 this correlation is statistically significant with high
scores for Subjective Norms associated with high scores for Perceived Behavioural
Control.
After completing of implementation and observing the results in cycle 2, a second
intervention was executed with the same participants. The participants took part in a
series of information security lectures. The third cycle of data collection occurred after
this final intervention. The findings of cycle 3 are presented in the next section.
7.4.3.3 Cycle 3 findings
The same format adopted for analysing the results of cycle 2 was followed in this
section. The main focus remained on observing any changes to constructs Awareness
and Behavioural Intent. This section concludes by analysing the relationship between
overall Awareness and Behavioural Intent. Level of Awareness is presented below.
Relationships between LA factors
K : A
K : B
A : B
Table 7-21: Correlation cycle 3 (K, A, B)
K B A
K
Pearson Correlation 1 .022 -.176
Sig. (2-tailed) .844 .117
N 81 81 81
B
Pearson Correlation .022 1 .219
Sig. (2-tailed) .844 .050
N 81 81 81
A
Pearson Correlation -.176 .219 1
Sig. (2-tailed) .117 .050
N 81 81 81
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Knowledge and Attitude
As shown in Table 7-21, Pearson’s correlation coefficient was used to investigate the
relationship between Knowledge and Attitude of student mobile phone users. It was
found that there was a low degree of negative correlation between Knowledge and
Attitude at [r = -0.176, n = 81, p = 0.117].
Knowledge and Behaviour
Table 7-21 illustrates a Pearson’s correlation coefficient was used to investigate the
relationship between Knowledge and Behaviour of student mobile phone users. It
emerged that there was a low degree of positive correlation between Knowledge and
Behaviour at [r = 0.022, n = 81, p = 0.844].
Attitude and Behaviour
As presented in Table 7-21 above, Pearson’s correlation coefficient was used to
investigate the relationship between Attitude and Behaviour. It was found that there
was a low degree of positive correlation between Attitude and Behaviour at [r = 0.219, n
= 81, p = 0.050].
Relationships between BI factors
A : SN
A : PBC
SN : PBC
Table 7-22: Correlations cycle 3 (A, SN, PBC)
A SN PBC
A
Pearson Correlation 1 .399 .185
Sig. (2-tailed) .000 .098
N 81 81 81
SN
Pearson Correlation .399 1 .337
Sig. (2-tailed) .000 .002
N 81 81 81
PBC
Pearson Correlation .185 .337 1
Sig. (2-tailed) .098 .002
N 81 81 81
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Attitude and Subjective Norms
As illustrated in Table 7-22 above, Pearson’s correlation coefficient was used to
investigate the relationship between Attitude and Subjective Norms of student mobile
phone users. A moderate degree of positive correlation exists between Attitude and
Subjective Norms at [r = 0.399, n = 81, p = 0.000].  With p < 0.05 this correlation is
statistically significant with high scores for Attitude associated with high scores for
Subjective Norms.
Attitude and Perceived Behavioural Control
As shown in Table 7-22 above, Pearson’s correlation coefficient was used to
investigate the relationship between Attitude and Perceived Behavioural Control for
student mobile phone users. It was found that there was a low degree of positive
correlation existing between Attitude and Perceived Behavioural Control at [r = 0.185, n
= 81, p = 0.098].
Subjective Norms and Perceived Behavioural Control
As shown in Table 7-22, Pearson’s correlation coefficient was used to investigate the
relationship between Subjective Norms and Perceived Behavioural Control for student
mobile phone users. It was found that there was a moderate degree of positive
correlation existing between Subjective Norms and Perceived Behavioural Control at [r
= 0.337, n = 81, p = 0.002].  With p < 0.05 this correlation is statistically significant with
high scores for Subjective Norms associated with high scores for Perceived
Behavioural Control.
Based on the observed positive changes to participant level of Awareness and
Behavioural Intent over the duration of the study, cycle 3 was deemed to be the final
phase of this action research study. In the next section a brief overview of the
relationships between the factors at the end of cycle 3 is presented.
7.4.3.4 Summary and interpretation for sub-research question 3
Correlation analysis tests performed also confirmed the existence of relationships
between two of the constructs used in the framework. The correlation coefficients give
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an indication of whether the relationship is a positive relationship (changes to
constructs increase or decrease in the same direction) or a negative relationship
(constructs respond in opposite directions). A key assumption made in developing the
proposed framework in this study was that a relationship exists between the level of
Awareness and the level of Behavioural Intent.
Overall effects of Awareness (LA) on Behavioural Intent (BI) – is there a negative or
positive relationship?
LA : BI
Table 7-23: Correlations cycle 3 (LA, BI)
LA BI
LA
Pearson Correlation 1 .374
Sig. (2-tailed) .001
N 81 81
BI
Pearson Correlation .374 1
Sig. (2-tailed) .001
N 81 81
The value of Pearson’s product between the two factors (LA and BI) was r=.374
(p<0.05). The results show a positive correlation between level of Awareness and level
of Behavioural Intent with a statistically significant result (p < 0.05).
With the statistical tests confirming the existence of a positive relationship between the
constructs (LA and BI), the results were then applied to the proposed framework. The
scattergrams presented in the next section provide a pictorial summary of how the
framework proposed in Chapter 6 was applied in this study.
7.4.3.5 Application of proposed framework
The participants were divided into two groups based on their response to the initial
phishing (phishing SMS) text message sent to the study population. The groups
comprised those participants who responded to the SMS by providing personal data to
an unknown number (Group A), and those who did not respond to the SMS (Group B).
The grouping was used to allow easier monitoring and tracking of the study population.
The changes observed in the groups’ level of awareness and behavioural intent was
tracked over the three cycles and is presented in the scattergrams below.
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Group A
The framework proposed in Chapter 6 was applied to the findings of this study. Levels
of Awareness and levels of Behavioural Intent were calculated and plotted on a two-
factor scatter diagram. Figure 7.4-16, Figure 7.4-17 and Figure 7.4-18 map the results
of the group of participants that did not respond to the initial phishing text message sent
(cf 7.2.1.1). Over the three cycles, movement was observed in a positive direction as
more participants whose level of awareness was below fifty percent initially showed
upward movement as their awareness levels increased. Although changes in
behavioural intent are at a more modest pace, some movement in a positive direction
was also observed with the number of participants who had awareness levels below
sixty percent being notably reduced between cycle 1 and cycle 3.
Figure 7.4-16: Proposed framework applied (Group A - Cycle 1)
208
Figure 7.4-17: Proposed framework applied (Group A - Cycle 2)
Figure 7.4-18: Proposed framework applied (Group A - Cycle 3)
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Group B (Responded to initial phishing text message)
Figure 7.4-19, Figure 7.4-20 and Figure 7.4-21 map the results of the group of
participants that initially responded by replying to the phishing text message sent and
disclosing confidential information to an unknown sender (cf 7.2.1.1). Over the three
cycles, movement was observed in a positive direction as more participants whose
initial level of Awareness was below fifty percent, also showed upward movement as
participant awareness levels increased. Very modest changes in Behavioural Intent
are observed with this group.
Figure 7.4-19: Proposed framework applied (Group B – Cycle 1)
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Figure 7.4-20: Proposed framework applied (Group B - Cycle 2)
Figure 7.4-21: Proposed framework applied (Group B -Cycle 3)
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Combined (Group A and Group B)
The diagrams below depict the combined movement of Group A and Group B over the
three cycles of this Action Research study. The combined diagrams show that both the
group that responded to the phishing text message and the one that did not have
similar profiles. The most significant improvement can be observed in the increased
levels of awareness with the group that initially responded to the phishing text
message. Overall, from cycle 1 to cycle 3 improved levels of Awareness are easily
observed with minimal change in the levels of Behavioural Intent.
Figure 7.4-22: Proposed framework applied (Combined - Cycle 1)
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Figure 7.4-23: Proposed framework applied (Combined - Cycle 2)
Figure 7.4-24: Proposed framework applied (Combined - Cycle 3)
213
7.5 Conclusion
In this chapter the findings from the data collected in the survey and through
observations were presented. Presentation of the data collected was aligned to the
research questions and sub-questions addressed in this study. Descriptive statistics
were used to create a meaningful profile of the study population and inferential
statistics was used to explore the relationship between the constructs of the framework
proposed in this study. Based on the literature survey data was collected to test the
validity of the framework proposed in the study. The framework is applied by
measuring levels of information security awareness and information security behaviour
of the participants. These measurements are used in the framework to track changes of
these two constructs before and after the action research interventions.
The findings confirmed the existence of relationships with significant levels of influence
amongst the factors (Knowledge, Attitude, Perceived Behavioural Intent, Subjective
Norms and Perceived Behavioural Control) of the proposed framework. A positive
correlation between level of Awareness and Perceived Behavioural intent was also
identified. This would suggest that as one construct (level of Awareness)
increased/decreased, an increase/decrease could be anticipated in the other construct
(Perceived Behavioural Intent). While this influence correlation is deemed to be
significant, it is sufficient for the purposes of this study to acknowledge its existent
without quantifying the degree of influence.
Finally, this chapter used scattergrams to map the levels of Awareness and Perceived
Behavioural Intent of all the participants across the three cycles of the study. Cycle 1
data was used as the baseline; changes in level of Awareness and level of Perceived
Behavioural Intent were evident.  The next chapter provides a detailed discussion on
these findings.
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CHAPTER 8: DISCUSSION OF FINDINGS
In this chapter detailed discussions of the findings presented in Chapter 7 are
provided. The discussions in this chapter are aimed at critically analysing the
findings whilst linking their interpretation to the unique developmental context of this
study. The basis of these discussions is the theoretical foundation which was
discussed in the literature.
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8.1 Introduction
This research project explored the information security threats student mobile phone
users are exposed to, information security management principles, as well as
aspects of information security culture can be related to a group of student mobile
phone users in a developmental university.  In addressing the primary objective of
developing a framework which can be used to explain the relationship between
information security Awareness and Behavioural Intent as factors that contribute to
student mobile phone user information security culture, and to forecast the
information security behaviour profiles of student mobile phone users as stated in
Chapter 1, a framework was developed in Chapter 6. The framework was validated
by applying it to the primary data collected as presented in Chapter 7. This chapter
presents a summary of the key findings from the data analyses in Chapter 7 and the
preceding literature review chapters, and discusses their implications. While
research shows a growing concern for mobile device information security (Ying et
al., 2007; Alqahtani, 2013; Copeland and Chiang, 2012), student mobile phone user
information security culture (behaviour) in the developmental university environment
has not been widely researched. Therefore in this chapter the main focus of the
discussion is based on the findings from this study, based on themes or focus areas
that were drawn from literature.
These discussions initially focus on attributes of developmental university students,
followed by discussions on each of the factors applied in the framework proposed in
Chapter 6 and relating the factors to the research questions, and finally comments
are made on how the framework was applied in this study. The main research
question posed in this study was broken down into three sub-research questions.
Therefore the main research question was answered by addressing the three sub-
research questions.
The developmental university environment and student mobile phone user attributes
are discussed in the next section.
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8.2 Understanding the Developmental University Student Mobile
Phone User
The university campus creates an environment where ideally student mobile phone
users should have similar behaviour profiles, however, in relation to information
security behaviour of students in a developmental university, having limited access
to resources (at home and on campus), affordability and language pose a real
challenge for students.  Understanding the student mobile phone user profile of this
study’s population is important for interpreting the findings.
The population was made up of more female students (62%) than male students.
The average age was between 20 and 25.  The majority of these second year
students (52%) had never received computer training prior to enrolling at university
and deem themselves to be average and below average computer users.
Observing their choice of mobile phone devices being split between three brands
(Nokia, Blackberry and Samsung), it is evident that students ‘copy’/influence each
other’s mobile telephony related decisions.
Eliminating social engineering mobile phone information security threats, the
findings showed that the respondents made use of mobile phone applications which
also increases their exposure to possible threats.  In a study amongst students in
Pakistan, Ahmed and Qazi’s (2011) findings revealed that the students spent 0-2
hours a day accessing the Internet facility via their mobile phone.  Similar behaviour
was determined in this study with eighty nine percent of the student participants in
this study accessing the Internet through their mobile phones, however, probably for
shorter periods of time than their Pakistan counterparts due to bandwidth and data
costs. The more popular applications amongst this group proved to be Mixit,
Facebook and WhatsApp.  These results can be translated into the six main
application related access points (voice, SMS, Internet, Mixit, Facebook and
WhatsApp) which can result in student mobile phone users being exposed to
information security threats while using their mobile phones.  While mobile phone
applications provide access, arguably the biggest threat to mobile phone user
information security are the mobile phone users themselves. The next section
introduces a discussion aimed at addressing sub-research question 1.
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8.3 Sub-research Question 1
How aware are student mobile phone users in a developmental university of
mobile phone information security threats?
Information security awareness is adopted for application in this study as defined by
Kruger and Kearney (2006) as a construct that is made up of three factors namely:
Knowledge, Attitude and Behaviour. With the exception of Behaviour, the
descriptions of the factors Knowledge and Attitude were adopted as provided by
Kruger and Kearney (2006). Further clarification of Behaviour as a factor which
contributes to student mobile phone user information security awareness was
provided in Chapter 6 (cf 6.3.2). Thereafter the factor Behaviour was amended to
‘Perceived Behavioural Intent’. This section discusses the findings relating to
mobile phone user information security Knowledge, Attitude and Perceived
Behavioural Intent.
As discussed in Chapter 2, student mobile phone users are exposed to various
threats they may or may not be aware of. The literature also identified different
types of criminal activities which can have a direct impact on student information
security. Being enthusiastic users of new mobile telephony devices (Czerniewicz,
2010) and applications, South African students are exposed to various information
security risks and are therefore the primary mobile phone user group observed in
this study.
Further, in this study Awareness is applied as a construct that contributes to
information security culture of student mobile phone users. This scope of this study
does not include analysing the determinants of student mobile phone user
Knowledge, Attitude and Perceived Behavioural Intent, but merely measuring the
levels of these factors for application to the proposed framework.
Participants’ Knowledge influences their actions, and low levels of Awareness about
possible information security threats are possibly the most significant threat. The
responses to questions posed to assess participant Knowledge on the study focus
areas include: use of passwords, storing sensitive information, antiviruses,
downloading files and email/SMS links and these are discussed below.
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8.3.1 Knowledge
Table 8-1: Linking knowledge to study focus areas
Question Focus area
12 Use of passwords
13 Storing sensitive information
14 Antivirus
15 Downloading files
16 Email/SMS links
17
18
The participants’ knowledge of the definition of what a virus is and how antivirus
software can be used was high.  However, knowledge of the different types of virus
(malware) related threats was poor.  The correct application of mobile phone
features which can pose information security vulnerabilities (e.g. Bluetooth) and
those that can be used as countermeasures (e.g. passwords) was understood by
approximately only half the participants. Preventative measures can be instigated
to protect mobile phone user information, but if the users are not aware of them then
these security measures will be ineffective.  With only six percent of the participants
knowing what the term phishing means, the majority of the participants have a
higher risk of being a victim of a phishing attack. The literature showed that student
mobile phone users are exposed to a number of different threats that can
compromise information confidentiality.  The majority of the students were
knowledgeable of virus related threats, but they showed poor knowledge of other
threats (e.g. phishing, botnets, zombies, Trojan horses).
The findings of this study identify the relevance of Attitude as a factor which is
discussed below.
219
8.3.2 Attitude
Table 8-2: Linking attitude to study focus areas
The responses to questions relating to participants’ attitude towards information
security behaviours reinforced the areas where user knowledge was higher.  For
example, a strong positive (i.e. supported ‘safer’ behaviour) attitude towards use of
mobile phone passwords was noted, and in section 8.3.1 above seventy percent of
the participants had a basic understanding of what a mobile phone password is.  A
similar case was displayed on antivirus use where majority of the participants had a
positive attitude towards using antivirus software on their mobile phones.  Fifty four
percent were cautious of downloading files from a third party via a subscription
service, and in a paradoxical response majority (73%) of the participants saw no
problem with downloading files from an unknown phone via Bluetooth.  A substantial
number (22%) of participants did not provide a decisive answer on downloading files
from third parties, meaning that when faced with the decision, the mobile phone
user’s choice is uncertain.  Based on the participants’ responses, in certain
instances the student mobile phone users in the study population support behaviour
that can be seen as ‘unsafe’ and are therefore more likely to act on feelings.  The
two cases where this might apply is storing passwords/ATM PINs on a mobile
phone and downloading files from another mobile phone via Bluetooth.
The findings relating to Perceived Behavioural Intent as a factor that contributes to
levels of student information security awareness are discussed below.
Question Focus area
31 Use of passwords
32 Storing sensitive information
33 Antivirus
34 Downloading files
35 Email/SMS links
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8.3.3 Perceived behavioural intent
Table 8-3: Linking behaviour to study focus areas
Question Focus area
19 Use of passwords
20 Storing sensitive information
21 Antivirus
22 Downloading files
23 Email/SMS links
24
25
Following a pattern similar to section 8.3.1 and 8.3.2 above, about half of the
participants follow safe information security behavioural practises while the
remainder do not.  In analysing responses to questions 19 and 21 showed that fifty
five percent of the participants had previously lost a mobile phone while eighty three
percent will allow someone else to use their mobile phones.  These behaviours
increase the risk of exposure to information security threats.  The participants (70%)
asserted that they use passwords on their mobile phones and this is consistent with
the percentage of participants that indicated that they understood what password
locks are used for.  This supports the findings in section 8.3.2 above which showed
that most of the participants had a positive attitude towards password protecting
their mobile phones.  This trend (where the behaviour stated was in line with the
reported attitude percentages) was also evident in the responses relating to
downloading files and storing sensitive information (e.g. ATM PINs) on the mobile
phone device.  In section 8.3.1 above, participants were reportedly knowledgeable
about viruses and antivirus software; however, this knowledge could not be applied
to the mobile phone device context with only eight percent of the participants stating
that they have antivirus software installed on their mobile phones.  In results that
show a difference between mobile phone user behavioural intent and actual
behaviour, eighty two percent of the participants indicated that they would follow
safe behavioural practises when confronted with a phishing email; however, when
faced with a phishing message only fifty five percent did not respond.
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8.3.4 Summary of discussions relating to sub-research question 1
Information security awareness of the student mobile phone users differed
depending on the focus area (use of passwords, storing sensitive information,
antivirus, downloading files, email/SMS links) under consideration. The descriptive
data showed that some students were more knowledgeable about some focus
areas (e.g. use of passwords, antivirus) more than others. Their attitude and
perceived behavioural intent towards these areas was generally found to be more
positive.
The overall levels of student information security awareness were determined by
using calculations based on Kruger and Kearney’s (2006) methods.  The overall
level of student information security awareness was determined to be poor (cf
7.4.1.1).  This finding confirms that as suggested by researchers (Chen, Medlin and
Shaw, 2008; Talib et al., 2010) in the developmental university context students
have poor levels of information security awareness. In the case of the participants
of this study, this can be attributed low levels of information security knowledge, lack
of a positive attitude towards information security practices and only a few number
of students with the intent of following safe information security practises.
The findings of this study related to the second sub-research question are
discussed below.
8.4 Sub-research Question 2
How can information security management principles be used to understand
the mobile phone information security behavioural intentions of students in a
developmental university, and in mitigating the threats to student mobile
phone information confidentiality?
The Common Criteria General Model (cf 3.2) which postulates that threat agents
who wish to abuse and/or damage assets can be applied to the student mobile
phone user context.  These threat agents cause threats that increase student
mobile phone user information security risks to the mobile phone. The researcher
posing as a threat agent sent two phishing text messages to participants.  Forty five
percent of the participants responded to the first SMS and disclosed their personal
details.  This percentage was substantial in confirming that student mobile phone
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users are susceptible to threats and therefore stand to gain from identifying
proactive measures to counteract these threats.
In Chapter 5 information security management is defined as the management of
information security risks, threats and vulnerabilities before they occur.  Based on
the high response rate of participants who responded to the phishing message,
coupled with the responses of the behaviour related questions in the survey (cf
8.3.3), information security management can be viewed as not only relevant, but it is
also important for the preservation of mobile phone user information confidentiality,
integrity and availability. The mobile phone user is viewed as possibly the biggest
threat to information security confidentiality (Chen, Medlin and Shaw, 2008). This
study used the Theory of Planned Behaviour (TPB) to gain an understanding of how
information security decisions of mobile phone users are influenced by their attitude,
subjective norms and perceived behavioural control. According to the TPB (Ajzen,
1991), behaviour is determined by the student’s intention to perform that behaviour;
behavioural intent is in turn a function of the student’s attitude, subjective norms and
perceived behavioural control. In lieu of this, behavioural intent was used as a
proxy for student mobile phone user information security behaviour in this study.
Behavioural Intent is a construct that is made up of three factors, namely: Attitude,
Subjective Norms and Perceived Behavioural Control. The responses to questions
posed to participants to assess them on these study focus areas (use of passwords,
storing sensitive information, antiviruses, downloading files and email/SMS links)
are discussed next.
The next section summarises and make inferences based on findings associated
with sub-research question 3.
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8.4.1 Subjective norms
Table 8-4: Linking subjective norms to study focus areas
Question Focus area
36 Use of passwords
37 Storing sensitive information
38 Antivirus
39 Downloading files
40 Email/SMS links
Questions were asked to determine the extent to which the participants were
influenced by the opinions and behaviours of their peers and family. The results
showed that over half of the participants felt that there was an expectation from their
friends and family to download files from subscription services or from friends.  In
some instances (e.g. password lock or installing antivirus software) positive
information behaviour is supported by most people who are important to the
participants.  Again the findings highlight distinct areas where mobile phone users
are somewhat confident and positive information security behaviour could be
anticipated, namely antivirus and password lock usage.  While the results relating to
downloading files/email/SMS are echoed in the observation of actual behaviour,
when the participants received a phishing text message nearly half responded to the
message and sent private information to an unknown person.  With fifty five percent
of the participants indicating that most people they know do not have a problem with
storing sensitive information (e.g. ATM PINs) on their mobile phones, this coupled
with the participants’ attitude (cf 8.3.2) towards this type of behaviour could have a
substantial impact on the mobile phone users’ information security behaviour.
The relevance of Perceived Behavioural Control as a factor is discussed below.
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8.4.2 Perceived behavioural control
Table 8-5: Linking perceived behavioural control to study focus areas
Question Focus area
41 Use of passwords
42 Storing sensitive information
43 Antivirus
44 Downloading files
45 Email/SMS links
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In recognising that the ability of individuals to enact a given behaviour is also
influenced by the extent of control over taking particular actions, Ajzen (1991)
introduced the perceived behavioural control to the TPB model.  This may be
influenced by factors such as availability of resources and technical know-how in the
case of the mobile phone user.  The participants provided responses which
indicated that in cases relating to checking if antivirus software is installed, setting a
password lock, choice to download files and the choice to open links/attachments,
over fifty percent of them felt they were fully capable or were in control of enacting
these actions.  The risk with the other half of this population is that they will not be
able to demonstrate safe information security behavioural practises because while
some insist that information security is not their responsibility and then there are
others are not sure whose responsibility it is.  When faced with an information
security related decision, the actual behaviour of the latter group is bound to be
sporadic.  In two of the six cases presented in the questions, the majority of
participants (64% and 58% respectively) indicated that they had no control over the
decision to install an antivirus programme or the choice of storing sensitive
information on the mobile phone. The motivators that influence the students’
perceptions are beyond the scope of this study, which sought to measure Perceived
Behavioural Control as a factor that contributes to Behavioural Intention which is
applied to the proposed framework.
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8.4.3 Summary of discussions relating to sub-research question 2
To determine overall levels of mobile phone information security behavioural
intentions, calculations were based on the TPB (Ajzen, 1991) approach. The overall
Behavioural Intent for student mobile phone users was found to be low. This
implied that based on their responses relating to information security behaviours,
most of the students did not intend to act in a safe manner.  Behavioural Intention
(as applied in the TPB) suggests that a predetermination is present prior to making
a decision to act in a particular manner. The low levels of Behavioural Intent
indicate that prior to making information security related decisions, the
‘predetermination’ is not there in most student cases in this developmental
university context.
The low level of Behavioural Intent can be primarily attributed to low levels of
information security Subjective Norms and lack of a positive attitude towards
information security practices.  With the average score of 65%, Perceived
Behavioural Control (PBC) is not considered to have a negative impact of the
overall Behavioural Intent of the participants. The students’ medium scoring for this
(PBC) factor showed that the students mostly were of the opinion that they had
control over their own information security related decisions.
Linkages and possible relationships between the main constructs (information
security Awareness and Behavioural Intent) of the proposed framework are
discussed in the next section.
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8.5 Sub-research Question 3
How can information security awareness be used to influence the
development of an information security culture amongst student mobile
phone users in a developmental South African university?
The framework proposed in Chapter 6 is operationalised based on the premise that
an interdependent relationship exists between information security awareness and
information security behavioural intent which informs mobile phone user information
security behaviour.  In applying the mobile phone information security behaviour
profiling framework (cf Chapter 6) to the data collected, mobile phone information
security behaviour profiles for the study participants can be determined. The data
was collected at different intervals over the three cycles of the Action Research
study, and changes were observed after interventions were implemented and
inferences can therefore be made that the changes to the student information
security culture profiles were linked to the awareness interventions implemented.
Table 8-6: Using inferential statistics to answer questions
QUESTION What to measure? Link to Findings Measurementconstructs
Sub-Q3:How can information
security awareness be used to
influence the development of
an information security culture
amongst student mobile phone
users in a developmental South
African university?
1. Level of
Awareness
Knowledge
Attitude
Behaviour
2. Behavioural Intent
Attitude
Subjective
Norms
Perceived
Behavioural
Control
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Tests conducted to determine the extent to which the factors which contribute to
mobile phone user information security awareness confirmed that there is a
significant influence between the factor Knowledge and Attitude; Knowledge and
Behaviour and between Attitude and Behaviour.  Using the Kruger and Kearney
model (cf 6.2.1) to calculate levels of mobile phone user information security
awareness, the factors Knowledge, Attitude and Perceived Behavioural Intent all
have an influence of information security awareness.  The findings (cf 7.4.3.1) of
this study show that there is a low degree between these factors, but the
correlations are not statistically significant and a relationship cannot be claimed
between these factors based on the findings presented in Chapter 7. For example,
what mobile phone users know about information security will not necessarily
influence their attitude towards information security and their information security
behaviour. The findings also showed no significant relationship between the mobile
phone user’s Attitude and their information security Behaviour. Confirming that
based on the findings no relationship exists between student mobile phone users’
attitude towards information security and their information security behaviour.
In reviewing the results (cf 7.4.3.1) obtained from exploring the relationships
between the factors which contribute to mobile phone user information security
behavioural intent, significant influences were recorded between the following
factors: Attitude and Subjective Norms and Subjective Norms and Perceived
Behavioural Control. Therefore, the findings (cf 7.4.3.1) suggest that mobile phone
users’ information security attitude will influence or be influenced by their perceived
behavioural control.  The extent to which mobile phone users feel they have control
over information security behaviours/actions affects mobile phone users’
perceptions about what they think their family or peers deem to be acceptable
information security behaviour.
The tests for the relationships between the individual factors of the framework were
replicated through each cycle with differing results observed in each cycle. The
results from cycle 2 showed significant correlations between all the factors for level
of awareness and behavioural intent. While the results from cycle 3 results are
similar to those observed in cycle 1, not all the participants completed the
questionnaire for the survey administered in cycle 3 and this is a factor which is
considered a possible contributor to the changes observed in the cycle 3 correlation
analyses between the factors. The differences in cycles 1, 2 and 3 results can be a
result of various contributing factors (e.g. time, size, participant responses).
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Exploring the possible causes of changes in the individual factors (K, PBI, A, SN
and PBC) falls outside the scope of this study with the interest of mainly
understanding the relationship between overall Awareness (LA) and Behavioural
Intent (BI). Section 7.4.3.4 presented the results of correlation analysis performed
between LA and BI. The findings (cf 7.4.3.4) showed significant positive correlation
between these two constructs. Thus substantiating this study’s presupposition (cf
6.3.1), which stated that a relationship exists between LA and BI. Therefore, it can
be suggested that based on the proposed framework and as supported by the study
findings, a change in LA can be associated with a change in BI. This relationship
does not confirm causation between the two constructs but merely an indication of
existence of an association. Based on the study’s findings it cannot be assumed
that a change in students’ level of information security awareness causes a change
in their information security behavioural intention and vice versa. However, the
findings give an indication that a change in one construct is associated with a
change in the other construct. The correlation between the construct was found to
be positive, indicating that changes in the construct values will move in the same
direction, i.e. and increase in LA is associated with an increase in BI. The
relationship between LA and BI was also found to be significant showing that it is
more likely than not that the correlation observed was due to chance.
Having established the credibility of the principal claim made in this study, the
proposed framework was validated by with the primary data collected. The
following section discusses criteria that were used to evaluate the framework.
8.5.1 Evaluation of the framework
The proposed Information Security Culture Behaviour Profiling Framework is based
on three well established models which have been tested to varying extents by
behavioural science researchers over the years. The Stanton, Stam, Mastrangelo
and Jolton’s (2005) Two-factor taxonomy of end user security behaviours and
Kruger and Kearney’s (2006) Awareness map have been in existence for nine and
eight years respectively, while the Ajzen’s (1991) Theory of Planned Behaviour
(TPB) has been a key discussion item for the past twenty years. The aim of this
section is to discuss the evaluation considerations for the framework. Following the
approach taken by Van Biljon in 2006, evaluation of this framework consisted of
verification, validation and evaluation. While Van Biljon (2006) applied this
evaluation to a model, the points considered (Table 8-7) are relevant to this study.
229
Table 8-7: Evaluating the proposed framework
Framework consideration Question Details (Van Biljon, 2006)
Verification Are we building the product
right? (Boehm, 1984)
This involves activities to ensure
that the framework correctly
represents specific concepts.
Validation Are we building the right
product? (Boehm, 1984)
Involves activities that ensure
that the proposed framework is
traceable to the requirements.
Evaluation criteria Simplicity, comprehensiveness,
generality, exactness. (Olivier,
2004)
Standard (applicable) criteria
Usefulness (Utility) Is the framework able to
produce results? (Van Biljon,
2006)
Determining the framework’s
fitness for a particular use.
The proposed framework was evaluated against the four areas suggested by Van
Biljon (2006) in the above table.  Verification is discussed in below.
Verification
In this study, verification of the framework involved checking to see that the main
constructs (LA and BI) of the framework were measured consistently and were
related as presented in the framework. A purposefully designed questionnaire was
administered and the questions posed were related to factors that contribute to LA
and BI respectively. Level of awareness values are based on the factors
(knowledge, attitude and behaviour) initially tested in a study conducted by Kruger
and Kearney in 2006. Behavioural intention factors (attitude, subjective norms and
perceived behavioural control) are derived from Ajzen’s (1991) TPB model. A few
questions were asked in the questionnaire to capture responses specifically
addressing each factor, and the data was then analysed statistically. Table 8-8
below provide a summary showing how the questions related to the framework
constructs.
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Table 8-8: Questions relating to framework constructs
Construct Factor Abbreviation QuestionType Question
Level of
Awareness
(LA)
Knowledge K
MC 12. Phishing is: (Tick only the correct answer)
MC 13. Spam is: (Tick only the correct answer)
MC 14. Antivirus software is: (Tick only the correct answer)
MC 15. Bluetooth is used for: (Tick only the correct answer)
MC 16. Some information on my mobile phone is stored on a memory card?
MC 17. A phone lock code is: (Tick only the correct answer)
MC 18. Information security terms: (Tick only one answer for each term)
Behaviour B
MC 19. Was your mobile phone ever lost or stolen?
MC 20. Do you put a password/pin code on your phone to protect it? (not the pin on your simcard)
MC 21. Do you lend your phone to others?
MC 22. When receiving an e-mail/SMS that appears to be coming from your bank and asking you to go to a
specific web link to confirm your personal details, what would you do? (Tick only the most likely
response)
MC 23. Do you “download” software/files to your phone?
MC 24. Do you use Antivirus software in your phone?
MC 25. Do you keep sensitive personal data (e.g. passwords, bank codes) in your phone?
LA
/
BI
Attitude A
LS 31. I feel that storing passwords/ATM PINs on my mobile phone is safe.
LS 32. It causes me a lot of worry and concern to discover that my mobile phone does not have antivirus
software installed.
LS 33. If I password protect (lock) my mobile phone my private information is protected.
LS 34. If I download ringtones/games from a subscription (paid for) service via SMS on my mobile phone itis safer than downloading them from the Internet.
LS 35. It is better (safer) to download a file (e.g. music, video, pictures) using Bluetooth from anothermobile phone.
231
Behavioural Intent
(BI)
Subjective
Norms
SN
LS 36. Most people who are important to me think that installing antivirus software on my mobile phone isa good idea.
LS 37. My friends expect me to download all files they send to my mobile phone (via Bluetooth, SMS, oremail).
LS 38. I feel under social pressure to download ringtones/games from subscription (paid for) services.
LS 39. People who are important to me encourage me to password protect (lock) my mobile phone.
LS 40. Most people who are important to me do not have a problem with storing sensitive information(e.g. ATM PINs) on their mobile phones.
Perceived
Behavioural
Control
PBC
LS 41. I am confident that I can check whether my mobile phone has antivirus software installed.
LS 42. I can set a password lock on my mobile phone without any assistance.
LS 43. I have no choice but to download all files sent to me using Bluetooth.
LS 44. The decision to install antivirus software is beyond my control.
LS 45. Whether I store sensitive information (e.g. ATM PINs) on my mobile phone or not is entirely up tome.
LS 46. I have no choice but to open links and attachments received via email/SMS.
* Question Type: Multiple Choice (MC), Likert Scale (LS)
Validation is discussed in the next section.
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Validation
Validation is used to confirm whether the right framework has been developed (Van
Biljon, 2006), i.e. a framework that will represent the constructs (LA and BI) that
influence student mobile phone user information security culture, reflect the
relationships between the constructs and the possible student information security
behavioural profiles. Validation can be declared as successful if the framework
functions in a manner that is reasonable to expect it will (Van Biljon, 2006). The
framework was tested against this criterion by using the calculated values for LA and BI
based on the factors which were addressed in the questionnaire (cf Table 8-8).  These
values were then plotted on the framework, and an associated behavioural profile was
identified. Based on the results shown in section 7.6.5.1 in the previous chapter, it is
evident that the information security culture behavioural profile of each participant can
be determined by using the framework. Modelling criteria against which the proposed
framework was evaluated are presented below.
Table 8-9: Evaluation against modelling criteria
Criteria (Olivier, 2004) Application to this study
Simplicity The proposed framework was developed for application in a developmental
environment, amongst students who are not sophisticated technology users.
The concepts included in the framework were theoretically sound, and
presented in a format that is easy to understand and interpret. Only those
construct/factors which aided in the explanation of how culture is formed
were presented and a detailed explanation of how they are derived at is
provided in Chapter 6.
Comprehensiveness Careful consideration was given to the existing behavioural theories and the
most relevant were adopted for the student mobile phone user environment.
In so doing, this study recognises that there are underlying factors which can
be attributed to the problem of a lack of information security culture amongst
student mobile phone users. Cultural models were also used to provide
credible definitions and a clear understanding of information security culture.
Generality This concept was not tested in this study as the framework was only applied
to the intended user group.
Exactness The scope of the intended use of the framework is narrowly defined with
only two primary constructs (LA and BI) the framework provides a
systematic approach for mapping and understanding student mobile phone
user information security culture.  Summarising how the framework
functions: level of awareness and level of behavioural intent are used to
determine behavioural (culture) profile.
Usefulness of the framework as the last evaluation criteria (Van Biljon, 2006) is
considered below.
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Usefulness (utility)
Improved awareness has been recommended by researchers (Talib et al., 2010; Chen
et al., 2008; von Solms and von Solms, 2009) as a possible solution for influencing
information security behaviour. The approach taken by researchers (Eminağaoğlu et
al., 2009; Choo, 2011), who assume that information security awareness campaigns
will result in changed user behaviour, is not supported in this study.
This study concurs with Chooi et al.’s (2008) reference to the ‘knowing-and-doing gap’.
As observed by Chooi et al. it can also be inferred that student mobile phone users’
knowledge about information security does not always translate into their information
security behaviours. The proposed framework in this study does not guarantee student
mobile phone user information security behaviour, but merely gives an indication of
typical behaviour which they can exhibit based on their behavioural profile. This can
assist security practitioners (e.g. marketers, educators, IT professionals) to gain a
better understanding of the type of user they are dealing with before/after embarking on
an awareness or security drive. The proposed framework is useful for scientifically
measuring (awareness and behavioural intent), mapping (individual measurements on
two-factor taxonomy), tracking (changes in repeat measurements) and predicting
information security behavioural profiles.
Practical application of the framework was tested in a developmental university
environment where challenges such as scarcity of resources often hinder the
effectiveness of information security related programs or interventions. This framework
provides information security practitioners in this developmental environment the ability
to assess the impact of such programs or interventions.  The next section discusses
application of the framework.
8.5.2 Application of the framework
This study was conducted with students in a developmental university environment,
characterised by a shortage of technology related resources, language of instruction
barriers, and limited or no access to computers outside university boundaries.
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The framework was used as a tool for analysing the factors which make up the
information security awareness construct. Based on the participants’ responses to
questions relating to each factor, a value/rating was calculated for each factor. These
values were then used in calculating participant levels of information security
awareness or behavioural intent. A high value for each factor results in a higher
calculated value for the level of awareness/behavioural intent.
The ability to calculate scores/values for each factor provides a more accurate indicator
of user level of awareness and behavioural intent. Existing researchers are still
grappling with the ‘knowing-and-doing’ gap, where user information security
knowledge/awareness sometimes does not result in safer behavioural practises.
Without exploring the psychological stimuli of mobile phone user behaviour in detail, the
framework provides a reliable estimation of behavioural intent which can then be used
to forecast behaviour. The framework does not attempt to explain the causes of
student mobile phone user information security behaviour, but merely acts as a
behaviour mapping tool using their level of awareness and level of perceived
behavioural intent.
Level of awareness (K, A, PBI)
The study participant initially exhibited poor (59% and less) or average (60% - 79%)
levels of information security awareness. Improvements were noted in the level of
Awareness after each intervention (on campus awareness campaign or information
security lectures); most of the participants still remained in the average category. The
most significant change observed was a reduction in the number of participants that
moved from the ‘poor’ to the ‘average’ level of Awareness category.
Student mobile phone users’ information security Awareness levels were measured
based on the participants’ scores for responses to questions relating to the factors
Knowledge (K), Attitude (A) and Perceived Behavioural Intent (PBI). These values
were then plotted against the Y-axis of the proposed framework. Figure 7.4-22, Figure
7.4-23 and Figure 7.4-24 were used to show the results plotted from data collected in
cycles 1, 2 and 3. While cycle 1 data was collected prior to any interventions being
implemented, cycles 2 and 3 data was collected after the first and second intervention
respectively. After the first intervention there was a notable reduction in the number of
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participants in the ‘Naïve mistakes’ behavioural profile category and an increase in the
number of participants in the ‘Aware assurance’ profile category of the proposed
framework. This ‘upwards’ movement is indicative of an increased level of information
security awareness amongst the student participants. In cycle 3, the increase observed
in information security awareness was associated with a further reduction in the
number of participants in the ‘Naïve mistakes’ profile category and an increase in the
number of participants in the ‘Dangerous tinkering’ profile category.
Student mobile phone user information security behavioural intent is considered in the
next section.
Behavioural Intent (SN, PBC, A)
The overall initial behavioural intent of the participants was determined to be also poor
with 70% of the participant Behavioural Intent (BI) scores being low (59% and less) and
27% with medium (60% - 79%). Improvements were also noted to BI after each
intervention.
Behavioural Intent was measured based on the participants’ scores for responses to
questions relating factors Attitude (A), Subjective Norms (SN) and Perceived
Behavioural Control (PBC). These values were then plotted against the X-axis of the
proposed framework as shown in Figure 7.4-22, Figure 7.4-23 and Figure 7.4-24 in
Chapter 7. As discussed above, these figures are based on data that was collected in
all three data collection cycles of this Action Research study. After the first intervention
a slight change in BI levels can be associated with the reduction in number of
participants in the ‘Naïve mistakes’ behavioural profile category and the increase in the
number of participants in the ‘Aware assurance’ profile category. Cycle 3 data (cf
Figure 7.4-24) shows a greater increase in awareness levels that is not proportional to
the slight increase in behavioural intent levels as the number of participants increase in
the ‘Dangerous tinkering’ profile category and a further reduction is visible in the ‘Naïve
mistakes’ profile category. It is worth noting that the reduction in number of participants
in the ‘Naïve mistakes’ profile category in cycle 3 could also be accentuated by the
decrease in study population (from 92 to 81) during this cycle.  However, using the
trend observed in LA, the impact of this change on overall BI is negligible.
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8.6 Conclusion
Due to their usage of mobile phones and more specifically mobile phone applications,
students in a developmental university are faced with the same threats as students in
first world countries. Unlike students in more developed countries, students in the
developmental university environment are at a disadvantage because they have limited
access to sources of information (e.g. Internet) that could improve their awareness
about information security threats they could be exposed to. In determining ‘How
aware students are of information security threats’, student mobile phone user
knowledge about information security related terms and threats was found to be poor
(cf 8.3.4) in the developmental university where the study sample was drawn. An
interesting observation made was that participants’ attitude towards information security
was more positive in areas where they seemed more knowledgeable of information
security concepts or principles.
The overall behavioural intention of student mobile phone users in the developmental
university was found to be poor (cf 8.4.3).  Closer analysis of behavioural intent
revealed that in some areas (e.g. password lock) improved knowledge, coupled with a
positive attitude, was associated with positive information security behavioural
intention. The positive correlation found between Level of Awareness (LA) and
Behavioural Intention (BI) was a key finding which confirmed this study’s premise in
developing the proposed framework. The ability to track the changes in the levels of
these two constructs (LA and BI) over the three action research cycles validated the
theoretical underpinnings of the proposed framework and confirmed its applicability to
the student mobile phone user information security context.
An overview of the study is provided in the next chapter in the form of concluding
remarks.
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CHAPTER 9: CONCLUSION
This chapter provides concluding remarks of the overall study. This is followed by a
presentation of how the research questions have been addressed.  Then, the
objectives and contributions made to the greater body of knowledge by this study are
the outlined.  Finally, research limitations and suggestions for future research are then
detailed.
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9.1 Introduction
Mobile phone devices have become indispensable to thousands of South African
students. While this trend is in line with global mobile phone adoption patterns, the
environment in South Africa, which is a developing country, is different. This study
explored the mobile phone information security culture of students in a developmental
university in South Africa. As discussed in Chapter 2 (cf 2.3), the developmental
university is an institution which was formed in meeting government transformation
targets for the South African higher education sector by combining ‘historically black’
institutions of higher learning with more well established universities. The majority of
students from these newly formed universities belong to the ‘second tier’ of the South
African dual economy as described by Mbeki (2004). While the university experience
of students in the well-established South African universities (‘first tier’) is not that
different from that of students in first world countries, students in developmental
universities experience unique challenges.
These newly formed universities which are less than a decade old are plagued with
various challenges resulting in a unique student university experience. While the
student experience may be unique, the mobile phone threats the study participants are
faced with is not. In agreement with other researchers (Talib et al., 2010; Chen, Medlin
and Shaw, 2008) in the field of information security, mobile phone users are considered
to the biggest vulnerability to mobile phone information security. Information security
awareness is promoted as the best measure for counter-acting the threat caused by
mobile phone users. Based on the Common Criteria General Model (Common Criteria,
2012) recommendations, mobile phone users must be aware of the threats, risks and
countermeasures relating to information security threats.
In addressing the identified problem of poor information security awareness of student
mobile phone users resulting in unsafe information security behaviours, this study
suggests the cultivation of a mobile phone information culture (Martins, 2002;
Alnatheer, Chan and Nelson, 2012; Da Veiga and Eloff, 2010). In an approach similar
to that taken in developing information security culture in the organisational context,
awareness is used to influence behaviour and culture. However, unlike existing
studies, this study recommends that for the best indicator of mobile phone user
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information security culture awareness cannot be considered separately from
behavioural intent.
This study is significant and unique, as far as the researcher is aware, in that it
examines student mobile phone security culture in a developmental university
environment, and in terms of reporting the relationship between awareness,
behavioural intent and culture. Explicit benefits of this contribution include identifying
areas where information security related courses taught at this university were effective
in improving student information security awareness and/or behavioural intent.
Information security awareness interventions were used in this Action Research study
to successfully influence student mobile phone user information security awareness
and behavioural intent. This Action Research study clearly shows that when designing
awareness campaigns, consideration must be given to student information security
awareness and student information security behavioural intent. The definition of
awareness adopted in the behavioural research context must extend beyond focusing
on what mobile phone users know about information security, but must also include
their attitude towards information security and their perceived information security
behaviour. Similarly, mobile phone user information security behavioural intent
encompasses the user’s attitude, subjective norms and their perceived behavioural
control as guided by the Theory of Planned Behaviour (Ajzen, 1991). This study offers
empirical evidence of a number of interrelationships between factors that pertain to
student mobile phone user information security culture in a South African
developmental university.
The next section provides an overall evaluation of the study.
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9.2 Evaluation of the Research Study
In order to be considered sound, research must follow a systematic and rigorous
approach to the design and implementation of the study, the collection and analysis of
data, and the interpretation and reporting of findings (Fossey, Harvey, McDermontt and
Davidson, 2002). This section outlines the criteria used to evaluate the quality of this
study. Venkatesh, Brown and Bala (2013) consider the issue of validation in qualitative
research to be a contentious one, resulting in the lack of generally accepted guidelines
or evaluation criteria for validation. Russell and Gregory (2003) also recognise the lack
of consensus among qualitative researchers on the quality criteria to be used.
This study relied on the guidelines provided by Fossey et al. (2002) outlined in the table
below. They insist that only considering methods and procedures followed is not
sufficient for determining research quality, and suggest that evaluation criteria must be
consistent with the philosophical position and objectives. They propose two categories
of criteria for evaluating the quality of qualitative research, namely those concerned
with good practise (methodological rigour) and those related to trustworthiness of
interpretations (interpretive rigour). Quantitative methods were used to analyse the
data collected in this mixed methods study. The validity of the quantitative data
collected was established based the evaluation of the proposed framework (cf 8.5.1).
To establish overall trustworthiness of this study, the criteria presented by Guba and
Lincoln (1989) for assessing research trustworthiness (credibility, transferability,
dependability and confirmability) were used in this study. Fossey et al.’s (2002)
summary of key issues to consider when evaluating the quality of qualitative research
was adapted in this study to include the Guba and Lincoln’s (1989) criteria for overall
trustworthiness.
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Table 9-1: A summary of key issues to consider when evaluating research (Adapted from Fossey et al., 2002)
Criteria Consideration Application in this study
A. Methodological rigour
Congruence Research design
- Does the chosen methodology ‘fit’ the
research issue?
- Do the methods used ‘fit’ with the chosen
methodology?
- Is the study conducted in a way that is
congruent with the stated methodology?
Interpretive methods of research in Information Systems (IS) are
"aimed at producing an understanding of the context of the
information system, and the process whereby the information
system influences and is influenced by the context" (Walsham,
1993). This study was conducted in a particular social environment
(developmental university) and was aimed at producing an
understanding of student mobile phone user information security
behaviour and how it is influenced by this context. The action
research design was used to collect data which was subsequently
applied to test the information security culture construct found in
the framework proposed in this study. Action research
interventions are used to address the problem of a lack of
information security culture amongst student mobile phone users.
Responsiveness to the
social context
Emergent research design
- Was the research design developed and
adapted to respond to real-life situations within
the social settings in which it was conducted?
Sampling, data gathering and analysis
- Did the researcher engage with participants,
and become familiar with the study context?
The three-cycle action research design allowed for reconnaissance
and adaptation of the design strategy based on the findings of the
preceding cycle. This research was conducted in an educational
environment where the researcher used Action Research to
address a problem identified amongst students in a course where
the researcher is also the lecturer.  Therefore, the researcher who
is part of the environment / setting under investigation was
familiar with the study context and in a good position to engage
the participants.
Appropriateness Sampling
- Were the sampling strategies suitable to
identify participants and sources to inform the
research question being addressed?
Data collection
- Were suitable data gathering methods used to
inform the research question being addressed?
Purposive sampling was used in determining the sample of the
population to be included in this action research study. The sample
was selected based on the main predetermined criteria that
participants must be students in the university enrolled for a
specific course (BIS) taught by the researcher. The primary data
collection methods were: a questionnaire based survey and
observation of student behaviour. The questionnaire used was
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suitable for collecting data relating to the subjective factors (e.g.
attitude) where individual opinions and perceived behaviours are
noted. This study is related to student mobile phone user
information security behaviour, and observing student behaviour
was useful in identify any differences that may exist between
perceived and actual behaviour.
Adequacy Sampling
- Have sufficient sources of information been
sampled to develop a full description of the
issue being studied?
- Is a detailed description of the people who
participated, how they were sampled, their
levels and types of participation provided?
Data gathering and analysis
- Is there a detailed description of the data
gathering and analytical processes followed?
- To what extent did analysis inform subsequent
data gathering in a cyclical (iterative) manner
during the research process?
- Were multiple methods and/or sources of
information weighed in the analysis?
Written report
- Is the description of the methods detailed
enough to enable the reader to understand the
context of what is being studied?
The first four chapters of this thesis created a theoretical basis for
this study by drawing insights from existing literature in the field of
information security awareness, behaviour and culture. Chapter 7
provides a detailed profile of the participants and details on how
this sample was chosen is discussed in Chapter 5. Chapter 5 also
provides details on the approach taken for gathering and analysing
data in the study. Mixed methods were used to collect data from
the survey, observations and existing literature. The action
research study is cyclic by design where the findings based on data
collected in a preceding cycle inform the steps to be taken next in
gathering data. There were three iterations of these cycles in this
study.
A chapter in the final study report is dedicated to providing
detailed explanations of the methods used.
Transparency Data collection and analysis
- To what extent have the processes of data
gathering and analysis been rendered
transparent?
The participants were informed of the processes in the initial
information sessions, and feedback sessions were also held after
the completion of each cycle.
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B. Interpretive rigour
Authenticity Presentation of findings and interpretations
- Are participant’s views presented in their own
voices?
- Would the descriptions and interpretations of
data be recognizable to those having the
experiences/in the situation being described?
Direct responses from the participants were coded and entered
into the computer program (SPSS) used for analysing the data.  The
participants would be able to recognise their individual responses
as no attempt was made to rephrase or adjust responses during
the coding phase.
Coherence Presentation of findings and interpretations
- Do the findings ‘fit’ the data from which they
are derived, that is, are the linkages between
data and findings plausible?
- What proportion of the data is taken into
account?
With all the collected data taken into account,
Table 0-1 (Chapter 8) presents a summary clearly outlining how the
findings can be traced back to the research questions raises from
the onset of this study.
Reciprocity Data analysis, findings and interpretation
- To what extent were processes of
conducting/reviewing the analysis/negotiating
the interpretations shared with participants?
Written report
- Were participants involved in presenting the
study?
The extent of participant involvement was limited to the processes
of conducting the study. Quantitative methods were relied on
during analysis and the closed questions used in the questionnaire
did not lead to ambiguous interpretations. While the final report
of this study will be presented to the participants, the participants
will not be involved in presenting the study.
Typicality Written report
- What claims are made for generalizability of
the findings to other bodies of knowledge,
populations, or contexts/settings?
No claims were made for generalizability of the study findings to
other populations which are not in a similar setting
(developmental, South African university).
Permeability of the
researcher’s intentions,
engagement,
interpretations
Findings and interpretations
- Is the researcher’s role transparent in the
interpretive process?
- Did the study develop/change the researcher’s
initial understanding of the social
worlds/phenomena studies?
In Chapter 5 (cf 5.4) the role of the researcher is made clear. The
research improved the researcher’s understanding of students’
information security related strengths and weaknesses, as well as
the impact information security related lecturer had on students’
overall knowledge of information security related concepts.
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Written report
- Are the researcher’s intentions,
preconceptions, values, or preferred theories
revealed in the report?
- Is the researcher’s personal experience during
the research process made explicit?
Both the researcher’s intentions and personal experiences are
made clear in Chapter 5.
C. Overall rigour
Credibility Data analysis and interpretation
- Are descriptions and interpretations of the
participants’ experiences recognizable?
The descriptions of participant experiences are based on their
direct responses. To improve credibility data was collected from
the same participants at different intervals over a prolonged period
of time. The participants’ responses through the three cycles of
data collection are connected via their student number.
Transferability Findings and interpretation
- Has the researcher described participants and
setting in enough detail to allow for
comparisons with your population of interest?
Section 5.6.2 to 5.6.4 provides a cycle-by-cycle account of how this
action research study was executed with details on interventions,
monitoring and implementation, reconnaissance and revision of
the general plan. Detailed calculations on how the framework
constructs were applied to the framework are provided in Chapter
7.
Dependability Data analysis, findings and interpretation
- Is there a clear explanation of the process of
research including methods of data collection,
analyses and interpretation?
The details of the setting and participants are provided in Chapter
5.
Confirmability Findings and interpretation
- Were strategies used to limit the bias
(neutrality of data) in the research?
The researcher kept a detailed journal which was used as a
reference point when reviewing findings and decisions taken. The
findings were also presented to expert colleagues for comments
and additional ideas.
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9.3 Revisiting the Problem Statement
The problem identified in this study as indicated in Chapter 1 is stated below.
Poor security behaviour is indicative of a non-existent information security
culture emanating from a lack of information security awareness (Gao, Sultan
and Rohm, 2010; Pekárek and Leenes, 2009), which exposes student mobile
phone users to information security threats with the potential consequence of
students becoming targets of mobile phone crime (Ghosh, 2010; Mayes and
Markantonakis, 2008; Goode, 2010; van Cleeff, 2008).  Thus, these information
security threats result in mobile phone users becoming the victims of
cybercriminal activities such as fraud, phishing and identity theft.
The research set out to address the problem by answering the following questions:
To what extent does information security awareness influence the security
culture of student mobile phone users in a developmental university?
The motivation for this study was to use action research to address this problem
and thereby improve student mobile phone user culture and provide a framework
which can be used to explain the relationship between information security
awareness and behavioural intent as factors that contribute to student mobile phone
user information security culture, and to forecast the information security behaviour
profiles of student mobile phone users. The following three sub-research questions
were used to resolve the main problem:
1) How aware are student mobile phone users in a developmental
university of mobile phone information security threats?
The literature review acted as a good basis for understanding why information
security must also concern student mobile phone users. While the developmental
environment of the study population poses unique challenges, it does not deter
students’ adoption of mobile phones. The findings of this study confirmed that all
the participants own a mobile phone. Based on the literature, stealing confidential
user information has become a profit making venture where cyber criminals use
tactics such as phishing to obtain confidential information from mobile phone users
(e.g. password, ATM PINs etc.) which is then used for fraudulent purposes. The
literature revealed that student mobile phone users also use mobile phone
applications (apps) which increase their exposure to possible threats. The findings
show that the participants of the study use applications such as Mixit, Facebook,
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Whatsapp, Twitter, BBM, PEP text, Google SMS and they also use their phones for
accessing the Internet. Mobile apps are considered to be threat vectors in the
information security context. Information security relates to the preservation of the
confidentiality, integrity and availability of information (ISO/IEC 27000, 2012).
Mobile phone users are viewed as possibly the biggest threat to mobile phone
information confidentiality. This study was concerned with the preservation of the
confidentiality of information transmitted through or stored on the student’s mobile
phone. Social engineering techniques (e.g. phishing) are used by cyber criminals to
trick mobile phone users into divulging confidential information. Nearly fifty percent
of the participants of this study responded to a phishing SMS anonymously sent
during the course of this study, thus creating further concern of a lack of information
security awareness amongst student mobile phone users. This concern was proven
to be valid by the findings presented in Chapter 7 and discussed in Chapter 8 of this
thesis. The findings confirmed that student mobile phone users in this
developmental university had low levels of information security awareness. The
scope of this study was limited to using student behavioural intent as a proxy to their
actual behaviour. This study acknowledges that student self-expressed behaviour
is sometimes not the same as their observed behaviour; however, deems
behavioural intent to be an acceptable measure to be used for predicting student
mobile phone user information security culture.
The findings showed an improvement in the levels of student mobile phone user
information security awareness after the implementation of the awareness
intervention implemented in this study. It can therefore be concluded that generally
there is a lack of information security awareness amongst student mobile phone
users in the developmental university.  However, awareness campaigns can be
used to improve student mobile phone user information security awareness.
The second sub-research question explored student mobile phone user information
security behavioural intent and the relevance of information security management to
student mobile phone users.
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2) How can information security management principles be used to
understand the mobile phone information security behavioural
intentions of students in a developmental university, and in mitigating
the threats to student mobile phone information confidentiality?
Information security management as described in Chapter 3 involves the
preservation of information security by proactively managing security risks, threats
and vulnerabilities (Parakkattu et al., 2010). Considering this definition it is evident
that information security management is very relevant to the student mobile phone
user cultural context. Student information security behavioural intent is accepted in
the study as a substitute for actual behaviour (cf 8.4). This study used a scientific
approach to calculate the levels of student mobile phone user information security
behavioural intent based on Ajzen’s (1991) Theory of Planned Behaviour. These
calculated values showed that prior to the interventions implemented as part of this
Action Research study, overall levels of student mobile phone user information
security behavioural intent were low. Signifying that based on the participants’
responses relating to their attitude towards information security, subjective norms
and the extent to which they considered themselves to have control over their
information security related actions (perceived behavioural control), the participants
had low scores for these three factors. This is indicative of an almost non-existent
information security culture.
According to the behaviour topologies discussed in section 3.4.1 and applied to the
mobile phone user information security context (Harnesk and Lindström, 2011), a
non-existent culture is associated with two types of behaviours with potentially
dangerous outcomes, namely: motivation and avoidance. The mobile phone user
who does not know the correct information security processes operating in an
environment with near non-existent information security culture (as was determined
in the case of this study environment) will ‘do what they like’ when it comes to
information security behaviour (motivation). These ill-informed decisions based on
little knowledge can be dangerous. Alternatively another behaviour associated with
a non-existent information security culture is avoidance (Harnesk and Lindström,
2011) where a mobile phone user who knows the correct security processes in an
environment with a non-existent information security culture will not take
responsibility for transforming security processes into actual security behaviour
(avoidance). Chapter 3 of this thesis shows how information security management
principles can be applied to the student mobile phone user information security
context to address the negative behaviours associated with mobile phone
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information security culture by improving student mobile phone user information
security behavioural intent.
Information security management strategies can be used by mobile phone users to
proactively manage information security threats, thereby reducing the exposure to
certain risks. To put information security management into context, this study relied
on the Common Criteria General Model (Common Criteria, 2012) which highlights
information security components, and how they relate to each other.  This model
proposes that threat agents (e.g. mobile apps) give rise to threats (e.g. malware)
which wish to abuse and/or may damage the asset. The model further suggests
that owners who value the asset wish to minimise risk and impose countermeasures
to reduce the risk to the asset. This study contends that while student mobile phone
users value the information (asset) stored on / transmitted via the mobile phone,
they are not aware of all the risks and can therefore cannot impose
countermeasures to attempt reducing the risks. The findings also showed that the
student participants had poor knowledge of mobile information security risks. To
proactively manage these risks, student mobile phone information security
awareness programmes must be promoted. Information security awareness
campaigns were used in this study to influence the information security behaviour of
the participants. The final sub-research question explored the degree of this implied
relationship between information security awareness and behaviour.
3) How can information security awareness be used to influence the
development of an information security culture amongst student
mobile phone users in a developmental South African university?
In response to this sub-research question, the proposed information security culture
behaviour profiling framework presented in Chapter 6 was developed. This
framework based on existing theories relied on Spencer-Oatey’s (2002)
understanding of how culture manifests (cf 4.3.1) where rituals and behaviours are
considered to be visible cultural traits which lie on the outskirts of the culture onion-
ring model (cf 4.3.1) and are therefore considered to be easier to be influenced,
compared to the layers closer to the core of the onion which are viewed as more
difficult to change as they lie deep in an individual’s psyche. Da Veiga and Eloff
(2010) suggest that improving information security components can influence
information security behaviour and result in the cultivation of an information security
culture. This theoretical proposition was applied to this study and values were
calculated for the students’ level of awareness and behavioural intent. Based on
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the Theory of Planned Behaviour which suggests that behavioural intent, which
precedes actual behaviour, can be considered as an acceptable proxy for actual
behaviour because before an individual takes an action they will first have intent to
act in that particular manner. Culture is represented in the proposed framework by
the behavioural profiles which are based on the students’ level of information
security awareness coupled with their behavioural intent. Measuring these values
gave the study a good indication of any variance in the students’ behavioural intent
and cultural profiles, resulting from awareness interventions.
The contribution made by this study is discussed in the following section.
9.4 Contributions Made by This Study
The main objective of the study is to develop a framework which can be used to
explain the relationship between information security awareness and behavioural
intent as factors that contribute to student mobile phone user information security
culture, and to forecast the information security behaviour profiles of student mobile
phone users. This was achieved and the mobile phone information security culture
framework is presented in Chapter 6. In meeting the study objective, the following
key processes were followed:
1. Determine if links exist between information security awareness and
behavioural intent.
2. Identify methods for calculating levels of awareness and behavioural intent.
3. Validate framework by applying it to the study findings.
Meeting the objective of this study led to key outcomes which are discussed below
as contributions from the work conducted to the body of knowledge in the field of
information security. Both theoretical and methodological contributions are
presented.
9.4.1 Theoretical contribution
The contributions made by this study add new knowledge to the body of existing
information security research through developing an understanding of the factors
that affect information security behaviour of student mobile phone users in a
developmental university. Existing approaches to information security seldom
consider the effects of the information security awareness and information security
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behavioural intent when contemplating student mobile phone information security
culture.  Most existing information security culture studies are directed towards
employee behaviour in organisations.  Studies relating to South African student
mobile phone usage mainly focuses on adoption and application (e.g. Internet,
instant messaging or social networking) usage.  While some South African studies
exist focusing on cyber security, mobile phone information security is not
considered.
Field (2005) proposes that there are four basic plots to research, namely to:
- Test a theory
- Replicate a theory
- Extend findings
- Resolve an anomaly that has risen in other work
This study tests a theory, replicates a theory and extends findings. The
contributions to the body of knowledge in the field of information security made by
this study are discussed below under these headings.
9.4.1.1 Testing a theory
The two main contributions to the body of knowledge in the field of information
security made by this study are discussed below.
The main contribution was made by developing a framework which can be
used to explain the relationship between information security awareness and
behavioural intent as factors that contribute to student mobile phone user
information security culture, and to forecast the information security
behaviour profiles of student mobile phone users.
This study tested Stanton et al.’s (2006) Two-factor taxonomy of end user security
behaviours. The Two-factor taxonomy has been proposed and discussed but no
evidence could be found that it had been empirically tested in the private mobile
phone user information security environment. In this study the two dimensions of
Stanton et al.’s model were reviewed and the following was found:
 The two dimensions intentionality and technical expertise against which the
six security behaviour elements (profiles) are plotted as suggested by
Stanton et al. (2005) were replaced with behavioural intent (intentionality)
and awareness (technical expertise) in the proposed Information Security
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Culture Behaviour Profiling Framework (cf ) to make the framework relevant
to the student mobile phone user context.
 Theoretical frameworks were identified in the form of the Kruger and
Kearney’s Awareness Map and Ajzen’s theory of planned behaviour model
as a reference for calculating values for the measurable constructs of the
framework.  Scientific methods were introduced for quantifying the key
constructs of the proposed framework.  This provides an added advantage
for other researchers to apply the framework in different contexts.
 Awareness refers to the degree of student information security knowledge,
their attitude, as well as the student’s perceived information security
behaviour. This definition of awareness is broader than the ‘technical
expertise’ Stanton et al. (2005) referred to which narrowly focused on IT
knowledge and skill.
 Similarly, Behavioural Intent is based on three influencing factors (attitude,
subjective norms and perceived behavioural control).
 By using tested models the accuracy of the scores were improved.
Combining existing models resulted in the development of a sound
framework for mapping mobile phone information security culture.
This study explored the scarcely researched area of information security
culture amongst South African student by studying the relationship between
student information security awareness and behavioural intent. As a
secondary theoretical contribution using scientific methods this study
confirmed the existence of a relationship between student information
security awareness and behavioural intent.
 The correlation between Awareness and Behavioural Intent adds scientific
impetus for the association between these constructs as suggested by the
Information Security Culture Behaviour Profiling Framework.
Replication of the theories is discussed in the following section.
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9.4.1.2 Replicating a theory
Replication of the theory involved applying the Two-factor Taxonomy of End User
Security Behaviours Model (Stanton et al., 2005), Awareness Map (Kruger and
Kearney, 2006) and the Theory of Planned Behaviour (Ajzen, 1991) in a new
domain. Both the Two-factor Taxonomy of End User Security Behaviours model
and the Awareness Map are information security related models that were designed
and applied targeting information technology professionals within organisations.
The Theory of Planned Behaviour is a behavioural model founded in the social
sciences.  The proposed Information Security Culture Behaviour Profiling framework
replicates these theories on information security behaviour, awareness and planned
behaviour to the private (individual) student mobile phone user context in a
developmental university. The next section explores how the proposed Information
Security Culture Behaviour Profiling Framework extended the Two-factor Taxonomy
of End User Security Behaviours Model.
9.4.1.3 Extending findings
Fundamentally the Information Security Culture Behaviour Profiling Framework and
its theoretical underpinnings extend the body of existing knowledge by introducing
the ability to:
o Link information security awareness and behavioural intent;
o Map the effects of awareness intervention on level of awareness and
level of behavioural intent over a period of time,
o Provide a structured approach for understanding possible student
mobile phone user information security behaviour using the
behavioural profiles.
A further contribution presented in the next section was identified in the
methodological approach taken in executing this Action Research study.
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9.4.2 Methodological contribution
This study sought to influence the information security behaviour of student mobile
phone users.  The use of Action Research principles was instrumental in
establishing the influence information security awareness has on student
information security behavioural intention.  The findings determined after each of the
three Action Research cycles were used to determine the existence of a relationship
between information security awareness and behavioural intent. The methodological
contribution made by this study is the Action Research general plan model (cf 5.5-2)
presented in the figure below for ease of reference.
This Action Research general plan combines action research principles with Da
Veiga and Eloff’s (2010) information security culture concepts.  This research
design model is based on the action research study notion that action and
involvement of participants must result in some observable change to some
situation that the participants are part of.  Transposed to the student mobile phone
information security behaviour/culture concern of this study, the ‘action(s)’ are the
awareness interventions aimed at influencing student mobile phone user behaviour,
resulting in an observable information security culture.
The study was conducted in a specific environment focusing on a particular
population group. Generalisability of the results cannot be assumed.  The
limitations of the study and suggestions for further research are discussed in the
next section.
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9.5 Limitations on the Research Study
The first limitation exhibited by this study is the geographic limitation and
environmental dispersion of the developmental university considered in this study.
The university selected is located in one of the nine provinces in South Africa and
this could constitute a major limitation for generalisability of study findings.
However, the developmental universities in the country share similar characteristics.
Despite the fact that the sample was obtained from one province, the results
obtained from this developmental university can be replicated to other
developmental universities in South Africa and possibly other developing countries.
The second limitation of this research study is that a purposefully selected limited
number of students within the university were observed. This Action Research
study used a purposive sampling technique and participants were selected based
on predetermined characteristics.  Students had to be enrolled for the BIS course
and belong to the primary researcher’s class group. Based on this the selective
sample was deemed sufficient for the purposes of this study. The third limitation
was a prolonged delay prior to the implementation of the second intervention as
lecturers were suspended due to student unrest on campus associated with strikes
until student demands were met. To mitigate the possible negative impact of this
delay on the data collection processes, caution was taken to ensure that upon
resumption of normal campus activities, the intervention was executed and the final
survey was administered a few weeks after the intervention. The involvement of the
researcher over a prolonged period of time (a strategy implemented in the study to
reduce the threat of researcher bias) was another mitigating factor during this
period. The direction of future research emanating from this study is presented in
the next section.
9.6 Future Research
This study was conducted and confined to a very specific environment, thus an
opportunity still exists to conduct similar work in a different context.  The theoretical
basis of the proposed framework is not context specific and can even be applied to
the organisational mobile phone user context. Whilst the findings confirmed the
existence of relationship between Awareness and Behavioural Intent, and the model
suggests behaviour profiles which can be associated with the student mobile phone
user information security culture, future research can explore information security
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culture in a developmental environment in more detail. Additionally, the educational
setting can also trigger future studies with a more specific focus on the pedagogical
aspects of teaching information security concepts to students in a developmental
university environment.
9.7 Summary of thesis
This chapter provides reflections and concluding remarks on the whole study by first
evaluating the study.  The problem and research questions are revisited.  The
contributions made by the study which are both theoretical and methodological are
reviewed. The research limitations and future research directions are also
discussed.
This study was undertaken to develop a framework which can be used to explain
the relationship between information security awareness and behavioural intent as
factors that contribute to student mobile phone user information security culture, and
to forecast the information security behaviour profiles of student mobile phone
users. Existing information security culture and behaviour related literature
informed the development of the framework. Relying on existing theories, this study
focused on information security culture constructs (level of awareness and
behavioural intent) which can be reliably measured and the results were analysed
with scientific accuracy.  Awareness was proven to have an influence on student
mobile phone users’ behavioural intent. It is important to note that significant
change in the information security culture behavioural profile of the participants was
noted after a few into the study, substantiating Van Niekerk’s (2010) suggestion that
the establishment of an information security culture is a long-term process.
This study has been conducted with the aim of using theory from existing literature
and the findings from the empirical data collected to answer the research questions
raised in Chapter 1. Chapter 2, 3 and 4 were devoted to presenting and discussing
various theories and finding areas that can be applied to the student mobile phone
user context. Most of these studies were conducted in contexts which are different
from the developmental university environment.  Chapter 5 introduced the research
design methods.  A theoretical framework to be applied to the mobile phone users in
this developmental context was then proposed in Chapter 6.  The findings from the
primary data collected and presented in Chapter 7 are discussed in Chapter 8.
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Concluding remarks and reflections are made in this chapter.  The table below
provides a summary of how the research questions were addressed in this study
using existing theory and empirical data collected.
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APPENDICES
APPENDIX A: SUMMARY OF THESIS
Table 0-1: Linking theory, questions and findings
Link to Theory QUESTIONS Link to Findings
To minimise risks or impose countermeasures when
dealing with threats to the information asset stored on
or transmitted through their mobile phones as
suggested by the Common Criteria (2012), student
mobile phone users (owners) must be aware of mobile
phone information security threats that can result in
confidential information being exploited by
cybercriminals and used for unlawful activities.  Action
Research was selected as the appropriate research
design for this study which allowed the researcher,
who was also part of the environment observed, to
execute various interventions aimed at increasing the
levels of information security awareness of the student
participants. Improving information security awareness
can be used to influence the information security
behaviour and subsequently the culture of student
mobile phone users (cf 4.4). The Kruger and Kearney
(2006) Awareness Map is used for assessing participant
awareness and Ajzen’s (1991) Theory of Planned
Behaviour for assessing participants’ behavioural
intent. Stanton et al.’s (2005) end user security
behaviours model was modified in Chapter 6 for the
mobile phone user information security context. The
proposed Information Security Culture Behaviour
Profiling Framework links awareness and behavioural
Main:
To what extent does information
security awareness influence the
security culture of student mobile phone
users in a developmental university?
The interventions in the form of awareness campaigns and
information security lectures resulted in improved levels of
awareness and behavioural intent. The changes were
observed by applying the Information Security Culture
Behaviour Profiling Framework proposed in this study.
Over the three Action Research cycles the student mobile
phone user information security levels of awareness,
behavioural intent and behaviour profiles gradually
improved.  The overall levels of awareness and behavioural
intent were found to be low (cf Table 7-11) prior to the
implementation of the first information security awareness
campaign.  Initially a majority of the participants belonged
to the ‘Dangerous tinkering’ and ‘Naïve mistakes’
behavioural profile categories (cf Figure 7.4-22).  The
implementation of the first information security awareness
campaign resulted in little change (cf Figure 7.4-23) in the
number of participants in the ‘Dangerous tinkering’
category; however, a notable decrease was observed in the
‘Naïve mistakes’ and an increase in the ‘Aware assurance’
category was also observed.  The final information security
awareness intervention resulted in a further reduction (cf
Figure 7.4-24) in the number of participants in the ‘Naïve
mistakes’ behavioural profile category and an increase as
most of the participants now moved to the ‘Dangerous
tinkering’ category.  While the second campaign was not as
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intentions and suggests possible culture profiles.  The
framework is used for mapping levels of participant
information security awareness and behavioural intent.
It can also be used to track changes in awareness and
behavioural intent over a period of time, thereby
determining the extent to which awareness influences
student mobile phone user behavioural intent, which is
accepted as a proxy for actual behaviour for the
purposes of this study.
effective as the first campaign in changing behavioural
intent, these findings still show that information security
awareness campaigns can be used to influence not only
student mobile phone user awareness, but also their
behavioural intent and indirectly the information security
culture.   As proposed by Da Veiga (cf 4.4.3), this study
used information security awareness campaigns to
influence security behaviour, thereby cultivating a student
mobile phone user information security culture.
Chapter 2 provides a detailed discussion on the types
of threats student mobile phone users are exposed to.
Students are classified as ‘youth’ and they form part of
a generation that is recognised to be vigorous
consumers of mobile phone technology products. As
mobile phone devices have become more
sophisticated, with convergent devices possessing
computing functionality, information security threats
have escalated and now include social engineering
threats.  Researchers suggest that students can now
use application on their mobile phones to access some
of the following services: general information; network
communication; economic transacting; entertainment
and location based services (cf 2.4.4).  Securing mobile
phones remain a challenge (Chang and Lin, 2007).
Specific threats listed in chapter 2 (cf 2.5.2) include:
information theft, unsolicited information, theft-of-
service, denial-of-service and identity theft. Mobile
phone information security threats can be aimed at
information confidentiality, integrity or availability.
This study only considered threats which can
compromise information confidentiality.  Greene
Sub-research Q1:
How aware are student mobile phone
users in a developmental university of
mobile phone information security
threats?
All the students in the study population own mobile
phones. While the brands and functionalities on these
mobile phones differ, all of the participants indicated that
they use their mobile phones for more than just making
and receiving calls or text messages. Students’ accessing
mobile phone applications is possibly the biggest threat to
be considered. With some applications being more popular
than others (cf 7.2.1.1) the applications used by this study
population included Internet, Twitter, Mixit, Google SMS,
Facebook, Whatsapp, 2Go, PEP Text and BBM.  While social
engineering techniques (e.g. Phishing) can be used to
access student information which is then used for
malicious or fraudulent reasons, students’ mobile phone
security behaviours also exposes them to information
security threats. The behaviours include actions mentioned
in chapter 7 (cf 7.3.2.1.3) like: losing a mobile phone, not
using password locks, lending their mobile phone to others
or responding to emails/SMSes or accepting Bluetooth
transfers from an unknown source.
Initial levels of student information security awareness
were determined to be low with 86% of the participants (cf
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(2006) mentions different ways mobile phone user
information confidentiality can be compromised such
as: hacking; password cracking application;
unauthorised user activity; unauthorised transmission
of information; improper access controls; shoulder
surfing; improper disposal of paper or digital media;
social engineering or malicious code.
Table 7-11) scoring below 59% for the information security
awareness related questions.  The participating students
were generally found to be knowledgeable on the topics
relating to the use of password locks and antivirus
software.  However, the same level of confidence was not
evident when responding to questions relating to specific
threats (e.g. types of malware, phishing attacks, etc.).  A
larger percentage of participants were also not averse to
certain unsafe behaviours (e.g. downloading
software/files).  These findings confirmed that student
mobile phone users have low levels of information security
awareness.
Chapter 3 introduces the concept of information
security management and discussed how it can be
related to the student mobile phone user information
security context.  Student mobile phone users are also
owners of the mobile phone asset and are therefore
responsible for securing the information on the phone.
Managing information security is concerned with
identifying the threats and taking precautionary steps
to prevent them from occurring or considering ways of
managing these threats should they occur. Information
security models are used in this study to identify the
information security components and they act as tools
that provided a logical understanding of how these
components interact.  The Common Criteria General
Model (Common Criteria, 2012) is such a model which
depicts (cf 3.2) the relationship between the assets, the
threats they are exposed to due to some vulnerabilities
which can result in some risks being realised if the
threats occur, and the involvement of the student
Sub-research Q2:
How can information security
management principles be used to
understand the mobile phone
information security behavioural
intentions of students in a
developmental university, and in
mitigating the threats to student mobile
phone information confidentiality?
The findings (cf 7.2.1.1) showed that when the first
phishing SMS was sent to the participants 45% of the
participants responded by providing personal information
to an unknown source. This showed that student mobile
phone users do not practise safe information security
behaviours and this study used information security
awareness in an effort to influence student mobile phone
user information security behaviour.  With the low levels of
calculated (cf 7.4.2.1) Behavioural Intent for the
participants, these unsafe behaviours can be anticipated.
Behavioural Intent is a composite figure calculated
according to the TPB using three factors, namely: attitude,
subjective norms and perceived behavioural control.
Seventy percent of the participants (cf 7.4.2.1) scored
between 0 – 33% for the Behavioural Intent questions.
This figure represents that 70% of the participants initially
had intentions to follow unsafe information security
behavioural practises.  This study successfully used
information security management principles in the
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mobile phone owner.  Information security awareness
campaigns are recommended (cf 3.3.1.1) for use in
mitigating risks associated with the ‘human threat’ to
information confidentiality security.  To improve their
effectiveness Chapter 3 details processes that must be
followed when implementing awareness campaign.
Harnesk and Lindström’s (2011) Information Security
Behaviour topology (cf 3.4.1) is used to examine
possible behaviours which may be exhibited by student
mobile phone users in response to information security
threats.  The Theory of Planned Behaviour (TPB) (cf
6.3.3) is used to determine levels of student mobile
phone user Behaviour Intent.
construction of the questionnaire used in the study which
was based on the various information security
components, calculating the measures/scores for the
factors used in interpreting the data and in deriving
meaning from the interpreted data.
Information security culture is discussed in Chapter 4.
Culture is evidenced (cf 4.1) in shared values, rituals,
heroes and symbols and when these attributes are
information security related an information security
culture is defined. In the Martins (2002) information
security culture model, culture is depicted occurring at
three levels (organisational, group and individual). This
study is concerned with the information security
culture of student mobile phone users as it presents in
their rituals/behaviours at the individual level. Da Veiga
and Eloff (2010) suggest that information security
culture can be influenced by implementing certain
information security components, which will then
influence the students’ mobile phone information
security behaviour leading to the cultivation of an
information security culture. Chapter 6 proposes a
framework which is used in this study for determining
and tracking the impact of information security
Sub-research Q3:
How can information security awareness
be used to influence the development of
an information security culture amongst
student mobile phone users in a
developmental South African university?
This study was concerned with information security culture
as it manifests in the behaviour of student mobile phone
users.  The findings (cf 7.4.3.4) showed positive correlation
between information security awareness and information
security behavioural intent.  Based on these findings, a
causal relationship cannot be claimed between the
constructs; however, they substantiated the claim of an
existent relationship between information security
awareness and behavioural intent.  In applying the data
collected in this study to the proposed Information
Security Culture Behaviour Profiling Framework (cf 7.4.3.5)
changes were observed not only in student levels of
awareness, but also their behavioural intent.  For the
purposes of this study behavioural intent is accepted as a
suitable proxy for mobile phone users’ actual behaviour.
The findings show that information security awareness can
influence information security culture to the extent that it
can influence mobile phone users’ information security
behavioural intent.
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awareness interventions have on student mobile phone
information security behaviour leading to the
information security culture.
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APPENDIX F: CYCLE 1 DATA EXTRACT
Student
Code K A B
Level of
Awareness
Awareness
Indicator A SN PBC
Perceived
Behavioural
Intent
Intention
Level
Indicator
012730 10 3 3 50 Low 3 2 2 44 Low
026336 17 0 4 55 Low 0 2 2 24 Low
036966 11 1 1 26 Low 1 3 3 43 Low
042851 14 3 4 63 Medium 3 5 5 80 High
054168 12 1 3 44 Low 1 3 3 43 Low
063070 9 3 4 57 Low 3 3 2 51 Low
073262 12 1 3 44 Low 1 1 4 35 Low
086177 16 4 2 53 Low 4 2 3 56 Low
095418 13 3 1 37 Low 3 3 3 56 Low
100304 14 4 2 50 Low 4 4 5 80 High
113143 13 3 1 37 Low 3 3 3 56 Low
123606 19 2 2 48 Low 2 3 2 44 Low
137574 15 2 1 35 Low 2 1 5 47 Low
146046 10 3 1 33 Low 3 3 3 56 Low
158300 16 3 4 65 Medium 3 3 4 62 Medium
162042 14 2 4 59 Low 2 3 6 66 Medium
171440 9 3 1 32 Low 3 3 4 62 Medium
183358 15 2 4 60 Medium 2 1 3 36 Low
191979 14 3 3 55 Low 3 3 3 56 Low
203739 17 4 3 62 Medium 4 1 2 44 Low
211354 7 2 1 25 Low 2 2 2 37 Low
229122 20 2 3 58 Low 2 3 4 55 Low
237400 18 2 3 56 Low 2 3 4 55 Low
242653 6 1 1 20 Low 1 2 3 36 Low
257165 20 2 3 58 Low 2 2 2 37 Low
268200 11 3 4 59 Low 3 3 5 67 Medium
274538 12 2 4 56 Low 2 2 3 43 Low
281600 7 4 3 50 Low 4 3 2 57 Low
291000 11 2 2 38 Low 2 5 5 74 Medium
304409 18 2 1 39 Low 2 2 3 43 Low
315937 8 3 3 47 Low 3 3 3 56 Low
324675 14 2 4 59 Low 2 4 4 62 Medium
338420 13 2 4 58 Low 2 3 2 44 Low
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346873 5 0 2 23 Low 0 0 0 0 Low
359072 21 1 1 39 Low 1 3 5 54 Low
367671 6 1 3 37 Low 1 1 1 19 Low
372259 14 1 2 38 Low 1 1 2 24 Low
380560 7 4 3 50 Low 4 4 1 58 Low
391828 13 2 2 41 Low 2 3 2 44 Low
405076 15 3 4 64 Medium 3 2 4 55 Low
410900 7 2 4 50 Low 2 3 3 50 Low
427813 11 2 2 38 Low 2 3 2 44 Low
431705 10 2 3 46 Low 2 3 5 61 Medium
445350 12 3 2 44 Low 3 3 3 56 Low
457303 18 1 3 60 Medium 1 1 3 30 Low
460855 3 2 3 37 Low 2 3 4 55 Low
478564 5 3 4 52 Low 3 3 4 62 Medium
484719 12 5 2 52 Low 5 3 4 75 Medium
493457 13 3 1 37 Low 3 4 3 63 Medium
504919 14 2 2 42 Low 2 1 4 42 Low
518878 10 1 2 33 Low 1 1 1 19 Low
520601 11 3 2 42 Low 3 3 5 67 Medium
530761 17 3 0 33 Low 3 3 5 67 Medium
545535 20 2 3 58 Low 2 3 4 55 Low
557017 10 3 1 33 Low 3 2 3 50 Low
567747 18 3 3 60 Medium 3 4 3 63 Medium
572432 11 4 3 55 Low 4 3 2 57 Low
585134 11 4 1 38 Low 4 4 3 69 Medium
596716 7 1 1 21 Low 1 4 3 50 Low
601507 17 4 3 62 Medium 4 3 4 68 Medium
615214 11 3 2 42 Low 3 4 3 63 Medium
622523 18 3 3 60 Medium 3 3 5 67 Medium
638112 6 1 2 28 Low 1 1 4 35 Low
646248 8 3 3 47 Low 3 4 3 63 Medium
656533 16 2 4 61 Medium 2 4 2 51 Low
668667 7 2 3 42 Low 2 5 6 79 High
672910 10 2 4 54 Low 2 2 2 37 Low
684349 14 1 1 30 Low 1 4 4 55 Low
693511 7 2 2 33 Low 2 4 4 62 Medium
701131 12 5 3 60 Medium 5 3 2 64 Medium
715600 5 2 2 31 Low 2 2 3 43 Low
724802 13 2 3 49 Low 2 3 4 55 Low
733824 18 1 0 27 Low 1 1 3 30 Low
740100 18 4 5 80 High 4 4 4 75 Medium
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758729 9 1 4 49 Low 1 1 3 30 Low
761281 13 4 2 49 Low 4 4 1 58 Low
772115 13 3 3 53 Low 3 3 5 67 Medium
788044 12 3 3 52 Low 3 2 4 55 Low
794256 10 3 2 41 Low 3 3 3 56 Low
806445 13 2 2 41 Low 2 3 2 44 Low
814063 12 3 3 52 Low 3 3 3 56 Low
827927 20 2 3 58 Low 2 2 4 48 Low
832352 9 0 1 20 Low 0 0 0 0 Low
846621 8 4 3 51 Low 4 1 2 44 Low
853941 17 1 4 59 Low 1 3 5 54 Low
860400 7 1 2 29 Low 1 5 5 67 Medium
870208 15 3 3 56 Low 3 2 2 44 Low
885880 20 4 2 58 Low 4 3 4 68 Medium
897200 15 2 4 60 Medium 2 2 5 54 Low
908900 13 4 3 57 Low 4 4 4 75 Medium
915725 11 3 2 42 Low 3 3 2 51 Low
929226 13 3 2 45 Low 3 2 4 55 Low
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APPENDIX G: CYCLE 2 DATA EXTRACT
Student
Code K A B
Level of
Awareness
Awareness
Indicator A SN PBC
Perceived
Behavioural
Intent
Intention
Level
Indicator
012730 20 4 4 74 Medium 4 3 4 68 Medium
026336 13 2 2 41 Low 2 2 2 37 Low
036966 10 1 2 33 Low 1 2 3 36 Low
042851 16 4 3 61 Medium 4 5 6 92 High
054168 15 1 3 48 Low 1 3 4 48 Low
063070 13 2 3 49 Low 2 3 1 39 Low
073262 17 1 2 42 Low 1 3 2 37 Low
086177 18 2 3 56 Low 2 2 4 48 Low
095418 18 2 3 56 Low 2 4 3 56 Low
100304 17 3 3 58 Low 3 5 5 80 High
113143 18 2 2 47 Low 2 3 2 44 Low
123606 0 0 0 0 Low 0 0 0 0 Low
137574 13 1 3 45 Low 1 5 5 67 Medium
146046 9 2 1 28 Low 2 2 3 43 Low
158300 19 0 3 49 Low 0 5 3 50 Low
162042 14 3 4 63 Medium 3 4 5 74 Medium
171440 11 2 2 38 Low 2 1 4 42 Low
183358 21 2 3 59 Low 2 1 3 36 Low
191979 14 3 1 38 Low 3 2 3 50 Low
203739 0 0 0 0 Low 0 0 0 0 Low
211354 12 3 1 35 Low 3 3 3 56 Low
229122 21 3 3 63 Medium 3 2 5 61 Medium
237400 18 2 2 47 Low 2 3 0 33 Low
242653 13 1 3 45 Low 1 2 2 31 Low
257165 11 1 3 43 Low 1 2 0 20 Low
268200 9 2 3 44 Low 2 3 2 44 Low
274538 17 3 3 60 Medium 3 2 3 50 Low
281600 18 3 2 51 Low 3 2 1 39 Low
291000 21 2 2 51 Low 2 5 3 63 Medium
304409 19 4 2 56 Low 4 2 3 56 Low
315937 0 0 0 0 Low 0 0 0 0 Low
324675 18 5 2 59 Low 5 3 2 64 Medium
338420 0 0 0 0 Low 0 0 0 0 Low
346873 5 1 2 27 Low 1 0 4 29 Low
359072 19 3 3 61 Medium 3 4 4 68 Medium
367671 17 3 1 42 Low 3 3 4 62 Medium
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372259 17 3 3 58 Low 3 0 3 36 Low
380560 11 3 3 51 Low 3 5 5 80 High
391828 13 2 1 33 Low 2 4 3 56 Low
405076 0 0 0 0 Low 0 0 0 0 Low
410900 0 0 0 0 Low 0 0 0 0 Low
427813 15 1 2 39 Low 1 4 3 50 Low
431705 16 2 4 61 Medium 2 3 4 55 Low
445350 21 2 2 51 Low 2 2 2 37 Low
457303 18 1 3 52 Low 1 2 2 31 Low
460855 15 4 4 68 Medium 4 3 4 68 Medium
478564 11 4 4 63 Medium 4 5 4 81 High
484719 16 3 3 57 Low 3 2 1 39 Low
493457 19 3 3 61 Medium 3 5 3 69 Medium
504919 20 1 2 46 Low 1 1 5 41 Low
518878 12 4 2 48 Low 4 3 3 63 Medium
520601 20 2 2 50 Low 2 3 3 50 Low
530761 17 3 4 67 Medium 3 5 3 69 Medium
545535 18 3 2 51 Low 3 3 4 62 Medium
557017 14 2 2 42 Low 2 2 5 54 Low
567747 17 2 3 54 Low 2 3 3 50 Low
572432 18 2 3 56 Low 2 3 2 44 Low
585134 13 2 2 41 Low 2 4 4 62 Medium
596716 14 1 3 47 Low 1 0 3 23 Low
601507 15 4 4 68 Medium 4 4 4 75 Medium
615214 15 2 1 35 Low 2 3 5 61 Medium
622523 21 4 4 76 High 4 2 5 67 Medium
638112 13 1 0 20 Low 1 4 5 61 Medium
646248 20 2 4 66 Medium 2 3 5 61 Medium
656533 16 2 4 61 Medium 2 3 4 55 Low
668667 10 3 2 41 Low 3 5 4 75 Medium
672910 16 2 3 53 Low 2 3 4 55 Low
684349 17 1 3 50 Low 1 4 4 55 Low
693511 9 4 2 44 Low 4 5 4 81 High
701131 15 5 2 55 Low 5 4 4 81 High
715600 14 3 2 46 Low 3 4 2 57 Low
724802 14 3 2 46 Low 3 3 3 56 Low
733824 14 2 1 34 Low 2 4 2 51 Low
740100 20 2 3 58 Low 2 4 6 73 Medium
758729 12 1 4 52 Low 1 2 3 36 Low
761281 13 5 3 61 Medium 5 4 3 76 High
772115 18 3 3 60 Medium 3 2 4 55 Low
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788044 20 3 4 70 Medium 3 4 3 63 Medium
794256 18 5 3 68 Medium 5 4 3 76 High
806445 14 3 2 46 Low 3 2 4 55 Low
814063 11 3 3 51 Low 3 2 2 44 Low
827927 14 2 2 42 Low 2 0 1 19 Low
832352 11 1 2 34 Low 1 3 2 37 Low
846621 13 3 2 45 Low 3 1 3 43 Low
853941 17 3 4 67 Medium 3 3 6 73 Medium
860400 19 2 3 57 Low 2 3 6 66 Medium
870208 19 2 2 48 Low 2 3 3 50 Low
885880 22 2 3 61 Medium 2 3 3 50 Low
897200 18 2 4 64 Medium 2 4 4 62 Medium
908900 13 4 2 49 Low 4 3 5 74 Medium
915725 7 3 1 29 Low 3 3 4 62 Medium
929226 12 1 3 44 Low 1 2 2 31 Low
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APPENDIX H: CYCLE 3 DATA EXTRACT
Student
Code K A B
Level of
Awareness
Awareness
Indicator A SN PBC
Perceived
Behavioural
Intent
Intention
Level
Indicator
012730 20 4 4 74 Medium 4 5 6 92 High
026336 13 1 2 37 Low 1 2 2 31 Low
036966 13 3 2 45 Low 3 3 2 51 Low
042851 16 4 4 69 Medium 4 4 5 80 High
054168 18 1 2 43 Low 1 4 5 61 Medium
063070 18 1 3 52 Low 1 2 1 25 Low
073262 16 2 4 61 Medium 2 1 5 47 Low
086177 18 2 3 56 Low 2 3 4 55 Low
095418 18 3 2 51 Low 3 2 1 39 Low
100304 15 3 2 47 Low 3 4 5 74 Medium
113143 20 3 2 54 Low 3 3 3 56 Low
123606 18 1 2 43 Low 1 2 5 47 Low
137574 19 2 3 57 Low 2 3 1 39 Low
146046 10 2 3 46 Low 2 3 3 50 Low
162042 13 4 4 66 Medium 4 2 2 51 Low
171440 16 2 0 28 Low 2 4 4 62 Medium
183358 20 3 3 62 Medium 3 3 3 56 Low
191979 10 3 2 41 Low 3 4 4 68 Medium
203739 20 3 3 62 Medium 3 4 3 63 Medium
211354 17 3 1 42 Low 3 3 3 56 Low
229122 21 4 3 67 Medium 4 4 2 64 Medium
242653 20 2 3 58 Low 2 2 2 37 Low
257165 18 1 2 43 Low 1 3 1 32 Low
274538 17 3 2 50 Low 3 3 3 56 Low
304409 20 3 2 54 Low 3 4 4 68 Medium
315937 17 2 3 54 Low 2 3 4 55 Low
324675 20 3 2 54 Low 3 3 4 62 Medium
338420 18 2 1 39 Low 2 2 2 37 Low
346873 13 3 3 53 Low 3 2 0 33 Low
359072 19 2 3 57 Low 2 2 1 32 Low
367671 17 3 3 58 Low 3 2 5 61 Medium
372259 19 3 4 69 Medium 3 3 2 51 Low
380560 14 1 3 47 Low 1 2 3 36 Low
391828 22 3 2 56 Low 3 3 5 67 Medium
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405076 14 1 2 38 Low 1 3 4 48 Low
427813 15 3 3 56 Low 3 2 1 39 Low
431705 15 3 4 64 Medium 3 3 5 67 Medium
445350 18 2 3 56 Low 2 2 2 37 Low
460855 14 3 4 63 Medium 3 4 2 57 Low
478564 13 4 4 66 Medium 4 5 4 81 High
484719 19 1 3 53 Low 1 3 4 48 Low
493457 17 2 3 54 Low 2 4 5 67 Medium
504969 17 2 3 54 Low 2 1 5 47 Low
518878 17 3 1 42 Low 3 4 5 74 Medium
520601 17 3 3 58 Low 3 4 3 63 Medium
530761 20 3 4 70 Medium 3 4 4 68 Medium
545535 19 2 1 40 Low 2 3 3 50 Low
557017 15 3 3 56 Low 3 3 4 62 Medium
567747 20 2 3 58 Low 2 3 4 55 Low
572432 18 3 2 51 Low 3 4 4 68 Medium
585134 21 3 2 55 Low 3 4 4 68 Medium
596716 20 2 5 75 Medium 2 3 2 44 Low
601507 20 2 2 50 Low 2 3 4 55 Low
615214 21 1 2 47 Low 1 1 3 30 Low
622523 21 2 2 51 Low 2 5 5 74 Medium
638112 12 4 3 56 Low 4 2 4 62 Medium
646248 20 2 4 66 Medium 2 3 5 61 Medium
656533 17 2 4 63 Medium 2 3 3 50 Low
668667 16 3 3 57 Low 3 3 3 56 Low
672910 17 1 3 50 Low 1 2 3 36 Low
684349 18 3 3 60 Medium 3 5 4 75 Medium
693511 12 4 2 48 Low 4 3 4 68 Medium
701131 19 3 3 61 Medium 3 4 3 63 Medium
724802 13 3 2 45 Low 3 2 5 61 Medium
733824 17 2 1 38 Low 2 3 3 50 Low
757303 18 3 2 51 Low 3 3 4 62 Medium
758729 19 1 4 61 Medium 1 2 3 36 Low
761281 15 4 4 68 Medium 4 4 3 69 Medium
772115 17 3 3 58 Low 3 3 4 62 Medium
788044 19 3 4 69 Medium 3 4 5 74 Medium
794256 18 5 3 68 Medium 5 4 3 76 High
806445 20 3 3 60 Medium 3 4 3 63 Medium
814063 21 2 3 59 Low 2 2 4 48 Low
827927 15 4 3 60 Medium 4 1 4 55 Low
832352 16 0 2 37 Low 0 1 1 12 Low
297
846621 20 2 3 58 Low 2 0 3 30 Low
853941 19 4 4 73 Medium 4 3 5 74 Medium
870208 21 2 3 59 Low 2 2 3 43 Low
885880 23 2 3 62 Medium 2 5 5 74 Medium
915725 15 4 3 60 Medium 4 4 4 75 Medium
929226 14 3 3 55 Low 3 4 3 63 Medium
