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SYZYGIES OF QUADRATIC VERONESE EMBEDDING
I. V. NETAY
Abstract. In this work we explicitly calculate syzygies of quadratic Veronese
embedding P(V ) ⊂ P(Sym2 V ) as representations of the group GL(V ). Also
resolutions of the sheaves OP(V )(i) are constructed in the categoryD(P(Sym
2
V )).
1. Introduction
Let V be a vector space with coordinates (x0, . . . , xn) over a field k, P(V ) be
its projectivization with homogeneous coordinates (x0 : . . . : xn). We assume that
the ground field k has zero characteristic and is algebraically closed. Consider
the space M of matrices of rank 1 in the space Sym2 V of symmetrical matrices
with coordinates (x20 : . . . : xixj : . . . : x
2
n), where 0 6 i 6 j 6 n. Clearly, it
is a cone. It is well known that P(M) ≃ P(V ) ⊂ P(Sym2 V ). This embedding is
called quadratic Veronese embedding. It is also well known that the minimal set of
equations defining this variety is a set of all (2 × 2)-minors of the matrix (see [1,
Lecture 2, example 2.6]). Denote by S the algebra of polynomials k[Sym2 V ] on
the projective space P(Sym2 V ) and by A the projective coordinate algebra of the
image of the Veronese embedding P(M). The algebra A is a S-module.
Given a projective variety X ⊂ P(V ), denote by A(X) it projective coordinate
algebra and by I(X) the ideal of functions in S vanishing on X . We get the
exact triple 0 → I(X) → S
f0
−→ A → 0. Let us choose a set of homogeneous
generators g1, . . . , gm1 of the ideal I(X). We get the surjection f1 : S
⊕m1 → I(X)
defined by the row (g1, . . . , gm1) such that the following sequence of S-modules is
exact:
S⊕m1
f1
−→ S
f0
−→ A→ 0.
The map f1 can have a kernel. Choosing a set of homogeneous generators of ker f1,
we extend the sequence to the left:
S⊕m2
f2
−→ S⊕m1
f1
−→ S
f0
−→ A→ 0.
Iterating this operation, we obtain finally an exact sequence of graded S-modules:
· · · → F2 → F1 → S → A→ 0,
where Fp = Rp⊗S, and Rp are graded vector spaces over the field k. We put Rp,q =
(Rp)q. Such exact sequence of S-modules is called a free resolution of the module
A.
Note that there is no way to choose generators in ker fp canonically. Nevertheless
under some minimality conditions the spaces Rp,q are defined canonically. Since on
each step of the construction we take a homogeneous basis, the matrices of maps fp
consist of homogeneous elements. A resolution F• = {· · · → F2 → F1 → F0 = S}
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is called minimal, if we tame minimal possible number of generators on each step.
Obviously, if the matrix defining the map fp contains an element of degree zero,
then the resolution F• is not minimal. Conversely, if all matrix elements have
positive degrees, then the resolution is minimal.
Definition 1. If a resolution F• is minimal, then the space Rp,q is called syzygy
space of order p and degree q of a graded S-module A.
From Hilbert syzygy theorem (see [2]) each module over the ring of polynomials
in n variables over a field has a free resolution of length at most n. In this work
we deal with only modules over rings of polynomials. Computation of syzygies is
a very complicated problem in general case. It is solved algorithmically, although
the algorithm requires a huge time amount. Here we consider some modules arising
from geometrical problems.
Syzygy spaces of a projective embedding of an algebraic variety are very im-
portant invariant of the embedding. Many useful information on this topic can be
found in the book [3].
Let us consider the following natural situation: a group G ⊂ GL(V ) acts linearly
on the projective space P(V ) preserving an algebraic variety X ⊂ P(V ). Then the
natural action of the group G on projective coordinate algebra A and on all the
syzygy spaces appears (see §2.1). This allows us to apply representation theory to
computation of the spaces Rp,q. It is the most simple and convenient if the category
of representations of the group is semisimple.
We consider projective homogeneous spaces of reductive algebraic groups. In
this work we deal mainly with the quadratic Veronese embedding. The following
questions about syzygies are interesting:
• which of the spaces Rp,q are zero?
• how to construct the spaces Rp,q?
• how to construct the maps fp?
In this work we consider only the first two questions. Actually, the first question is
interesting and has some open problems in particular for homogeneous spaces.
Definition 2. An embedding X ⊂ P(V ) satisfies Np-property, if
• dimR0,q =
{
1, if q = 0;
0 otherwise;
• Rk,q = 0, if q 6= k + 1 for 1 6 k 6 p.
The famous conjecture about Np-property for Veronese embeddings had been
stated in [4]. In [4] it is proved for the case of quadratic Veronese embedding and
for the cubic embedding of projective plane. It is also proved that the Np-property
does not hold in all the cases, where it should not hold according to the conjecture.
Recently in [5] the conjecture was proved for cubic Veronese embedding of projective
space of any dimension.
The question about vanishing of syzygy spaces Rp,q of Veronese embeddings is
still far from a complete solution. Moreover, the problem of description of these
spaces seems to be unsolvable in a reasonable form. Nevertheless, some cases can
have some reasonable answer.
Consider a projective rational normal curve in the projective space P(V ) not
lying in any hyperplane. It is well known that it is a projective line P1 embedded
into P(V ) by the Veronese embedding of degree dimV . All the syzygy spaces of
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this embedding are explicitly calculated (see for example [3]) as one of the simplest
non-trivial examples of calculation of syzygies. The syzygy spaces of projective
embeddings of projective plane are calculated for only in few cases.
Now let us restrict the degree of embedding. The syzygy spaces of quadratic
Veronese embedding are known from [6]. In the case of cubic Veronese embedding
the problem is open.
Here we consider quadratic Veronese embedding and S-modules
⊕
k>0 Sym
2k+a V ∗
and calculate their syzygies for all a. Geometrically this construction leads us to
construction of minimal resolution of invertible sheaves on the image of quadratic
Veronese embedding (see §2.3).
Let us introduce some notation. We will draw Young diagrams to the right and
below from the box (0, 0) using non-negative numbers as the coordinates of boxes.
We call a hook the subset of boxes of Young diagram λ composed of a box (vertex),
all the boxes below it, and all the boxes to the right of it in diagram λ. We call
a hook main, if its vertex lies on the diagonal, i. e. has the coordinates (k, k) for
some k. Denote the length of the diagonal (number of boxes of the form (k, k)) in λ
by l(λ).
Definition 3. Let λ be a Young diagram. It is a union of its main hooks. Denote
their width-height pairs by (a1, b1), . . . , (al, bl), where l = l(λ). We will denote the
diagram λ by (a1, . . . , ak|bk, . . . , b1).
Let λ be a dominant weight a reductive group G. Denote by Vλ its irreducible
representation of highest weight λ. For more details about representations with
highest weight see [7].
The function C puts any Young diagram λ into a correspondence with {1, . . . , l(λ)}
and is defined in 4.
Theorem 1. Let X = P(V ) ⊂ P(Sym2 V ) be the quadratic Veronese embedding.
Then there exists a resolution
. . . //
⊕
k>0
Ra1,k+1 ⊗ O(−k − 1)
// ⊕
k>0
Ra0,k ⊗ O(−k)
// OX(k) // 0,
where n = dimV and
(1.1) Rap,p+q =

⊕
ω=ω′
wt(ω)=q
l(ω)=2q−a
V ∗ω , q > 0 or p = q = 0,
⊕
ω=(a1,...,ak|bk,...,b1)
bi6ai6bi−1+1, i=1,...,k
wt(ω)=2p+a
(V ∗ω )
⊕(|C(ω)|−1s ), p > 0, q = 0, s ∈ Z,
where s = 12
(∑k
i=1 |ai − bi − 1| − a
)
.
Remark 1. In the case a < 0 such a resolution can be obtained from the resolution
for a = 0 by the grading shift by −a. Therefore, it is consistent only for a > 0.
In section 3 we prove this theorem and describe the structure of the corresponding
Koszul complex as a complex of representation of GL(V ). After we classify all
the cases that admit analogous computations of syzygy spaces of projectivizations
of highest wight vector orbits (see §4) and that admit an analogous description of
Koszul complex structure. Possibility of such computations is based on the following
two properties of a dominant weight λ of reductive group G.
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Property 1. For any k the representation ΛkVλ of G has no multiple subrepresen-
tations.
We will denote the property by SMF(from ¡¡skew multiplicity free¿¿ follow-
ing [8]).
Property 2. For any dominant weight µ and any n the representation Vµ ⊗ Vnλ
has no multiple subrepresentations.
We will denote this property by STMF. As it will be shown in the section 4,
these cases consist of two infinite series: Segre embedding (see results in [9], where
the computation is proceeded in an analogous way), quadratic Veronese embedding
and a finite set of cases listed in Proposition 5. See the classification in section 4.
Consider the following property to simplify the classification.
Property 3. For any dominant weight µ the representation Vµ⊗Vλ has no multiple
subrepresentation.
This property is a particular case of STMF. We will denote it by TMF. Con-
versely, the property 3 for any multiplicity of the weight λ coincides with the prop-
erty 2 for the weight λ. In section §4 we classify all the representations of highest
weights that are SMFand STMF.
Some analogous classifications form the core of paper [8], where representations
with some property similar to SMFare classified. In this work the cases are classi-
fied, where exterior algebra of a representation of a reductive group has no multiple
subrepresentations. We need some more weak property: each exterior power of a
representation has no multiple subrepresentations. These properties coincide for
so called saturated1 representations (for example, the tautological representation
of GL(V ) is saturated and the tautological representation of SL(V ) is not). In [8]
more general representations are considered, not only irreducible. For convenience
of the reader we give the classification concerning only interesting for us cases.
This allows to make it more simple. To proof to we need to look over a big number
of particular cases of representations. We use computer algebra systems LiE and
SCHUR.
After if the Appendix A some examples are given, in the Appendix B questions
related to weighted projective spaces are considered.
The author is grateful for S.O.Gorchinskiy, E. B.Vinberg for useful discussions
and also for V.V.Ostrik for the idea of the proof of Lemma 4.2 and for a useful
reference.
This paper is to be published in Matematicheskii Sbornik.
2. Preliminaries
2.1. Koszul complex. Let X ⊂ P(W ) be a projective variety the in projective
space, Aq = H
0(X,O(q)) be q-th homogeneous component in the projective coor-
dinate algebra of the projective variety X . Let ı : ΛpW ∗ → Λp−1W ∗ ⊗W ∗ be the
1Saturatedness is a condition on the action of the central torus of the reductive group; in
the framework of this paper we can assume it to be satisfied. See the definition (not only for
irreducible representations) in [8, §2].
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map dual to the exterior multiplication map Λp−1W ⊗W → ΛpW . Using the mul-
tiplication map piq : A1 ⊗Aq → Aq+1, let us define the map dp,q as a composition:
(2.1) Λp−1W ∗ ⊗W ∗ ⊗Aq // Λp−1W ∗ ⊗A1 ⊗Aq
Id⊗piq

ΛpW ∗ ⊗Aq
ı⊗Id
OO
dp,q
// Λp−1W ∗ ⊗Aq+1,
where the upper arrow is induced by the natural restriction map
W ∗ = H0(P(W ),O(1))→ H0(X,O(1)) = A1.
Lemma 2.1. The sequence of groups and morphisms
(2.2)
. . . // Λp+1W ∗ ⊗Aq−1
dp+1,q−1// ΛpW ∗ ⊗Aq
dp,q // Λp−1W ∗ ⊗Aq+1 // . . .
is a complex. Moreover, its cohomology groups are the syzygy spaces
Rp,p+q =
ker(dp,q)
im(dp+1,q−1)
.
Proof. Consider the Koszul complex Λ•W ∗⊗Sym•W ∗ = Λ•W ∗⊗S (see [10], ch. 1).
It is quasi-isomorphic to the trivial S-module k. Tensoring it over S with A, we
obtain the quasi-isomorphism Λ•W ∗ ⊗ A ∼= k
L
⊗
S
A. Therefore, the sequence of
morphisms
. . .→ Λp+1W ∗ ⊗A→ ΛpW ∗ ⊗A→ Λp−1W ∗ ⊗A→ . . .
is a complex, and its cohomology groups equal graded vector spaces TorSp (k, A).
Since the differential d of the complex (2.2) is homogeneous of degree 0, we can
decompose the Koszul complex into the sum of subcomplexes:
. . . // Λp+1W ∗ ⊗Aq−1
dp+1,q−1// ΛpW ∗ ⊗Aq
dp,q // Λp−1W ∗ ⊗Aq+1 // . . .
Finally, we get Rp,p+q = (Tor
S
p (A, k))p+q =
ker(dp,q)
im(dp+1,q−1)
. 
2.2. Projective coordinate algebras. Let G be a reductive algebraic group.
Denote by W = Vλ the irreducible representation of G of highest weight λ. Let X
be the G-orbit of the point w ∈ P(W ) corresponding to highest weight vector in the
representation W . In [11] it is proved that any such variety X is an intersection of
quadrics in P(W ).
Remark 2. Recall that X = G · w ∼= G/P is a projective variety, where P is a
parabolic subgroup. Denote by I the set of simple roots orthogonal to λ. Each set I
of simple roots corresponds to a parabolic subgroup PI ⊂ G containing some fixed
Borel subgroup B of the group G. Recall that linear bundles on the variety G/PI
correspond to weights of the group G orthogonal to all roots in the set I. In
particular, the bundle OX(1) = OP(W )(1)|X corresponds to the weight λ.
The following proposition with more detailed proof and other results about high-
est weight orbits and more general quasi-homogeneous spaces can be found in [12].
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Proposition 1. In the notation above the projective coordinate algebra of the va-
riety X equals
AX =
⊕
n>0
V ∗nλ.
Proof. By the Borel–Bott–Weyl theorem (see [13]) we get
AX =
⊕
n>0
Γ(X,OX(n)) =
⊕
n>0
Γ(G/P,Lnλ) =
⊕
n>0
Γ(G/B,Lnλ) =
⊕
n>0
V ∗nλ.
If we have a representation Vλ of G, then it has a unique closed G-orbit isomorphic
to G/P in the projectivization. Then the bundle L on G/P can be defined as the
restriction of O(1) on P(Vλ) onto G/P . 
Corollary 1. In the notation above the complex
. . .→ Λp+1W ∗ ⊗k V
∗
(q−1)λ → Λ
pW ∗ ⊗k V
∗
qλ → Λ
p−1W ∗ ⊗k V
∗
(q+1)λ → . . .
of representations of the group G computes the syzygy spaces of the variety X =
G · w ⊂ P(W ).
Denote by Σλ the Schur functor Vect → Vect. It is a polynomial functor on
the category of vector spaces such that for the action of the group G = GL(V ) the
representation ΣλV is the unique representation of the group G with the highest
weight λ. The symbol ΣλV
′ denotes the same as Vλ if V
′ = V is the tautological
representation of the group GL(V ). The explicit construction of the Schur functor
can be found, for example, in [14].
Corollary 2. Let Wi = ΣλiVi, W1 ⊗ . . . ⊗Wm be an irreducible GL(V1) × . . . ×
GL(Vm)-representation, X ⊂ P(W ) be the highest weight orbit of weight λ1⊕. . .⊕λm
in W = W1 ⊗ . . . ⊗Wm. Then the projective coordinate algebra of the variety X
equals
AX =
⊕
n>0
Σnλ1V
∗
1 ⊗ . . .⊗ ΣnλmV
∗
m
as a GL(V1)×. . .×GL(Vm)-representation. Therefore, the Koszul complex Λ
•(W1⊗
. . .⊗Wn)⊗AX computes the syzygy spaces of X.
2.3. Localization. After in Section §3 we will compute cohomology groups of the
Koszul complex and therefore we will construct minimal free resolutions for some
graded modules over the polynomial ring k[W ]. Here we explain how it is related
to resolutions of sheaves on the projective space P(W ).
For a sheaf F on P(W ) we can construct a graded k[W ]-module applying the
functor
α : F 7→
⊕
n>0
Γ(P(W ),F (n)).
We will consider its image as an object of the category C of graded k[W ]-modules
of finite type, where objects are the same graded k[W ]-modules and morphisms are
defined in the following way:
HomC (M,N) = lim−→
m0
Homk[W ]-grmod
 ⊕
m>m0
Mm,
⊕
m>m0
Nm
 .
The functor α : k[W ] → C is an equivalence of categories. It takes morphisms to
morphisms and is exact. The opposite to α functor ∼ can be constructed as a
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generalization of the localization functor for the affine case. (There given a module
M over a ring A one obtains a sheaf M˜ over SpecA). Detailed construction and
the proof can be found in [15, lecture 7].
Nevertheless the functor α is not exact as a functor to the category of graded
modules. We will construct below free resolutions over the polynomial ring k[W ].
But if we construct a free resolution for the moduleM in the category k[W ]-grmod,
obviously it remains a free resolution in the category C , because the functor of
localization of an abelian category by an abelien subcategory is exact. Therefore,
applying the functor ∼, we construct a resolution for M˜ in the category of sheaves
on P(W ).
This implies that by results of [15] the following proposition holds.
Proposition 2 (([15])). Suppose that a module M has a resolution in the category
of graded modules of finite type over k[W ]:
. . . //
⊕
k k[W ](k + 1)⊗R1,k
//⊕
k k[W ](k)⊗R0,k
// M // 0.
Then in the category of coherent sheaves on P(W ) there is a resolution
. . . //
⊕
k OP(W )(−k − 1)⊗R1,k
//⊕
k OP(W )(−k)⊗R0,k
// M˜ // 0.
We will consider objects of the form F = OP(V )(k) with support equal to the
image of the quadratic Veronese embedding P(V ) ⊂ P(Sym2 V ). To construct a
resolution of the sheaf F , firstly we construct a resolution of the k[V ]-module α(F )
and then using the fact that it remains a resolution under the action of the functor of
localization by the subcategory of finite-dimensional objects, we apply the functor β
and obtain a resolution for the sheaf F in terms of the sheaves OP(Sym2 V )(i). So we
need to construct resolutions of modules of the form α(O(k)) =
⊕
m>0 Sym
2m+k V ∗
over α(O) = Sym• Sym2 V ∗.
2.4. Graphs in the lattice. Fix a dominant weight λ of a reductive group G.
Then the isotypic component Kλ of weight λ in the Koszul complex K = Λ
•V ∗λ ⊗
A(X) admits the natural decomposition into the sum of subrepresentations Kµ,n,
where Kµ,n is isotypic component of weight λ in the representation (Λ
•V ∗λ )µ ⊗ Vnλ
and (Λ•V ∗λ )µ is the isotypic component of weight µ in the representation Λ
•V ∗λ of
the group G. Applying the Schur Lemma, we can pass from complexes of represen-
tations of G to complexes of vector spaces.
LetK• be a complex of vector spaces. Then we can choose a basis in each space
Ki and compose a graph with vertices corresponding to vectors in these bases and
arrows corresponding to non-zero differential maps. For example, the graph on the
fig. 1 corresponds to the complex {k → k} with non-zero differential map. It is
always acyclic.
Figure 1.
For example, consider the graph on fig. 2. The condition of correspondence to
a complex implies that xy + uv = 0 and means that d2 = 0. By a replacement
of bases in one-dimensional vector spaces corresponding to vertices, we can put
x = y = u = 1, v = −1. Therefore the complex corresponding to this graph is
8 I. V. NETAY
x
y
u
v
Figure 2.
unique up to isomorphism. Nevertheless not all graphs corresponding to complexes
have the same property. For example, consider the graph on fig. 3 corresponding
to a complex of the form {k2 → k2}, where in the chosen basis the 2× 2-matrix of
the differential d consists of non-zero elements. Rank of such matrix can be equal
to 1 or 2. Therefore, this graph correspond to two different isomorphism classes of
complexes.
Figure 3.
At the same time this graph is a full subgraph of the graph on fig. 4. This one
corresponds to one isomorphism class of complexes and therefore the cohomologies
of such complex are uniquely defined.
Figure 4.
Under the restrictions given by the conditions STMF and SMF the set of vertices
of the graph corresponding to any isotypic component of the Koszul complex com-
puting the syzygy spaces of the highest weight orbit is a subset of points of some
lattice (namely, X⊕Z, where X is the weight lattice of the reductive group) and ar-
rows between vertices can be easily described using some additional combinatorics
on Young diagrams.
2.5. Truncated cubes. Suppose that the complexK• of vector spaces corresponds
to a graph with vertices at vertices of the cube {0, 1}n and arrows correspond to
edges of the cube and are directed to the vertex where the sum of coordinates is
more. We will call such complexes n-dimensional combinatorial cubes. In accor-
dance with results of [9] for any dimension there is a unique combinatorial cubes
of this dimension up to isomorphism. In particular, for positive dimension the cor-
responding complex is always acyclic. For example, the complex corresponding to
the graph on fig. 2.
Consider the complex obtained from the combinatorial cube by the stupid k-th
truncation (we always assume the truncation from below here). Then it corresponds
to a full subgraph in the cube of vetices with the sum of coordinates not less than
k. We will call Such a complex truncated combinatorial cube. According to results
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of [9] there exists a unique k-th truncated combinatorial n-cube. From here it is
obvious that zero cohomologies of this complex equal k6⊕
(
n−1
k
)
and that all other
cohomologies vanish.
Below we will need such types of complexes to describe isotypic components
of the Koszul complex computing syzygies of quadratic Veronese embedding and
syzygies of modules of the form
⊕
n>0 Sym
2n+k Sym2 V ∗ over Sym• Sym2 V ∗.
3. Computation of syzygies
Let us introduce some notations needed below in this Section.
Let λ be a Young diagram.
Definition 4. Denote by C(λ) the set of such 1 6 l 6 k that
• al > bl, i. e. l-th hook has width more than its height;
• al+1 6 bl+1+1 or l = k, i. e. the following hook has width at most its height
plus one or there is no a following hook, i. e. l = k.
We will be interested in values of C on diagrams λ, where any hook is not more
wide than high. Therefore the condition l ∈ C can be reformulated in the following
way:
• diagram λ contains the box (l + bl, l− 1),
• diagram λ does not contain the box (l + bl, l).
Figure 5 contains an example of a diagram
λ = (8, 8, 6, 6, 4, 3) = (8, 7, 4, 3|2, 4, 5, 6).
Here C(λ) = {2, 4}. In terms of the reformulation for each l ∈ {1, 2, 3, 4} the
Figure 5.
box (l + bl, l − 1) contains a bold dot. Element l is included into C(λ) if the
corresponding dot is in the diagram and the following is not.
Definition 5. Denote by Z(w, a) the set of Young diagrams θ with some of boxes
shaded, where
• there are 2w not shaded boxes, they form a Young diagram θ0, each it main
hook has width equal to height plus one;
• there are a shaded boxes,
• there are no two shaded boxes in one column.
Denote by ω(θ) the diagram of the same form as θ without shaded boxes.
Figure 6 contains an example of an element θ ∈ Z(4, 4).
Denote by Zn(w, a) the subset of elements in Z(w, a) with at most n columns.
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Figure 6.
Lemma 3.1. There is an isomorphism
Λw Sym2 V ∗ ⊗ Syma V ∗ =
⊕
θ∈Zn(w,a)
ΣθV
∗,
where n = dimV .
Proof. From well known formula (see [16]) we have
Λw Sym2 V ∗ =
⊕
λ=(a1,...,an|an−1,...,a1−1)
a1>a2>...>an
a1+...+an=w
ΣλV
∗.
Here the sum is taken over the set Z(w, 0). It remains to apply the Pieri for-
mula (see [14]) tensoring with Syma V ∗ and shading added boxes. 
The main goal of this Section is to describe isotypic components of the Koszul
complex
(3.1) . . .→ Λp+1 Sym2 V ∗ ⊗ Syma+q−2 V ∗ →
→ Λp Sym2 V ∗ ⊗ Syma+q V ∗ →
→ Λp−1 Sym2 V ∗ ⊗ Syma+q+2 V ∗ → . . . ,
which computes syzygies of Sym• Sym2 V ∗-module
⊕
m>0 Sym
2m+a V ∗.
Denote by prω the projection to isotypic component corresponding to the Young
diagram ω.
Lemma 3.2. Let ω = (a1, . . . , ak|bk, . . . , b1) be a Young diagram. Suppose one
can shade some of its boxes and obtain a diagram θ ∈ Zn(w, a). Then there is an
isomorphism of complexes
prω(K
•) = Vλ ⊗ Λ
>s
k
C(ω)(r),
where s = a2−
∑k
i=1
|ai−bi−1|
2 and r =
∑k
i=1
ai−bi+1
2 −|C(ω)|. Otherwise prω(K
•) =
0.
Proof. Let us check the conditions necessary for prω(K
•) 6= 0. By Lemma 3.1
there is a bijection between irreducible G-modules in Λw Sym2 V ∗ ⊗ Syma V ∗ and
the set Zn(w, a). Therefore the complex prω(K
•) is isomorphic to
(3.2) . . .→
⊕
θ∈Zn(w+1,a−2)
ΣθV
∗ →
⊕
θ∈Zn(w,a)
ΣθV
∗ →
⊕
θ∈Zn(w+1,a−2)
ΣθV
∗ → . . .
Clearly, prω(K
•) is a subcomplex in (3.1) and consists of modules ΣθW
∗ with ω(θ) =
ω. It remains to check that this subcomplex is a truncated combinatorial cube.
There is a graded vector space V• such that prω(K
•) ≃ ΣωW
∗ ⊗ V•. Since the
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representation ΣωW
∗ of G is irreducible, from the Schur Lemma (see [13]) we
have End(ΣωW
∗) = k. Hence,
d ∈ EndG(ΣωW
∗ ⊗ V•) = End(V•).
Now let us prove that the complex prω(K
•) is a truncated combinatorial cube.
We prove it by two steps. At first we choose a basis in V•. At second we find
all non-zero matrix elements of d in this basis. After it remains only to apply
Lemma 3.5 from [9].
Take any diagram ω. If we can not shade ω to obtain an element of Zn(w, a),
then prω(K
•) = 0. We assert hereafter that we can shade the diagram ω in this
way.
For any shaded diagram θ ∈ Zn(w, a) its non-shaded part consists of hooks of
the form (k|k−1). All these diagrams differ only in shading of some pairs of boxes.
Namely, these pairs are (l− 1, l− 1+ bl) and (l+ bl, l− 1) for l ∈ C(ω). Therefore,
shaded diagrams of the form ω are in bijection with subsets of C(ω), i. e. with a
basis of the exterior algebra Λ•E of the vector space E spanned by vectors ξ1, . . . , ξk
indexed by elements of C(ω). A vector ξi1 ∧ . . . ∧ ξil with 1 6 i1 < . . . < il 6 k
corresponds to the diagram θ shaded in the following way. At first, for each main
hook in ω let us shade all boxes except the maximal subhook of the form (m|m−1).
After for each i ∈ {i1, . . . , il} in the hook number i let us shade a pair of boxes such
that non-shaded boxes form again a hook of the form (m|m− 1).
Clearly, if in ω we shade maximal possible number of boxes such that each main
hook in non-shaded part have the form (m|m−1), we shade
∑k
i=1(ai−bi+1) boxes.
Therefore we should shift the degree of the complex by 12
∑k
i=1(ai−bi+1)−|C(ω)|.
Minimal number of shaded boxes in diagram equals
∑k
i=1 |ai− bi− 1|. In the same
time the complex contain only diagrams θ, where at least a boxes are shaded.
Therefore the exterior power ΛsE contributes to the complex if and only if s >
a
2 −
1
2
∑k
i=1 |ai − bi − 1|.
The differential d in the Koszul complex (3.1) is a composition of the comulti-
plication map
Λp+1 Sym2 V ∗ ⊗ Syma+q V ∗
ι
−→Λp Sym2 V ∗ ⊗ Sym2 V ∗ ⊗ Syma+q V ∗
in the exterior algebra and the multiplication map
Λp Sym2 V ∗ ⊗ Sym2 V ∗ ⊗ Syma+q V ∗
pi
−→Λp Sym2 V ∗ ⊗ Syma+p+2 V ∗
in the projective coordinate algebra. Take θ ∈ Zn(p+ 1, a). By Lemma 3.1 it cor-
responds to an irreducible G-subrepresentaion in Λp+1 Sym2 V ∗ ⊗ Syma V ∗. The
restriction of the comultiplication map onto the summand corresponding to ΣθV
∗
can be decomposed into the sum ΣθV
∗ → ΣνV
∗ ⊗ Sym2 V ∗, where ν ∈ Zn(p, a)
is obtained from θ by removement of a pair of boxes from different columns. Note
that the composition of the comultiplication map restricted to the summand cor-
responding θ and the multiplication map does not vanish under projection to the
summand corresponding η ∈ Zn(p, a+2) if and only if η can be obtained from θ by
shading of two boxes, because diagrams must have the same form, because all the
map are G-equivariant. So, if a diagram θ corresponds to a vector ξi1∧. . .∧ξil , then
differential has non-zero restriction maps from ΣθV
∗ to all ΣηV
∗, where diagrams η
correspond to non-zero vectors ±ξm ∧ ξi1 ∧ . . .∧ ξil for m ∈ C(ω). From [9, Lemma
3.5] pr(K•) is a truncated combinatorial cube. This gives the required isomorphism
of complexes. 
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Proposition 3. The isotypic component of weight ω in the complex (3.1) is a
combinatorial 0-cube if and only if the diagram ω is symmetric, i. e. ω = ω′, and
parity of wt(ω) is the same as parity of a.
Proof. Note that in the complex (3.1) each diagram θ has a+ 2k shaded boxes for
different k. Each main hook of a diagram θ in the complex can have at most one
shaded box at the bottom. Therefore height of any hook does not exceed its width.
Let θ = (a1, . . . , ak|bk, . . . , b1). Suppose that the diagram θ is not symmetric.
Let l be maximal such that al 6= bl. This means that al > bl. But either k = l
or al+1 = bl+1 < bl. Therefore the box (bl+l, l−1) is contained in θ, hence l ∈ C(θ).
Consequently, the isotypic component of weight θ is not a combinatorial 0-cube.
This implies that each hook in a diagram corresponding to a 0-cube is the sym-
metric. This means that each main hook contains one shaded box at the bottom.
The number of main hooks coincides with the diagonal length. Its parity coincides
with parity of a. It is also obvious that for a diagram θ satisfying these conditions
the corresponding isotypic component is a 0-cube. 
Lemma 3.3. Suppose a 6 0. Then the complex K• does not contain an isotypic
component beeing a k-truncated combinatorial cube for k > 0.
Proof. By Lemma 3.2 for a 6 0 the isotypic component of weight ω is isomor-
phic to Vω ⊗ Λ
>sE(r) for some k, for s 6 a 6 0 and for some vector space E.
Therefore Vω ⊗ Λ
>sE(r) = Vω ⊗ Λ
•E(r). 
Now let us prove Theorem 1.
Proof. By Lemma 2 the syzygy spaces Rap,q are calculated by the Koszul com-
plex (3.1). By Lemma 3.2 all the isotypic components of this complex are trun-
cated combinatorial cubes. Combinatorial 0-cubes of complex (3.1) are described
by Proposition 3 and correspond to the first row in (1.1). Now let us decribe
truncated combinatorial cubes.
Each truncated combinatorial cube has the component of minimal degree at
degree zero. Take a diagram ω. It must have
∑k
i=1 |ai − bi − 1| shaded boxes. The
diagram corresponding to a representaion lying in degree zero has totally a shaded
boxes. The set C(ω) corresponds to the hooks where we can shade some other boxes.
Except the boxes that must be shaded, there are also s = 12
(
a−
∑k
i=1 |ai − bi − 1|
)
hooks, where we can shade some additional boxes. Note that if the number s is
not integer, then the complex has no representations corresponding to a shaded
diagram of form ω. To get a correct shaded diagram, we need to shade some boxes
in diagram ω corresponding to a subrepresentation in the Koszul complex in such
a way that there is at most one shaded box in each column. In the same time non-
shaded boxes must form a Young diagram of the form (c1, . . . , ck|ck− 1, . . . , c1− 1)
for some ci. This means that in a non-shaded diagram we can add to i-th hook
at most one shaded box to the bottom and at at most bi−1 + 1 − ai shaded boxes
to the right. This is equivalent to inequalities bi 6 ai 6 bi−1 + 1 for i = 1, . . . , k.
It remains to note that we have obtained s-th truncated combinatorial C(ω)-cube,
therefore the representation V ∗ω gives the contribution to cohomology groups with
multiplicity
(
C(ω)−1
s
)
. 
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4. Classification
Fix a dominant weight λ of a reductive group G. Put X = G · [vhw] ⊂ P(Vλ),
where vhw is the highest weight vector in the representation Vλ of G. Syzygies of
the embedding X ⊂ P(Vλ) are calculated by the Koszul complex Λ
•V ∗λ ⊗A(X).
To calculate the objects in the Koszul complex as a complex of representations
of G, we need calculate exterior powers of representation V ∗λ and tensor products
of appearing in the previous calculation representations and representations of the
form V ∗nλ, where n ∈ N. Calculation of morphisms in the Kosul complex in much
more sophisticated problem. Nevertheless, in in some cases where all the multiplici-
ties equal 0 or 1 and some of morphisms are known to be non-zero, the isomorphism
classes of isotypic components of Koszul complex are uniquely defined.
The following properties of dominant weights are important for the description
of isotypic components of Koszul complex in terms of Section §2.4.
Property 4. A dominant weight λ of a reductive group G satisfies the property
SMF (is ¡¡skew multiplicity-free¿¿, following [8]), if for each k the representa-
tion ΛkVλ of G has no multiple subrepresentations.
Property 5. A dominant weight λ of reductive group G satisfies the property
STMF (is ¡¡strongly tensor multiplicity-free¿¿), if for any dominant weight µ and
for each n the representation Vnλ ⊗ Vµ of G has no multiple subrepresentations.
Remark 3. In [8] the property SMF of a weight λ was defined as absence of
multiple subrepresentations in the representation Λ•Vλ. These two properties are
some bit different. For example, the tautological representation of GL(V ) is SMF.
In the same time the tautological representation of SL(V ) is SMF in our definition,
but is not SMF in the definition of [8]. These variants of definition coincide under
so called saturatedness condition of the representation. In can be defined for any
finite-dimensional representation, but we need it only for the case of irreducible
representations. In this case it is equivalent to the condition that the central torus
of the reductive group G act non-trivially.
Since we always pass to the projectivization of the representation, we can assume
that the reductive group group always contain a central torus with non-trivial
action.
The following property of a dominant weight of a reductive group is more simple
for classification and more natural than STMF.
Property 6. A dominant weight λ of reductive group G satisfies the property TMF
(is ¡¡tensor multiplicity-free¿¿), if for any dominant weight µ the representation
Vλ ⊗ Vµ of G has no multiple subrepresentations.
The following property is useful for the classification of representations being
STMF and TMF.
Lemma 4.1. The property to be STMF(and the same for TMF) for weights λ1
of a group G1 and λ2 of a group G2 is equivalent to the same property for the
weight λ1 ⊗ λ2 of the group G1 ×G2.
Applying this lemma, we deduce the classification to simple algebraic groups.
Lemma 4.2. Let λ, µ and ν be dominant weights of a reductive group G. Then
there is an embedding
Vλ ⊗ Vµ ⊆ Vλ+ν ⊗ Vµ−w◦ν .
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Remark 4. Note that the lemma implies that there is an embedding. This means
that for any irreducible representation Vθ its multiplicity in the left hand side does
not exceed its multiplicity in the right hand side.
Proof. Given some dominant weights λ and µ, we define the multiplicities mθλ,µ of
subrepresentations by the formula
Vλ ⊗ Vµ =
⊕
θ
V
⊕mθλ,µ
θ .
Then from [17, Theorem 3.1] it follows that
mθλ,µ = dimV
+(θ;λ − µ∗, µ∗),
where
V +(θ, µ, γ) := {v ∈ V (θ)µ : e
γ(hi)+1
i v = 0 ∀i ∈ I}.
Therefore it remains to prove that mθλ,µ 6 m
θ
λ+ν,µ+ν∗ , i. e.
dimV +(θ;λ− µ∗, µ∗) 6 dim V ∗(θ;λ− µ∗, ν + µ∗).
This follows from
V +(θ;λ, µ) ⊆ V +(θ;λ, µ + ν)
for any dominant weights θ, λ and µ. This inclusion directly follows from the
definition of these spaces. 
We have proved that there is an embedding, but there is a canonical embedding.
The following lemma proves it.
Lemma 4.3. There is a natural embedding
Vλ ⊗ V
∗
µ ⊆ Vλ+ν ⊗ V
∗
µ+ν
for any dominant weights λ, µ and ν of a reductive group G.
Proof. Consider the variety X = G/B. The space of global sections of the sheaf Fµ
can be naturally identified with V ∗µ by the Borel–Bott–Weyl Theorem [13, §23.3,
Claim23.57]. Analogously, since the weight −λ is dominant with respect to B−,
the space of global sections of the sheaf F ′−λ on X
′ = G/B− can be identified
with Vλ. Hence, we have Γ(X ×X
′,Fµ ⊠F
′
−λ) = V
∗
µ ⊗ Vλ.
Take the identical section ιν ∈ V
∗
ν ⊗Vν = Γ(X ×X
′,Fν ⊠F
′
−ν). Multiplication
by the section ιν defines the sheaf morphism
Fµ ⊠F
′
−λ → Fµ+ν ⊠F
′
−λ−ν .
Since the section ιν vanish nowhere, this morphism is an embedding and induce
the required embedding of spaces of global sections. 
Lemma 4.4. If a dominant weight λ of a group G is not TMFand a weight µ is
dominant, then the weight λ+ µ also is not TMF.
Proof. Let us apply the following two properties of representations of any group G:
HomG(U, V ⊗W ) = HomG(U ⊗ V
∗,W ), k ⊆ V ⊗ V ∗
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for any representations U, V,W . If λ is not TMF, then for some weights θ and ν
the following holds by 4.2:
V ⊕2θ ⊆ Vλ ⊗ Vν ⇔ dimHomG(Vθ, Vλ ⊗ Vν) > 2⇔
⇔ dimHomG(Vθ ⊗ V
∗
λ , Vν) > 2⇒ dimHomG(Vθ+µ ⊗ V
∗
λ+µ, Vν) > 2⇔
⇔ dimHomG(Vθ+µ, Vλ+µ ⊗ Vν) > 2⇔ V
⊕2
θ+µ ⊆ Vλ+µ ⊗ Vν .
This means that the weight λ+ µ is not TMF. 
By this lemma it is sufficient for classification of all TMF weights for each simple
algebraic group to find all TMF weights and to check that all minimal weights
greater are not TMF.
Let G be a semisimple algebraic group. Denote by pii its i-th fundamental weight
(see. [18]).
Proposition 4. Let G be a simple non-commutative algebraic group, and pi be its
dominant weight such that for any dominant weight of G the representation Vpi⊗Vµ
of G has no multiple subrepresentations. Then the pair (G, pi) is one of the listed
in the following table up to dualization:
SL(n) kpi1, k > 1
SL(n) pik, k > 1
SO(2n+ 1) pi1, pin
SO(2n) pi1, pin−1, pin
Sp(2n) pi1
Sp(2n) pin, n = 2, 3
E6 pi1, pi6
E7 pi7
G2 pi1
Proof. Let us list the minimal weights greater than TMF weights and apply Lemma 4.4.
The list is given in the following table.
G pi
SL(n) kpi1 + pii, i > 1,
pii + kpin−1, i < n− 1,
pii + pij , i < j
SO(2n+ 1) 2pi1, 2pin, pi1 + pin,
pii, 1 < i < n
Sp(2n) 2pi1, pii, i > 1
pii + pin, 2pin, n 6 3
SO(2n) 2pi1, 2pin−1, 2pin, pi1 + pin−1,
pi1 + pin, pin−1 + pin,
pii, 1 < i < n− 1
E6 2pi1, 2pi6, pi1 + pi6,
pii, 1 < i < 6
E7 2pi7, pii, i 6= 7
E8, F4 pii
G2 2pi1, pi2
At first, let us check all the TMF weights. In the case of the group SL(n) and
the representations with highest weight kpi1 (or kpin−1 by duality) and pik tensor
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product can be calculated by the well known Pieri formula for all k. In the case of
the group G = SO(n) or Sp(2n) the tensor product of the representation Vpi1 and a
representation Vλ equals the sum of irreducible representations Vλ′ with weights λ
′
that can be obtained from λ by addition or subtraction of any prime root. For
other listed in the table above representations the property TMF follows from fact
that the maximal torus of the group has no multiple weights in the representation.
Such representations are classified in [19]. This corollary is proved in [20].
Now it remains only to check that there are no TMF weights greater than listed
above.
• For SL(n) we have m
(k−1)pi1+2pi2+pim
kpi1+pim,pi1+pi2
= 2 (analogously, for pim + kpin−1 by
duality), m
2pi1+pil+1+pim
pil+pim,pi1+pi2
= 2, l < m.
• For SO(2n+1) we havempi1+pi22pi1,pi1+pi2 = 2,m
pi1+pin
pi1+pin,pi1+pi2 = 2,m
pi1+2pin
2pin,pi1+pi2
= 2,
mpi1+pimpim,pi1+pi2 = 2, 1 < m < n.
• For Sp(2n) we have mpi1+pi22pi1,pi1+pi2 = 2, m
pi1+pim
pim,pi1+pi2 = 2, 1 < m < n. Also we
have m2pi1+2pi22pi1+2pi2,2pi2 = 2, m
2pi1
pi1+pi2,pi1+pi2 = 2 for Sp(4) and m
pi1+pi2
pi1+pi3,pi2+pi3 = 2,
mpi1+pi2+pi32pi3,pi1+pi2+pi3 = 2 for Sp(6).
• For SO(2n) we have mpi1+pi22pi1,pi1+pi2 = 2, m
pi1+pin−1+pin
2pin−1,pi1+pi3
= 2, m
pi1+pin−1+pin
2pin,pi1+pi3
= 2,
mpi1+pinpi1+pin−1,pi1+pi2 = 2, m
pi1+pin−1
pi1+pin,pi1+pi2 = 2, m
pi1+pin−1+pin
pin−1+pin,pi1+pi2 = 3, m
pi1+pim
pim,pi1+pi2 =
2, 1 < m < n− 1.
• For E6 we have m
pi1+pi3
2pi1,pi1+pi2
= 2, mpi2+pi62pi6,pi1+pi2 = 2, m
pi5
pi1+pi6,pi1+pi2 = 2,
mpi1+pi2pi2,pi1+pi2 = 2, m
pi4
pi3,pi1+pi2 = 2, m
pi5
pi4,pi1+pi2 = 2, m
pi3
pi5,pi1+pi2 = 2.
• For E7 we havem
pi1+pi2
pi1,pi1+pi2 = 2,m
pi3
pi2,pi1+pi2
= 2,mpi1+pi2pi3,pi1+pi2 = 4,m
pi1+pi2
pi4,pi1+pi2 =
6, mpi6pi5,pi1+pi2 = 2, m
pi1+pi2
pi6,pi1+pi2 = 3, m
pi1+pi2
2pi8,pi1+pi2
= 2.
• For E8 we have m
pi1+pi8
pi1,pi2
= 2, mpi1+pi8pi3,pi4 = 4, m
pi1+pi8
pi5,pi6
= 6, mpi1+pi2pi7,pi1+pi2 = 6,
mpi1+pi2pi8,pi1+pi2 = 2.
• For F4 we havem
pi1+pi2
pi1,pi1+pi2 = 2,m
pi1+pi2
pi2,pi1+pi2 = 5,m
pi1+pi3+pi4
pi3,pi1+pi2 = 3,m
pi1+pi2+pi3+pi4
pi4,pi1+pi2+pi3+pi4 =
2.
• For G2 we have m
pi1+pi2
2pi1,2pi1
= 2 and mpi1+pi2pi2,pi1+pi2 = 2.

Definition 6. Irreducible representations V and W of the group G are geometri-
cally equivalent, if in the projectivizations the G-orbits of highest weight vectoror-
bits are isomorphic embeddings of algebraic varieties into a projective space.
Proposition 5. Each STMF and SMF representation of semisimple algebraic
group is equivalent to one of the listed in the following table:
X P(W ) OP(W )(1)|X
P(V ) P(V ) O(1)
P(V ) P(Sym2 V ) O(2)
P
1
P
n, n 6 6 O(n)
P
2
P
9 O(3)
P(U)× P(V ) P(U ⊗ V ) O(1, 1)
P
2 × P1 P11 O(2, 1)
P
1 × Pk, k 6 4 P3k+2 O(2, 1)
P
1 × P1 P7 O(3, 1)
P
1 × P1 × P1 P7 O(1, 1, 1)
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Proof. The property of the representation to be STMF deduces the classification to
Segre–Veronese varieties. This fact follows from the fact that a weight λ is STMF
if and only if nλ is TMF for any n. Classification of TMF weights is done above.
There only the weights of SL(V ) can be again TMF after multiplication by any in-
teger. For convenience we will consider representations of the group GL(V ) instead
of SL(V ). It remains only to find SMF representations among the representations
of the form Syma1 V1⊗ . . .⊗Sym
an Vn of the group GL(V1)× . . .×GL(Vn). One can
easily check the cases listed in the table applying the Cauchy formulas in infinite
cases and directly in the remaining finite number of cases.
Let us show that there are no other cases. Each Segre–Veronese embedding is
defined by the dimenstions mi = dimVi and the degrees ai. Let us write them into
two rows: (
m1 . . . mn
a1 . . . an
)
Note that there are three ways to ”enlarge” a Segre–Veronese embedding:
(i) to add a column
(
1
1
)
,
(ii) to inscrease a dimension ni,
(iii) to inscrease a degree ai.
Let us show that the property of a weight not to be SMF is preserved. The case (i)
trivially follows from the isomorphism
HomG(W,Λ
kV ) ∼= HomG×k×(W ⊗ k,Λ
k(V ⊗ k))
for each representations V and W of G, where k is the tautological representation
of k× = GL(1). Clearly, if we increase any ni, then all the multiplicities of subrepre-
sentations can not decrease. Therefore the case (ii) is obvious. The case (iii) follows
from the fact that if dimHomG(Vθ,Λ
kVλ) > 2, then dimHomG(Vθ+kν,ΛkVλ+ν ) > 2,
where λ, µ and ν are dominant weights of a reductive group G. It is a particular
case of the following lemma.
Lemma 4.5. Let G be a reductive group, λ, ν and θ are dominant weights. Then
there is a canonical embedding
HomG(Vθ ,Λ
kVλ) ⊆ HomG(Vθ+kν ,Λ
kVλ+ν)
for any k. In particular, if Vλ is not SMF, then Vλ+ν is not SMF for any domi-
nant ν.
Proof. Consider the variety X = G/B. Global sections of the sheaf Fθ can be
identified with V ∗θ . Since−λ is dominant with respect to B
−, global sections of F−λ
on X ′ = G/B− can be identified with Vλ. Therefore global sections of Λ
kF−λ can
be identified with ΛkVλ. So we have Γ(X ×X
′,Fθ ⊠ Λ
kF−λ) = V
∗
θ ⊗ Λ
kVλ.
Consider the identical section ıν,k ∈
⊗
k(V
∗
ν ⊗ Vν) = Γ(X × X
′,F⊗kν ⊠F
⊗k
−ν ).
On X multiplication by ıν,k induces the sheaf morphism Fθ → Fθ+kν . On X
′ it
induces the morphism ΛkF−λ → Λ
kF−λ−ν . Since ıν,k vanishes nowhere, multipli-
cation by it induces the required G-equivariant embedding on global sections:
V ∗θ ⊗ Λ
kVλ
·ık,ν
−−−→ V ∗θ+kν ⊗ Λ
kVλ+ν .

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Now, from (i–iii) one can see that it remains to check a finite set of Segre–
Veronese embeddings. The set of minimal non-SMF representations to check is
given by the following dimension-degree matrices:(
2 2 2 2
1 1 1 1
)
,
(
2 2 2
1 1 2
)
,
(
2 2 3
1 1 1
)
,
(
2 2
2 2
)
,
(
2 2
1 4
)
,(
2 3
1 2
)
,
(
3 2
1 3
)
,
(
5 2
1 2
)
,
(
4
3
)
,
(
3
4
)
,
(
2
7
)
.
For each of them it is easy to find corresponding exterior power with a multiple
subrepresentation, using, for example, LiE computer algebra system. 
Appendix A. Examples
Example 1. Consider the Veronese embedding X = P3 ⊂ P9. There exist 8
symmetric Young diagrams with even diagonal of height at most 4:
diagram representation syzygy space dimension
∅ k R0,0 1
Σ2,2V
∗ R1,2 20
Σ3,2,1V
∗ R2,3 64
Σ3,3,2V
∗
R3,4
45
Σ4,2,1,1V
∗ 140
Σ4,3,2,1V
∗ R4,5 64
Σ4,4,2,2V
∗ R5,6 20
Σ4,4,4,4V
∗ R6,8 1
In particular, there exists a resolution:
0→ O(−8)→ O(−6)⊕20 → O(−5)⊕64 → O(−4)⊕185 → O(−3)⊕64 → O(−2)⊕20 → O → OX → 0.
Example 2. Consider the Veronese embedding X = P2 ⊂ P5 and the sheaf F =
OX(1). There exist 4 symmetric Young diagrams of height at most 3 with odd
diagonal length.
R0,0 V
∗
R1,1 Σ2,1V
∗
R2,2 Σ3,1,1V
∗
R3,4 Σ3,3,3V
∗
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In particular, there exists a resolution:
0→ O(−4)→ O(−2)⊕6 → O(−1)⊕8 → O⊕3 → F → 0.
Appendix B. Weighted projective spaces
Another interesting question is how to calculate syzygies of weighted projective
spaces. This problem is surprisingly hard. For example, if we take the space
P(1l, km) and consider its embedding into a projective space of minimal dimension,
then the problem of calculation of syzygies is equivalent to calculation of syzygies
of the Veronese embedding of Pl of degree k. This demonstrates why the problem is
so hard in the general case. But in the case P(1l, 2m) the problem can be deduced
to the quadratic Veronese embedding, where the answer is known.
Proposition 6. Let Rp,q be the syzygy spaces of weighted projective space P(1
l, 2m) ⊂
P
(l+12 )+m. Then there exist an isomorphism of representations of GL(l):
Rp,q =
⊕
λ=λ′
wt(λ)=2q
l(λ)=2q−2p
Σλk
l.
Actually, this embedding can be obtained from the quadratic Veronese embed-
ding by the following operation applied few times: we can embed it into a projective
space of dimension greater by 1 and there take a cone over previous variety. Here
the set of equation is preserved, but some new variables appear. Obviously, the
syzygy spaces are the same.
Difficulty of calculation for more general projective embeddings of weighted pro-
jective spaces is related to the fact that their automorphism groups are usually
significantly less. Correspondingly, theory of representations of these groups does
not provide so powerful instrument for calculation of syzygies.
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