Scales of equivalent weight characterizations for the Hardy type inequality with general measures are proved. The conditions are valid in the case of indices 0 < q < p < ∞, p > 1. We also include a reduction theorem for transferring a three-measure Hardy inequality to the case with two measures.
Introduction
Simple necessary and sufficient conditions on σ -finite measures λ and μ for which the Hardy inequality holds for all f 0 have been known for some time. See [4, 7, 10, 14, 15] .
For many applications it is useful to have such conditions available in several equivalent forms. In [3, 5, 8, 16, 17] equivalent forms of these conditions have been given in the case of the weighted Hardy inequality (λ and μ absolutely continuous) and the Hardy inequality for sequences (λ and μ purely atomic). See also [1, 2] for related work on sequences. For general measures we provided in [9] scales of equivalent conditions in the case 1 < p q < ∞. Here, in this paper, we continue this work in the case 1 < q < p < ∞, p > 1.
Muckenhoupt [7] in 1972 proved that, in the case 1 p = q < ∞, the inequality 
whereν denotes the absolutely continuous part of ν. Moreover, if C is the least constant for which (1.2) holds,
is the conjugate exponent of p. Moreover, Kokilashvili [4] (see also [6] ) in 1979 announced the general result (without a proof there) that for 1 p q < ∞ the inequality (1.2) holds if and only if
In the sequel we will assume that f 0 so that in particular, the absolute value signs in (1.2) can be removed. From the Muckenhoupt-Kokilashvili condition (1.4) the following more general result was obtained in [9] :
holds for all ν-measurable functions f 0 if and only if, for some s > 0,
Here dλ = ( By applying Theorem 1.1 with measures μ and λ taken to be purely atomic measures supported on the positive integers, the result for sequences was also stated in [9] (see also [8] ).
For a special case, if we let the measures μ and λ be defined by Recently some scales of equivalent weight characterizations of the Hardy inequality
for the case 0 < q < p < ∞, p > 1 and q = 1 were proved by L.-E. Persson, V.D. Stepanov and P. Wall in [11] . They proved that the non-negative weights u(x) and v(x) for which (1.10) holds for all f (x) 0 can be characterized by the Mazya-Rozin type conditions (B (1) MR (s) < ∞) or by the Persson-Stepanov type conditions (B (1) PS (s) < ∞), where, for some s > 0,
respectively. Here
To be precise their result reads: 
Under the conditions of the theorem it is known (remark on p. 93 in [15] , see also [11] ), that for s > 0 the Mazya-Rozin constant has equivalent form
and, similarly an equivalent form to the Persson-Stepanov constant is
(1.14)
Our main result will generalize Theorem 1.2 to the case with general measures. However, our proofs are substantially different. It is important to point out that the inequality (1.1) includes both the weighted integral inequalities of Hardy type and also the corresponding results for sequences.
The paper is organized as follows: In Section 2 the main results and some lemmas are stated, while their proofs can be found in Section 3. 
Main results and some lemmas
First we state the following three technical lemmas: Lemma 2.1. Let p ∈ (1, ∞). If ap +b = cp +d and b +1 > 0, then there exists a finite constant C such that the inequality 
holds for all σ -finite Borel measures μ and λ such that Λ(x) = λ(−∞, x] < ∞ for all x ∈ R. Definition 2.1. Let 1 < p < ∞. We say λ ∈ I p (∞) provided
for some finite constant C.
Note that if 1 < p < q, then I q (∞) ⊂ I p (∞).
See the remark following Corollary 4.3 of [13] . Also note that all absolutely continuous measures and a great many others are in I p (∞) for all p > 1. Example 4.4 of [13] shows that not all measures are. 
holds for all σ -finite Borel measures μ and λ such that Λ(x) = λ(−∞, x] < ∞ for all x ∈ R, λ ∈ I 1+a−c (∞), and Λ(∞) = ∞.
Let 1 < p < ∞, 0 < q < p, and 1/r = 1/q − 1/p. Suppose that σ , ν and μ are σ -finite measures on the Borel subsets of R. Consider the three-measure Hardy inequality
for all measurable functions f . Before we formulate the main results we state and motivate a result (Theorem 2.1) showing that this problem can be reduced to the Hardy inequality for two measures studied in [13, Section 3] .
In [9] we considered (2.2) in the case that σ is the Lebesgue measure on the interval (0, ∞), in accordance with Muckenhoupt's 1972 paper. His argument there reduces the study of (2.2) to the case that v is absolutely continuous with respect to the Lebesgue measure. The same basic measure theory argument will serve to reduce (2.2) to the case that v is absolutely continuous with respect to σ . See also [12] . We present a variant of this argument that reduces (2.2) to (1.1), ensures that the resulting λ is σ -finite, and makes it clear which absolute continuity of measures is necessary for the validity of (2.2). 
Remark 2.1. As a consequence of this reduction theorem it will be sufficient to restrict our attention to the inequality (1.1) henceforth. We leave it to the reader to adapt our main results, given in Theorems 2.2 and 2.3 below, to give scales of equivalent necessary and sufficient conditions for the inequality (2.2) to hold. We also remark that Theorem 2.1 may be used to adapt the results of [9] , giving a large number equivalent conditions for (2.2) in the case 1 < p q < ∞.
The main results read: Finally we state the following useful proposition, which is of independent interest but also used for our proofs.
) holds if and only if
and for p < 0 
Proof. The detailed proofs of (2.6), (2.7), and (2.8)-(2.11) can be found in Lemma 1, Corollary 1, and Lemma 3 of [9] , respectively. 2
Proofs
Proof of Lemma 2.1. The λ-measure of {x ∈ R: Λ(x) = 0} is zero, 0 < Λ(x) < ∞ for λ-almost every x. Therefore, for λ-almost every x and all t ∈ [x, ∞), Λ(t) a = Λ(t) c Λ(t) a−c . Since Λ is non-decreasing, in the case a c we have
Now suppose that a > c. Set
apply (2.6) of Proposition 2.1 and interchange the order of integration to get The first inequality, (3.2), is trivially valid so we focus on the second one, (3.3). Set α = (b + p)/ (1 − p) and observe that α + 1 < 0. Thus 
