We show that the error probability of reconstructing kernel matrices from Random Fourier Features for any shift-invariant kernel function is at most O(exp(−D)), where D is the number of random features. We also provide a matching informationtheoretic method-independent lower bound of Ω(exp(−D)) for standard Gaussian distributions. Compared to prior work, we are the first to show that the error probability for random Fourier features is independent of the dimensionality of data points as well as the size of their domain. As applications of our theory, we obtain dimension-independent bounds for kernel ridge regression and support vector machines.
INTRODUCTION
Kernel methods are widely applied in many machine learning algorithms, including kernel perceptron, support vector machines, principal component analysis, and Gaussian processes. Kernels allow to convert problems that evaluate explicit feature mappings to problems that evaluate kernel functions, i.e., inner products of feature mappings. Kernel methods are efficient since computing inner products of feature mappings is often computationally cheaper than computing the feature mappings directly. To fully leverage the power of the kernel method, a n × n matrix called kernel matrix(Gram Matrix) must be computed, which does not scale when the number of data points n is large. To cope with such problem, Rahimi and Recht [1] proposed an algorithm called Random Fourier Features(RFF). RFF approximates the kernel evaluation by the average of Fourier Features(cosines of linear projections). This approach is theoretically motivated by Bochner's theorem [2] , which states that any continuous, positive definite and shift-invariant function can be written as the Fourier transform of a nonnegative measure.
Though RFF is a successful method in practice, its theoretical performance is yet to be discovered. Along with the algorithm, Rahimi and Recht also analyzed the error probability of reconstructing kernel matrices, which is O(dR 2 exp(− D d )), for any compact domain, where R is the diameter of the domain, D is the number of Fourier features, and d is the dimensionality of the data points. Their approach is based on covering numbers. Following the work of Rahimi and Recht [1] , Sutherland and Schneider [3] improved the constants in the previous coveringnumber upper bound and provided results which were also O(dR 2 exp(− D d )). Later Sriperumbudur and Szabó (2015) [4] improved the upper bound to O(R d 2 exp(−D)), by using a Rademacher complexity approach.
In this paper, we remove the dependence on the dimensionality of the data points d and their domain size R from the error probability. That is, we show that the error probability depends only on the number of Fourier features D. More specifically, we show an upper bound on the error probability which is O(exp(−D)). In addition, we also reason about the lower bound, by showing that the minimax bound is Ω(exp(−D)).
In this section, we introduce some definitions, notations and preliminaries that will be used in the following sections.
Definitions and Notations
For any vector we denote its L p -norm by · p . We denote the compact ball centered at the origin and with radius R by:
The above is the domain of the data points, considered throughout the paper. For a probability distribution P , denote its corresponding probability density function by p, any random vector from P by ω and the expectation with respect to ω by E ω∼P . For any set Ω of D i.i.d. samples from P , denote these samples by ω 1 , · · · , ω D , its product distribution by P D , and the expectation with respect to Ω by E Ω∼P D . Finally denote any multivariate Gaussian distribution with mean µ and covariance Σ by N (µ, Σ), and denote the d-dimensional standard Gaussian distribution by N (0 d , I d ).
Random Fourier Features
Let x, y ∈ R d be two data points, ∆ = x − y, and let k be a nonnegative, continuous and shift-invariant function, that is k(x, y) = k(x − y) By Bochner's theorem [2] , the Fourier transform of k is a probability density function. We denote such probability density function by p and its distribution by P . We have
since only the real part of the above integral is considered. Then RFF draws D sample points from P , and approximates k(x, y) by
The above result enables us to draw a set of samples {ω 1 , · · · , ω D } from P and approximates k(x, y) for any x, y ∈ B(R), without computing the Gram matrix directly. For the performance analysis of RFF, Rahimi and Recht [1] first provided a theoretical upper bound on the error probability for uniform convergence. Specifically, in Claim 1 1 of [1] they showed that the error probability behaves as follows 2 P sup
The above depends on d, R and σ 2
Based on the work of Rahimi and Recht [1] , Sutherland and Schneider [3] improved the upper bound of the error probability with the same features that Rahimi and Recht [1] used. Their upper bound is given in Proposition 1 of [3] , which is 3
which has the same asymptotic upper bound as Rahimi and Recht [1] .
Sriperumbudur and Szabó [4] later improved the bound as follows:
If we rewrite the error threshold to be ǫ, by the fact
, we can rewrite (2) as:
which implies that the upper bound provided in [3] still depends on d, R and D. 1 In Claim 1 they consider any compact set as the domain of samples, while we consider the compact ball centered at the origin and with radius R.
2 They define z(x) = √ 2(cos(ω ⊤ 1 x+b), · · · , cos(ω ⊤ D x+b)) in [1] , where b is a random number from uniform distribution of [0, 2π).
3 They use the same features as in (1), but the number of features is D/2, instead of D.
SUFFICIENT NUMBER OF SAMPLES
In this section we prove that the upper bound on the error probability for uniform convergence in RFF is independent of the dimensionality of the data points d and their domain size R. We first show by McDiarmid's inequality that the error probability for uniform convergence is bounded above by the expectation of a complexity measure(similar in spirit to a Rademacher complexity) plus some error terms. First, we analyze our complexity measure in Lemma 1.
then we also have
(Detailed proof of Lemma 1 can be found in Appendix A.2)
With the above lemma, we can apply McDiarmid's inequality and prove the upper bound on the error probability for uniform convergence is independent of d and R:
Theorem 1. Let k(∆) be the kernel function, and P be the Fourier transform of k, which is a distribution by [2] . Let Ω = {ω 1 , · · · , ω D } be a set of i.i.d. ddimensional random vectors from P . Then:
Proof. We follow the notation in Lemma 1 and note that k(∆) = E Ω∼P D [s(Ω, ∆)]. Also note that by Lemma 5(Please see Appendix A.1)
for all 1 ≤ j ≤ D and for all ω i , ω j , ω j . Then McDiarmid's inequality implies that
where 0 < δ < 1. By Lemma 1 and (3) we have
For the other direction, define
It is obvious from Lemma 5 that
also satisfies:
By the above condition, McDiarmid's inequality implies that
where 0 < δ < 1. Then Lemma 1 and (5) imply:
Thus
by combining (4) and (6).
In order to characterize the error probability more clearly, we introduce the following corollary:
Corollary 1. Let k, P, Ω be as in Theorem 1, for any ǫ > 0, we have
Proof. By Theorem 1
when δ ≤ e − 1 2 . Let δ = e − Dǫ 2 32π 2 . If D > 16π 2 ǫ 2 , then the above implies for any ǫ > 0,
NECESSARY NUMBER OF SAMPLES
In contrast to the relative popularity of the upper bound analysis on the error probability for RFF, lower bounds have not been analyzed before. In this section we try to shed light on the minimax bound of RFF by Le Cam's Lemma [5] [6], when the kernel function is a standard Gaussian kernel. In the first part we introduce Le Cam's Lemma for minimax bounds, then we use Le Cam's Lemma to show the Ω(exp(−D)) minimax bound of the expected error for RFF. Finally we generalize our result in the last subsection and show that the supremum of the error probability is also bounded below by Ω(exp(−D)).
Le Cam's Lemma
Recall that given any set of samples X = {X 1 , · · · , X n } from some distribution P in a family of distributions P, a function θ of P , and any estimator θ =θ(X 1 , · · · , X n ) to θ, the minimax risk is:
Minimax theory illustrates the lower bound of the estimation errors among all estimators. Le Cam's Lemma is a method for providing a lower bound for the minimax risk. First we introduce Le Cam's Lemma from Theorem 36.8 of [6] , which is a revised version from the results in [5] :
Lemma 2 (Le Cam [5] , [6] ). Let P be a set of distributions over space X , where every distribution P ∈ P corresponds to a parameter θ(P ) in the parameter space Θ. Letθ : X D → Θ be any estimator, X P ∈ X D be any set of D samples from P , d(·, ·) be a metric in Θ. Then for any pair of distributions P 1 ,
where p 1 , p 2 are the probability density functions of P 1 , P 2 , respectively.
(Detailed proof of Lemma 2 can be found in Appendix A.3)
Moreover, d can be any semimetric or non-negative symmetric function satisfying the relaxed triangle inequality, that is,
where A ≥ 1. We generalize Le Cam's Lemma as follows:
Lemma 3. Let P be a set of distributions over space X , where every distribution P ∈ P corresponds to a parameter θ(P ) in the space of parameter Θ. Letθ : X D → Θ be any estimator from a set of estimators,
For any pair of distributions P 1 , P 2 ∈ P satisfying d(θ(P 1 ), θ(P 2 )) > ǫ we have:
(Detailed proof of Lemma 3 can be found in Appendix A.4)
Le Cam's Lemma allows for analyzing the minimax bound of estimation errors, which gives us some insight of the lower bound on the estimator. In order to simplify our analysis with Le Cam's Lemma, we also introduce the following result:
Lemma 4 (Lemma 2.6 in [7] ). For any two distributions P, Q with support X , we have
where KL(P Q) is the KL-divergence from P to Q, and p, q are the probability density functions of P, Q respectively.
Minimax Bound For the Expected Error
In what follows, we prove that RFF has a Ω(exp(−D)) lower bound on the supremum of the expected error.
In our proof, we regard the kernel as a parameter of its Fourier transform P . We then show by Le Cam's Lemma that the minimax bound for such parameter estimation is Ω(exp(−D)).
Proof. Note P = N (0 d , I d ) and ω i ∼ P for all i.
. The family of distributions P is defined as:
We also let
be the estimator of θ(P ∆ ). Then by Le Cam's Lemma 2 we have:
where P ∆1 , P ∆2 ∈ P. By Lemma 4 we can simplify (7) as
Note that P ∆1 and P ∆2 are two multivariate normal distributions, which implies that their KL-divergence is
By choosing ∆ 1 , ∆ 2 such that
for any ∆ 1 , ∆ 2 that satisfy the constraint
. Under this constraint, the solution to maximize
Thus we can maximize the right hand side of (10) and rewrite it as:
Minimax Bound for the Error Probability
In this part we generalize the results in the previous subsection and show that the supremum of the error probability is Ω(exp(−D)), by applying the generalized version of Le Cam's Lemma. Here we introduce a generalization of Theorem 2, based on the generalized Le Cam's Lemma 3: . Then for any
Proof. The proof follows the proof of Theorem 2 at large. We can regard every α i = ω ⊤ i ∆ as a random variable from N (0, ∆ 2 2 ) and regard α =
be the parameter of P ∆ ∈ P, and
be the estimator of θ(P ∆ ). We also define a symmetric, nonnegative function
where 0 < ǫ < 1 6 and which satisfies
Observe that sup ∆∈B(R)
for any x, y, where
Combining (11) and (12) we have:
APPLICATIONS
In this section, we provide examples of consequences of our theory. In particular, our theory allows for tighter results for the analysis of the expectation of the maximum error, and the sample complexity of kernel ridge regression and support vector machines.
Expectation of the maximum error
In Proposition 3 of [3], Sutherland and Schneider proved that when the kernel function k is L-Lipschitz, the expected maximum error of approximation is bounded above by
We improve the above upper bound to be O( 1 √ D ) and thus it only depends on D, by the following corollary: Corollary 2. Let k, P, Ω be as in Theorem 1. If D > 16π 2 ǫ 2 , we have:
Proof. With layer cake representation, we can express the above expectation as:
By Corollary 1, when ǫ > 4π √ D we have
We simplify (13) as:
Kernel Ridge Regression
Given a training set of n samples {(x i , y i )} n i=1 , kernel matrix K, where k ij = k(x i , x j ), and the vector k x = (k(x 1 , x), · · · , k(x n , x)) ⊤ , Sutherland and Schneider [3] proved in Proposition 9 of [3] that the error probability for kernel ridge regression is bounded above by
x K is the approximation of the kernel matrix K using RFF,k x = (k(x 1 , x), · · · ,k(x n , x)) ⊤ is the approximation of k x from RFF, λ is the regularization parameter and m is the standard deviation of the values y 1 , · · · , y n . With the upper bound of the error probability in [3] , the authors proved, by applying (14) , that
On the other hand, we reach the same result with less number of features. More specifically, from our result in Corollary 1, we obtain D ∈ Ω log 1 δ ǫ 2 by applying (14) .
Support Vector Machines
Now we consider support vector machine(SVM) classifiers. Given a training set of n samples {(
where η is the parameter, and the optimization problem arg min
where C 0 is the regularization weight, Sutherland and Schneider [3] 
whereĥ(x) = ω ⊤Φ (x) andΦ(x) is the approximation of Φ(x) using RFF. The results in [3] show that if
where W is Lambert's W function, then |ĥ(x)−h(x)| ≤ O(C 0 n under which we also have |ĥ(x) − h(x)| ≤ O(C 0 n 1 2 ǫ 1 2 ) with probability at least 1 − δ. (The dependence with respect to n can be customarily removed by using the weight C 0 ∈ Ω(n −1/2 ). This relates to scale the squared norm regularization as a function of the number of data points n.)
CONCLUDING REMARKS
There are several ways of extending our work. For instance, note that in [1] , [3] , [4] and in this paper, all results are based on the assumption that the kernel function is shift invariant. Extensions to more general kernel functions can be of interest.
A Detailed Proofs
We state the proofs of all theorems and lemmas here. Since we use Rademacher random variables and empirical Rademacher complexity, we introduce some notations first. Denote the set of n i.i.d. Rademacher random variables by σ = {σ 1 , · · · , σ n }. Given any hypothesis set F , denote its empirical Rademacher complexity by:
A.1 Lemma 5 and proof Lemma 5. Let z be a random variable with support Z and distribution P. Let S = {z 1 , · · · , z n } be a sample set of n samples from P. Let F be the hypothesis set satisfying F ⊆ {f f :
Then the function
satisfies the following condition:
ϕ(z 1 , · · · , z i , · · · , z n ) − ϕ(z 1 , · · · , z i , · · · , z n ) ≤ 2 n for all i and for all z 1 , · · · , z n , z i , z i ∈ Z. Moreover, the same result also applies to the function:
Proof. Denote {z 1 , · · · , z i , · · · , z n } and {z 1 , · · · , z i , · · · , z n } by S and T , respectively. There are three cases to be considered: ϕ(S) > ϕ(T ), ϕ(S) < ϕ(T ) and ϕ(S) = ϕ(T ). Since there is no need to prove the case ϕ(S) = ϕ(T ), we only prove the other two cases. First we prove the case where ϕ(S) > ϕ(T ). Let ǫ = ϕ(S) − ϕ(T ) and
Then for any f ∈ F S,T, ǫ
2 n For the case where ϕ(S) < ϕ(T ), we could just letT = S,S = T , and apply the same argument as previously done withS,T . Therefore
n For the function ϕ(S) we apply a similar argument. First we prove the case where ϕ(S) > ϕ(T ). Let ǫ = ϕ(S) − ϕ(T ), and F S,
2 n For the case where ϕ(S) < ϕ(T ), we can switch the notation S = T, T = S and apply the same argument on S, T . Therefore
To prove Lemma 1, we first introduce some auxiliary lemmas:
Then there exists ∆ ∈ R d such that ∆ 2 = R and for any ω ∈ R d , there exists ω satisfying
where
Proof. Let cos(ω ⊤ ∆) = α, which implies α ∈ [−1, 1]. We prove the lemma for two cases: ∆ 2 > 0 and ∆ 2 = 0. For the first case, choose ∆ = R ∆ 2 ∆. Then for all ω, let ω be the vector such that ω 2 = π R , and the angle θ
between ω and ∆ is arccos( arccos α π ), and cos(ω ⊤ ∆) = cos( ω 2 · ∆ 2 cos θ) = cos( π R · R arccos α π ) = cos(arccos α)
For the second case, note that ω ⊤ ∆ = 0 for any ω, since ∆ 2 = 0. We can choose any ∆ with ∆ 2 = R. Then for any ω we choose ω such that ω 2 = π R and ω ⊥ ∆, and we have: cos(ω ⊤ ∆) = 1 = cos(ω ⊤ ∆)
Lemma 7 (Ledoux-Talagrand Contraction [9] ). Let φ : R → R be 1-Lipschitz continuous function, that is,
Let F be the set of linear predictors, that is,
, ω n } be a set of n samples. Then
With the help of the auxiliary lemmas above, we turn our attention to the proof of the main lemma.
Proof of Lemma 1. By Lemma 26.2 of [10], we know:
where h ∆ (ω) = cos(ω ⊤ ∆) and C = {h ∆ ∆ ∈ B(R)}. For R Ω (C). Also note that
for some ∆ ∈ B(R) by extreme value theorem [15] . Since 0 ≤ ∆ 2 ≤ R, by Lemma 6 there exists ∆ * with ∆ * 2 = R such that for any ω i there exists ω i with ω i 2 = π R and cos(ω ⊤ i ∆ * ) = cos(ω ⊤ i ∆). Then we have:
where Ω = {ω i , · · · , ω D }. Since the cosine function is 1-Lipschitz continuous, by Lemma 7 we have:
where F = {f ∆ f ∆ (ω) = ω ⊤ ∆ and ∆ ∈ B(R)} is a set of linear predictors. Since the norm of every ω i is π R and ∆ 2 ≤ R for every ∆ ∈ B(R), by Lemma 8 we have:
By combining (15) , (16) , (17)and (18) we get:
A.3 Proof of Lemma 2
All statements and proofs in this section come from [6] . We reproduce the proof here in order to gain intuition and later generalize the proof, for the result shown in Lemma 3. First, we introduce an auxiliary lemma:
Then for any test function Ψ
in other words, 
With the help of the auxiliary lemma above, we turn our attention to the proof of the main lemma.
Proof of Lemma 2. For simplicity, denote θ(P 1 ) by θ 1 and θ(P 2 ) by θ 2 , and any E x∼P [·] by E P [·]. For any observation X P ∼ P D , define the test function Ψ
Note that if the true distribution P = P 1 and Ψ(X) = 1, then
By an argument analogous to the above, we also have
P 1 (Ψ(X P ) = 1) + P 2 (Ψ(X P ) = 0) 2 (Since the maximum is greater than or equal to the average) Note that in the above proof, we have used triangle inequality of norms. This implies that we can generalize Le Cam's Lemma by considering any semimetric with relaxed triangle inequality. Moreover, since Le Cam's Lemma holds for any θ 1 , θ 2 , we can further generalize it by considering any nonnegative and symmetric function which has triangle inequality locally.
Proof. Here we follow the same notations as above. For any observation X P ∼ P D , define the test function Ψ Ψ(X P ) = 1 if d(θ(X P ), θ 2 ) ≤ d(θ(X P ), θ 1 ) 0 if d(θ(X P ), θ 2 ) > d(θ(X P ), θ 1 )
Note that if the true distribution P = P 1 and Ψ(X) = 1 and ǫ < d(θ 1 , θ 2 ), then by relaxed triangle inequality d(θ 1 , θ 2 ) ≤ A d(θ(X P ), θ 1 ) + d(θ(X P ), θ 2 ) ≤ A d(θ(X P ), θ 1 ) + d(θ(X P ), θ 1 ) = 2Ad(θ(X P ), θ 1 ) which implies d(θ(X P ), θ 1 ) ≥ d(θ 1 , θ 2 ) 2A We have E P1 [d(θ(X P ), θ 1 )] ≥ E P1 [d(θ(X P ), θ 1 )1(Ψ(X P ) = 1)] ≥ d(θ 1 , θ 2 ) 2A P 1 (Ψ(X P ) = 1)
By an argument analogous to the above, we also have 
