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ABSTRACT 
Let S be a set of n x n matrices over a field F, and ~4 the algebra generated by 
S over F. The problem of deciding whether the elements of S can be simultaneously 
reduced (to block-triangular form with the diagonal blocks of some specified size) is 
considered, and an account is given of various methods used to attack the problem. 
Most of the techniques use representation theory to obtain information on A’. The 
problems of simultaneous triangularization, existence of common eigenvectors, etc. are 
also considered. The aim of the paper is to survey the methods used to attack these 
problems and to give some typical results. The paper does not contain many new 
results. 
1. INTRODUCTION 
Let F be a field and M,(F) the algebra of n x n matrices over F. Let S 
be a nonempty subset of M,(F). We consider the problem of determining (in 
an effective manner) the structure of the algebra ~4 generated by S. This 
problem includes a number of subproblems that have attracted considerable 
attention. We list a few of these. 
PROBLEM 1. Determine (effective) criteria that are necessary and suffi- 
cient in order that EZ’ = M,(F) 
PROBLEM 2. Determine (effective) criteria that are necessary and suffi- 
cient in order that relative to some basis of the space of n-tuples F”, the 
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elements of LZZ’ are upper-triangular. (Equivalently, all the elements of S are 
simultaneously similar to upper-triangular matrices.) 
PROBLEM 3. Determine effective criteria that guarantee that all elements 
of S have a common (left) eigenvector. 
PROBLEM 4. Find an easy-to-describe “small” spanning set for .JZZ. 
Answers to these problems are known within the context of the theory of 
algebras. However, they usually involve an infinite (or very large finite) set of 
conditions. The emphasis in this exposition is on describing criteria that are 
finite and that can be carried out in practice. However, the amount of 
calculation required to check the various criteria presented varies. For 
example, the result of Shemesh on common eigenvectors described in Section 
7 requires for the complex field the verification of the nonsingularity of just 
one matrix and can be carried out in time proportional to a polynomial in n, 
the size of the matrix, while the effective version of Specht’s theorem on 
unitary similarity given in Section 4 could not be carried out in polynomial 
time. 
Most fruitful approaches to these problems have involved the use of the 
representation theory of rings and algebras. The effect of this theory is often 
to reduce the problem to the case where the algebra .ZZ’ generated by the 
given set S is the full matrix algebra M,(F), the aim then being to show that 
n is in some required sense “small,” e.g. that n = 1 in the case of proving 
simultaneous triangularizability. As an illustration, consider the following 
result of Schneider: if A, B are in M,(F) with AB = 0, then A, B are 
simultaneously triangularizable over the algebraic closure of F. To prove this 
using representation theory, we may assume that F is algebraically closed 
and that A, B generate M,(F). The condition AB = 0 then implies that 
AM,(F)B = 0, forcing A = 0 or B = 0 [since M,(F) is a prime ring], and 
hence it implies that M,(F) is commutative and thus that n = 1. In Section 2 
of this paper we outline the representation-theoretic method and its applica- 
tions. Having reduced the problems to the case where ~2 = M,(F), various 
methods come into play. The method adopted depends on what we know 
about the set S. For example, we may be able to show by a dimension count 
that dim(&) < n2 unless n is “small.” 
In Section 3 we consider the size of irredundant generating sets for .&. 
This enables us to replace S by a subset of size at most 3n/2, which may 
make the calculation more manageable. We also record however that the size 
of S alone does not necessarily put restrictions on n, and give examples. 
Suppose S generates M,,(F). Then M,(F) is spanned as a vector space by 
the monomials in the elements of S. In Section 4 we consider the maximal 
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(total) degree of the monomials required in a basis. We describe a recent 
result of Paz in this connection. If the elements of S are known to satisfy 
various algebraic indentities-the result of Schneider quoted above is a good 
example, as is the situation where S = { A, B } where A and B are idempo- 
tents-then one can sometimes deduce restrictions on n. Spectacular infor- 
mation of this kind can be obtained from the character theory of finite groups 
if we know for example that the elements of S form or generate as a group a 
finite group. An account of some results of this type is given in Section 5. The 
methods depend very much on the algebraic conditions themselves, and the 
results given can only be regarded as a small sample of those available. 
Over the past twenty years there has been considerable advance in the 
theory of polynomial identities of algebras. This theory can be used to attack 
the problems considered here, especially when we have reduced to the case 
where .G+’ = M,(F). We give a very brief account of this theory in Section 6, 
which we hope may whet the appetite of any reader who has not considered 
the subject in this context before. Unlike the results in Section 5, however, to 
apply the polynomial-identity results one has to check conditions on all the 
elements of &. (In Section 5, the conditions considered have to be only 
verified on the elements of S itself.) Nevertheless, it seems worthwhile to 
include this material here, as the results may suggest interesting questions as 
well as yield some interesting further results. For example, a result of the 
author that a pair of 3 X 3 complex matrices A, J3 have a common left 
eigenvector and a common right eigenvector if (AB - BA)2 commutes with 
A and B was suggested initially by the fact that (xy - IJX)~ is a central 
identity for 2 X 2 matrices. 
In Section 7, we describe the result of Shemesh on the existence of 
common eigenvectors referred to above. We also present a new result in this 
area. We show that if A, B are n X n matrices over an algebraically closed 
field and the commutators A’Bj - BjA’ commute for i, j = 1,2,. . ., R - 1, 
then A and B are simultaneously similar to block-upper-triangular matrices 
with the diagonal blocks of size at most 2 x 2. The proof illustrates many of 
the methods described in the paper. In the final section we briefly discuss the 
problem of simultaneous similarity of pairs (A, B), (C, D) of n X n matrices. 
This problem is related to the rest of the paper, insofar as the simultaneous 
similarity of (A, I?), (C, D) implies that the algebras generated by the sets 
{ A, B } and { C, D } are isomorphic. 
The notation is standard with the following additions: 
[A, B] denotes the commutator AB - BA of two matrices A, B, 
[x] denotes the greatest integer < X, 
1 x 1 denotes the least integer >, x, 
Q= denotes the field of complex numbers. 
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2. REPRESENTATION THEORY 
In this section we outline the representation theory of finite-dimensional 
algebras and show how it is used to attack the problems listed in the 
introduction. We assume for simplicity of exposition that F is algebraically 
closed. Detailed accounts of this material can be found in Herstein [lo], 
Pearse [ 221. 
Let M’ be a finite-dimensional algebra over an algebraically closed field 
F. The Jacobson radical I(&‘) is the maximal nilpotent ideal of A, and 
A /J( SZ?) is either { 0} or a direct sum of full matrix algebras, say 
where r >, 1 and k,, . . . , k, are positive integers. 
Suppose now that S’ is a subalgebra of M,(F), and assume, again for 
simplicity of exposition, that the identity matrix is contained in SS?. Let 
V = F”, the space of row n-tuples over F, and regard V as a right &module. 
We can find a chain of cPPsubmodules 
(2) V,=V~V,~ ... ~Vv,ZV*+,= (0) 
such that Vi /Vi + r is an irreducible &module (i = 1,2,. . . , m). 
Bumside’s basis theorem states that V itself is an irreducible sPmodule if 
and only if & = M,(F). Using this and choosing a basis of V compatible 
with the chain (2) (i.e., choose a basis of V,, extend it to a basis of Vm_r, 
extend that to a basis of V&a,. . . ), we find that there exists a nonsingular 
matrix T, a positive integer m, and positive integers ni, . . . , n, with n = n1 
+ . . . + n, such that 
(3) 
T- ‘AT = 
A,, A,, . . . . Ai, 
0 A,, A, . . . A,, 
0 . . . . 0 A,,,,,, 
for-all AE.&. 
where Aii is an ni x ni matrix and .GS?~ = {A,, 1 A E &} is the full matrix 
algebra Mni( F). 
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The map 
f: d -+ M”,(F) a3 . . . am,_(F) 
defined by 
is an algebra homomorphism, and its kernel is J( .vZ). Note however that f is 
not in general surjective. If & satisfies (1) above, then the image of ~2 is 
isomorphic to 
M,,(F)@ . . * WqF). 
Furthermore r < m, and it is possible to choose that matrix T and to partition 
the set {1,2,..., m } into r subsets Sj in such a way that 
(4) (i) nj=ki for all j ES, 
(ii) Ajj = A,, for all j, h E $, 
(iii) {A,,@A,,]AE&} =M,,(F)@M,jF)if p~$, FESS (i+j). 
[To achieve (4) (ii), it is convenient to use the fact that every automor- 
phism of Mk( F) that fixes all scalar matrices is necessarily inner (that is, it is 
induced by a similarity).] 
By the Jordan-Holder theorem, m and the dimensions nr,. . . , n, (but not 
their order) are invariants of .!a? (that is, they do not depend on the matrix 
T), as are r and the dimensions k i, . . . , k,. In particular, the elements of S 
can be simultaneously transformed under similarity to upper triangular 
matrices if and only if m = n (and n, = 1 for i = 1,2,. . . , n). Since J(d) is 
the maximal nilpotent ideal of &, one immediately deduces 
MCCOY’S THEOREM [ 191. The elements of S can be simultaneously 
transformed under similarity to (upper) triangular matrices if and only if 
(5) p(A,,..., A,)[X,Yl is nilpotent for all integers s > 1, all polynomials 
P(X I,. . . , x,) in the (noncommuting) indeterminants xl,. .., xs, and all 
A 1 ,..., A,,X,YinS. 
This gives an answer to Problem 2 in the introduction. As stated here, it 
does however involve checking an infinite set of matrices for nilpotence, and 
attention has been directed to reducing this to a (small) finite set. A result of 
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Wedderbum [lo] enables one to reduce to checking (5) only for the case 
where p is a monomial and it is easy to further reduce this to the case where 
the (total) degree of p is less than n ‘. More information on simultaneous 
triangularization can be found in the author’s paper [I51 and the references 
therein and also in the following references: [2], [7], [9], [14], [28], [29], [30], 
f321. 
The algebra LZ? is called semi-simple if J(d) is zero. In this case T can 
be chosen so that Aij = 0 for all i > j and all A E d (that is, T-‘AT is 
block-diagonal). It is however difficult to determine in general if LZ! is 
semisimple. An equivalent condition is that every .&ubmodule of F n has a 
complementary submodule, but this is a difficult criterion to verify. 
If the elements of S generate a finite group G, then it is a well-known 
theorem of Maschke that JZ? is semisimple if the characteristic of F does not 
divide ]G(. 
In the case where F is the field of complex numbers, T can be chosen to 
be a unitary matrix in (3). However it is not in general possible to choose T 
unitary and simultaneously satisfy the condition (4) (ii). Also, in the case of 
the field of complex numbers, a sufficient condition for & to be semisimple is 
that J#‘* = .a?, where * denotes complex conjugate transpose (cf. [l], [12], 
[32]). In particular, this condition is satisfied if S consists of normal matrices 
[if A is normal, then A* is a (real) polynomial in A]. 
3. GENERATING SETS 
Suppose .&’ is the algebra generated over F by a set S of n X n matrices. 
First we note that S may be replaced by a finite set; in fact, since any n2 + 1 
elements of M,(F) are linearly dependent, we may choose a subset S, of S of 
cardinality at most n2 that also generates ~4. However, if .& is semisimple, it 
follows from the work of the author [18] that we can choose a subset S, of S 
of cardinality at most [3n/2][and of cardinality at most 2n - 2 if Z? has no 
homomorphic image isomorphic to F or M,(F)] that generates .&. It can be 
shown using this that, in general, one can choose a subset S, of S of 
cardinality at most [n2/4] (if n > 2) that generates .&. This bound is 
achieved by the algebra generated by the scalars and all matrices of the form 
0, 0 1 1 B OS (all Bofsizesxr), 
where r = [n/2], s = [(n + 1)/2]. 
If every subset of S generates a semisimple algebra (this is true for 
example if F is the complex field and S consists of normal matrices), then .c@ 
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is generated by a subset of S of cardinality n. The proof is by induction, using 
the fact that the structure of a semisimple subalgebra of M,(K), where K is 
algebraically closed can be deduced from the structure of its centralizer. (This 
answers a question posed to the author by P. Halmos.) 
At the other end of the scale, given any field F, it is possible to generate 
the algebra M,(F) by two elements. This fact can be seen in several ways, 
and it may be worthwhile to describe a few of them. First of all, one can 
verify by direct calculation that M,(F) is generated by J, J’, where J is the 
Jordan block with minimal polynomial x”. This can also be seen quickly using 
the fact that if F is the algebraic closure of F and ~2 is the algebra 
generated over F by J, J’, then the space F” is an irreducible A-module. 
Another approach is to observe that if G is a finite group that has an 
absolutely irreducible (i.e., irreducible over the algebraic closure of F) 
representation D of degree n over F, then M,(F) is generated by D(G), so 
if G can be generated as a group by two elements, a and b say, then M,(F) 
is generated by D(a), D(b). For F not of characteristic 2, we can take G to 
be Sn+i, the symmetric group of degree n + 1; a to be the transposition (12); 
b to be the (n + l)-cycle (1,2,. . . , n + 1); and D to be the restriction of the 
standard permutation representation of G of degree n + 1 to a complement 
of the span of the fixed vector (l,l,. . . , 1). An analogous construction can be 
carried out if F has characteristic 2 using the symmetric group of degree 
s n + s instead. 
We also have the stronger statement that given any nonscalar matrix B in 
M,(F), there exists an A in M,(F) such that A, B generates M,(F). It can 
be seen for infinite fields as follows: If A is a diagonal matrix with n distinct 
diagonal entries, then it is straightforward to check that if B is in M,(F), the 
algebra generated by A, B is M,(F) if and only if the digraph is connected 
[i.e., if B = (bij), for each i, j with 16 i # j < n, there exists s > 2 and a 
sequence i, = i, i,,. . . , i, = j such that bitiL+, # 0 for k = 1,2,. . . , s - 11. In 
particular this holds if B has none of its entries equal to zero. A result of 
Gaines [6] states that if B is nonscalar (and F is infinite), there exists a 
nonsingular T such that T- ‘BT has none of its entries zero. It follows that 
M,(F) can be generated by a pair of elements one of which is B. 
The following argument, though not so explicit, works for finite fields as 
well. Let B be a nonscalar element of M,(F). We must find A in M,(F) 
such that M,(F) is generated by A, B. Replacing B by a polynomial in B, we 
may assume that B is of one of the following forms: (i) B2 = 0, (ii) B2 = B, 
(iii) B has minimal polynomial p(x) with p(x) irreducible of degree at least 
2. In case (i) using a similarity, we may assume 
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where k is the rank of B. Let J be the (lower) Jordan block with minimal 
polynomial x”. Then B, J generates M,(F). In case (ii), we may assume 
B= 'k o 
[ 1 0 0’ 
Let 
A= A’x Al2 
[ 1 21 In-k 
where 1, is the (lower) Jordan block with minimal polynomial x’, A,, is the 
k X (n - k) matrix with its (1, n - k) entry equal to 1 and all its other entries 
zero, and A,, has its (1,l) and (k, n - k) entries equal to 1 and all other 
entries zero. It is straightforward to check that Jk, A,,A,, generate M,(F) 
and that Jn-k, A,,A,, generate M,_,(F), and thence to verify that A, B 
generate M,,(F). Finally, in case (iii), n = kr, some integer r > 1. We may 
assume that B=C@C@ ... @ C, the direct sum of r copies of the com- 
panion matrix C of p(x). Let A = ( Aij) where the blocks are k x k, 
A,, = I, + J,, A, = A,, = . . . = A,_l, = A,, = I,, all other blocks of A are 
zero, and ./k is (as above) the Jordan block corresponding to rk. Note that A’ 
is the direct sum of the block 1, + ]k and that C, 1, + Jk generate Mk( F). 
Now ABA-l - B is block-diagonal with its (1,l) block equal to (Zk + J,)C(Z, 
+ _/k))’ - C. It now follows that the algebra generated by A, B contains 
Mk( F) @ 0. Using similar arguments, we find that it contains the direct sum 
M,(F)@ . . . @ Mk( F). Now using the permutation nature of A, we find that 
A, B generate M,(F). 
The paper [15] contains examples of generating sets for M,(F) in which 
the elements satisfy various commutator identities. 
4. SPANNING SETS 
Assume as above that &’ is the algebra generated by a subset S of 
M,(F). Then &’ is spanned by the monomials in the elements of S. Let S,, 
be the span of those monomials of degree at most m. Then 
s,cs,c ... cs,c ... 
is an ascending chain of subspaces of .&. Since dimension .& < n2, we must 
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have S, = S,,,+i for some m d n2. But then it is easy to check that & = S,. 
So .& is spanned by the monomials (in the elements of S) of degree at most 
n2. It is difficult to substantially improve this bound in general. Recently A. 
Paz, using an in 
k = [(n2 +2)/3 B 
enious combinatorial argument, showed that .&’ = S,, where 
1 n > 4 [21]. He also suggests that the correct bound is ‘f 
obtained by taking k = 2n - 2 and shows by examples (some obtained with 
the aid of a computer) that this lower bound is achievable for several values 
of n. The following example shows that the bound k = 2n - 2, if true, would 
be best possible for all n (and F algebraically closed of characteristic zero). 
EXAMPLE. Let w be a primitive nth root of unity in F, and let S = 
{A, B}, where A = diagonal(1, w, w2,.. ., w*-‘) and B is the permutation 
matrix corresponding to the ncycle (123 . . . n). It is easy to check that A, B 
generate M,(F). Note that BA = wAB, so every monomial in A, B is of the 
form w’A”B’, where 0 < r, s, t < n - 1, and thus M,(F) = S,, if and only if 
m>2n-2. 
However, a proof of the bound .& = S, for k > 2n - 2 in general seems 
very difficult. Using the basis theorem of the author [16], it is easy to check 
that this is true if S = { A, B } where A has rank one. It is also possible to 
sharpen Paz’s argument a little to yield .& = S, if k > n6 + 2n (for n > 10) 
(details will appear elsewhere). 
We note that as a consequence of Paz’s result, the set of polynomials p for 
which the condition (5) must be checked in McCoy’s theorem in Section 2 
can be reduced to the set of monomials of degree at most [( n2 +2)/3]. It 
also enables us to get an effective version of Specht’s theorem on unitary 
similarity of complex matrices (see Kaplansky [ll] for the usual version). 
THEOREM 4.1. Let A, B be n X n complex matrices. Then there exists a 
unitary matrix U with U-‘AU= B if and only if 
trace (w(A, A*)) = trace (w(B, B*)) 
for all monomials w(x, y) in the noncommuting variables x, y with the 
degree of w at most [(2n2 + 4)/3]. 
5. ALGEBRAIC CONDITIONS ON THE GENERATORS 
Let S, .& be as in the last section. It is sometimes possible to deduce 
restrictions on .& if the elements of S satisfy certain easily verifiable 
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algebraic conditions. If the elements of S are simultaneously triangularizable 
under similarity, then for any k > 1, elements A,, . . . , A, in S, and commut- 
ing indeterminants ri,. . . , xk, the characteristic polynomial det( x,A 1 
+ . . . + xkA, - XI) splits into linear factors in the polynomial ring 
F[z,r,,...,r,l. 
Suppose S = { A, Z3 }. In fundamental papers [20], Motzkin and Taussky 
have studied a kind of converse situation. Following M. Kac, they say the pair 
(A, B) has property L if the characteristic polynomial det(rA + yB - zZ) 
splits into linear factors in the polynomial ring F[x, y, z], and they study this 
property with the aim of relating it to simultaneous triangularizability of 
A, B. Using powerful methods, they obtain a number of very interesting 
results. One of the most beautiful results they obtain in this context is the 
following: 
THEOREM (5.1). Suppose A, B E M,(F) (where F is algebraically closed ) 
are such that xA + yB is diagonulimble for all x, y E F. Then AB = BA. 
Recently Friedland [4] has given an analytic proof of (a generalization of) 
this result. Taussky has continued the study of Property L and has obtained a 
number of very interesting results [28]. In [15], the author has shown that if 
A has rank one and (A, B) has property L, then A, B are simultaneously 
triangularizable. 
Another type of algebraic condition on the elements of S is as follows. 
Suppose S = { A, B } and A, B have quadratic minimal polynomials. It 
follows from the author’s paper [17] (see also Wales [31]) that if .vZ is the 
algebra generated by A, B over the (algebraically closed) field F, then any 
simple homomorphic image of _& is F or M,(F). A best possible bound on 
the dimension of Sp has been obtained by Gaines, Shapiro, and the author 
[8]. Examples in [ 151 show that no corresponding result holds if “quadratic” 
is replaced by “cubic” or higher powers. However this is an area in which a 
lot of work remains to be done. 
6. POLYNOMIAL IDENTITIES AND CENTRAL POLYNOMIALS 
A nonzero polynomial f( xl,. . . , x,) in the noncommuting indeterminates 
xi,..., X, is called a polynomial identity (PI) for M,(F) if 
f( A 1,..., A,) =0 
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for all elements A i,. . . , A,,, E M,(F). An authoritative account of PIs can be 
found in Procesi’s book [23]. The standard polynomial s, = s,(xi, . . . , xm) is 
defined by the formula 
where the sum is over all permutations (J of the symmetric group of degree 
m. The fundamental theorem of Amitsur and Levi&i states that s, is a PI 
for M,(F) (for F infinite) if and only if m > 2n. [They have also shown that 
2n is the least degree for which M,(F) has a PI.] A beautiful proof of the 
Amitsur-Levi& theorem was discovered by Rosset, who showed how it may 
be deduced from the Cayley-Hamilton theorem. There is a nice presentation 
of this in Pearse’s book [22, (20.4)]. 
Suppose S is a nonempty subset of M,(F) and d is the algebra 
generated by S. Suppose one can show that s*(Ai,. . . , A,,,) is nilpotent for 
all Ai,..., A, E ~2. Then it follows (fairly quickly) that lzi < [m/2] for 
i = 1,2,... in the notation of Section 2 (3). (See Shapiro [25] for this and 
related results.) 
A central polynomial f( x,, .. . , x,) for M,(F) is a polynomial f(x,,. . , x,) 
in the noncommuting indeterminates xi,. . . , x, such that 
(i) f has constant term zero, 
(ii) f(Al,..., A,) is a scalar for all A I”“, A,,, in M,(F), 
(iii) there exist I?,,..., B,~M,(F)suchthat f(B,,...,B,)#O. 
The simplest example of a central polynomial occurs when n = 2 and 
f(x,, x2) = (x1x2 - x2x1)2. Kaplansky in the 1940s posed the problem of the 
existence of central polynomials if n > 2. The problem was finally solved in 
1972 by Formanek and Razmyslov (independently), who both constructed 
specific central polynomials for M,(F) for all n > 2. (See Pearse [22, (20.6)], 
Procesi [23].) If f, is a central polynomial for M,(F), then it is easy to check 
that f, is a PI for M,_,(F). 0 ne can use central polynomials to bound the 
dimensions of the simple homomorphic image of the algebra ._& generated by 
a subset S of M,(F) in the same way as PIs. Thus if one can show that 
&(A i ,..., A,) is in the center of .E? mod J(d) for all A, ,..., AIM &, it 
follows that ni < 1 for all i [in the notation of Section 2 (3)], and if further 
f(A 1 ,..., A ) is not in J(d) for some A, ,..., A,, it follows that some n, = 1. 
Sometimes it is possible to obtain restrictions on the structure of _& by 
demanding that f,( A i, . . . , A,) is scalar for some m < n and elements 
A i,“‘, A, of S. An example of this is given in [14], where it is shown that if 
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S = { A, B } L Ma(F) and (AR - BA)2 commutes with A, B, then the algebra 
generated by A, B is not M,(F). 
An interesting connection between central polynomials and norms in 
cyclic algebras is pointed out by Taussky [27]. 
7. COMMON EIGENVECTOR 
Given a pair A, B of n X n matrices over an algebraically closed field F, 
it is an interesting problem to determine easily checkable necessary and 
sufficient conditions in order that A, B have a common right eigenvector. 
[This is equivalent, in the notation of Section 2 (3), to being able to choose T 
so that nr = 1, but this interpretation does not appear to be helpful here.] 
Recently Shemesh [26] has obtained a nice solution. He has shown 
THEOREM (7.1). A, B have cmmn right eigenvector if and only if 
0) 
n-l 
n ker[A’, Bj] # 0. 
i,j=l 
(HerekerX={v~F”~Xv=0} isthelcemeZofX.) 
We present a short proof of this. Clearly if Av = av, Bu = bv, then 
v E ker[A’, Bj] for all i, j 2 1. Conversely let X = fl~;~rker[A’, Bj]. Note 
that if v E X, then Au E X and Bv E d”, so LK is invariant under A, B. 
Choose a basis for .Y and extend it to a basis of F”. We then see that there 
exists a nonsingular matrix T such that 
T-‘AT= A1 A2 
[ 1 0 A,’ 
where Ai, Bi E Mqi(F), ql= dimX and A,B,= B,A,. But then A,, B, 
have a common right eigenvector, so T- ‘AT, T- ‘BT have also, and therefore 
so have A, B. 
For F = C, Shemesh has observed that the condition (t) may be ex- 
pressed in the simple form 
(W 
n-1 
c [A”, Bj]*[A”, Bj] is singular 
i,j=l 
(where * denotes complex conjugate transpose). 
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We now present a related result: 
THEOREM (7.2). Let A, B E M,,(F) as above, and suppose that all the 
simple commutators [A’, Bj] (i, j = 1,2,. . . , n - 1) commute. Then there ex- 
ists a nonsingular matrix T such that T-‘AT, T-lBT are both upper block-tri- 
angular with the diagonal blocks of size at most 2 x 2. 
Proof. Using the results of Section 2, we may assume that the algebra 
generated by A, B is M,,(F), the aim of the argument being to show that 
n < 2. Suppose first that for some positive integer i, j,[ A”, Bj]’ is nonzero. 
Let a, b E F, and consider the fact that (using the Cayley-Hamilton theorem 
and the hypotheses) [A + d, B + bBj] commutes with [(A + uA~)~, B + 
bBj]. This implies that [A + uAi, B + bBj12 commutes with A + aA’ and 
B + bBj. for almost all a, b the algebra generated by A + aA’, B + bBj is the 
same as that generated by A, B, respectively. It follows that for a dense (in 
the Zariski topology) set of (a, b) (and thus for all a, b), [A + aA’, B + bBj] 2 
commutes with A, B and is therefore scalar. But now the hypotheses together 
with the fact that [A’, Bj]’ # 0 implies [A, B12 is a nonzero scalar. But now 
considering the commuting elements [A + cA2, B + cB2], [(A + cA~)~, B + 
cB21, and [A + cA2, (B + cB~)~] we find that [A, B][A2, B] 
is scalar and [A, B][ A, B2] is scalar. Since [A, B] is nonsingular and [A, B] 2 
is scalar, we find that either [ A2, B] = 0 or [ A2 - tA, B] = 0 and that either 
[A, B2] = 0 or [A, B2 - uB] = 0 for some t, u in F. Now [ A2, B] = 0 implies 
A2 is scalar [since {A, B} generates M,(F)], and similarly [A, B2] = 0 
implies B2 is scalar. The fact that n d 2 now follows from [17]. (See also 
Section 5 here.) Similarly [ A2 - tA, B] = 0 implies either A is scalar or it has 
a quadratic minimal polynomial, and similarly for B, and we get n < 2 by the 
same result. 
It thus remains to consider the case where [A’, B j] 2 = 0 for all i > 1, j > 1. 
Arguing as above about [A + aA’, B + bB’] for some i, j, we get that 
[A + aA’, B + bBj12 is scalar for all i > 1, j >, 1. But then [A, B][A’, Bj] is 
scalar (using the hypotheses) and thus it is zero. So [A, B] A’Bj = 
[A, B] BjA’. Let M be a monomial in A, B. Then it follows that if M = 
A”IgilA”zgi2 . . . AirBiT, then [A, B]M = [A, g]Ail+ “’ +irgjl+ “.+h and thus 
[A BlM[A Bl = 0, and thus A, B are simultaneously triangularizable by 
McCoy’s theorem. So n = 1 in this case. This completes the proof. I 
Other conditions on a set S of n X n matrices that ensure that the 
elements of S can be simultaneously transformed to block-triangular form 
with diagonal blocks of size at most 2 X2 can be found in [7], [12], [15], [32]. 
The simultaneous reduction of the elements of S to block-triangular form 
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with the diagonal blocks of specified size is studied in the representation 
theory of groups and also in the representation theory of Lie algebras. If the 
elements of S generate a group G and are simultaneously triangularizable, 
then G has a nilpotent normal subgroup N-the unipotent elements in the 
reduced representation -with G/N abelian. In Lie-algebra terms the equiv- 
alent problem concerns the solvability of the algebra. Guralnick’s paper [9] 
contains some interesting results related to this. 
8. SIMULTANEOUS SIMILARITY 
In this final section, we consider a similar but somewhat more difficult 
problem. If A, B E M,(F), the Jordan canonical-form theory enables one to 
decide algorithmicalIy whether A, B are similar. Suppose we are given pairs 
(A, B), (C, D) E M,(F) X M,(F); it is a much more difficult problem to 
decide whether there exists a nonsingular matrix T such that T-‘AT = C, 
T-‘BT = Il. In a very impressive paper [5], Friedland has found an algorith- 
mic procedure for solving this problem. We will not attempt to summarize 
the procedure here. If A has distinct eigenvalues, then we may assume that 
A = C is diagonal, and then T exists, as above, if and only if there is a 
diagonal matrix Y with Y- ‘BY = D. This question can be answered quickly 
in graph-theoretic terms (see Engel and Schneider [3], and also Reichstein 
[24] (where the problem is expressed in the language of invariant theory)). 
Since the problem of simultaneous similarity has many applications-in 
control theory, differential equations, etc.-it seems to be worthwhile to seek 
other cases where the problem can be solved quickly. 
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