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Abstract. Asymptotic approximations of Jacobi polynomials are given for large values
of the β-parameter and of their zeros. The expansions are given in terms of Laguerre
polynomials and of their zeros. The levels of accuracy of the approximations are verified by
numerical examples.
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1 Introduction
This paper fits in a series of our papers on asymptotic aspects of Gauss quadrature for the clas-
sical polynomials. In [2] we have considered large degree asymptotics of Hermite and Laguerre
polynomials, including asymptotic expansions of their nodes and weights for Gauss quadrature.
In a recently submitted paper [3] we study similar aspects for large degree asymptotics of the
Jacobi polynomials and in the present paper we do the same for large values of β.
We describe two rather similar methods, the second one gives more concise coefficients and
better approximations. Our methods are different from the large β approach used in [1], where
the starting point is a power series representation of the Jacobi polynomial. We start with an
integral representation.
Similar expansions can be obtained for large values of α with other parameters fixed. This
follows from the symmetry relation
P (α,β)n (x) = (−1)nP (β,α)n (−x).
This paper is a contribution to the Special Issue on Orthogonal Polynomials, Special Functions and Applica-
tions (OPSFA14). The full collection is available at https://www.emis.de/journals/SIGMA/OPSFA2017.html
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2 A first expansion
For details and properties of the orthogonal polynomials, we refer to [4]. The following limit is
well known
lim
β→∞
P (α,β)n
(
1− 2x
β
)
= L(α)n (x).
The expansions in this paper give asymptotic details of this limit.
For deriving the results we use the Cauchy integral that follows from the Rodrigues formula
for the Jacobi polynomial
P (α,β)n (x) =
(−1)n
2nw(x)
1
2pii
∫
C
w(z)
(
1− z2)n
(z − x)n+1 dz, x ∈ (−1, 1), (2.1)
where w(z) = (1−z)α(1+z)β and C is a contour around x with ±1 outside the contour. Similarly,
for the Laguerre polynomial
L(α)n (x) =
1
2pii
∫
L
(s+ 1)n+αe−xs
ds
sn+1
,
where L is a contour around 0 with −1 outside the contour.
By changing the variable in (2.1), writing z = x− (1− x)s, it follows that
P (α,β)n (x) =
(1 + x)n
2n
1
2pii
∫
C
(s+ 1)n+α
(
1− 1− x
1 + x
s
)n+β ds
sn+1
, (2.2)
where C is a contour around 0 with −1 and (1 + x)/(1− x) outside the contour.
Next, replacing x by 1− 2x/β we find for 0 < x < β
P (α,β)n
(
1− 2x
β
)
=
(1− x/β)n
2pii
∫
C
(s+ 1)n+α
(
1− x
β − xs
)n+β ds
sn+1
, (2.3)
where the contour is around 0 with −1 and (β − x)/x outside the contour.
We expand
(1− x/β)n
(
1− x
β − xs
)n+β
= e−xs
∞∑
k=0
ck(n, x; s)
βk
, (2.4)
and we obtain
P (α,β)n
(
1− 2x
β
)
=
n∑
k=0
Φk(n, α, x)
βk
, (2.5)
where
Φk(n, α, x) =
1
2pii
∫
C
(s+ 1)n+αe−xsck(n, α, x; s)
ds
sn+1
. (2.6)
The same expansion has been derived in [1], starting from a polynomial 2F1-representation
of the Jacobi polynomial, and explicit forms of Φk(n, α, x) are given in terms of symmetric
functions. The first Φk(n, α, x) are shown in terms of derivatives of L
(α)
n (x).
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Remark 1. The expansion in (2.4) is convergent for β > |x| (1 + |s|), and initially we obtain an
infinite expansion in (2.5) of the Jacobi polynomial. Because this expansion defines an analytic
function of β for large enough values of β (depending on x and s), the relation in (2.5) (with
the infinite series) defines an analytical identity. But when we expand the left-hand side into
an nth degree power series by using one of the available power series of a 2F1-representation,
we can rearrange that expansion into a finite nth degree expansion with negative powers of β.
Because of the analytical relationship the series in (2.5) is finite, as shown.
Another point is that the Rodrigues formula and the Cauchy integral in (2.1) are not only
valid for x ∈ (−1, 1), as mentioned because of convention. But the relation in (2.5) shows two
polynomials in x on both sides. Again, by using the analytical relationship we can take for x
any complex value. But the large β asymptotic property holds uniformly for bounded values
of n, α and x.
The first coefficients ck(n, x; s) are
c0(n, x; s) = 1,
c1(n, x; s) = −12x
(
2xs+ xs2 + 2ns+ 2n
)
,
c2(n, x; s) =
1
24x
2
(−24xs2 − 24xs− 8xs3 − 24ns− 12ns2 + 12x2s2 + 12x2s3 + 36xs2n
+ 3x2s4 + 12xs3n+ 12n2s2 + 24nxs+ 24n2s− 12n+ 12n2). (2.7)
These are polynomials in s of degree 2k. The Φk(n, α, x) are combinations of Laguerre polyno-
mials, because a power sj in ck(n, x; s) gives
L
(α+j)
n−j (x) = (−1)j
dj
dxj
L(α)n (x). (2.8)
That is, when we write
ck(n, x; s) =
2k∑
j=0
cjks
j , (2.9)
we obtain
Φk(n, α, x) =
min(n,2k)∑
j=0
cjkL
(α+j)
n−j (x) =
min(n,2k)∑
j=0
cjk(−1)j d
j
dxj
L(α)n (x). (2.10)
For expansions of the zeros of the Jacobi polynomial when β is large, it is convenient to have
a representation in the form
P (α,β)n
(
1− 2x
β
)
= L(α)n (x)U(n, α, β, x) + L
(α)
n−1(x)V (n, α, β, x), (2.11)
with expansions
U(n, α, β, x) =
n∑
k=0
uk(n, α, x)
βk
, V (n, α, β, x) =
n∑
k=0
vk(n, α, x)
βk
. (2.12)
These coefficients can be obtained by writing the Laguerre polynomials L
(α+j)
n−j (x) in (2.8) as
(see also [1, Lemma 1])
L
(α+j)
n−j (x) = Pj(n, α, x)L
(α)
n (x) +Qj(n, α, x)L
(α)
n−1(x),
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where j = 0, 1, 2, . . . , n and the Pj and Qj follow from
P0(n, α, x) = 1, Q0(n, α, x) = 0, xP1(n, α, x) = −n, xQ1(n, α, x) = n+ α,
xPj+1(n, α, x) = (α+ j − x)Pj(n, α, x) + (j − n− 1)Pj−1(n, α, x),
xQj+1(n, α, x) = (α+ j − x)Qj(n, α, x) + (j − n− 1)Qj−1(n, α, x).
These relations follow from the standard recurrence relations of the Laguerre polynomials. An
extra useful relation is (for j = 0, 1, . . . , n− 1),
xL
(α+j+1)
n−j−1 (x) + (x− j − α)L(α+j)n−j (x) + (n− j + 1)L(α+j−1)n−j+1 (x) = 0.
The coefficients uk(n, α, x) and vk(n, α, x) are given by
uk(n, α, x) =
min(n,2k)∑
j=0
cjkPj(n, α, x), vk(n, α, x) =
min(n,2k)∑
j=0
cjkQj(n, α, x). (2.13)
The first coefficients are
u0(n, α, x) = 1, v0(n, α, x) = 0,
u1(n, α, x) =
1
2n(2n+ α+ 1), v1(n, α, x) = −12(n+ α)(α+ 2n+ x+ 1).
We give a numerical example. We take n = 10, α = 13 , x = 1, and several values of β. We
use the expansions in (2.12) summing up till k = kmax. In Table 1 we give the relative errors.
We compared the results with computed results by Maple with Digits = 16.
Remark 2. The results become better when we take smaller values of x. First observe that the
coefficients ck(n, α, x; s) used in (2.4) and (2.6) have a front factor x
k, a few first examples are
shown in (2.7). Hence, for x = 0 only the term k = 0 survives and x = 0 gives on both sides
of (2.5) the correct value
P (α,β)n (1) = L
(α)
n (0) =
(
n+ α
n
)
.
This property of the coefficients ck(n, α, x; s) is lost in the results (2.11), which is obtained
after rearranging (2.5). However, using x = 0 in (2.11) with k = 0, that is, with U = 1 and
V = 0, gives again the correct result, but U and V assume different values when using the sums
in (2.12).
As an example that small values of x give better results, we use x = 1/100. With β = 50,
n = 10, α = 1/3 as in Table 1, we obtain the results for various values of kmax, which are much
better than those for x = 1:
0.86× 10−4, 0.19× 10−6, 0.22× 10−9, 0.15e× 10−12, 0.90× 10−15.
When we want to use the expansion of P
(α,β)
n (z) for a general z ∈ (−1, 1), the corresponding x
in P
(α,β)
n (1 − 2x/β) is x = 12β(1 − z). The representation in (2.11) and expansions in (2.12)
remain valid, but the expansions lose their asymptotic property, because x = O(β).
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Table 1. Relative errors in the computation of P
(α,β)
n (1− 2x/β) with n = 10, α = 13 , x = 1, and several
values of β by using the expansions (2.12) summing up till k = kmax.
kmax → 1 2 3 4 5
β
50 0.19× 10−0 0.13× 10−1 0.12× 10−1 0.16× 10−2 0.99× 10−4
100 0.67× 10−1 0.28× 10−2 0.94× 10−3 0.60× 10−4 0.19× 10−5
500 0.38× 10−2 0.39× 10−4 0.22× 10−5 0.27× 10−7 0.17× 10−9
1000 0.10× 10−2 0.53× 10−5 0.14× 10−6 0.90× 10−9 0.28× 10−11
2.1 Expansions of the zeros
We use the method described in our previous papers [2, 3]. We denote the zeros of
P (α,β)n (z) by zk, z1 < z2 < · · · < zn,
P (α,β)n (1− 2x/β) by xk, x1 > x2 > · · · > xn,
L(α)n (x) by `k, `1 < `2 < · · · < `n.
Clearly, for large β, x1 can be approximated by `n, x2 by `n−1, and in general xk by `n−k+1,
k = 1, 2, . . . , n.
We assume for xk an expansion of the form
xk = `n−k+1 + ε, ε ∼
∞∑
k=1
εk
βk
, β →∞, (2.14)
and expand the right-hand side of (2.11), denoted by W (x), at x = `n−k+1 for small values of ε:
W (xk) = W (`n−k+1 + ε) =
∞∑
k=0
εk
k!
dk
dxk
W (x) = 0,
where the derivatives are evaluated at x = `n−k+1. Substituting the expansion of ε and those
in (2.12), we collect equal powers of β to obtain εk. The first few are
ε1 =
xv1
α+ n
,
ε2 = − x
2(α+ n)2
(
2nu1v1 + 2αu1v1 + αv
2
1 − 2αv2 + 2nv21 − 2xv1v′1 − xv21 − 2nv2 − v21
)
,
where uk, vk are the coefficients in (2.12), and x = `n−k+1. In terms of the original variables:
ε1 = −x
2
(α+ 2n+ x+ 1),
ε2 =
x
24
(
5 + 7α2 + 12α+ 24n(1 + α+ n) + 13(1 + α+ 2n)x+ 4x2
)
,
ε3 = − x
48
(
9α3 + 42nα2 + 23xα2 + 21α2 + 42xα+ 72n2α+ 84xnα+ 15α+ 14x2α+ 72nα
+ 19x+ 72n2 + 30n+ 48n3 + 84n2x+ 3 + 84nx+ 14x2 + 28nx2 + 2x3
)
.
The coefficients ε1 and ε2 correspond with A and B in Theorem 2 of [1], where a little more
general result is given.1
1The term 2α(1 + 2µ) in B of [1, Theorem 2] seems to be not correct; it should correspond with the term 12α
in our ε2.
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Table 2. Relative errors in the computation of the zeros zk of P
(α,β)
n (z) with n = 5, α =
1
3 , β = 100
by using the asymptotic expansion (2.14) with more and more terms. We compared the results with the
zeros computed by Maple with Digits = 16.
k 1 term 2 terms 3 terms 4 terms 5 terms
1 0.43× 10−2 0.49× 10−3 0.54× 10−4 0.60× 10−5 0.33× 10−4
2 0.14× 10−2 0.13× 10−3 0.12× 10−4 0.11× 10−5 0.23× 10−5
3 0.46× 10−3 0.36× 10−4 0.28× 10−5 0.22× 10−6 0.68× 10−7
4 0.14× 10−3 0.90× 10−5 0.60× 10−6 0.40× 10−7 0.60× 10−8
5 0.24× 10−4 0.14× 10−5 0.85× 10−7 0.50× 10−8 0.30× 10−9
We give a numerical example. We take n = 5, α = 13 and β = 100, and we use the expansion
in (2.14) with more and more terms εk/β
k. In Table 2 we give the relative errors. As expected,
the larger zeros zk (larger k) are computed with somewhat higher accuracy.
Remark 3. We have used n = 5 and given the results for all zeros. For larger values of n
the method still works for the larger zeros, but the results become less accurate. For example,
when we take n = 25, α = 13 , β = 100, and 5 terms in the expansion in (2.14), the zero z21 has
a relative accuracy 0.30× 10−3 and the largest zero z25 has a relative error 0.37× 10−6. When
n = 50, z45 has a relative error 0.10× 10−1 and z50 has a relative error 0.94× 10−5.
3 An alternative expansion
The first expansion in Section 2 gives the expansion derived in [1], although obtained by a differ-
ent method. In this section we derive another expansion which performs better and has simpler
coefficients. First observe that the factor (1− x/β)n in front of the integral (2.3) is included in
the expansion in (2.4). We have included it to obtain the same expansion as in [1], but there
is no need to do so. Next, we can obtain simpler coefficients when we take b = n+ β as a new
parameter. Because the large β parameter is replaced by a larger parameter, this may have
influence on the accuracy of the results.
With this new parameter we write the representation in (2.2) in the form
P (α,β)n
(
1− 2x
b
)
=
(1− x/b)n
2pii
∫
C
(s+ 1)n+α
(
1− x
b− xs
)b ds
sn+1
, (3.1)
and we expand first in powers of s:(
1− x
b− xs
)b
= e−xs
∞∑
k=0
ak(b, x)ξ
ksk, ξ = x/(b− x), b = β + n. (3.2)
We find for the first coefficients
a0(b, x) = 1, a1(b, x) = −x, a2(b, x) = 12
(
x2 − b),
a3(b, x) =
1
6
(
3bx− 2b− x3), a4(b, x) = 124(3b2 − 6b+ 8bx− 6bx2 + x4),
a5(b, x) =
1
120
(
30bx+ 20b2 − 20bx2 − 15b2x− 10bx3 − 24b− x5),
and obtain the finite expansion
P (α,β)n
(
1− 2x
b
)
= (1− x/b)n
n∑
k=0
ξkak(b, x)L
(α+k)
n−k (x)
Expansions of Jacobi Polynomials for Large Values of β and of Their Zeros 7
= (1− x/b)n
n∑
k=0
(−ξ)kak(b, x) d
k
dxk
L(α)n (x). (3.3)
The expansion is finite because powers sk in (3.2) with k > n absorb the pole at s = 0 in (3.1).
In addition, because
ξ2ka2k(b, x) = O
(
b−k
)
, ξ2k+1a2k+1(b, x) = O
(
b−k−1
)
, b→∞,
the expansion in (3.3) has an asymptotic character for large values of b = β + n.
To obtain an expansion in negative powers of b we expand(
1− x
b− xs
)b
= e−xs
∞∑
k=0
dk(x; s)
bk
,
and we find
d0(x; s) = 1, d1(x; s) = −12sx2(s+ 2),
d2(x; s) =
1
24sx
3
(−24− 24s− 8s2 + 12xs+ 12xs2 + 3xs3).
These are the alternative ones of the ck(n, x; s) in (2.7) and they are much simpler because n is
not explicitly included.
We write as in (2.9)
dk(x; s) =
2k∑
j=0
djks
j ,
and obtain
P (α,β)n
(
1− 2x
b
)
= (1− x/b)n
n∑
k=0
Ψk(n, α, x)
bk
,
where
Ψk(n, α, x) =
1
2pii
∫
C
(s+ 1)n+αe−xsdk(x; s)
ds
sn+1
,
and, as in (2.10),
Ψk(n, α, x) =
min(n,2k)∑
j=0
djkL
(α+j)
n−j (x) =
min(n,2k)∑
j=0
djk(−1)j d
j
dxj
L(α)n (x).
Finally, we write
P (α,β)n
(
1− 2x
b
)
= (1− x/b)nW (n, α, β, x),
W (n, α, β, x) = L(α)n (x)Y (n, α, β, x) + L
(α)
n−1(x)Z(n, α, β, x),
with expansions
Y (n, α, β, x) =
n∑
k=0
yk(n, α, x)
bk
, Z(n, α, β, x) =
n∑
k=0
zk(n, α, x)
bk
. (3.4)
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Table 3. Relative errors in the computation of P
(α,β)
n (1− 2x/b) with n = 10, α = 13 , x = 1, b = n+ β,
and several values of β. We use the expansion in (3.4) summing up till k = kmax.
kmax → 1 2 3 4 5
β
50 0.10× 10−1 0.38× 10−3 0.13× 10−4 0.39× 10−6 0.12× 10−7
100 0.33× 10−2 0.67× 10−4 0.12× 10−5 0.20× 10−7 0.33× 10−9
500 0.16× 10−3 0.72× 10−6 0.28× 10−8 0.10× 10−10 0.36× 10−13
1000 0.42× 10−4 0.94× 10−7 0.18× 10−9 0.34× 10−12 0.60× 10−15
The coefficients yk, zk can be obtained with the summations as in (2.13), and the first few are
y0(n, α, x) = 1, z0(n, α, x) = 0,
y1(n, α, x) =
1
2n(2x+ α+ 1), z1(n, α, x) = −12(n+ α)(α+ x+ 1).
We give a numerical example. We take n = 10, α = 13 , x = 1, and several values of β. We
use the expansions in (3.4) summing up till k = kmax. In Table 3 we give the relative errors. We
compared the results with computed results by Maple with Digits = 16. Comparing the results
with those in Table 1, we see a better performance for the alternative expansion. As observed
in Remark 2, smaller values of x give better performance as well.
3.1 Expansions of the zeros
We use the method and notation of the zeros as in Section 2.1. We assume for xk an expansion
of the form
xk = `n−k+1 + δ, δ ∼
∞∑
k=1
δk
bk
, b = β + n, β →∞, (3.5)
and the first coefficients are
δ1 = −x
2
(α+ x+ 1),
δ2 =
x
24
(
5 + 7α2 + 12α+ (13 + 13α+ 2n)x+ 4x2
)
,
δ3 = − x
48
(
9α3 + 23xα2 + 21α2 + 42xα+ 15α+ 6xnα+ 14x2α+ 2x3 + 6nx+ 19x
+ 4nx2 + 14x2 + 3
)
.
We repeat the numerical example of Section 2.1 and the results are shown in Table 4. We take
n = 5, α = 13 and β = 100, and we use the expansions in (3.5) with more and more terms δk/b
k.
In Table 4 we give the relative errors.
Comparing the results with those of Table 2, we observe a better performance of the alter-
native expansion. In addition, the coefficients of the expansions in (3.4) are more concise than
those in (2.12). This holds as well for the coefficients in the expansions of the zeros.
In Remark 3 we have shown a few results for larger values of the degree n. In the present case
we take again n = 25, α = 13 , β = 100, and 5 terms in the expansion in (3.5). Then, the zero z21
has a relative accuracy 0.82 × 10−7 and the largest zero z25 has a relative error 0.40 × 10−15.
When we take n = 50 we have similar results: z45 has a relative error 0.50 × 10−7 and z50 has
a relative error 0.51×10−16. We computed the results in these examples with Maple’s parameter
Digits = 32, otherwise, with Digits = 16, the error in the largest zeros would have been zero.
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Table 4. Relative errors in the computation of the zeros zk of P
(α,β)
n (z) with n = 5, α =
1
3 , β = 100 by
using the asymptotic expansions in (3.5) with more and more terms. We compared the results with the
zeros computed by Maple with Digits = 16.
k 1 term 2 terms 3 terms 4 terms 5 terms
1 0.12× 10−2 0.69× 10−4 0.37× 10−5 0.19× 10−6 0.71× 10−3
2 0.27× 10−3 0.10× 10−4 0.41× 10−6 0.16× 10−7 0.78× 10−5
3 0.53× 10−4 0.15× 10−5 0.41× 10−7 0.12× 10−8 0.73× 10−7
4 0.79× 10−5 0.14× 10−6 0.27× 10−8 0.52× 10−10 0.27× 10−9
5 0.55× 10−6 0.57× 10−8 0.61× 10−10 0.67× 10−12 0.37× 10−13
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