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1INTRODUCTION
This dissertation introduces several new developments in finite mixture models and related to them
model-based clustering. The area of mixture modeling is well known for over one hundred years.
Nowdays, it attracts no less interest and attention due to high applicability, flexibility, and mathemat-
ical convenience. The dissertation consists of several projects completed during my study at Iowa
State University that are tentatively accepted, submitted or currently in preparation for submission for
publication.
We start this manuscript with a detailed review of the field provided in the first chapter. The recent
trends, developments and applications as well as classic, well-known approaches and solutions are
hghlighted in this comprehensive introduction.
The second chapter presents a paper that discusses the development of a new procedure, MixSim, ca-
pable of simulating finite mixture models satisfying a pre-specified level of complexity defined through
the notion of pairwise overlap. The procedure can be also used for assessing overlaps in simulated as
well as in existing classification datasets. A parallel distribution plot is also introduced in this chapter.
This plot is a new tool for visual representation of multivariate finite mixture models through principal
components. The next chapter is closely related to the development of MixSim as it introduces the im-
plementation of the described procudure into an open source C-package MixSim-C. The corresponding
software is available at http://www.mloss.org. An alternative to C-MixSim, an R package MixSim, is
available for broad audience on CRAN.
The problem of assessing significance while comparing finite mixture models is known to be dif-
ficult and very few results on this topic are available. The most popular approach is to base inference
on some criterion. Therefore, it is unclear how to assess the level of uncertainty in the model improve-
ment associated with introducing additional components to the model. A limited number of test-based
2approaches is available in the literature. A new approximation is suggested in the next chapter. The re-
sults of the extensive simulation studies suggest that the method is promising and effective. The notion
of quantitation map is introduced for presenting the p-values for test series. This map is a graphical
tool that provides useful visualization for the model selection process.
While most of the existing clustering methods are devoted to the analysis under the unsupervised
clustering settings, the semi-supervised framework, when labels are partially known, is also an im-
portant and interesting topic attracting much of attention nowdays. Our next chapter concerns the
application of the expectation-maximization (EM) algorithm in the semi-supervised clustering setting.
The detailed simulation study provides results for model selection procedures based on BIC and the
significance approach. Their performances are evaluated with respect to various parameters such as
sample sizes, levels of overlap, numbers of components and dimensions as well as a number of clusters
with labeled data and the proportion of labeled observations in each cluster.
Finite mixture models have numerous applications in every field of science. In the last chapter,
we consider an application of mixture modeling to the study of proteomics in two-dimensional gel
electrophoresis. Besides the importance of this application, this problem is also interesting due to
its framework. The observations are dependent and some special treatment have to be developed for
obtaining poaterior probabilities at the expectation step of the EM algorithm. An approach based on
Markov Chain Monte Carlo is suggested and proved to be successful through extensive simulation
studies.
Therefore, this manuscript provides contributions to several different but closely related topics in
the area of finite mixture modeling. Some theoretical results have been obtained and presented as
well as new clustering software have been developed and made available in the form of open source
packages.
3FINITE MIXTURE MODELS AND MODEL-BASED CLUSTERING
A paper submitted to Statistics Surveys
Volodymyr Melnykov and Ranjan Maitra
Abstract
Finite mixture models have a long history in statistics, having been used to model pupulation het-
erogeneity, generalize distributional assumptions, and lately, for providing a convenient yet formal
framework for clustering and classification. This paper provides a detailed review into mixture models
and model-based clustering. Recent trends in the area, as well as open problems are also discussed.
1 Introduction
Let X1,X2, . . . ,Xn be independent, identically distributed p-dimensional observations from a
distribution with probability density function
f(x;pi) =
K∑
k=1
pikfk(x), (1)
where the kth mixing proportion pik represents the probability that the observation Xi belongs to
the kth subpopulation with corresponding density fk(x) called the kth mixing or component density.
Here, K represents the total number of components with pi = (pi1, pi2, . . . , piK)′ lying in the (K − 1)-
dimensional simplex, i.e. 0 ≤ pik ≤ 1 ∀ k = 1, 2, . . . ,K and
∑K
k=1 pik = 1. This is the most general
form of a mixture: usually fk’s are assumed to be of parametric form i.e. fk(x) ≡ fk(x;ϑk), where
the functional form of fk(·; ·) is completely known, but for the parameterizing vector ϑk. Thus, (1) can
4be written in the form
f(x;ϑ) =
K∑
k=1
pikfk(x;ϑk). (2)
We refer to f(x;ϑ), where ϑ = (pi′,ϑ′1,ϑ
′
2, . . . ,ϑ
′
K)
′, as a finite mixture model density with parame-
ter vector ϑ. When the number of mixture components, K, is also known, only ϑ has to be estimated.
When K is not provided, we additionally have to estimate the number of components in the mixture.
Finite mixture models made their first recorded appearance in the modern statistical literature in
the nineteenth century in a paper by Newcomb (1886) who used it in the context of modeling out-
liers. A few years later, Pearson (1894) used a mixture of two univariate Gaussian distributions to
analyze a dataset containing ratios of forehead to body lengths for 1,000 crabs, using the method of
moments (MOM) to estimate the parameters in the model. More recently, mixtures of Poisson distri-
butions have been used in positron emission tomography to model emissions occurring in a line along
each pair of electronically coupled photon-sensitive crystal detectors (Vardi et al., 1985). Mixtures of
von Mises-Fisher distributions have also been proposed for the analysis of text and gene expressions
(Banerjee et al., 2005), but by far the most popular mixture model is the one consisting of Gaussian
components (Day, 1969; Fraley and Raftery, 2006; McLachlan et al., 1999; Pearson, 1894; Wolfe, 1967,
1970). A heavy-tailed alternative to Gaussian mixtures is to use mixtures of t-distributions(McLachlan
and Peel, 2000). We refer to McLachlan and Peel (2000); Titterington et al. (1985) for a comprehensive
survey on the history and applications of finite mixture models.
Finite mixture models also provide a convenient yet formal setting for model-based clustering.
Clustering had hitherto been a difficult problem with a large number of heuristic methods in the litera-
ture. In the finite mixture modeling framework, each group is assumed to have its own distribution and
corresponding probability of representation. Thus the kth group has density given by fk(x;ϑk) and
probability of inclusion in the sample pik. Under this setup, the observations X1,X2, . . . ,Xn can be
assumed to be a sample from (2). Mixtures of Gaussian densities are again by far the most commonly
used representation in model-based clustering. We note that though the framework for the latter has
evolved from finite mixture modeling, they have distinct goals: finite mixture modeling is typically as-
sociated with inference on the model and its parameters while the goal of model-based clustering is to
provide a partition of the data into groups of homogeneous observations. To achieve this, model-based
5clustering requires an additional step – after model-fitting – that assigns each observation to different
groups according to some pre-specified rule. Mixing proportions can be thought of as the prior prob-
ability that an observation originated from a specific mixing distribution. We use a Bayes rule here
which allocates observations to clusters in accordance with their posterior probabilities. Thus, every
observation is assigned to the group having the highest posterior probability that the observation origi-
nated from this group. This is equivalent to finding the group index corresponding to the highest value
pikfk(xi;ϑk), k = 1, 2, . . . ,K for each observation xi, i = 1, 2, . . . , n. If there are multiple poste-
rior probabilities equal to the maximum value and the rule is indecisive, McLachlan and Peel (2000)
recommend using randomization to break the tie among competing clusters.
In this paper, we provide a comprehensive survey of the most important results and developments
in finite mixture modeling, with special reference to model-based clustering. Section 2 provides a
description of inferential methods used in the literature, along with its challenges. Methodology for
simulating realizations from Gaussian mixture models with desired properties for evaluating method-
ologies are discussed in Section 3. Section 4 provides an overview of graphical tools for the visual
representation and illustration of mixtures. Section 5 provides two recent applications using mixtures
of non-Gaussian distributions. Finally, Section 6 describes available software for simulating from and
performing inference in mixture models while Section 7 describes a few additonal topics and challenges
confronting mixture models in a modern setting. The paper concludes with some discussion.
2 Inference in Finite Mixture Models
Finite mixture models provide for great flexibility in fitting models with many modes, skewness and
non-standard distributional characteristics. The price for this flexibility is an increase in the number
of parameters with the number of components fk. Here, we survey issues in estimation and model
selection with regard to finite mixture models. While there is no restriction in general that all fk, k =
1, 2, . . . ,K represent the same parametric distribution, we assume in what follows that the functional
form of fk is parametric and the same for all components.
62.1 Estimation in Finite Mixture Models
As mentioned earlier, Pearson (1894) provided a MOM estimator for fitting a two-component uni-
variate Gaussian mixture. In multivariate multi-component settings however, this is rarely practical.
Fortunately however, maximum likelihood (ML) estimation is possible when implemented via the
expectation-maximization (EM) algorithm and is the method of choice in estimation in finite mixture
models. We discuss issues related to ML estimation here.
2.1.1 Likelihood Maximization via the EM Algorithm
One practical issue related to ML estimation in finite mixture models is troublesome optimization.
First, the form of the likelihood function for a sample from (2) is typically complicated and severely
multi-modal, rarely lending itself to mathematical treatment and analytical closed-form solutions or
numerical optimization. The standard procedure for finding the ML estimate (MLE) in almost all
cases is the EM algorithm which is applicable in complicated multi-parameter situations also. The EM
algorithm (Dempster et al., 1977; McLachlan and Krishnan, 1997) is, thus, the primary tool in finite
mixture models and model-based clustering.
The implementation of the EM algorithm is to assume that there are some missing observations,
namely the group identifiers, which, in conjunction with the observed data, yield so-called complete
data. The corresponding complete likelihood function usually has a much more appealing form and
can be readily maximized. The EM algorithm is an iterative procedure consisting of the expectation
(E) and the maximization (M) steps. At the E-step of the s-th iteration, the posterior probabilities
pi
(s)
ik = Prob{Xi ∈ k − th cluster |Xi;ϑ(s−1)} =
pi
(s−1)
k fk(xi;ϑ
(s−1)
k )∑K
k′=1 pi
(s−1)
k′ fk(xi;ϑ
(s−1)
k′ )
(3)
are calculated, while the M-step maximizes the expected conditional complete loglikelihood, histor-
ically denoted as Q-function, with respect to the parameter vector ϑ: Q(ϑ;ϑ(s−1),x1,x2, . . . ,xn).
Iteration of the E- and M-steps until convergence yields, under fairly mild conditions (Boyles, 1983;
Dempster et al., 1977; McLachlan and Krishnan, 1997; Wu, 1983), the ML estimate ϑˆ for the original
observed data. Of course, the expressions for the updated parameter vector ϑ(s) at the M-step may not
necessarily be of closed-form, in which case the Q-function should be maximized numerically.
7Multivariate Gaussian mixtures are not just the most popular choice in finite mixture models, they
are also among the most complicated cases as pointed out by Chen and Li (2008). The corresponding
mixture density function is given by
f(x;ϑ) =
K∑
k=1
pikφ(x;µk,Σk).
Here, µk is the mean vector and Σk the dispersion matrix for the k-th component normal density given
by
φ(x;µk,Σk) = (2pi)
− p
2 |Σk|−
1
2 exp
{
−1
2
(x− µk)′Σ−1k (x− µk)
}
.
The corresponding Q-function is
Q(ϑ;x1,x2, . . . ,xn) =− 12
n∑
i=1
K∑
k=1
piik
{
log |Σk|+ (xi − µk)′Σ−1k (xi − µk)
}
+
n∑
i=1
K∑
k=1
piik log pik − pn2 log 2pi.
The E-step consists of updating the posterior probabilities pi(s)ik given the current parameter estimates
ϑ(s−1):
pi
(s)
ik =
pi
(s−1)
k φ(xi;µ
(s−1)
k ,Σ
(s−1)
k )∑K
k′=1 pi
(s−1)
k′ φ(xi;µ
(s−1)
k′ ,Σ
(s−1)
k′ )
.
The covariance matrix Σk can have various structures and therefore formulas for the MLE of Σk can
be different. Throughout this paper, we assume that Σk is a general unstructured dispersion matrix.
The M-step provides a convenient closed-form solution in this case:
pi
(s)
k =
1
n
n∑
i=1
pi
(s)
ik , µ
(s)
k =
∑n
i=1 pi
(s)
ik xi∑n
i=1 pi
(s)
ik
,
and
Σ(s)k =
∑n
i=1 pi
(s)
ik (xi − µ(s)k )(xi − µ(s)k )′∑n
i=1 pi
(s)
ik
.
While different criteria can be used for terminating EM, some – such as the convergence of ϑ(s) are
too demanding when there is a large number of parameters. Thus, the most usual stopping criterion is
based on when the relative increase in the likelihood function is no longer appreciable.
82.1.2 Challenges in Implementation
2.1.2.1 Unbounded likelihood functions In some situations, for example, in the case of Gaus-
sian mixtures with heterogeneous dispersions, the likelihood function may be unbounded. This hap-
pens, for instance, because of singular covariance matrices being estimated as a consequence of de-
graded components that have only one observation, or having several identical or nearly-identical ob-
servations. Gaussian mixtures with homogeneous components, however, do not share this problem as
covariance matrices are restricted in the parameter space so that it is impossible to obtain degraded
components.
There are several methods proposed in the literature to address the possible unboundedness of the
likelihood function. Hathaway (1985) suggested introducing an additional constraint on dispersions of
univariate normals: i.e. assume σ−2i σ
2
j ≥ c > 0 for any i and j. The paper showed that the global
maximizer of the likelihood function defined on the restricted parameter space exists for any value of
c. A generalized version of this condition was proposed for the multivariate framework by McLachlan
and Peel (2000). The suggested restriction is |Σi|−1|Σj | ≥ c > 0 for any i and j with the only inconve-
nience of this approach related to the fact that the constant c has to be pre-specified and it is unclear how
to choose a reasonable value. Another possibility includes defining a penalized log likelihood function
(Chen and Li, 2008; Li et al., 2008) that contains a penalty term preventing the log likelihood from
going to infinity by construction. McLachlan and Peel (2000) proposed working with unconstrained
normal mixtures, but relying on the result of Kiefer (1978) which states that even when the likelihood
function is unbounded in the parameter space, there exists a strongly consistent asymptotically efficient
local maximizer in the interior of the parameter space. Therefore, it is recommended to search the
best local maximum in the unconstrained parameter space and then to check that the obtained solution
indeed corresponds to a local maximum and is not on its way to infinity. This check can be difficult
due to the presence of so-called spurious local maxima which should be ignored. Spurious solutions
represent the parameter vector lying close to the boundary of the parameter space and can be easily
identified by the presence of very few points in some components or by detecting some observations
lying in a lower-dimensional subspace. Detailed review of these and related issues can be found in
McLachlan and Peel (2000).
92.1.2.2 Initialization of the EM Algorithm The EM algorithm is an iterative, strictly hill-
climbing procedure whose performance can depend severely on particular starting points because the
likelihood function often has numerous local maxima (see, e.g. McLachlan and Peel (2000)). Thus,
good initialization is crucial for finding ML estimates. Many different initialization procedures have
been suggested in the literature (for an overview, see Figueiredo and Jain (2002) and Maitra (2009))
but no method uniformly outperforms the others. Here, we list only the most common and better-
performing strategies. A model-based hierarchical clustering approach (Banfield and Raftery, 1993)
was proposed and incorporated in the R package Mclust Fraley and Raftery (2006) designed for
Gaussian mixtures. This approach is seen to work well when the components are well-separated, but not
as well in other cases (Maitra and Melnykov, 2009b). The use of hierarchical clustering in initialization
also limits applicability to larger datasets. Another deterministic approach (Maitra, 2009), based on
finding the most separated local modes, demonstrates good performance for low dimensions but is very
time-consuming for severely multi-dimensional datasets. Other stochastic aglorithms exist also. The
emEM algorithm proposed by Biernacki et al. (2003) consists of two EM stages. The first stage, called
the short em, involves starting from several random points and running the EM algorithm until some
lax convergence criterion is satisfied. The solution producing the highest log likelihood is chosen as a
starter for the second stage, called the long EM , which runs until the usual strict convergence criteria
met. A modification of the emEM algorithm, Rnd-EM, was proposed by Maitra (2009). Here, the
short em stage is replaced by choosing multiple starting points and evaluating log likelihood at these
values without running any EM iterations. The best obtained solution serves as an initializer for the
long EM stage. Because no strategy works well uniformly in all cases (Maitra and Melnykov, 2009b),
the usual practice is to try, as far as practical, different strategies (Maitra and Melnykov, 2009a) and
then to choose the solution with the highest log likelihood value.
2.1.3 Variance Estimation
One advantage of ML estimation is the ability to obtain (at the very least asymptotic) dispersions of
the estimated quantities. This is done by inverting the corresponding information matrix which is usu-
ally estimated in practice by the observed information matrix I(ϑˆ) = −∂2 logL(ϑ)
∂ϑ∂ϑ′ |ϑ=ϑˆ , where L(ϑ)
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represents the likelihood function. Clearly, the related computations involve taking double derivatives,
potentially with respect to vectors and matrices, and may be very complicated for finite mixture models.
A way to express the observed information matrix was proposed by Louis (1982). The approach relies
on the missing information principle and likelihood calculations for complete data. While providing
some flexibility, this method still does not provide an easy way to obtain the observed information
matrix. Fortunately, there exists a simple approximation for I in the case of independent, identically
distributed observations. The approximation relies on computing the corresponding empirical informa-
tion (McLachlan and Peel, 2000) whose approximation can be obtained by
Ie(ϑˆ) = (∇q1...∇q2... . . . ...∇qn)(∇q1...∇q2... . . . ...∇qn)′ |ϑ=ϑˆ,
where∇qi represents the gradient vector of the expected complete loglikelihood at the i-th observation:
∇qi ≡ ∇qi(ϑ;xi). Then, Ie(ϑˆ) can be inverted and employed as an estimated covariance matrix of
the MLE ϑˆ.
As an example of variance calculations, consider the case of the multivariate Gaussian mixture
with unstructured covariance matrices. The corresponding gradient vector ∇qi has form given by (see
Maitra and Melnykov (2009a))
∇qi =
[((
∂qi
∂pik
))′
k=1,2,...,K−1
,
((
∂qi
∂µk
))′
k=1,2,...,K
,
((
∂qi
∂Σk
))′
k=1,2,...,K
]′
,
where
∂qi
∂pik
=
piik
pik
− piiK
piK
,
∂qi
∂µk
= piikΣ−1k (xi − µk),
and
∂qi
∂Σk
= G′vec
{
1
2
piikΣ−1k
(
(xi − µk)(xi − µk)′Σ−1k − I
)}
.
Here,
((
∂qi
∂µk
))′
k=1,2,...,K
is a vector consisting of all derivatives for qi with respect to µk, k =
1, 2, . . . ,K and
((
∂qi
∂pik
))′
k=1,2,...,K−1
with
((
∂qi
∂Σk
))′
k=1,2,...,K
are defined similarly. G represents
the unique p2 × p(p+1)2 -dimensional matrix such that vec(A) = Gvech(A), where vec is an operator
that stacks columns of a matrixA converting the matrix in the vector consisting of matrix columns and
vech is an operator transforming a p × p symmetric matrix into a p(p+1)2 -coordinate vector consisting
of the columns of the lower triangle of the matrix (see more details in Henderson and Searle (1979);
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Magnus and Neudecker (1999); McCulloch (1982)). The length of∇qi isK−1+Kp+Kp(p+1)/2.
This result substantially facilitates the estimation of the covariance matrix for the MLE of ϑ in the case
of multivariate normal mixtures.
2.2 Model Selection
In finite mixture models, it is usually assumed that the variables and the functional form of mixing
densities is known. In the past, model selection has typically referred to the problem of choosing the
optimal number of components K. An aspect of model selection that has been recently investigated is
the identification of variables with more discriminating power than others in the inference. We review
both these aspects in brief in this section.
2.2.1 Choosing the optimal number of components
There is a vast literature devoted to the issue of choosing K. We refer to McLachlan and Peel
(2000) who provide a detailed rendering of the different approaches available to address this problem.
Here, we briefly summarize existing and recent contributions. Note that most methods devoted to
estimating K can broadly be divided into two categories, both based on the log likelihood function.
The first group of methods is parsimony-based while the second category relies on testing procedures.
The former has been more widely used and discussed in the literature than the latter which has only
recently been explored more: we therefore, survey parsimony-based model selection in brief while
reviewing testing-based approaches in more detail.
Parsimony-based approaches chooseK to minimize the negative log likelihood function augmented
by some penalty function to reflect its complexity. Various information-based criteria such as An
Information Criterion (AIC) (Akaike, 1973), Bayes Information Criterion (BIC) (Schwarz, 1978) and
their modifications such as quadratic AIC/BIC (Ray and Lindsay, 2008), the Integrated Classification
Likelihood criterion (ICL) (Biernacki et al., 2000), Normalized Entropy Criterion (NEC) (Biernacki
et al., 1999), Minimum Information Ratio criterion (MIR) (Windham and Cutler, 1992), and Laplace-
Empirical Criterion (LEC) (McLachlan and Peel, 2000) fall into this category. BIC is among the easily
implemented methods that has been repeatedly shown to demonstrate good performance (Dasgupta and
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Raftery, 1998; Maitra and Melnykov, 2009a; Roeder and Wasserman, 1997). However, when sample
sizes are small, BIC tends to underestimate the number of components. On the contrary, another
easily implemented criterion, the AIC, typically overestimates K substantially. While more difficult to
implement, Maitra and Melnykov (2009a) show that the ICL approach performs very well in a large
range of cases.
In general, the criteria-based methods are easily implemented, but share one shortcoming in that
it is difficult to obtain a meaningful comparison of model fit from one situation to another. For in-
stance, Kass and Raftery (1995) says that only reductions in the BIC of more than ten should indicate
an improvement in the model associated with increasing number of components, but it is unclear how
this value should be calibrated in different situations. This is where testing-based approaches have
greater appeal, because it specifies evidence in favor of a complex model against a simpler model in
terms of the universally understood p-value. Most testing-based approaches use a likelihood ratio test
(LRT) or some derivation thereof. However, direct application of LRT is not possible as the parameter
vector ϑ lies on the boundary of the parameter space under the null hypothesis. Thus, the regularity
conditions of Cramer (1946) are violated and the usual asymptotic null distribution of the LRT statistic
is not valid. Some special results are available (Ghosh and Sen, 1985; Hartigan, 1985), but they mostly
concern comparing one- versus two-component univariate Gaussian models. To avoid the boundary
problem, Aitkin and Rubin (1985) suggest moving the parameter vector to the interior of the parameter
space by putting a prior distribution on the mixing proportions. The lack of theoretical null distribu-
tions of test statistics has also stimulated the development of bootstrap-based methods (Aitkin et al.,
1981; McLachlan, 1987). Indeed, for the case of Gaussian mixtures with unequal variances, Feng and
McCulloch (1996) recommended bootstrapping the LRT statistic over all other methods to avoid prob-
lems with regularity conditions. This approach was also advocated by McLachlan and Peel (2000) as
a necessary tool for assessing p-values (page 184). However, these methods are time-consuming to
implement.
We have recently proposed and investigated a likelihood-based testing procedure (Maitra and Mel-
nykov, 2009a). To keep derivations of the null distribution of the LRT statistic tractable, we introduced
an additional assumption stating that a fit of the (simpler) model under the null hypothesis H0 im-
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plies that the alternative (and more complex) model under Ha also fits the data adequately. Under
Ha however, only the alternative model provides a good fit. An approximate null-distribution for the
LRT statistic can then be developed based on Taylor series expansion. Besides keeping derivations
tractable, the additional assumption stated above also addresses concerns expressed by authors such
as Ray and Lindsay (2008) that in the spirit of Box and Draper (1987), every restricted model is flawed
and therefore will always be rejected for some n regardless of the true model.
The testing approach provides the possibility of obtaining significance of anyK∗-component model
vis-a-vis any K-component model (K∗ > K). This can be displayed via a quantitation map which
is a display introduced by Maitra and Melnykov (2009a) to quantitate support for any complex model
relative to a simpler model. Figure 1 represents a contour plot and the quantitation map for the two-
dimensional Ruspini dataset (Ruspini, 1970). The rows in the quantitation map represent the number
of components in a simpler model while the columns stand for the number of clusters under Ha. Thus,
every cell produced by the intersection of a particular combination of rows and columns represents
a test. The color of every cell illustrates the p-value of that particular test. The quantitation map
therefore is a comprehensive tool visualizing the nature of a dataset and helping to decide on the best
number of mixture components. Not surprisingly for such well-separated clusters, the quantitation map
clearly suggests choosing a four-component solution. We refer to Maitra and Melnykov (2009a) for
further details and examples of performance on simulation and standard classification datasets.
2.2.2 Variable Selection
In many multivariate datasets, some of the variables are highly correlated with the others or just do
not carry much additional information about clustering. The performance of clustering algorithms can
be severely affected by the presence of such variables that only serve to increase dimensionality and
add redundant information. The elimination of such variables can potentially improve both estimation
and clustering performance. This is an aspect of model selection that has lately received some attention
in the literature.
A greedy variable selection algorithm based on Bayes factors was introduced by Raftery and Dean
(2006). The idea of the algorithm is to divide all variables into three groups: the first group, X(1),
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Figure 1 Ruspini dataset: (a) contour plot; (b) quantitation map. The color of cells
in quantitation map reflects the level of significance for a p-value. Dark
red color indicates highly significant results while faded yellow color
stands for insignificant p-values. The other colors correspond to interme-
diate p-values according to a linear scale provided in every quantitation
map.
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contains already selected variables, the second group,X(2), consists of variables being currently under
consideration for the inclusion into the first group, and the last group, X(3), consists of remaining
variables that are not included or considered yet. Then, they define two competing models
M1 : p(X(1),X(2),X(3)|z) = p(X(3)|X(2),X(1))p(X(2)|X(1))p(X(1)|z)
M2 : p(X(1),X(2),X(3)) = p(X(3)|X(2),X(1))p(X(2),X(1)|z),
where z is the unobserved class information for each observation. Model M1 implies that X(2) does
not carry any clustering information in addition to that already contained in X(1). The model M2,
on the contrary, assumes that X(2) introduces some new information about cluster memberships after
X(1) has been observed. The models M1 and M2 are compared using Bayes factor, B12, in which
potentially high-dimensional terms p(X(3)|X(2),X(1)) cancel providing
B12 =
p(X(2)|X(1),M1)p(X(1)|M2)
p(X(2),X(1)|M2)
,
which is estimated via BIC. The authors provide a greedy algorithm which simultaneously selects the
model and K. The approach is easily implemented and performed well on simulated datasets with
correlated redundant variables, variables with no clustering information and on the Iris (Anderson,
1935), crabs (Campbell and Mahon, 1974) and textures (Brodatz, 1966) datasets.
Raftery and Dean (2006) did not allow irrelevant variables to be independent of clustering variables,
potentially leading to erroneous model choices. This shortcoming was addressed by C. et al. (2009). Pan
and Shen (2006) proposed an approach based on the L1-norm penalty for the loglikelihood function
in the Gaussian mixture. They suggested using the regularized loglikelihood function penalized by the
term −λ∑Kk=1∑pj=1 |µkj |, where µkj is the j-th coordinate of the k-th mean vector. This penalty is
able to shrink some fitted means toward 0. Then, variables with all µkj , k = 1, 2, . . . ,K equal to zero
are eliminated. This approach is limited by the assumption of a common diagonal covariance matrix
for all components. Xie et al. (2008) extended this approach by including a new regularization scheme
that groups together multiple parameters of the same variable across clusters. Another modification of
this method, suggested by Wang and Zhu (2008), applies different penalty functions: the adaptive L∞-
norm and adaptive hierarchical penalties. The authors claim that the results are better for the proposed
penalties but the same assumptions about covariance matrices are made. While necessary for analyzing
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small datasets with large numbers of variables, these limitations might be very restrictive in general.
Of course, as mentioned at the beginning, this is an area of model selection in finite mixture models
which has only lately received attention and is under active development.
In this section therefore, we have discussed several issues in making inferences in finite mixture
models. We now discuss a scheme to simulate finite mixture model distribution with varying complex-
ity, with a view to evaluating the performance of an algorithm under different settings.
3 Mixture Simulation and Algorithm Evaluation
There are several clustering methods (Xu and Wunsch, 2009), but none of them uniformly outper-
forms the other in all cases. Thus, it is important to have tools to calibrate and characterize different
algorithms. Therefore, having a procedure capable of simulating data with different levels of clustering
complexity can be very helpful. This can allow for a comprehensive investigation of an algorithm’s
properties with regard to different situations. Several approaches have been suggested in the litera-
ture (see Steinley and Henson (2005) for a detailed review). Here, we give just a brief summary, noting
that almost all methods in the literature only provide simulation methods for multivariate Gaussian
mixtures with different clustering complexities.
One popular algorithm proposes to generate well-separated clusters from truncated multivariate
Gaussian distributions (Milligan, 1985). However, due to the truncation process, the method is inca-
pable of simulating clusters with wide ranges of separation degree (Steinley and Henson, 2005) that can
be misleading (Atlas and Overall, 1994). Many other proposed methods (Blashfield, 1976; Gold and
Hoffman, 1976; Kuiper and Fisher, 1975; McIntyre and Blashfield, 1980; Price, 1993) share similar
shortcomings. An attempt to control the level of overlap between any two components using intra-
class correlations was made by Atlas and Overall (1994) who however admitted that it still lacked
the ability to provide a “perceptually meaningful description” of overlap (see page 583). The no-
tion of c-separation was introduced by Dasgupta (1999) in the context of learning Gaussian mixtures.
Here, two p-variate Gaussian distributions Np(µ1,Σ1) and Np(µ2,Σ2) are defined as c-separated if
‖µ1 − µ2‖ ≥ c
√
p×max(λmax(Σ1), λmax(Σ2)), where λmax(Σ) represents the largest eigenvalue
of Σ. Thus, the level of c-separation depends on Euclidean distance between clusters, dimensionality,
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and the value of the largest eigenvalue from both dispersion matrices. A clear drawback here is that the
orientation of the clusters is not taken into consideration and considering only the highest eigenvalue
can lead to widely varying mixtures of different clustering difficulty for the same values of c (Maitra,
2009). Nevertheless, this method has been used in evaluating algorithms by Likas et al. (2003); Ver-
beek et al. (2003a,b). A slight modification of the above is the exact-c-separation of Maitra (2009) who
required that equality in the above expression to hold for at least one pair of clusters. OCLUS, an algo-
rithm capable of simulating clusters with known overlaps between pairs of clusters, pairwise overlaps,
was introduced by Steinley and Henson (2005). Clusters in OCLUS are assumed to be marginally inde-
pendent and no group is allowed to interact with more than two other clusters. This limits the algorithm
because of its inability to simulate other types of cluster configurations.
Another recent development is the R package clusterGeneration (Qiu and Joe, 2006a) which is
based on the separation index of Qiu and Joe (2006b). The index is defined as the ratio of the difference
between the biggest lower and smallest upper quantiles over the difference in biggest upper and smallest
lower quantiles. The index attains values close to 1 for well-separated clusters and can approach −1
for clusters with high overlaps. In the original paper, the authors used 2.5% and 97.5% quantiles.
Defined in an univariate framework, this index can not be readily extended to the multivariate case.
The authors suggest finding and using the one-dimensional projection that produces the highest value
of the separation index. Of course, relying on a single projection may hardly be adequate to summarize
overlap between any two components in the mixture. Therefore, any statement made on the degree of
cluster separation in multivariate case is partial and may even lead to erroneous conclusions.
An approach that allows simulating Gaussian finite mixture models according to pre-specified lev-
els of average and maximum pairwise overlaps was proposed by Maitra and Melnykov (2009b). The
overlap between two mixing components is defined as the sum of both misclassification probabilities,
ωi|j and ωj|i, where
ωj|i = Pr
[
piiφ(x;µi,Σi) < pijφ(x;µj ,Σj)|x ∼ Np(µi,Σi)
]
and ωi|j is defined similarly. The average (ω¯) and maximum (ωˇ) levels of overlap serve as surrogate
measures of clustering complexity. The R package MixSim is available at CRAN and can be also em-
ployed for assessing the degree of clustering difficulty for existing classification datasets. Figure 2
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Figure 2 Contour plots for mixtures with (a) high (ω¯ = 0.001) and (b) low
(ω¯ = 0.05) separation.
shows data simulated under two levels of mixture complexity and illustrates some of the capabilities of
MixSim in providing mixtures with different degrees of separation.
4 Graphical Representation and Visualization
Good visualization in cluster analysis can often be very effective and helpful for understanding
the nature of analyzed datasets. Biplots (Gabriel, 1971), scatter plots and contour plots are widely
used to illustrate datasets and mixture models. Contour plots such as in Figures 1a and 2 can present
two-dimensional data by drawing level sets of the bivariate density through corresponding shadings or
contours. For multivariate datasets, biplots (Figure 3) representing a scatter plot of the first two princi-
pal components along with variable contributions are useful. Additionally, observations on the biplot
can be plotted using color and/or character (see Figure 3b) according to their group memberships. Fig-
ure 3b provides a biplot for the three-variable dataset obtained from wine (Forina, 1991) by a variable
selection procedure. As we can see, there is very clear separation in three clusters provided along the
first and the second principal components.
The parallel distribution plot (Figure 4) recently developed by Maitra and Melnykov (2009b) allows
for visualizing multidimensional mixtures with Gaussian components. The dispersion matrix for a
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Figure 3 Biplots for principal components of the wine dataset (a) with 13 variables
and (b) 3 selected variables.
Gaussian mixture with individual component covariance matrices of a general form is given by
Σ =
K∑
k=1
pikΣk +
K∑
k=1
pikµkµ
′
k −
K∑
l=1
K∑
k=1
pilpikµlµ
′
k.
Let Γ be the matrix of orthonormal eigenvectors corresponding to Σ. Applying the rotation Γ′ to the
mixture yields the rotated mixture of (rotated) Gaussian components with corresponding mean vectors
Γ′µk and dispersion matrices Γ
′ΣkΓ. Then, borrowing ideas from the parallel coordinate plots of In-
selberg (1985); Wegman (1990), we plot the individual rotated means against the index of the principal
component. Rotated variances are used to obtain quantiles at each principle component. Connecting
these quantiles yields polygons that are shaded with varying opacity according to the probability con-
tained between the corresponding quantiles. For mixtures with well-separated components (Figure 4a),
the between-cluster variability is substantial even at higher principal components, while for poorly-
separated mixtures (Figure 4b), within-cluster variability swamps the between-cluster variability fairly
soon. The corresponding procedure is incorporated in the R package MixSim (function pdplot).
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Figure 4 Probability distribution plots for mixtures with (a) high (ω¯ = 0.001) and
(b) low (ω¯ = 0.05) separation.
5 Some Recent Applications Involving Non-Gaussian Mixtures
As mentioned earlier, most of the work in finite mixture modeling and model-based clustering
involves multivariate Gaussian mixtures. Recently, however, there has been some interest in mixtures
of non-Gaussian distributions. In this section, we detail two applications using such distributions.
5.1 Text and time-course gene expression datasets
Cluster analysis of text and gene expression datasets is similar to that of directional data. For text
data, it is common to use cosine similarity as the metric for grouping similar observations, while for
time-course gene expression data, it is of interest to group similar genes according to correlation. In
both cases, datasets are therefore pre-processed to lie on the L2-normalized subspace, i.e. they lie on
the surface of the unit sphere. Note however, that the pre-processed gene expression datasets are also
orthogonal to the unit vector. A popular choice for directional distributions is the p-variate von Mises-
Fisher distribution which is given by the probability density function f(x;κ,µ) = Cp(κ)eκµ
′x, where
κ ≥ 0 and µ is the mean vector such that ‖µ‖ = 1. The support of the density is when ‖x‖ = 1. The
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normalizing constant Cp(κ) is given by
Cp(κ) =
κp/2−1
(2pi)p/2Ip/2−1(κ)
,
where Id(κ) represents the modified Bessel function of the first kind and order d. Then, the finite
mixture model for von Mises distributions is given by
f(x;ϑ) =
K∑
k=1
pikCp(κk)eκkµ
′
kx,
where ϑ = (pi1, pi2, . . . , piK , κ1, κ2, . . . , κK ,µ′1,µ′2, . . . ,µ′K)
′. The E-step of the EM algorithm is
conceptually the same as for any other mixture and can be obtained by (3). The solution for the M-step
can be readily derived (Banerjee et al., 2005). Thus,
pi
(s)
k =
1
n
n∑
i=1
pi
(s)
ik , µ
(s) =
∑n
i=1 pi
(s)
ik xi
‖∑ni=1 pi(s)ik xi‖ and
Ip/2(κ(s))
Ip/2−1(κ(s))
=
‖∑ni=1 pi(s)ik xi‖
n
.
As we can see, the first two expressions can be provided in closed form but the expression for κ(s) is
implicit and numerical methods are needed for estimating κ(s). Some heuristic methods for this are
discussed in Banerjee et al. (2005).
A different approach to this application was provided by Dortet-Bernadet and Wicker (2008) who
contended that components may be correlated and have different variances in different coordinates.
They proposed to use mixtures of transformed Gaussians. In particular, they proposed a mixture of
stereographic projections of multivariate Gaussian distributions. Various shapes, orientations and skew-
ness of clusters are attainable in this framework. The authors provide a general form of the density for
the inverse stereographic projection which can be conceptually used for constructing finite mixture
models based on such projections. The implementation of the EM algorithm is then straightforward,
with the E-step having a similar form as before, but the M-step cannot yield closed-form expressions
and heuristic search methods have to be employed. The authors also consider a possibility of addition
of a noise component to deal with noisy data. Computer code is available: note also that this approach
is very computer-intensive and computationally impractical to apply on text or larger gene expression
datasets. Further, the suggested method was evaluated on some simulation datasets. Surprisingly, AIC
was seen to perform the best in estimating the number of components. We note that the reported ex-
periments were only on estimating the number of clusters: evaluations on clustering performance were
not reported.
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As mentioned earlier, the pre-processed time-course gene expression datasets are standardized to
not only lie on the unit sphere but also to be orthogonal to the unit vector. This constraint is not included
in either of the above formulations: it would be interesting to see how inferences change under a more
accurate model.
5.2 Magnitude Magnetic Resonance Imaging Data
Datasets acquired in Magnetic Resonance Imaging (MRI) or Magnetic Resonance Angiography
(MRA) are typically magnitudes of complex observations, whose real and imaginary parts are both
independent univariate Gaussian-distributed (Wang and Lei, 1994). Thus, using Gaussian mixtures to
segment these datasets is not very appropriate so Chung and Noble (1999) and Maitra and Faden
(2009) use a mixture of Rice distributions to characterize the MR signal at each voxel. The distribution
is given by
f(x;µ, σ2) =
x
σ2
exp
(
−x
2 + µ2
2σ2
)
I0
(xµ
σ2
)
, x > 0,
where I0(·) represents the modified Bessel function of the first kind of zeroth order. In the application
to MR images, µ is the underlying true magnitude MR signal and σ is the noise parameter. The sample
represents the observed magnitude data from n voxels with an individual observation following the
mixture of Ricians given by the density function
f(x;ϑ) =
K∑
k=1
pikfk(x;µk, σ2),
where pik represents the proportion of voxels with signal µk and the noise parameter σ is assumed
to be common for all k = 1, 2, . . . ,K. For the EM algorithm, we update the posterior probabilities
according to (3). At the M-step, we can obtain a closed-form expression only for the mixing proportions
pi
(s)
k = n
−1∑n
i=1 pi
(s)
ik . The other equations need to be solved numerically:
n∑
i=1
pi
(s)
ik
− µ(s)kσ(s)2 + xiσ(s)2
I1
(
xiµ
(s)
k
σ(s)2
)
I0
(
xiµ
(s)
k
σ(s)2
)
 = 0, k = 1, 2, . . . ,K,
and
n∑
i=1
K∑
k=1
pi
(s)
ik
− 2σ(s) + x2i + µ
(s)2
k
σ(s)3
− 2xiµ
(s)
k
σ(s)3
I1
(
xiµ
(s)
k
σ(s)2
)
I0
(
xiµ
(s)
k
σ(s)2
)
 = 0.
23
Refer to Maitra and Faden (2009) for details on computational implementation, EM initialization, pa-
rameter and variance estimation and model selection.
6 Available Software
Several packages are available for model-based clustering and related tasks. They can be divided
into two groups by their applications. The first group consists of software products devoted to simulat-
ing data and finite mixture models according to some pre-specified characteristics listed below. These
packages can be used for the evaluation of clustering algorithms or assessing clustering difficulty of
existing datasets. The second group of algorithms fits data to specified models, estimates classification
vectors and chooses the optimal number of components. Detailed descriptions of several older pro-
grams can be found in Haughton (1997); we provide short descriptions of the most important or recent
clustering packages here.
6.1 Simulation and Evaluation
• OCLUS (Steinley and Henson, 2005) is a MatLab function allowing for the generation of over-
lapping clusters from different multivariate distributions (see Section 3. The authors state that
the procedure is available upon email request.
• clusterGeneration (Qiu and Joe, 2006a) is an R package based on the separation index of Qiu
and Joe (2006b) (see Section 3 for details).
• MixSim (Maitra and Melnykov, 2009b) is an R package that manipulates misclassification prob-
abilities of Gaussian components in order to attain the pre-specified levels of average and maxi-
mum overlap. A wide range of random multi-dimensional and multi-component mixtures can be
simulated. The package can be also used for assessing misclassification probabilities and over-
lap of existing classification datasets. It also includes graphical capabilities such as pdplot (see
Sections 3 and 4 for more information).
• C-MixSim is an open source C package with a command-line interface available fromwww.mloss.org
with the same finite mixture model simulation capabilities as MixSim.
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6.2 Inference and Clustering
• Mclust (Fraley and Raftery, 2006) is an R package developed in FORTRAN for multivariate Gaus-
sian mixture models. It relies on the EM algorithm for density estimation and BIC for model
selection. Model-based hierarchical clustering is also implemented in Mclust and is used to ini-
tialize the EM algorithm. Various parametrizations of the dispersion matrix Σk are available. Its
flexibility, availability and relatively frequent good performance make this package one of the
most popular.
• EMMIX (McLachlan et al., 1999) is another popular piece of software McLachlan et al. (1999)
developed in FORTRAN. It is designed for fitting multivariate Gaussian and t-component mix-
tures (McLachlan and Peel, 2000). Three initialization strategies are implemented: random start-
ing points, k-means-based starts and hierarchical-clustering-based starts. The selection of the
number of mixture components is based on a resampling test.
• MIXMOD (Biernacki et al., 2006) is a package written in C++ and interfaced with Matlab and
Scilab. The package can be employed for the analysis of data using multivariate Gaussian and
Multinomial mixture models. Several modifications of the EM algorithm and different criteria
for model selection are included in this package.
7 Some Additional Topics and Challenges
There are several challenges that have at best only been partially resolved in the context of finite
mixture models and model-based clustering. In this section, we provide an overview of some of these
challenges and outline possible approaches to addressing them. While our discussion here is with
regard to model-based clustering, we note that many of the challenges also arise with distribution-free
clustering methods.
7.1 Semi-Supervised Clustering
In many situations, there is interest in grouping a sample of observations, but there is some, per-
haps uncertain, information available on the labels or classes of some observations. This is the topic
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of semi-supervised clustering which arises in a number of modern fields such as bioinformatics (Wang
et al., 2003) or speech recognition (Huang and Hasegawa-Johnson, 2009), and consequently has at-
tracted some recent interest. The development of “pairwise relations” (Basu et al., 2004; Lu and Leen,
2005; Shental et al., 2003) concerns the situation when some observations are known to belong to the
same group (positive relation) or different groups (negative relation). Other approaches have involved
adapting K-means (Basu et al., 2004, 2002) or the EM algorithm for finite mixture models (Basu et al.,
2004; Inoue and Ueda, 2003; Shental et al., 2003). We focus here on adaptations to the EM algorithm.
The EM algorithm is easily derived for the case of semi-supervised clustering: the M-step is as
before. However, there is a change in the E-step in that the posterior probabilities for labeled data do
not need to be updated. In fact, the posterior probability vector for the ith observation with known
labels consists of K − 1 zeros and the unity in the position corresponding to the cluster from which
the ith observation has been originated. The other probabilities corresponding to unlabeled data are
computed as usual. In all the references for model-based semi-supervised clustering listed above, it is
assumed that the classes represented in the labeled data are all the classes in the entire dataset so that
K known and model selection is not an issue. Initialization is also not an issue for the group means,
variances and frequencies of the labeled data can be used as starting values for the EM algorithm.
However several challenges arise when the assumption of known K, or representation of all classes in
the labeled dataset is not a priori tenable. In the following discussion, we assume that K0 (out of K)
classes are represented in the labeled data.
In the case of initialization, one option is to ignore the labeled information and to start the algorithm
using the methods (for unsupervised clustering) discussed in Section 2.1.2. However, we can poten-
tially improve performance by considering both labeled and unlabeled data. One intuitive suggestion is
to use labeled observations for obtaining initial cluster centers. This is especially important for initial-
ization strategies involving starting the EM algorithm at random points (emEM (Biernacki et al., 2003)
and RndEM (Maitra, 2009)). Initializing every cluster that has labeled data with the average of all
observations known to belong to this particular cluster was suggested by Melnykov et al. (2009a). The
other components, having only unlabeled observations, are initialized with random starting points as in
the case of unsupervised clustering. If there are K clusters and we take K starting points for running
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the EM algorithm, there is roughly a K!
KK
chance on the average to start with an initialization having
one starting point in each cluster. Of course, the importance for a dataset to be well-initialized depends
on specific features of the particular dataset; however, it might be crucial in some cases. If K0 clusters
have data with known labels, we need to initialize only K − K0 clusters. This increases the chance
of obtaining one point in each cluster to approximately (K−K0)!
KK−K0 . A comprehensive simulation study
was provided by Melnykov et al. (2009a) for different numbers of clusters with labeled and unlabeled
observations as well as for various levels of proportions for labeled data. Thus, labeled observations
can substantially improve the performance of the EM algorithm by providing a better initialization.
For model selection, Pan et al. (2006) extended the penalized loglikelihood-based variable selection
procedure of Pan and Shen (2006) to the context of model-based semi-supervised clustering for gene
expression data, but their approach was limited by the assumption of uncorrelated variables. In the
general case, Melnykov et al. (2009a) have advocated using the quantitation map for choosing the
model at desired significance and have shown excellent performance on a range of simulation and
classification datasets. We refer to Melnykov et al. (2009a) for further details. Finally, we close our
discussion here, that we have assumed that the label information is complete and certain: this may not
be so: for example, the label information of an observation may be ambiguous in that it may be known
to come from a specific subset of clusters, but the exact classification may be unknown. We note that
the model-based framework can be easily extended here also.
7.2 Constrained Clustering
Most cases considered in the clustering literature address the issue of grouping of each observation
without any constraints. However, this may not always be the case. Consider, for instance, the example
of two-dimensional gel electrophoresis data (Morris et al., 2008) where there are a given number of
proteins and an equivalent number of protein spots (observations). In example, interest centers on
assigning each observed spot to the protein. This brings in a constraint that no two spots can be
assigned to the same protein. Complications then arise in the estimation of the posterior probability of
the E-step where the usual formula (3) is not applicable any more. To see this, we let i = 1, 2, . . . , n
represent the number of gel replication and j = 1, 2, . . . , p stand for the protein index. Also let Xij
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be the jth observation from the ith gel. Here, Xij is trivariate with observations on isoelectric point,
molecular weight and intensity. The log likelihood function for the complete data is given by
l(ϑ;X,Z) =
n∑
i=1
∑
`∈ρ(p)
I(Zi = `)
p∑
j=1
log f(Xij ;ϑ`j ),
whereX and Z represent n p-dimensional random variablesXi and n classification vectors Zi corre-
spondingly, and ` = (`1, `2, . . . , `p)′ ∈ ρ(p) denotes the set of all permutations of 1, 2, . . . , p. Note that
the vector Zi represents the entire classification vector for the ith gel. Then, the posterior probabilities
can be obtained by evaluating
IPr(Zi = `|X,ϑ(s−1)) =
∏p
j=1 f(Xij ;ϑ
(s−1)
`j
)∑
`′∈ρ(p)
∏p
j=1 f(Xij ;ϑ
(s−1)
`′j
)
,
which is obtained by calculating over all permutations over ρ(p). The most intuitive choice of the
mixing distribution f is the multivariate Gaussian distribution. One critical restriction of this procedure
is related to the fact that the posterior probabilities can be obtained this way only if the number p is
not very large. Otherwise, enumerating all permutations of p elements is computationally infeasible
and Markov Chain Monte Carlo (MCMC) methods (Gilks et al., 1996; Robert and Casella, 1999)
are the only recourse. These are themselves not easy to implement: (Melnykov et al., 2009b) has
borrowed ideas from the literature on conditional point process (Baddeley and Møller, 1989). It is
then possible to construct a random walk process. Thus, incorporating MCMC schemes into the E-step
of the EM algorithm allows approximating the posterior probabilities to proceed with the M-step in a
usual fashion. We have addressed here a very specific problem, but there are other applications where
similar issues arise and need to be addressed.
7.3 Massive Datasets
Automated collection methods have meant a surfeit of data in many cases. This has meant that avail-
able computational resources are not always able to handle such datasets. A simple-minded approach
which involves clustering a sample of the dataset and then classifying the rest of the observations does
not make use of the available riches inherent in a large dataset and may potentially miss groups with
fewer representations (Maitra, 2001) unless the number of groups is known in advance. For the latter
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situation, Fayyad and Smyth (1999) used a sample to obtain an initial model, then they fit the entire
dataset to get the classification vector. The well-classified observations are retained and the procedure
repeated again until all observations become well-classified. Bradley et al. (1998) developed a method
in which they divide all observations into three different categories: certain, uncertain and compressed
observations. The latter implies that the observations are known to belong to the same group.
For the case with unknown K, Maitra (2001) provided a multi-staged scheme which first clusters
an initial sample. Observations in the dataset that are not in the sample but can reasonably be classified
into any of these identified groups are filtered out using a likelihood ratio test. The remainder are again
sampled, clustered and the procedure iterated until all cases have either been clustered or classified.
Final estimates of the class probabilities and model parameters are obtained from these multi-staged
groupings. Although seen to work well in a number of cases, the likelihood ratio test used to identify
representativeness of the identified clusters at each stage used a homogeneous dispersion assumption.
This limits applicability of the approach. Another iterative model-based approach in the same spirit
was developed by Fraley et al. (2005). Their approach first fits a sub-sample of observations with some
underfitted model. Then observations in the dataset having the lowest 1% mixture density values are
identified. These points potentially represent a new potential component that is poorly fit by the current
mixture and model therefore a new round of EM is started with these observations in one group and
representatives from the other 99% observations classified according to the (underfitted) model. If the
new fitted model shows an improvement in BIC, it is preferred in place of the underfit model and a
new group of observations with 1% lowest mixture density values is identified. The algorithm then
proceeds, terminating only when there is no substantial BIC improvement associated with introducing
an additional component. Fraley et al. (2005) illustrated performance of their algorithm on one very
well-separated simulated example with fourteen clusters but our experience shows substantially poor
performance with overlapping components. Indeed, we have noticed that if two clusters are located
very close to each other and one of them is picked up by the underfitting model, there is a very small
chance that the neighboring cluster is detected. Instead, the procedure prefers selecting points from
the fringes of the selected components resulting in spurious components: consequently the additionally
identified clusters do not improve BIC and the procedure terminates. Thus, we consider model-based
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clustering of massive datasets to be a persistent challenge.
7.4 Diagnostics
Influential and outlying observations impact performance of many model-based clustering algo-
rithms. Identifying them has been a long-standing issue in the literature, but has received scant atten-
tion. In general, there are no approaches that we know of to identify influential observations. For the
case of identifying outliers, McLachlan and Peel (2000) describe two distinct approaches in the litera-
ture. The first method (McLachlan and Basford, 1988) suggests creating what they called an atypicality
measure that can be applied to a new or a suspicious observation with respect to all clusters to see if
the observation is really atypical for all groups. The atypicality measure is computed after assigning
observations to the estimated components and then using a measure such as the Mahalanobis distance.
If this measure is large, we have evidence to conclude that the analyzed point is an outlier. Wang et al.
(1997) however pointed out that this approach does not provide satisfactory control over the overall
significance level. Instead, they (Wang et al., 1997) proposed using a modified likelihood ratio test
comparing two models. The first model is constructed with all n observations included into considera-
tion while the second model concerns only n− 1 observations that complement the tested observation.
Therefore, the modified likelihood ratio test statistic represents the ratio of the maximized likelihood
function with all n observations over the maximized likelihood function with n − 1 observations in-
cluded. Parametric or nonparametric bootstrap is recommended for assessing the null distribution of
the obtained test statistic. The authors also suggest a modification of bootstrap which is less compu-
tationally demanding. The idea is to resample only the last, nth, observation every time. Wang et al.
(1997) demonstrated that for large datasets this approach is reasonable. We note that Wang et al. (1997)
developed their methodology for when the number of components in the finite mixture model is known.
Further, they demonstrated their case in the context of semi-supervised clustering: they mention that
complications such as initialization may arise when there is no labeled data in the setup. Thus, the issue
of identifying outliers is at best partially resolved.
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7.5 Dependent Data
In this section, we consider an approach for analyzing dependent data that are marginally distributed
from the mixture model (2). Suppose that we have n observations Y = (Y1, Y2, . . . , Yn)′ consisting
of univariate normally distributed observations following an autoregressive model AR(1) is provided.
The AR(1) model assumes a correlation structure given by
R(ρ) =

1 ρ ρ2 . . . ρn−1
ρ 1 ρ . . . ρn−2
ρ2 ρ 1 . . . ρn−3
. . . . . . . . . . . . . . .
ρn−1 ρn−2 ρn−3 . . . 1

.
Also assume that there are K components with means µk, k = 1, 2, . . . ,K and common variance σ2.
The origin of every observation, however, is not known. We again introduce missing information –
group memberships, which can be given in the form of the matrix
X =

I11 I12 . . . I1K
I21 I22 . . . I2K
. . . . . . . . . . . .
In1 In2 . . . InK

,
where every Iik represents the indicator function I(Yi ∈ k−th cluster). Then, the entire sample can be
written in the form Y ∼MVN(Xβ, σ2R(ρ)) if the class memberships of observations were known.
Thus, the complete likelihood as well as Q-function can be obtained and corresponding expressions
for the M-step of the EM algorithm can be derived, however expressions for the EM iterations are
more complicated and involves taking derivatives of R−1(ρ) with respect to ρ, for which closed-form
expressions may not be available. As a result, the EM algorithm can be set up and used for parameter
estimation with the usual flavor, however estimation becomes far more difficult. This is especially true
for the case when the dependence between observations is of a form more complicated than an AR(1)
structure. Model-fitting presents another challenge as does variance estimation: note that the methods
detailed in Section 2.1.3 are for independent identically distributed observations and are inapplicable
for dependent data. Thus, new approaches are needed.
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8 Conclusions
This paper provides a detailed overview of mixture models with specific reference to model-based
clustering. In addition to descriptions of several existing and well-known results and methods, we
provide details on simulation and evaluation of clustering algorithms as well as on graphical illustration
of mixtures. Two applications involving non-Gaussian mixtures are presented. We also list some
available software in the field. Finally, some additional topics such as semi-supervised clustering,
constrained clustering, massive datasets, diagnostics and dependent observations are presented and
unresolved challenges outlined. As seen here, the field has attracted a lot of interest, but there are still
many questions and issues that have to be addressed. Therefore, we hope that this survey will provide
readers with a good understanding of the issues involved and spur further interest and development in
this field.
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SIMULATING DATA TO STUDY PERFORMANCE OF FINITE MIXTURE
MODELING AND CLUSTERING ALGORITHMS
A paper accepted by the Journal of Computational and Graphical Statistics
Ranjan Maitra and Volodymyr Melnykov
Abstract
A new method is proposed to generate sample Gaussian mixture distributions according to pre-
specified overlap characteristics. Such methodology is useful in the context of evaluating performance
of clustering algorithms. Our suggested approach involves derivation of and calculation of the exact
overlap between every cluster pair, measured in terms of their total probability of misclassification, and
then guided simulation of Gaussian components satisfying pre-specified overlap characteristics. The
algorithm is illustrated in two and five dimensions using contour plots and parallel distribution plots,
respectively, which we introduce and develop to display mixture distributions in higher dimensions.
We also study properties of the algorithm and variability in the simulated mixtures. The utility of the
suggested algorithm is demonstrated via a study of initialization strategies in Gaussian clustering.
1 Introduction
There is an abundance of statistical literature on clustering datasets (Everitt et al., 2001; Fraley
and Raftery, 2002; Hartigan, 1985; Kaufman and Rousseuw, 1990; Kettenring, 2006; McLachlan and
Basford, 1988; Murtagh, 1985; Ramey, 1985). With no uniformly best method, it is important to un-
derstand the stengths and weaknesses of different algorithms. Many researchers evaluate performance
by applying suggested methodologies to select classification datasets such as Fisher’s Iris (Anderson,
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1935), (Ruspini, 1970), crabs (Campbell and Mahon, 1974), textures (Brodatz, 1966), etc, but this ap-
proach, while undoubtedly helpful, does not provide for an extensive investigation into the properties
of the algorithm. For one, the adage (see page 74) of (Box and Draper, 1987) that ”All models are
wrong. Some models are useful.” means that performance can not be calibrated in terms of models
with known properties. Also, the relatively easier task of classification is often not possible to per-
fect on these datasets, raising further misgivings on using them to judge clustering ability. But the
biggest drawback to relying exclusively on them to evaluate clustering algorithms is that detailed and
systematic assessment in a wide variety of scenarios is not possible.
Dasgupta (1999) defined c-separation in the context of learning Gaussian mixtures as follows:
two p-variate Gaussian densities Np(µi,Σi) and Np(µj ,Σj) are c-separated if ‖ µi − µj ‖ ≥
c
√
pmax (dmax(Σi), dmax(Σj)), where dmax(Σ) is the largest eigenvalue of Σ. He mentioned that
there is significant to moderate to scant overlap between at least two clusters for c = 0.5, 1.0 and 2.0.
Likas et al. (2003), Verbeek et al. (2003a) and Verbeek et al. (2003b) used these values to evaluate
performance of their clustering algorithms on different simulation datasets. Maitra (2007) modified
the above to require equality for at least one pair (i, j), calling it “exact-c-separation” between at least
two clusters, and used it to study different initialization strategies vis-a-vis different values of c. He
however pointed out that separation between clusters as defined above depends only on the means and
the largest eigenvalues of the cluster dispersions, regardless of their orientation or mixing proportion.
Thus, the degree of difficulty of clustering is, at best, only partially captured by exact-c-separation.
Other suggestions have been made in the clustering and applied literature. Most are built on the
common-sense assumption that difficulty in clustering can be indexed in some way by the degree of
overlap (or separation) between clusters. We refer to Steinley and Henson (2005) for a detailed de-
scription of many of these methods, presenting only a brief summary here. Milligan (1985) developed
a widely-used algorithm that generates well-separated clusters from truncated multivariate normal dis-
tributions. But the algorithm’s statements on degree of separation may be unrealistic (Atlas and Overall,
1994) and thus clustering methods can not be fully evaluated under wide ranges of conditions (Steinley
and Henson, 2005). Similar shortcomings are also characteristic of methods proposed by Blashfield
(1976), Kuiper and Fisher (1975), Gold and Hoffman (1976), McIntyre and Blashfield (1980) and
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Price (1993). Atlas and Overall (1994) manipulated intra-class correlation to control cluster overlap,
but they mention that their description is not “perceptually meaningful” (p. 583). Waller et al. (1999)
provided a qualitative approach to controlling cluster overlap which lacks quantitation and can not be
extended to high dimensions.
Recent years have also seen development of the “OCLUS” (Steinley and Henson, 2005) and “Gen-
Clus” (Qiu and Joe, 2006a) algorithms. In “OCLUS”, marginally independent clusters are generated
with known (asymptotic) overlap between two clusters, with the proviso that no more than three clus-
ters overlap at the same time. This automatically rules out many possible configurations. The algorithm
is also limited in its ability to generate clusters with differing correlation structures. The R package
“GenClus” (Qiu and Joe, 2006a) uses Qiu and Joe (2006b)’s separation index which is defined in an
univariate framework as the difference of the biggest lower and the smallest upper quantiles divided
by the difference of the biggest upper and the smallest lower quantiles. The ratio is thus close to unity
when the gap between two clusters is substantial, and negative with a lower bound of -1 when they over-
lap. This index is not directly extended to multiple dimensions, so Qiu and Joe (2006a) propose finding
the one-dimensional projection with approximate highest separation index. The attempt to characterize
separation between several multi-dimensional clusters by means of the best single univariate projection
clearly loses substantial information, and thus resulting statements on cluster overlap are very partial
and can be misleading.
In this paper, we define overlap between two Gaussian clusters as the sum of their misclassification
probabilities (Section 2). Computing these probabilities is straightforward in spherical and homoge-
neous clustering scenarios but involves evaluating the cumulative distribution function (cdf) of the
distribution of linear combinations of independent non-central chi-squared and normal random vari-
ables in the general case. This is accomplished using Davies (1980) AS 155 algorithm. We compute
exact overlap and develop an iterative algorithm to generate random clusters with pre-specified average
or/and maximum overlap. Our algorithm applies to all dimensions and to Gaussian mixture models,
and is illustrated and analyzed for different overlap characteristics in many settings in Section 3 and in
the supplement. We also introduce a parallel distribution plot to display multivariate mixture distribu-
tions. Section 4 calibrates four different initialization strategies for the expectation-maximization (EM)
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algorithm for Gaussian mixtures as an example of how our algorithm may be utilized. We conclude
with some discussion.
2 Methodology
Let X1,X2, . . . ,Xn be independent, identically distributed (iid) p-variate observations from the
mixture density g(x) =
K∑
k=1
pikφ(x;µk,Σk), where pik is the probability that Xi belongs to the
kth group with mean µk and dispersion matrix Σk and p-dimensional multivariate normal density
φ(x;µk,Σk) = (2pi)
− p
2 |Σk|− 12 exp{−12(x − µk)′Σ−1k (x − µk)}. Our goal is to devise ways to
specify {pik,µk,Σk}s, such that generated realizations X1,X2, . . . ,Xn satisfy some pre-specified
characteristic measure summarizing clustering complexity, for which we use a surrogate measure in
the form of overlap between clusters. Consider two clusters indexed by φ(x;µi,Σi) and φ(x;µj ,Σj)
and with probabilities of occurrence pii and pij . We define overlap ωij between these two clusters in
terms of the sum of the two misclassification probabilities ωj|i and ωi|j , where
ωj|i = Pr
[
piiφ(X;µi,Σi) < pijφ(X;µj ,Σj) |X ∼ Np(µi,Σi)
]
= PrNp(µi,Σi)
[
(X − µj)′Σ−1j (X − µj)− (X − µi)′Σ−1i (X − µi) < log
pi2j |Σi|
pi2i |Σj |
] (1)
and similarly, ωi|j = PrNp(µj ,Σj)
[
(X − µi)′Σ−1i (X − µi)− (X − µj)′Σ−1j (X − µj) < log pi
2
i |Σj |
pi2j |Σi|
]
.
2.1 Overlap Between Two Clusters
When both Gaussian clusters have the same covariance structure Σi = Σj ≡ Σ, derivation
of overlap is relatively straightforward. For then ωj|i = Φ(−12
√
(µj − µi)′Σ−1(µj − µi) +
log pijpii
[
(µj − µi)′Σ−1(µj − µi)
]− 1
2 ), where Φ(x) is the standard normal cdf at x. ωi|j is essentially
the same, with the only difference that pii is interchanged with pij . It follows that if pii = pij , then
ωj|i = ωi|j , resulting in ωij = 2Φ
(
−12
√(
µj − µi
)′Σ−1 (µj − µi)). For spherical clusters with
pii 6= pij , ωj|i = Φ(−‖µj −µi‖/2σ + σ log pijpii /‖µj −µi‖), with, once again, a similar expression for
ωi|j . For equal mixing proportions pii = pij , ωij = 2Φ
(−∥∥µi − µj∥∥ /2σ).
For the case of general covariance matrices, we are led to the following
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Theorem 2.1. Consider two p-variate Gaussian clusters indexed by Np(µi,Σi) and Np(µj ,Σj) and
mixing proportions pii and pij , respectively. Define Σj|i ≡ Σ
1
2
i Σ
−1
j Σ
1
2
i , with spectral decomposition
given by Σj|i = Γj|iΛj|iΓ′j|i, where Λj|i is a diagonal matrix of eigenvalues λ1, λ2, . . . , λp of Σj|i,
and Γj|i is the corresponding matrix of eigenvectors γ1,γ2, . . . ,γp of Σj|i. Then
ωj|i = PrNp(µi,Σi)
 p∑
l=1
l:λl 6=1
(λl − 1)Ul + 2
p∑
l=1
l:λl=1
δlWl ≤
p∑
l=1
l:λl 6=1
λlδ
2
l
λl − 1 −
p∑
l=1
l:λl=1
δ2l + log
pi2j | Σi |
pi2i | Σj |
 ,
(2)
where Ul’s are independent noncentral-χ2-distributed random variables with one degree of freedom
and non-centrality parameter given by λ2l δ
2
l /(λl−1)2 with δl = γ′lΣ
− 1
2
i (µi−µj) for l ∈ {1, 2, . . . , p}∩
{l : λl 6= 1}, independent of the Wl’s, which are independent N(0, 1) random variables, for l ∈
{1, 2, . . . , p} ∩ {l : λl = 1}.
Proof: When X ∼ Np(µi,Σi), it is well-known that (X − µi)′Σ−1i (X − µi) ∼ χ2p. Let Z ∼
Np(0, I). Then (X − µj)′Σ−1j (X − µj) d= (Σ
1
2
i Z + µi − µj)′Σ−1j (Σ
1
2
i Z + µi − µj) = [Z +
Σ
− 1
2
i (µi−µj)]′Σ
1
2
i Σ
−1
j Σ
1
2
i [Z+Σ
− 1
2
i (µi−µj)] = [W+Γ′j|iΣ
− 1
2
i (µi−µj)]′Λj|i[W+Γ′j|iΣ
− 1
2
i (µi−
µj)] =
∑p
l=1 λl(Wl + δl)
2, where W = Γ′j|iZ. Note also that (X − µi)′Σ−1i (X − µi)
d= Z ′Z =
W ′W =
∑p
l=1W
2
l ∼ χ2p. Thus ωj|i reduces to Pr[
∑p
l=1 λl(Wl + δl)
2 −∑pl=1W 2l < log pi2j |Σi|pi2i |Σj | ] =
Pr[
∑p
l=1
{
(λl − 1)W 2l + 2λlδlWl + λlδ2l
}
< log
pi2j |Σi|
pi2i |Σj |
]. Further reduction proceeds with regard to
whether λl is greater than, less than, or equal to 1, which we address separately.
(a) λl > 1: In this case, (λl−1)W 2l +2λlδlWl+λlδ2l = (
√
λl − 1Wl+λlδl/
√
λl − 1)2−λlδ2l /(λl−
1). Note that
√
λl − 1Wl + λlδl/
√
λl − 1 ∼ N(λlδl/
√
λl − 1, λl − 1) so that (
√
λl − 1Wl +
λlδl/
√
λl − 1)2 ∼ (λl − 1)χ21,λ2l δ2l /(λl−1)2 .
(b) λl < 1: Here (λl−1)W 2l +2λlδlWl+λlδ2l = −(
√
1− λlWl−λlδl/
√
1− λl)2−λlδ2l /(λl−1)
where, similar to before, (
√
1− λlWl − λlδl/
√
1− λl)2 ∼ (1− λl)χ21,λ2l δ2l /(λl−1)2 .
(c) λl = 1: In this case, (λl − 1)W 2l + 2λlδlWl + λlδ2l = 2δlWl + δ2l .
Combining (a), (b) and (c) and moving terms around yields (2) in the statement of the theorem. 2
Analytic calculation of ωj|i is impractical, but numerical computation is readily done using Al-
gorithm AS 155 (Davies, 1980). Thus we can calculate ωij between any pair of Gaussian clusters.
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Our goal now is to provide an algorithm to generate mean and dispersion parameters for clusters with
specified overlap characteristics, where overlap is calculated using the above.
2.2 Simulating Gaussian Cluster Parameters
The main idea underlying our algorithm for generating clusters with pre-specified overlap char-
acteristic is to simulate random cluster mean vectors and dispersion matrices and to scale the latter
iteratively such that the distribution of calculated overlaps between clusters essentially matches the de-
sired overlap properties. Since overlap between clusters may be specified in several ways, we fix ideas
by assuming that this specification is in the form of the maximum or average (but at this point, not both)
overlap between all cluster pairs. We present our algorithm next.
2.2.1 Clusters with pre-specified average or maximum pairwise overlap
The specific steps of our iterative algorithm are as follows:
1. Generating initial cluster parameters. Obtain K random p-variate cluster centers {µk; k =
1, 2, . . . ,K}. To do so, take a random sample of size K from some user-specified distribu-
tion (such as p-dimensional uniform) over some hypercube. Generate initial random dispersion
matrices {Σk; k = 1, . . . ,K}. Although there are many approaches to generating Σks, we pro-
pose using realizations from the standard Wishart distribution with degrees of freedom given
by p + 1. This is speedily done using the Bartlett (1939) decomposition of the Wishart distri-
bution. While the low choice of degrees of freedom allows for great flexibility in orientation
and shape of the realized matrix, it also has the potential to provide us with dispersion matrices
that are near-singular. This may not be desirable, so we allow pre-specification of a maximum
eccentricity emax for all Σks. Similar to two-dimensional ellipses, we define eccentricity of Σ
in p-dimensions as e =
√
1− d(p)/d(1), where d(1) ≥ d(2) ≥ . . . ≥ d(p) are the eigenvalues
of Σ. Thus, given current realizations Σk, we get corresponding spectral decompositions Σk =
V kDkV
′
k, withDk as the diagonal matrix of eigenvalues (in decreasing order) of Σk and V k as
the matrix of corresponding eigenvectors, and calculate the eccentricity eks. For those Σk’s (say,
Σl) for which ek > emax, we shrink eigenvalues towards d
(l)
(1) such that e
(l)
new = emax. In order to
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do this, we obtain new eigenvalues d(l∗)(i) = d
(l)
(1)(1− e2max(d
(l)
(1) − d
(l)
(i))/(d
(l)
(1) − d
(l)
(p))). Note that
d
(l∗)
(1) ≥ d
(l∗)
(2) ≥ . . . ≥ d
(l∗)
(p) , d
(l∗)
(1) = d
(l)
(1), and e
(l)
new = emax. Reconstitute Σ∗l = V lD
∗
lV
′
l, where
V l is as above, andD∗l is the diagonal matrix of the new eigenvalues d
(l∗)
(1) ≥ d
(l∗)
(2) ≥ . . . ≥ d
(l∗)
(p) .
To simplify notation, we continue referring to the new matrix Σ∗l as Σl.
2. Calculate overlap between clusters. For each cluster pair {(i, j); 1 ≤ i < j ≤ K} indexed
by corresponding parameters {(pii,µi,Σi), (pij ,µj ,Σj)}, obtain ωj|i, ωi|j , Σj|i, Σi|j , δi|j and
δj|i where δi|j = Γ′i|jΣ
− 1
2
j (µj − µi). Calculate ωij for the cluster pair using Davies (1980)
AS 155 algorithm on Equation (2) in Theorem 2.1. Compute ˆˇω or ˆ¯ω depending on whether the
desired controlling characteristic is ωˇ or ω¯, respectively. If the difference between the ˆˇω (or
ˆ¯ω) and ωˇ (correspondingly, ω¯) is negligible (i.e. within some pre-specified tolerance level ),
then the Gaussian cluster parameters {(pik,µk,Σk) : k = 1, 2, . . . ,K} provide parameters for a
simulated dataset that correspond to the desired overlap characteristic.
3. Scaling clusters. If Step 2 is not successful, replace each Σk with its scaled version cΣk, where
c is chosen as follows. For each pair of clusters (i, j), calculate ωj|i (and thus ˆ¯ω(c) or ˆˇω(c))
as a function of c, by applying Theorem 2.1 to cΣk’s. Use root-finding techniques to find a c
satisfying ˆˇω(c) = ωˇ (or ˆ¯ω(c) = ω¯). For this c, the Gaussian cluster parameters {(pik,µk, cΣk) :
k = 1, 2, . . . ,K} provide parameters for the simulated dataset that correspond to our desired
overlap characteristic.
Some additional comments are in order. Note that, but for the minor adjustment δnewi|j = c
− 1
2δi|j ,
Step 3 does not require re-computation of the quantities already calculated in Step 2 and involved in
Equation (2). This speeds up computation, making root-finding in Step 3 practical.
Step 3 is successful only when Step 1 yields valid candidate (µk,Σk, pik)s, i.e. those capable of
attaining the target ω¯ (or ωˇ). As c → ∞, δnewi|j → 0 and ωj|i → ω∞j|i = PrNp(µi,Σi)
[∑p
l=1
l:λl 6=1
(λl −
1)Ul ≤ log pi
2
j |Σi|
pi2i |Σj |
]
where Ul
iid∼ central-χ2 with one degree of freedom. Thus for every candidate pair,
a limiting overlap (ω∞ij = ω
∞
j|i + ω
∞
i|j) can be obtained, with corresponding limiting average ( ˆ¯ω
∞) or
maximum ( ˆˇω∞) overlaps. If ˆ¯ω∞ < ω¯ (or ˆˇω∞ < ωˇ), then the desired overlap characteristic is possibly
unattainable using the (consequently invalid) candidate (µk,Σk, pik)s, and new candidates are needed
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from Step 1. By continuity arguments, and ˆ¯ω(c)→ 0 (ˆˇω(c)→ 0) as c→ 0, Step 3 is always successful
for valid candidate (µk,Σk, pik)s. Also, the asymptotic overlap is completely specified by (Σk, pik)s;
candidate µks play no role whatsoever. Finally, note that a conceptually more efficient approach would
be to compare the maximum of ˆ¯ω(c) – instead of ˆ¯ω∞ (or ˆˇω(c) – instead of ˆˇω∞) – with the target
ω¯ (or ωˇ), thereby retaining possible candidate (µk,Σk, pik)s otherwise discarded because ˆ¯ω∞ < ω¯
(or ˆˇω∞ < ωˇ). However, maximizing ˆ¯ω(c) by taking derivatives produces functions as in Theorem
2.1 of Press (1966), which require expensive calculations of the confluent hypergeometric function
1F1 (Slater, 1960). Potential gains would likely be lost, especially considering our experience that
the maximum ωij(c) never exceeded ω∞ij for any pair of components (i, j) in thousands of simulation
experiments.
Our objective of avoiding computationally expensive calculations involving 1F1 is also why we
choose not to use a derivative-based Newton-Raphson method for finding a root in Step 3. We instead
first hone in on bounds on the target c by restricting attention to (positive or negative) powers of 2, and
then find a root using the method of Forsythe et al. (1980).
The material presented so far details a computationally practical approach to generating Gaussian
clustered data satisfying some overlap characteristic such as average or maximal overlap. However,
a single characteristic is unlikely to comprehensively capture overlap in a realization. For instance,
the average overlap may come about from few cluster pairs with substantial overlap, or where many
cluster pairs have overlap measures close to each other (and the average). At the other end, the maximal
overlap is driven entirely by one cluster pair (the one with largest overlap, which amount we control).
Consequently, we may obtain scenarios with very varying clustering difficulty, yet summarized by the
same characteristic. Thus, we need strategies which can control at least two overlap characteristics.
We address a way to generate Gaussian cluster parameters satisfying two overlap characteristics – the
average and maximal overlap – next.
2.2.2 Clusters with pre-specified average and maximum pairwise overlap
The basic philosophy here is to first use Section 2.2.1 to generate {(µk,Σk, pik) : k = 1, 2, . . . ,K}
satisfying ωˇ. The component pair satisfying ωˇ is held fixed while the remaining clusters are scaled to
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also achieve the targeted ω¯. The algorithm is iterative in spirit with specifics as follow:
1. Initial generation. Use Section 2.2.1 to obtain (µk,Σk, pik)s satisfying ωˇ. Find (i∗, j∗) 3
ωi∗j∗ = ωˇ. Unless the realization is discarded in Step 2 below, (µi∗ ,Σi∗ , pii∗) and (µj∗ ,Σj∗ , pij∗)
are kept unchanged all the way through to termination of the algorithm.
2. Validity check. Find c (call it c∨) such that ωij(c∨) ≤ ωˇ ∀(i, j) 6= (i∗, j∗). If ˆ¯ω(c∨) < ω¯,
Step 3 may not terminate, so discard the realization and redo Step 1 again.
3. Limited scaling. Redo Step 3 of the algorithm in Section 2.2.1 to obtain the targeted ω¯, with c ∈
(0, c∨). Note that the pair (i∗, j∗) does not participate, and thus λnewi∗|j = cλi∗|j , λ
new
i|j∗ = λi|j∗/c
and δnewi|j∗ = δi|j∗ in the calculations for Equation 2 of Theorem 2.1.
4. Final check. If ωij(c) > ωi∗j∗ for some (i, j) 6= (i∗, j∗), discard realization and redo Step 1.
A c∨ in Step 2 is guaranteed to exist, because for every pair (i, j) 6= (i∗, j∗), ωij(c)→ 0 as c→ 0.
We find c∨ by first considering the pair (i′, j′) with largest asymptotic overlap ω∞i′j′ . If ω
∞
i′j′ ≤ ωˇ,
then the desired c∨ is obtained: let c∨ ≡ ∞. Otherwise, find c for which ωi′j′(c) = ωˇ. This is our
candidate c0∨: we evaluate ωij(c0∨) for all other pairs (i, j) (including pairs with one component i∗ or
j∗). If ωi′′j′′(c0∨) > ωˇ for some pair (i′′, j′′), we find an updated candidate c1∨ ∈ (0, c0∨) satisfying
ωi′′j′′(c1∨) = ωˇ. The process continues until a global c∨ satisfying all pairs is found.
Step 4 is a final bulwark against the possibility that any configuration at this stage does not satisfy
both ω¯ and ωˇ. This last may be a rare possibility, however, since none of our realizations were discarded
at this stage in any of the thousands of simulation experiments reported in this paper.
Controlling overlap characteristics through both ω¯ and ωˇ provides greater definition to the com-
plexity of the clustering problem, while keeping implementation of the algorithm practical. However,
for K > 2 and ω¯ very close to ωˇ, it may still not be possible to obtain a realization in a reasonable
amount of computer time. For most practical scenarios however, ωˇ is unlikely to be very close to ω¯ so
this may not be that much of an issue.
It may also be desirable to specify distribution of the overlaps in terms of other characteristics
such as ω¯ and standard deviation ωσ. We propose rewriting such characteristics (which may be harder
to implement for cluster generation using the methods above) in approximate terms of ω¯ and ωˇ. We
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assume that the pairwise overlaps are K(K + 1)/2 random draws from a β(γ, ν) distribution, and
use the relationships IE(ω) = γ/(γ + ν) and Var(ω) = γν/[(γ + ν)2(γ + ν + 1)]. Equating the
above with ω¯ and ω2σ respectively provides the following estimates γ =
ω¯
2ω¯+1
(
ω¯(1+ω¯)
ω2σ(2ω¯+1)
2 − 1
)
and
ν = 1+ω¯2ω¯+1
(
ω¯(1+ω¯)
ω2σ(2ω¯+1)
2 − 1
)
. Note that there are constraints on the set of possible values for ω¯ and ωσ
related to the fact that γ, ν > 0. Given the distribution of overlaps, we are thus able to use order statistic
theory to find the density of ωˇ. The mode of this density is calculated numerically and can be used in
conjunction with ω¯ to obtain clusters with desired overlap characteristics. We note that we have found
this relationship to hold in all our empirical experiments with K larger than 5 and values of ω¯ ≤ 0.05.
In the clustering context, the last is a reasonable restriction. Thus, we propose using this empirical
relationship for K > 5 and ω¯ ≤ 0.05. For K ≤ 5 or ω¯ > 0.05, we continue with specifying overlap in
terms of ω¯ and ωˇ directly. If some realization does not satisfy some desired additional characteristic,
we discard the sample and regenerate a new proposal.
2.2.3 Incorporating scatter in clustered datasets
There has of late been great interest in the development of algorithms addressing clustering in the
presence of scatter (Maitra and Ramler, 2008; Tseng and Wong, 2005). Experimental cases allowing for
algorithms to be calibrated are fairly straightforward given our algorithm: we generate p-dimensional
uniform realizations on the desired hypercube containing the clusters, but outside the 100(1 − ωs)%
regions of concentration for the mixture density
K∑
k=1
pikφ(x;µk,Σk). The proportion of scatter (s)
as well as ωs are parameters in the cluster generation, impacting clustering performance, and can be
pre-set as desired.
2.2.4 Comparison of overlap probability and c-separation
We end this section by comparing our overlap measure with exact-c-separation (Dasgupta, 1999;
Maitra, 2007) for homogeneous spherical clusters. In this case, ωˇ = 2Φ
{
− c
√
p
2
}
, so that for homoge-
neous spherical clusters, using ωˇ as the sole characteristic to describe cluster overlap is equivalent to
using exact-c-separation.
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Table 1 Misclassification rates (τQ, τC) and adjusted Rand indices (RQ,RC) ob-
tained on some standard classification datasets using quadratic discrimi-
nant analysis (QDA) and EM-clustering.
Dataset n p K ω¯ ωˇ τQ RQ τC RC
Ruspini 75 2 4 0.000 0.001 0 1 0 1
Texture 5,500 37 11 0.000 0.000 0 1 0 1
Wine 178 13 3 0.002 0.004 0.006 0.982 0.006 0.982
Iris 150 4 3 0.016 0.049 0.02 0.941 0.033 0.904
Crabs 200 5 4 0.020 0.087 0.04 0.897 0.07 0.828
Image 2,310 11 7 0.001 0.007 0.099 0.820 0.222 0.683
Ecoli 327 5 5 0.044 0.238 0.101 0.822 0.128 0.783
3 Illustration and Analysis of Algorithm
In this section, we examine and illustrate different aspects of the algorithm presented in Section 2.
We examine overlap characteristics of some commonly-used classification datasets and present realized
mixture densities with substantial and low ω¯ and low and moderate variation ωσ in these overlaps. We
also study possible geometries of generated mixture densities, and present studies on convergence of
Section 2.2.1 Step 3 and Section 2.2.2 Step 2. For brevity, we summarize our results here, with details
on many of these issues relegated to the supplementary materials. In what follows, figures and tables
labeled with the prefix “S-” refer to figures and tables in the supplement.
3.1 Illustration on Classification Datasets
In order to understand possible values of ω¯ and ωˇ, we first calculate overlap characteristics of
some commonly-used classification datasets. These are the Iris (Anderson, 1935), Ruspini (1970),
crabs (Campbell and Mahon, 1974), textures (Brodatz, 1966), wine (Forina, 1991), image (Newman
et al., 1998) and Ecoli (Nakai and Kinehasa, 1991) datasets. We summarize in Table 1 our calculated
ω¯ and ωˇ, misclassification rates τ and adjusted Rand measures R (Hubert and Arabie, 1985) using
quadratic discriminant analysis (QDA) and model-based clustering using EM. Both τ andR are calcu-
lated between the true classifications on one hand and the QDA and EM groupings each on the other.
Note that R ≤ 1 with equality attained for a perfectly matched grouping. Further, to minimize impact
of initialization, the EM was started using the true group means, dispersions and mixing proportions.
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Figure 1 Mean± SDs ofRs to evaluate clustering in two-component two-dimen-
sional Gaussian mixtures with different levels of overlap.
Thus, the attained Rs can be regarded as the best-case values when using EM. Table 1 also illustrates
the challenges of relying on such datasets. All calculations are made assuming a Gaussian distribution,
with each dataset as one realization from this presumed distribution. Thus, restricting attention to clas-
sification datasets means that comprehensive understanding of clustering performance may be difficult.
The results on the image dataset perhaps highlight this dilemma the best: we are unclear whether its
relatively poorer performance is driven by K, p, model inadequacy, imprecise estimation of parame-
ters, whether it is just because the dataset is one less probable realization from the mixture, etc. We
note that for similar (K, p, n), low values of ω¯ and ωˇ generally provide lower τs and higher Rs, while
higher values correspond to worse performance (higher τs and lowerRs).
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3.2 Simulation Experiments
3.2.1 Validity of overlap as surrogate for clustering complexity
We first investigated the validity of using our defined overlap as a surrogate measure for clus-
tering complexity. To this end, we simulated 2,000 datasets, each with 100 observations, from a
two-dimensional two-component Gaussian mixture satisfying a given overlap measure (since K =
2, ω¯ = ωˇ ≡ ω). For each dataset, we applied the EM algorithm (initialized, with the parame-
ter values that generated the dataset, to eliminate possible ill-effects of improper initialization), ob-
tained parameter estimates, and computed R on the derived classification. This was done for ω ∈
{0.001, 0.01, 0.02, 0.03, . . . , 1.0}. Figure 1 displays the mean and standard deviations of R for the
different values of ω. Clearly, ω tracksR very well (inversely), providing support for using our overlap
measure as a reasonable surrogate for clustering complexity.
Figures S-1 and S-2 display sample two-component two-dimensional finite mixture models, for
ω ∈ [0.001, 0.75]. From these figures, it appears that distinctions between the two components is
sometimes unclear for ω = 0.15. The trend is accentuated at higher values: the two components
are visually virtually indistinguishable for ω > 0.5 or so and only the knowledge of their being two
Gaussian components perhaps provides us with some visual cue into their individual structures. This
matches the trend in Figure 1, since as components become indistinguishable, we essentially move
towards a random class assignment, for which case R is constructed to have zero expectation (Hubert
and Arabie, 1985). Based on Figure 1 and the realized mixtures in Figures S-1 and S-2, we conclude
that pairwise overlaps of below 0.05 indicate well-separated components, while those between around
0.05 and 0.1 indicate moderate separation. Pairwise overlaps above 0.15 in general produce poorly-
separated components. We use this in determining possible choices for ωˇ and ω¯. Figures S-1 and S-2
also provide some inkling into possible geometries induced by our simulation algorithm for different
ω.
3.2.2 Two-dimensional experiments
Figure 2 presents contour plots of sample two-dimensional mixture distributions generated forK =
6 and different values (ω¯, ωˇ). The choice of ωˇ was dictated by ωσ = ω¯ and 2ω¯ and using the empirical
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Figure 2 Contour plots of sample six-component mixture distributions in two di-
mensions obtained using our algorithm and different settings of ω¯ and
ωˇ.
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β distribution for cluster overlaps discussed in Section 2.2.2. We set emax = 0.9 and all piks to be at
least 0.14. This last guaranteed, for a sample of 150 observations, a very high probability of at least
three observations from each component. Different choices of ω¯ and ωˇ provide us with realizations with
widely varying mixture (and cluster) characteristics. To see this, note that Figures 2a and 2b both have
high average overlap (ω¯ = 0.05) between cluster pairs. In Figure 2a, ωˇ is comparatively low, which
means that quite a few pairs of clusters have substantial overlap between them. In Figure 2b however,
the clusters are better-separated except for the top left cluster pair which is quite poorly-separated,
satisfying ωˇ and contributing substantially to the high ω¯ value of 0.05. Thus, in the first case, many
pairs of clusters have considerable overlap between them, but in the second case, a few cluster pairs
have substantial overlap while the rest overlap moderately. The same trends are repeated for Figures 2c
and 2d and Figures 2e and 2f, even though the cluster pairs are increasingly better-separated, satisfying
ω¯ = 0.01 and 0.001, respectively. Thus in Figure 2e, there is at best modest overlap between any
two clusters, while in Figure 2f, there is even less overlap, save for the two clusters with smallest
dispersions, which have far more overlap than the clusters in Figure 2e.
3.2.2.1 Impact on performance of MClust We also clustered a sample dataset obtained from
each mixture model in Figure 2. We generated 150 realizations from each distribution and classified
each observation to its most likely group, based on the true parameter values. The resulting classifica-
tion, displayed in each of Figures 3a–f via plotting character, represents the idealized grouping that can
perhaps ever be achieved at each point. (Note that even supervised learning in the form of QDA may
not always be expected to achieve this result, since the parameter values are estimated from the train-
ing data.) For each dataset, we used model-based clustering via the Mclust function in the R package
MCLUST (Fraley and Raftery, 2006). The function uses BIC to obtain the best-fitting model over a
range of mixing components, set to be between 1 and 12 here. We invoked Mclust to choose the best
model with unstructured dispersion matrices. Figure 3a–f uses color to display the resulting groupings.
We also reportR between the Mclust and the idealized classifications.
Figure 3 illustrates the impact on the performance of Mclust of varying the amount and nature of
overlap between clusters. ThusMclust’s performance was worse for larger ω¯, but the magnitude of poor
performance depended on ωˇ. For instance, consider the two cases for which ω¯ = 0.05. In Figure 3a
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(a) Kˆ = 5,R = 0.682 (b) Kˆ = 4,R = 0.574
(c) Kˆ = 6,R = 0.827 (d) Kˆ = 5,R = 0.723
(e) Kˆ = 6,R = 0.964 (f) Kˆ = 6,R = 0.968
Figure 3 Groupings obtained using Mclust on a realization from the correspond-
ing mixture distributions of Figure 2. Color indicates the Mclust group-
ing and character the best possible classification with known parameter
values. Optimal numbers of clusters as determined by BIC are also noted
in the captions for each sub-figure.
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where there is considerable overlap between many clusters, Mclust identified five groups, misclassi-
fying portions of almost every class and distributing observations from the least-separated cluster into
two other classes. In Figure 3b however, R was lower with the major part of the disagreement due
to the merger of the two most-overlapping groups, and the near-merger of the next most-overlapping
clusters – thus BIC optimally identified only four groups. When ω¯ = 0.01, performance was better
with ωˇ = 0.027 (Figure 3c; six optimal clusters) because all cluster pairs at best modestly overlapped
with each other. On the other hand, with ω¯ = 0.01 and ωˇ = 0.036, there were expectedly more mis-
classifications between the few cluster pairs with moderate overlap while the remaining groups were
well-identified: BIC found only five clusters to be optimal. With ω¯ = 0.001 both scenarios performed
well, even though the case with ωˇ = 0.004 had a slightly higherR value than the one with ωˇ = 0.003.
The results of these illustrative experiments indicate that the nature and degree of overlap between
groups, as summarized by ω¯ and ωˇ, have the potential to impact performance of clustering algorithms,
in this case Mclust. We note that our statements on clustering performance are inferred here based only
on one sample realization from each setting: obtaining a comprehensive understanding will entail gen-
erating several datasets with given overlap characteristics and evaluating performance on each. Indeed,
this last is the objective of our cluster generation algorithm, which we demonstrate in Section 4.
We conclude this section by referring to Figures S-3 and S-4 (in the supplement) which provide
four sample mixture model realizations, for each of the six pairs of settings in Figure 2. These figures
display very well the range of six-component mixture models that can be obtained using our simulation
algorithm. Additionally, as with the two-component examples, it seems that many different kinds of
geometries can be induced by our algorithm, for different values of (ω¯, ωˇ).
3.2.3 Higher-dimensional examples
We have also successfully used our algorithm to simulate mixture distributions of up to 50 com-
ponents and for dimensions of up to 100. Note that in terms of computational effort, our algorithm is
quadratic in the number of clusters because we calculate all pairwise overlaps between components.
There is no ready technique for displaying higher-dimensional distributions, so we introduce the par-
allel distribution plot, and use this in Figure 4 to illustrate some sample mixture distributions realized
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using our algorithm.
3.2.3.1 Parallel distribution plot The objective of the parallel distribution plot is to display a
multivariate mixture distribution in a way that contrasts and highlights the distinctiveness of each mix-
ture component. We note that the dispersion matrix of a mixture density of the kind considered in this
paper, i.e. g(x) =
K∑
k=1
pikφ(x;µk,Σk), is given by Σ• =
K∑
k=1
pikΣk+
K∑
k=1
pikµkµ
′
k−
K∑
l=1
K∑
k=1
pilpikµlµ
′
k.
Let V • be the matrix of orthonormal eigenvectors [v1
...v2
... . . .
...vp], corresponding to the eigenvalues
d1 ≥ d2 ≥ . . . dp of Σ•. Applying the rotation V ′• to the mixture provides us with the princi-
pal components (PCs) of the mixture. These PCs are uncorrelated with decreasing variance given
by d1 ≥ d2 ≥ . . . dp. Also, the distribution of these PCs is still a mixture, of (rotated) Gaussians,
with the kth rotated component having mixing proportion pik and multivariate Gaussian distribution
with mean vector V ′•µk and dispersion V
′
•ΣkV •. We display the distribution of each mixture compo-
nent, borrowing ideas from parallel coordinate plots (Inselberg, 1985; Wegman, 1990). Note that each
component k only contributes a total mass of probability pik. For each component k and jth marginal
distribution (in projection space), locate the quantiles {qkj1, qkj2, . . . , qkjm} corresponding to them−1
equal increments in probabilities in (0, pik). The quantile qkji of the jth marginal distribution is con-
nected to the quantile qk(j+1)i of the (j + 1)th marginal distribution by means of a parallel coordinate
plot. The polygon formed by the two successive quantiles and the lines joining each is shaded with a
given color, unique to every cluster component, and with varying opacity. The opacity at the vertical
edges of each polygon is proportional to the density at the mid-point of the interval (qkji, qkj(i+1)).
Inside the polygon, the opacity varies smoothly in the horizontal direction (only) as a convex combina-
tion of the edge opacities. Thus, we get a parallel distribution plot. Finally, we contend that though we
develop and use parallel distribution plots here solely to display mixture distributions, they can also be
used to display grouped data, by replacing each theoretical quantile by its empirical cousin.
Figure 4 displays parallel distribution plots of sample six-component five-dimensional mixture dis-
tributions obtained using our algorithm at four different settings. As expected, the total spread of the
mixture distribution decreases with increase in PC dimension. The mixture components are also more
separable in the first few PCs than in the later ones. This is because the dominant source of variabil-
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1 2 3 4 5
(a) ω¯ = 0.05, ωˇ = 0.135
1 2 3 4 5
(b) ω¯ = 0.05, ωˇ = 0.198
1 2 3 4 5
(c) ω¯ = 0.001, ωˇ = 0.003
1 2 3 4 5
(d) ω¯ = 0.001, ωˇ = 0.004
Figure 4 Parallel distribution plots of six-component mixture distributions in five
dimensions and different settings of ω¯ and ωˇ.
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ity in the mixture distribution is between-cluster variability and that is better separated in the first few
components. Towards the end, the PCs are dominated by random noise arising from the within-cluster
variability over the between-cluster variability. Figure 4a illustrates the case for when ω¯ = 0.05 and
ωˇ = 0.135, while Figure 4b illustrates the case for when ω¯ = 0.05 and ωˇ = 0.198. In both cases, there
is overlap between several clusters, but in the second case, the overlap between the yellow and cyan
components dominates. In both cases, between-cluster variability is dominated by its within-cluster
cousin fairly soon among the PCs. On the other hand, Figure 4c and 4d indicate that between-cluster
variability continues to dominate within-cluster variability even for higher PCs. Also, the mixture com-
ponents are much better separated on the whole for Figure 4c and 4d than for Figure 4a and 4b, but the
yellow and magenta clusters dominate the average overlap in Figure 4d.
3.2.4 Other properties of simulation algorithm
We also explored variability in simulated mixture distributions in higher dimensions. We generated
25 datasets each, for different combinations of (ω¯, ωˇ) from 7-, 9- and 11-component multivariate normal
mixtures in 5-, 7- and 10-dimensional spaces, respectively. For every p, we set ω¯ to be 0.05, 0.01 and
ωˇ to be such that the empirical coefficient of variation (ωσ/ω¯) in overlap between components was 1
and 2. piks were stipulated to each be at least 0.06, 0.04 and 0.03 for the 5-, 7- and 10-dimensional
experiments, respectively. (These minimum values for piks were chosen so that there would be at least
p + 1 observations from each of the 7- , 9- and 11-components with very high probability, when we
drew samples of size n = 500, 1,000, and 1, 500, respectively, in further experiments in Section 4.)
Expected Kullback-Leibler divergences calculated for each pair of mixture model densities obtained for
each setting, and detailed in Table S-1 (supplement), show substantial variability in simulated models.
We also analyzed the number of times initial realizations had to be discarded and regenerated in
order to guarantee Step 3 of the algorithm in Section 2.2.1 or Step 2 of the algorithm in Section 2.2.2 in
the generation of these sets of mixture models. The results are reported in Table S-2 in the supplement.
As expected, there is a large number of regenerations needed for larger numbers of clusters and when
the average overlap is closer to the maximum overlap. We note, however, that these regenerations are
at the trial stage of each algorithm, with evaluations and regenerations done in each case before the
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iterative stage is entered into.
4 Utility of Proposed Algorithm
Here, we demonstrate utility of the proposed algorithm in evaluating some initialization methods
for Gaussian finite mixture modeling and model-based clustering algorithms. Initialization is crucially
important in the performance of many iterative optimization-partitioning algorithms with a number of
largely heuristic approaches in the literature. Here we demonstrate four initialization methods that
have previously shown promise in model-based clustering. Our objective is to illustrate the utility of
our algorithm in comparing and contrasting performance under different scenarios and see if recom-
mendations, if any, can be made with regard to when each method is applicable.
Our first initialization approach was the em-EM algorithm of Biernacki et al. (2003), so named
because it uses several short runs of the EM, each initialized with a valid (in terms of existence of like-
lihood) random start as parameter estimates. Each short run stops the EM algorithm, initialized with
the above random start, according to a lax convergence criterion. The procedure is repeated until an
overall pre-specified number of total short run iterations is exhausted. At this point, the solution with
the highest log-likelihood value is declared to be the initializer for the long EM, which then proceeds
to termination using the desired stringent convergence criterion. We used p2 total short run iterations
and a lax convergence criterion of no more than one percent relative change in loglikelihood for our
experiments. Our second approach, denoted as Rnd-EM, used the modification proposed by Maitra
(2007) which eliminates each short EM step by just evaluating the likelihood at the initial valid random
start and deciding on the set with highest likelihood. With the short em run completely eliminated,
the best initializer is thus obtained from a number of candidate points equivalent to the total number
(p2) of short run iterations. Our third approach used Mclust which integrates model-based hierarchical
clustering with a likelihood gain merge criterion to determine an initial grouping (Fraley and Raftery,
2006) from where initializing parameter estimates are fed into the EM algorithm. Finally, we used the
multi-staged approach proposed by Maitra (2007) in providing initial values for the EM algorithm. This
is a general strategy proposed by him to find a large number of local modes, and to choose represen-
tatives from the K most widely-separated ones. We use the specific implementation of this algorithm
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Table 2 Adjusted Rand (R) similarity measures of EM-cluster groupings and ex-
pected Kullback-Leibler divergences (KL) of estimated mixture model
densities obtained, using different initialization strategies (starts), over
25 replications for different overlap characteristics. Summary statistics
represented are the median R (R 1
2
) and median KL (KL 1
2
) and corre-
sponding interquartile ranges (IR1
2
and IKL1
2
). Finally, R#1 and KL#1
represent the number of replications (out of 25) for which the given ini-
tialization strategy did as well (in terms of higherR and lowerKL) as the
best strategy.
St
ar
ts p = 5, k = 7, n = 500 p = 10, k = 11, n = 1, 500
ω¯ 0.15 0.10 0.05 0.01 0.001 0.15 0.10 0.05 0.01 0.001
ωˇ 0.49 0.319 0.15 0.27 0.03 0.05 0.003 0.005 0.62 0.41 0.20 0.44 0.04 0.08 0.004 0.008
em
E
M
R 1
2
0.35 0.45 0.69 0.67 0.79 0.81 0.89 0.88 0.25 0.34 0.57 0.55 0.84 0.86 0.87 0.92
IR1
2
0.13 0.15 0.15 0.14 0.19 0.14 0.16 0.20 0.18 0.15 0.08 0.08 0.07 0.10 0.12 0.07
R#1 6 7 10 7 5 2 6 3 13 11 13 9 8 10 2 0
KL 1
2
0.30 0.30 0.32 0.28 0.29 0.29 0.34 0.30 0.46 0.49 0.48 0.49 0.52 0.47 0.47 0.50
IKL1
2
0.05 0.08 0.05 0.07 0.17 0.11 0.09 0.14 0.05 0.07 0.05 0.07 0.09 0.08 0.14 0.12
KL#1 10 9 11 10 6 5 1 1 10 10 14 11 5 7 0 1
R
nd
-E
M
R 1
2
0.37 0.46 0.64 0.61 0.84 0.83 0.89 0.91 0.23 0.31 0.58 0.58 0.83 0.78 0.91 0.92
IR1
2
0.18 0.12 0.12 0.18 0.16 0.13 0.17 0.13 0.11 0.19 0.15 0.11 0.11 0.11 0.14 0.12
R#1 13 8 6 10 5 2 3 6 6 11 11 12 8 0 1 0
KL 1
2
0.30 0.29 0.32 0.30 0.28 0.29 0.33 0.34 0.47 0.50 0.50 0.49 0.47 0.46 0.48 0.46
IKL1
2
0.07 0.04 0.07 0.09 0.10 0.05 0.19 0.07 0.05 0.06 0.05 0.06 0.09 0.07 0.07 0.14
KL#1 14 9 9 7 3 3 5 4 7 12 8 10 11 4 2 1
M
cl
us
t
R 1
2
0.28 0.40 0.65 0.62 0.95 0.96 1.0 1.0 0.16 0.25 0.45 0.48 0.83 0.84 1.0 1.0
IR1
2
0.16 0.13 0.19 0.14 0.14 0.15 0.00 0.01 0.16 0.21 0.16 0.20 0.09 0.10 0.01 0.00
R#1 5 6 9 6 15 19 23 20 5 2 0 3 9 12 22 25
KL 1
2
0.35 0.33 0.35 0.32 0.22 0.24 0.18 0.19 0.50 0.58 0.55 0.55 0.47 0.42 0.33 0.31
IKL1
2
0.08 0.08 0.05 0.07 0.10 0.07 0.04 0.05 0.09 0.09 0.12 0.06 0.07 0.10 0.08 0.05
KL#1 0 2 4 6 15 17 17 13 5 2 2 3 8 13 23 23
M
ul
ti-
st
ag
ed
R 1
2
0.22 0.40 0.50 0.52 0.68 0.70 0.86 0.91 0.05 0.12 0.36 0.42 0.64 0.70 0.78 0.78
IR1
2
0.17 0.24 0.21 0.16 0.24 0.17 0.22 0.20 0.12 0.18 0.22 0.33 0.16 0.20 0.14 0.17
R#1 1 4 0 2 0 2 1 5 1 1 1 1 0 3 0 0
KL 1
2
0.35 0.32 0.42 0.36 0.42 0.41 0.35 0.30 0.56 0.58 0.65 0.58 0.63 0.62 0.77 0.73
IKL1
2
0.16 0.09 0.23 0.12 0.20 0.17 0.34 0.22 0.85 0.08 0.17 0.21 0.12 0.20 0.43 0.28
KL#1 1 5 1 2 1 0 2 7 3 1 1 1 1 1 0 0
in Maitra (2007).
Our demonstration suite used simulated datasets generated from the mixture models in Section 3.2.4.
In this utility demonstrator, we assumed that the true numbers of clusters were known in all cases. We
calculated the expected Kullback-Leibler divergence (KL) of the estimated model relative to the true
mixture model, and R for each derived classification relative to the grouping obtained by classifying
the datasets with EM initialized with the true parameter values.
Table 2 summarizes results for the 5- and 10-dimensional experiments. Results for the 7-dimensional
experiments are provided in Table S-3. It is clear that Mclust outperforms the other algorithms for cases
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with small average overlap. In general, it also does better than emEM or Rnd-EM when the variation
in overlap between clusters is higher. Further, there is some degradation in Mclust’s performance with
increasing dimensionality. On the other hand, emEM and Rnd-EM do not appear to be very different
from each other: the latter seems to perform better with higher dimensions. This may be because higher
dimensions mean a larger number of short run iterations (for emEM) and random starts (for Rnd-EM) in
our setup. This suggests that using computing power to evaluate more potential starting points may be
more profitable than using it to running short run iterations. It is significant to note, however that both
emEM and Rnd-EM are outclassed by Mclust in all cases when cluster pairs have low average overlap.
We note that the multi-staged approach of Maitra (2007) very rarely ourperforms the others. This is a
surprising finding in that it contradicts the findings in Maitra (2007) where performance was calibrated
on simulation experiments indexed using exact-c-separation. Finally, we note that while there is not
much difference between performance in clustering and maximum likelihood parameter estimation in
mixture models, with both R and KL having very similar trends, they are not completely identical.
This is a pointer to the fact that what may be the perfect sauce for the goose (parameter estimation in
finite mixture models) may not be perfect for the gander (model-based clustering) and vice-versa.
The above is a demonstration of the benchmarking that can be made possible using our cluster
simulation algorithm. We note that Mclust is the best performer when clusters are well-separated and
Rnd-EM and emEM as a better performer when clusters are less well-separated. Note that Rnd-EM
and emEM perform similar and often split honors in many cases. There is thus, not much distinction
between these two methods, even though Rnd-EM seems to be better at more efficient use of computing
resources. Thus, Mclust may be used when clusters are a priori known to be well-separated. When
clusters are known to be poorly-separated, Rnd-EM may be used. Otherwise, if separation between
clusters is not known, a better option may be to try out Rnd-EM and Mclust and choose the one with
the highest observed loglikelihood.
5 Discussion
In this paper, we develop methodology and provide an algorithm for generating clustered data
according to desired cluster overlap characteristics. Such characteristics serve as a surrogate for clus-
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tering difficulty and can lead to better understanding and calibration of the performance of clustering
algorithms. Our algorithm generates clusters according to exactly pre-specified average and maximal
pairwise overlap. We illustrate our algorithm in the context of mixture distributions and in sample two-
and five-dimensional experiments with six components. We also introduce the parallel distribution plot
to display mixture distributions in high dimensions. A R package implementing the algorithm has been
developed and will be publicly released soon. Finally, we demonstrate potential utility of the algorithm
in a test scenario where we evaluate performance of four initialization strategies in the context of EM-
clustering in a range of clustering settings over several dimensions and numbers of true groups. This
ability to study properties of different clustering algorithms and related strategies is the main goal for
devising our suggested methodology.
A few points need to be mentioned. This paper has developed the algorithm in the context of soft
clustering using Gaussian mixture models. However, the methodology developed here can be very
easily applied to the case of hard clustering with a fixed partition Gaussian clustering model. An inter-
esting idea suggested by one of the reviewers was to investigate a misclassification rate in addition to
our overlap characteristic. Of course, the misclassification rate which represents the posterior version
of the total misclassification probability is also a legitimate measure of components’ interaction. An-
other issue not discussed in this paper is that Theorem 2.1 can be used to summarize the distinctiveness
between groups obtained by Gaussian clustering of a given dataset. Thus, once a dataset is clustered,
the results can be analyzed to study how different one cluster is from another by measuring the over-
lap between them. While not implemented in this paper, but as mentioned in Section 2.2.3, scatter of
desired characteristic can very easily be incorporated in our algorithm. In this paper, we characterize
cluster overlap in terms of the average and maximum pairwise overlap. It would be interesting to see if
summaries based on other properties of overlap could also be developed in a practical setting. Further,
our algorithm is specific to generating Gaussian mixtures with desired cluster overlap properties. As
such, it can not readily handle heavy-tailed or skewed distributions. One possibility may be to use
the Box-Cox transformation in each dimension to match desired skewness and (approximately) desired
overlap characteristics. Thus, while the methodology suggested in this paper can be regarded as impor-
tant in developing simulation methods to evaluate clustering of data, there are quite a few remaining
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issues that merit further attention.
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SUPPLEMENT TO “SIMULATING DATA TO STUDY PERFORMANCE OF FINITE
MIXTURE MODELING AND CLUSTERING ALGORITHMS”
A paper accepted by the Journal of Computational and Graphical Statistics
Ranjan Maitra and Volodymyr Melnykov
1 Geometry and Variability of Simulated Realizations
Figures 1 and 2 provide contour plots of four sample two-component two-dimensional mixtures,
each for different values of overlap ω. As we can see, there is a clear correspondence between visual
overlap and its quantitative representation, indexed by ω. Note that there is also a wide variety of
overlaps and complexity of simulated mixtures, including how these two components interact with
each other. Figure 1 indicates that an overlap of no more than 0.01 can be considered to be quite well-
separated. On the other hand, 0.05 ≤ ω ≤ 0.10 suggests moderate separation between components.
Figure 2 indicates that an overlap of 0.15 or higher represents poor separation of components. Note
that there is barely any visual difference between the simulated components for ω = 0.75: they appear
to be practically indistinguishable.
Figures 3 and 4 provide contour plots of four sample six-component two-dimensional mixture
models generated for different values of (ω¯, ωˇ) obtained using our algorithm. The figures provide a
visual indication of the range of geometries and variability in the finite mixture models generated using
our algorithm. Thus, the first two sets of contour plots represent very high overlaps with ω¯ = 0.15
and ω¯ = 0.10 accordingly. For such ω¯ and for practical cases, ωˇ is necessarily high and we are unable
to visually distinguish all components successfully due to the substantial overlap in many pairs. This
is especially true for ω¯ = 0.15. Based on these plots, the cases for which ω¯ = 0.05 are substantially
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Figure 1 Contour plots of sample two-component mixture distributions in two di-
mensions obtained using our algorithm for ω between 0.001 and 0.10.
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Figure 2 Contour plots of sample two-component mixture distributions in two di-
mensions obtained using our algorithm for ω between 0.15 and 0.75.
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Figure 3 Contour plots of sample six-component mixture distributions in two di-
mensions for different values of (ω¯, ωˇ) obtained using our algorithm.
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Figure 4 Contour plots of sample six-component mixture distributions in two di-
mensions for different values of (ω¯, ωˇ) obtained using our algorithm.
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clearer, but even here not all components can be visually identified, owing to the presence of some large
individual pairwise overlaps (dictated by ωˇ = 0.135 and ωˇ = 0.198). Thus, mixtures with ω¯ equal to
0.05 and 0.01 can be considered as moderately difficult cases; clustering performance will also be
affected by ωˇ. Overall, there is increasing complexity in the simulated mixtures with a higher number
of components for the same level of ω¯ which is understandable since in two-component mixtures, ω¯
represents overlap coming from the only pair of components, but for a six-component mixture, for
example, this measures the average overlap from all K(K − 1)/2 pairs of components. Thus, some
pairwise overlaps are higher than ω¯ and may result in quite extreme cases. This is what is regulated by
the additional characteristic ωˇ. A larger value for ωˇ means that fewer pairs of clusters contribute to ω¯.
Finally, we note that ω¯ = 0.001 allows generation of reasonably well separated clusters for both choices
of ωˇ. Overall, we can see that the produced mixtures have different patterns and geometries: indeed,
the generated components have very widely varying shapes, being controlled only by the maximal
eccentricity (set at 0.9, here) which prevents the appearance of very ”narrow” clusters.
We investigated variability in the simulated mixture models for different numbers of components
and dimensions. We generated 25 datasets for each setting as mentioned in Section 3.2.4 of the paper.
Expected Kullback-Leibler divergence (KL) was computed for all pairs of mixture densities gener-
ated for a setting: summary measures are presented in Table 1, which suggests that the KL is higher
for settings with smaller ω¯ and ωˇ. In other words, when the overlap is high, the difference between
generated mixtures is smaller as opposed to the case when clusters are well separated. Note that, for
fairness of comparison, we have enforced the constraint that all simulated mixture models have almost
all their support in the same hypercube. Within ω¯, KL is higher for the case when ωˇ is larger. When
there are multiple pairwise overlaps in a mixture, KL is lower than when for mixtures which have few
overlapping components. This is because the density has more gradual peaks for the former case than
for when the components are well-separated. To assess whether the calculated KL were reasonable,
we also generated 25 six-component two-dimensional datasets for the settings in Figures 3 and 4. In
two dimensions, and for K = 6, we know from these two figures that there is wide variability in the
simulated mixture densities. TheKL-measures obtained here provide an idea of the values that are rea-
sonable to assess variability: we note that the values for the other dimensions are of similar magnitude
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Table 1 Kullback-Leibler measures between simulated mixtures for various pa-
rameter combinations: mean and standard deviation.
p k ω¯ 0.15 0.10 0.05 0.01 0.001
2 6 ωˇ 0.433 0.274 0.135 0.198 0.027 0.036 0.003 0.0044.68 (2.45) 4.83 (2.55) 5.21 (2.26) 6.87 (3.63) 7.57 (2.49) 10.57 (5.68) 13.03 (4.33) 16.79 (7.70)
5 7 ωˇ 0.49 0.319 0.15 0.27 0.03 0.05 0.003 0.0054.22 (1.52) 5.17 (1.38) 7.03 (1.27) 9.16 (1.99) 11.75 (2.13) 14.53 (3.72) 20.05 (4.07) 21.54 (3.68)
7 9 ωˇ 0.566 0.365 0.180 0.370 0.036 0.064 0.004 0.0063.63 (0.74) 5.18 (1.34) 7.11 (1.12) 8.25 (1.50) 12.67 (2.11) 13.97 (2.21) 22.99 (3.38) 26.86 (4.33)
10 11 ωˇ 0.62 0.41 0.20 0.44 0.04 0.08 0.004 0.0083.33 (0.44) 4.75 (0.80) 7.28 (1.09) 7.69 (1.10) 13.01 (1.12) 14.87 (1.65) 24.35 (2.87) 27.01 (2.69)
as the ones for p = 2.
2 Convergence
Table 2 presents the number of iterations necessary to reach a desired mixture for various combi-
nations of p and K. A represents the number of failed “valid” initial values satisfying Step 3 of the
algorithm in Section 2.2.1, while B represents the number of reseeds that are needed in order to get
a realization that satisfies Step 2 of the algorithm in Section 2.2.2. The summaries suggest that there
are two cases that might require some time and computational power. The first case happens when the
average as well as maximal overlaps are both relatively small; this is especially problematic for a high
number of clusters. In this case it might be not easy to randomly simulate a mixture with components
that are separated enough to guarantee the small values for both ω¯ and ωˇ. On the other hand, cases
with high ωˇ (such as in the case p = 10,K = 11, ω¯ = 0.15, ωσ = ω¯ above, for which ωˇ = 0.619, or
p = 10,K = 11, ω¯ = 0.05, ωσ = 2ω¯, for which ωˇ = 0.441) can also be problematic because of the
difficulty to find a valid initial mixture satisfying Step 3 of the algorithm in Section 2.2.1.
3 Evaluating Initialization Strategies
Table 3 provides details on the results of using the four different initialization strategies for nine-
component seven-dimensional datasets, and for different values of ωˇ and ω¯.
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Table 2 Convergence of the algorithm for different parameter settings: number
of failures (A) till obtaining the initial combination of clusters (median
A 1
2
and interquartile range IA1
2
); number of reseedings ( B) of all clusters
(median B 1
2
and interquartile range IB1
2
).
p k ω¯ 0.15 0.10 0.05 0.01 0.001
2 6
ωˇ 0.433 0.274 0.135 0.198 0.027 0.036 0.003 0.004
A 1
2
(IA1
2
) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
B 1
2
(IB1
2
) 0 (0) 0 (0) 6 (15) 0 (0) 373 (311) 4 (11) 3,352 (4,861) 40 (91)
5 7
ωˇ 0.49 0.319 0.15 0.27 0.03 0.05 0.003 0.005
A 1
2
(IA1
2
) 2 (3) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
B 1
2
(IB1
2
) 0 (0) 0 (0) 0 (0) 0 (0) 17 (16) 0 (1) 375 (548) 3 (6)
7 9
ωˇ 0.566 0.365 0.180 0.370 0.036 0.064 0.004 0.006
A 1
2
(IA1
2
) 5 (9) 1 (2) 0 (0) 5 (7) 0 (0) 0 (0) 0 (0) 0 (0)
B 1
2
(IB1
2
) 0 (0) 0 (0) 0 (1) 0 (0) 19 (30) 0 (1) 1,254 (1,225) 3 (4)
10 11
ωˇ 0.62 0.41 0.20 0.44 0.04 0.08 0.004 0.008
A 1
2
(IA1
2
) 734 (877) 14 (20) 0 (0) 239 (282) 0 (0) 0 (0) 0 (0) 0 (0)
B 1
2
(IB1
2
) 0 (0) 0 (0) 0 (1) 0 (0) 21 (31) 0 (0) 2,324 (5,171) 2 (7)
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Table 3 Adjusted Rand (R) similarity measures of EM-cluster groupings and ex-
pected Kullback-Leibler divergences (KL) of estimated mixture model
densities obtained, using different initialization strategies (starts), over
25 replications for different overlap characteristics. Summary statistics
represented are the median R (R 1
2
) and median KL (KL 1
2
) and corre-
sponding interquartile ranges (IR1
2
and IKL1
2
). Finally, R#1 and KL#1
represent the number of replications (out of 25) for which the given ini-
tialization strategy did as well (in terms of higherR and lowerKL) as the
best strategy.
St
ar
ts p = 7, k = 9, n = 1, 000
ω¯ 0.15 0.10 0.05 0.01 0.001
ωˇ 0.566 0.365 0.180 0.370 0.036 0.064 0.004 0.006
em
E
M
R 1
2
0.31 0.40 0.66 0.63 0.82 0.85 0.90 0.89
IR1
2
0.17 0.18 0.13 0.09 0.16 0.10 0.09 0.12
R#1 8 12 14 10 5 4 5 1
KL 1
2
0.31 0.32 0.36 0.33 0.35 0.31 0.36 0.32
IKL1
2
0.05 0.05 0.08 0.07 0.08 0.08 0.09 0.11
KL#1 7 12 5 14 7 7 1 3
R
nd
-E
M
R 1
2
0.29 0.41 0.60 0.64 0.86 0.85 0.89 0.92
IR1
2
0.19 0.15 0.14 0.16 0.08 0.15 0.11 0.08
R#1 13 7 7 12 8 8 2 1
KL 1
2
0.32 0.34 0.32 0.33 0.34 0.32 0.36 0.35
IKL1
2
0.04 0.06 0.05 0.04 0.06 0.07 0.11 0.10
KL#1 13 12 14 9 7 7 1 1
M
cl
us
t
R 1
2
0.27 0.39 0.60 0.61 0.87 0.87 1.0 1.0
IR1
2
0.16 0.19 0.18 0.17 0.14 0.16 0.00 0.00
R#1 3 5 2 2 11 11 21 21
KL 1
2
0.39 0.40 0.40 0.38 0.33 0.31 0.21 0.20
IKL1
2
0.06 0.06 0.08 0.10 0.11 0.15 0.03 0.04
KL#1 3 1 4 1 11 9 23 20
M
ul
ti-
st
ag
ed
R 1
2
0.19 0.26 0.51 0.54 0.68 0.75 0.78 0.83
IR1
2
0.26 0.22 0.25 0.16 0.22 0.18 0.18 0.24
R#1 1 1 2 1 1 2 0 2
KL 1
2
0.38 0.41 0.39 0.37 0.49 0.47 0.57 0.52
IKL1
2
0.15 0.10 0.13 0.10 0.25 0.18 0.36 0.43
KL#1 2 0 2 1 0 2 0 1
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C-MixSim: SOFTWARE FOR EVALUATING CLUSTERING ALGORITHMS
A paper submitted to the Journal of Machine Learning Research
Volodymyr Melnykov and Ranjan Maitra
Abstract
This paper presents C-MixSim, an open source C package for simulating finite mixture models
with Gaussian components. With a vast number of clustering algorithms, evaluating performance is
important. C-MixSim provides an easy and convenient way of generating datasets from Gaussian
mixture models with different levels of clustering complexity. This paper briefly discusses the theory
and algorithms behind the software. Illustrative examples are also provided. C-MixSim is released
under the GNU GPL license.
1 Introduction
The ability to find clusters of similar observations in data is important for a wide range of appli-
cations. Calibrating different clustering algorithms is important. Thus, we need a tool for simulating
datasets with varying clustering complexities. The R package GenClus (Qiu and Joe, 2006) provides
a convenient but limited and slow way to simulate such datasets. A Matlab package OCLUS (Steinley
and Henson, 2005) is also limited while not being publicly available. C-MixSim is a more compre-
hensive tool based on the notion of pairwise overlap (Maitra and Melnykov, 2009) that serves as a
surrogate measure of clustering complexity.
78
2 Theory
Let X be distributed according to the finite mixture model g(x) =
∑K
k=1 pikφ(x;µk,Σk), where
φ(x;µk,Σk) is a multivariate Gaussian density of kth component with mean vector µk and covariance
matrix Σk. Then, the overlap between ith and jth components is defined as ωij = ωi|j+ωj|i, where ωj|i
is the probability of misclassification for the random variable X originating from the ith component
and ωi|j is defined similarly. Thus, ωj|i is given by
ωj|i = Pr
[
piiφ(X;µi,Σi) < pijφ(X;µj ,Σj) |X ∼ Np(µi,Σi)
]
.
Overlap has nice closed form expressions in some special cases. For example, when pii = pij as
well as Σi = Σj ≡ Σ, we obtain ωij = 2Φ
(
−12
√
(µj − µi)′Σ−1(µj − µi)
)
, where Φ is the
standard normal cumulative density function. For spherical clusters, the above reduces to ωij =
2Φ
(− 12σ ‖µi − µj‖). In general, misclassification probabilities are given by
ωj|i = PrNp(µi,Σi)
 p∑
l=1
l:λl 6=1
(λl − 1)Ul + 2
p∑
l=1
l:λl=1
δlWl ≤
p∑
l=1
l:λl 6=1
λlδ
2
l
λl − 1 −
p∑
l=1
l:λl=1
δ2l + log
pi2j | Σi |
pi2i | Σj |
 ,
where λ1, λ2, . . . , λp are eigenvalues of the matrix Σ
1
2
i Σ
−1
j Σ
1
2
i and γ1,γ2, . . . ,γp are the correspond-
ing eigenvectors, Ul’s are independent noncentral-χ2 random variables with one degree of freedom and
noncentrality parameter given by λ2l δ
2
l /(λl− 1)2 with δl = γ′lΣ
− 1
2
i (µi−µj), independent of the Wl’s,
which are independentN(0, 1) random variables. This provides an efficient way of calculating ωi|j and
ωj|i due to the algorithm AS155 (Davies, 1980) that computes probabilities for linear combinations of
noncentral-χ2 random variables.
Note that if the covariance matrices are multiplied by some positive constant c, it causes inflation
(c > 1) or deflation (c < 1) of the components. Thus, we can manipulate the value of c in order to
reach the respecified level of overlap ωij(c) between the components.
Also if c→∞, the above reduces to ω∞j|i = PrNp(µi,Σi)
[∑p
l=1
l:λl 6=1
(λl − 1)Ul ≤ log pi
2
j |Σi|
pi2i |Σj |
]
, where
Ul are independent central-χ2 random variables with one degree of freedom.
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3 Algorithms
The first algorithm generates a mixture model with respecified level of average (ω¯) or maximum
(ωˇ) overlap. The algorithm consists of the following three steps.
1. Generating initial parameters. Generate K mixing proportions, mean vectors and covariance
matrices. Compute limiting average (ω¯∞) (maximum (ωˇ∞)) overlap. If ω¯ > ω¯∞ (ωˇ > ωˇ∞),
discard the realization and start Step 1 again.
2. Calculating pairwise overlaps. Compute all pairwise overlaps. Calculate the current estimate of
ˆ¯ω ( ˆˇω). If the difference between ˆ¯ω and ω¯ ( ˆˇω and ωˇ) is negligible, stop the algorithm and provide
the current parameters.
3. Scaling clusters. Use root-finding techniques to find a covariance matrix multiplier c such that
the difference between ˆ¯ω(c) and ω¯ ( ˆˇω(c) and ωˇ) is negligible.
The second algorithm controls both characteristics, ω¯ and ωˇ, simultaneously.
1. Scaling clusters to reach ωˇ. Use the first algorithm to obtain the set of parameters that satisfies
ωˇ and fix two components that produced the highest overlap; their covariance matrices will not
be involved in inflation/deflation process.
2. Finding c∨. Find the largest value of c (say c∨) such that none of pairwise overlaps ωij(c∨)
exceeds ωˇ. If ˆ¯ω(c∨) < ω¯, discard the realization and return to Step 1.
3. Limited scaling. While keeping two fixed components unchanged, apply Step 3 of the first algo-
rithm to the rest of components to reach the desired ω¯. If the obtained parameters satisfy ω¯ and
ωˇ, report them. Otherwise, start with Step 1 again.
4 Illustrative Examples
To illustrate some capabilities of our package, we provide several contour plots. Figure 1 represents
a simulated two-dimensional mixture of 100 components with ωˇ = 0.4. Figure 2 illustrates the impact
of ωˇ and ω¯ on the level of cluster separation. The top row represents small maximum overlap values
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Figure 1 Contour plot for K = 100, p = 2, ωˇ = 0.4.
relative to the bottom row. We can see that in plots (d)-(f), the value of ω¯ is mainly driven by few com-
ponents producing large overlaps, while many components commit to ω¯ in the plots (a)-(c). Therefore,
we can conclude that overlap in mixtures is impacted by both characteristics simultaneously.
Table 1 provides the time that was needed to simulate a mixture model with various numbers
of components and dimensions. Our procedure is practical even for multi-component and multi-
dimensional mixtures. We should note that increase in K affects running times more than increase
in p. The analysis was performed on a machine with two quad-core Intel(R) Xeon(R) X5460 @ 3.16
GHz processors running the Red Hat Enterprise Linux Server release 5.3 2.6.18-128.el5xen
kernel and GCC 4.1.2 suite of compilers.
Table 1 Median time and inter-quartile range (in seconds) for obtaining a mixture.
K p = 10, ωˇ = 0.10 p = 100, ωˇ = 0.01 p = 250, ωˇ = 0.0001
10 0.171 (0.015) 4.287 (0.195) 173.382 (9.861)
100 15.782 (1.367) 416.256 (6.580) 16837.721 (1267.376)
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Figure 2 Contour plots for different levels of average and maximum overlap.
5 Implementation
C-MixSim is implemented in ANSI/ISO-compliant C and also available on www.mloss.org.
Complete details on usage, examples and parameters are provided in the package’s README file. A
contributed R package MixSim is also publicly available from www.R-project.org.
6 Conclusions
The presented package C-MixSim is a powerful and user-friendly open source tool for simulat-
ing Gaussian mixture models with pre-specified complexity level. It has been successfully tested in
multi-component and multi-dimensional mixture simulation. Thus, the proposed package provides a
convenient instrument for calibrating clustering and classification algorithms.An additional feature of
82
this package, as explained in the README file, is that it can calculate the pairwise separation between
identified groups in clustered or classified data when given the class means, dispersions and relative
frequencies.
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ASSESSING SIGNIFICANCE IN FINITE MIXTURE MODELS
A paper in preparation for submission to the Journal of the Royal Statistical Society: Series B
Ranjan Maitra and Volodymyr Melnykov
Abstract
A new method is proposed to quantify significance in finite mixture models. The basis for this new
methodology is in an approach that calculates the p-value for testing a simpler against a more complex
model and that is able to provide inference in cases where the use of the likelihood ratio test is limited
because of the failure of regularity conditions. The developed testing procedure thus allows for pairwise
comparison of any two mixture models with failure to reject the null hypothesis implying insignificant
likelihood improvement under the more complex model. This leads to a comprehensive tool called a
quantitation map which displays significance and quantitatively summarizes all model comparisons.
We apply this map in this paper to decide on the best among a set of candidate mixture models. The
performance of the procedure is illustrated on several commonly used classification datasets as well
as through a thoroughly conducted simulation study. The results demonstrate impressive performance,
accurate selection of the number of components in the mixture and reveal specific situations in which
the developed procedure might be a good choice. Although the development of our testing strategy is
based on large-sample theory, we note that it has good performance even with moderate sample sizes.
1 Introduction
Finite mixture models are almost of similar vintage as modern statistics, having made their first
appearance in the context of modeling outliers (Newcomb, 1886). Over the past several decades they
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have received even more attention as a simple tool for modeling population heterogeneity, for general-
izing distributional assumptions, and for providing a convenient but formal model-based framework for
grouping observations into homogeneous clusters. We refer to Titterington et al. (1985) and McLach-
lan and Peel (2000) for a detailed survey on the theory and applications of finite mixture models and
to Fraley and Raftery (2002) for an exposition of its use in model-based clustering which provides the
main context for our investigations in this paper.
Maximum likelihood (ML) parameter estimation in finite mixture models, hitherto intractable in all
but the most trivial of cases, was liberated by Dempster et al. (1977)’s expectation-maximization (EM)
algorithm, which is now the method of choice for fitting such models. The EM algorithm however
presents several challenges. For one, the loglikelihood function is multi-modal so that the fitted mixture
model can be sensitive to initialization. Also, the algorithm may converge in some cases to the boundary
of the parameter space, where the loglikelihood is unbounded, resulting in meaningless parameter
estimates. We refer to Titterington et al. (1985) and McLachlan and Peel (2000) for detailed treatment
of this issue, only providing a brief summary in Section 2.1.3.
Choosing the number of components in a mixture model is an important issue bringing with it
familiar issues and familiar solutions in model selection. Most approaches to finite mixture model se-
lection can broadly be fit into parsimony-based or testing-based categories. The first group involves
augmenting a goodness-of-fit criterion (such as the negative loglikelihood) with a penalty for more
complex models and choosing from the candidate models the one minimizing this penalized criterion.
Information-criterion-based approaches such as Akaike (1973)’s An Information Criterion (AIC), the
popular Bayes Information Criterion (BIC) of Schwarz (1978) or their derivatives (see for instance, Ray
and Lindsay (2008)) fall into this category. So do the Laplace-empirical criterion (LEC) (McLachlan
and Peel, 2000), the integrated classification likelihood (ICLC) (Biernacki et al., 2000), the classifica-
tion likelihood (CLC) (Biernacki and Govaert, 1997) or the normalized entropy criterion (NEC) (Bier-
nacki et al., 1999). There is however, some question about how much stock one should place on these
measures: for instance, McLachlan and Peel (2000) suggest that if the difference between the BIC
for two models is small (say, less than 10), then the simpler model should be preferred over the more
complex one.
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The testing-based stream posits a null hypothesis of K against the alternative of K∗ components:
typically K < K∗ following the principle of scientific parsimony. Developing tests based on the
likelihood ratio test statistic (LRTS) faces several challenges. For one, it is quite a challenge to develop
tests for general cases; thus most testing situations only deal with the special case of testing for one
against two components. Other theoretical issues also arise. For instance, denoting the parameter
spaces associated with the K− and K∗−component models as Θ(K) and Θ(K∗) respectively means
requiring ϑ ∈ Θ(K∗) ⊃ Θ(K) but then the parameter vector ϑ ∈ Θ(K) lies on the boundary of
the parameter space under the null hypothesis, violating the regularity conditions of Cramer (1946).
Thus, the usual asymptotic properties of the maximum likelihood estimator (MLE) and LRTS do not
hold. Several special results were obtained by Hartigan (1985), Ghosh and Sen (1985) and others.
Aitkin and Rubin (1985) suggested using a prior distribution on mixing proportions to obtain a MLE
in the interior of the parameter space. Regularity issues also spurred the development of bootstrap
approximations to the LRTS distribution (Aitkin et al., 1981; McLachlan, 1987): indeed, Feng and
McCulloch (1994) advocate bootstrap over all other methods for the case of unequal-variance Gaussian
mixtures. However Figueiredo and Jain (2002) point out that resampling techniques are perhaps far
too computationally demanding to be useful in many large-scale modern applications. From another
practical perspective, Ray and Lindsay (2008) invoke the spirit of Box and Draper (1987) to contend
that every restricted model is flawed, so that every null model will be rejected at some (large enough)
sample size.
There is, however, at least one benefit that a testing-based approach provides, namely quantitation
in the form of an universally understood measure – the p-value. Parsimony-based approaches, being
quantitative, also provide numerical values, but their magnitudes are case-dependent and do not provide
for a proper appreciation of the support for the different fitted mixture models. In this paper therefore,
we revisit the testing-based approach that compares two models with any K and K∗ components but
steers clear of the challenges and shortcomings listed above. Noting Ray and Lindsay (2008)’s con-
tention above, we use an additional assumption in Section 2 that states that if the simpler mixture model
fits the data, then so does the more complex model. Thus, when H0 is true, we essentially have both
models fitting the data well. This also makes derivations of the test statistic under H0 more tractable.
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The alternative hypothesis states that only the K∗-component provides a good fit for the data.The test
statistic is still the difference in the loglikelihood of the restricted and complex models: however this
reformulation of H0 means that MLEs for the two models can be computed, as before, along with the
dispersions using the EM-algorithm. An approximate null distribution of the test statistic is obtained
using Taylor series expansion, matrix calculus and numerical integration for computing probabilities of
linear combinations of central chi-square random variables. We use this to develop a quantitation tool
which can provide a researcher with a quantitative measure summarizing evidence against different
simpler models in favor of more complex ones. Section 3 provides experimental illustration and eval-
uates performance on some widely-used classification and simulation datasets. The paper concludes
with some discussion. We also have a supplement providing additional derivations and proofs, and
further detailed experimental illustrations and performance evaluations. Sections, figures and tables in
the supplement referred to in this paper are labeled with the prefix “S-”.
2 Theory and Methods
2.1 Preliminaries
2.1.1 The EM algorithm for finite mixture models
Consider a sample Ξ = {X1,X2, . . . ,Xn} of n independent p-variate random variables iden-
tically distributed according to the mixture density f (K)(x) =
∑K
k=1 pikfk(x;θk), where pik is the
probability that Xi is a draw from the kth sub-population with density fk(x;θk) parametrized by θk.
The pik’s together lie in the (K − 1)-dimensional simplex. It is assumed that but for θk, the functional
form of fk is completely known. In general, interest is in estimating the number of components K
and the corresponding parameters ϑ(K) ≡ (pik,θk), k = 1, 2, . . . ,K. Perhaps the commonest form of
fk is the multivariate Gaussian density for which the parameter θk translates to the the p-variate mean
vector µk and the p-dimensional dispersion matrix Σk: indeed, Chen and Li (2008) point out that this
is also one of the most complicated cases of mixture models. Thus, our methodological development
for assessing significance in finite mixture models is focused on mixtures of the form
f (K)(x) =
K∑
k=1
pikφ(x;µk,Σk), (1)
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where φ(x;µk,Σk) = (2pi)−p/2|Σk|−1/2exp{−(x−µk)′Σ−1k (x−µk)/2}, even though our method-
ology is general enough to apply to mixtures of other parametric distributions.
For given K, MLEs (henceforth denoted as ϑˆ
(K)
n ) of the parameters ϑ
(K) are more conveniently
and usually found using the EM algorithm. The E-step calculates pi(s)ik = Prob{Xi ∈ kth cluster |
Xi} = pi
(s−1)
k φ(xi;µ
(s−1)
k ,Σ
(s−1)
k )PK
k′=1 pi
(s−1)
k′ φ(xi;µ
(s−1)
k′ ,Σ
(s−1)
k′ )
at the sth iteration while the M-step involves maximizing the
expected complete loglikelihood (historically denoted by Q) which for (1) is
Q(ϑ(K); Ξ) =
n∑
i=1
K∑
k=1
piik
{
log pik − 12 log |Σk| −
1
2
(xi − µk)′Σ−1k (xi − µk)
}
+ const. (2)
Thus, the M-step updates parameter estimates at the sth iteration: µ(s)k =
∑n
i=1 pi
(s)
ik xi/
∑n
i=1 pi
(s)
ik ,
Σ(s)k =
∑n
i=1 pi
(s)
ik (xi − µ(s)k )(xi − µ(s)k )′/
∑n
i=1 pi
(s)
ik , and pi
(s)
k = n
−1∑n
i=1 pi
(s)
ik . The E- and M-steps
are iterated until convergence which, under fairly mild conditions (Dempster et al., 1977; Boyles, 1983;
Wu, 1983; McLachlan and Krishnan, 1997), is to a local maximum of the observed-data loglikelihood,
providing MLE’s of the parameters. For other more general mixture distributions, the M-step updated
estimates may not be of closed-form, so that optimizing software may need to be employed. However,
the flavor of EM remains essentially the same.
2.1.2 Dispersions of parameter estimates
For independent identically distributed (henceforth, iid) observations from (1), the information
matrix I(ϑ(K)) of the obtained EM estimates is easily estimated through its empirical counterpart
(∇q1...∇q2... . . . ...∇qn)(∇q1...∇q2... . . . ...∇qn)′|
ϑ(K)=ϑˆ
(K)
n
, where ∇qi is the gradient vector of the ex-
pected complete loglikelihood at the ith observation qi ≡ qi(ϑ(K);xi) (McLachlan and Peel, 2000). In
particular, ∇qi is given by the following
Result 2.1. Let X1,X2, . . . ,Xn be a sample from the K-component Gaussian mixture density (1)
with parameter vector ϑ(K). Then the gradient vector of the function qi is given by ∇qi(ϑ(K);xi) =[((
∂qi
∂pik
))′
k=1,2,...,K−1
,
((
∂qi
∂µk
))′
k=1,2,...,K
,
((
∂qi
∂Σk
))′
k=1,2,...,K
]′
, where ∂qi∂pik =
piik
pik
− piiKpiK for k =
1, 2, . . . ,K − 1, ∂qi∂µk = Σ
−1
k piik(xi − µk) for k = 1, 2, . . . ,K and the vectorized version of ∂qi∂Σk =
G′vec
(
1
2piikΣ
−1
k
(
(xi − µk)(xi − µk)′Σ−1k − I
))
for k = 1, 2, . . . ,K. Here vec(B) is the operator
converting any p × p-dimensional matrix B into its p2-dimensional vector form and G is the unique
88
p2× (p+12 )-dimensional matrix 3 vec(B) = Gvech(B), where vech(B) is the vector of length (p+12 )
obtained by vectorizing the lower triangle of a symmetric matrixB.
Proof. ∂qi∂pik and
∂qi
∂µk
are immediate. For ∂qi∂Σk , we follow McCulloch (1982)’s suggestion of first obtain-
ing a derivative with regard to a general matrix and then adjusting the result for symmetry of Σk. It is
well-known (Magnus and Neudecker, 1999) that ∂∂Σ log |Σ| = Σ−1 and ∂∂Σu′Σ−1v = −Σ−1uv′Σ−1
for a positive-definite (p.d.) matrix Σ and conforming vectors u and v. Thus, for k = 1, 2, . . . ,K,
∂qi
∂Σk
= 12piikΣ
−1
k ((xi − µk)(xi − µk)′Σ−1k − I). To adjust ∂qi∂Σk for symmetry of Σk, the result
is vectorized into vec
(
1
2piikΣ
−1
k ((xi − µk)(xi − µk)′Σ−1k − I)
)
and pre-multiplied by G′ follow-
ing McCulloch (1982)’s methodology (see Section S-I). Stacking all partial derivatives provides the
vector ∇qi of length K − 1 +Kp+K
(
p+1
2
)
as required.
Result 2.1 provides us with the wherewithal to estimate the information matrix, from which the
estimated dispersion matrix of the estimated parameters is obtained using Var(ϑˆ
(K)
n ) = I−1(ϑˆ
(K)
n ).
We now briefly discuss some theoretical issues related to the unboundedness of the likelihood function
that arises, for example, in Gaussian mixtures with heteroscedastic components.
2.1.3 Unboundedness of likelihood functions
One problematic issue with finite mixture models is that the likelihood function may sometimes
be unbounded in the parameter space. This is true for general Gaussian mixtures (with unstructured
heterogeneous dispersions) where it arises because there is no restriction against fitting mixtures with
degraded components, i.e., clusters with one or alternatively several near-identical observations and
singular (or near-singular) covariance matrices. In such cases, likelihood-based inference needs to pro-
ceed with caution. In one dimension, Hathaway (1985) suggested maximizing the likelihood function
over a restricted parameter space, with variances σ2k constrained to be σ
−2
k σ
2
j ≥ c > 0, for all k 6= j,
and showed existence of the global maximizer under this condition for any c. McLachlan and Peel
(2000) generalized this condition for higher dimensions by placing restrictions on the determinants of
the dispersion components (thus, |Σk|−1|Σj | ≥ c > 0, for all k 6= j), but noted the inconvenience of
this approach owing to the need to pre-specify c. Chen and Li (2008) and Li et al. (2008) suggested
penalizing the loglikelihood to prevent it from going to infinity. McLachlan and Peel (2000) how-
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ever suggested building on Kiefer (1978)’s results guaranteeing existence of a strongly consistent and
asymptotically efficient local maximizer even when the likelihood function is possibly unbounded in
the parameter space. Thus, they suggest using EM on an unconstrained normal mixture while ensuring
that the obtained solution is a local maximizer to which the algorithm actually converged. If there are
multiple local maxima, the solution should be carefully chosen ignoring spurious solutions (lying close
to the parameter space boundary). Usually, such solutions occur very rarely and are easily diagnosed
by the incidence of very few points in some components or observations lying in a lower-dimensional
subspace. In this paper, we adopt this strategy and choose the MLE to be the best (in terms of highest
likelihood) among all non-spurious solutions, each obtained after running the EM to termination from
different starting points.
2.1.4 Initialization of the EM algorithm
The EM algorithm is an iterative method and relies heavily on effective initialization of parameters
in the presence of multiple local maxima, as happens with likelihood functions for multi-component fi-
nite mixture models. Several approaches have been suggested in the literature – see Figueiredo and Jain
(2002) and Maitra (2009) for a detailed list of references and for examples of severely degraded perfor-
mance with improper initialization. While no method uniformly outperforms the others, our investiga-
tions have found that the model-based hierarchical clustering approach of (Banfield and Raftery, 1993)
integrated into R’s mclust package (Fraley and Raftery, 2006) performs best for Gaussian mixtures with
well-separated components while the emEM (Biernacki et al., 2003) or Rnd-EM algorithms (Maitra,
2009) work best for poorer-separated Gaussian mixtures.
2.2 Assessing Significance of Additional Components
Having discussed the main points of the EM approach to inference in finite Gaussian mixture mod-
els, we now develop the main testing framework and the results of this paper.
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2.2.1 A hypothesis-testing framework
Suppose that we wish to compare a K-component mixture model with a K∗-component mixture
model. At this point, we assume that all mixing densities have the same functional form and that
the K∗-component model is more complex than the K-component model. For the Gaussian mixtures
with unstructured dispersions used to showcase our methodological development and experiments, this
translates to K < K∗. Using the null (H0) and alternative (Ha) hypotheses to specify the simpler and
more complex model respectively, we have the testing scenario:
H0 : F ∈MK vs. Ha : F ∈MK∗ , (3)
where F ,MK andMK∗ respectively represent the true cumulative distribution function of the sample
and the space of all K− and K∗−component mixture models (with component densities of known
functional form).
Our proposed test statistic is the difference in optimized loglikelihoods for the two models:
δ(ϑˆ
(K)
n , ϑˆ
(K∗)
n ) = `K∗(ϑˆ
(K∗)
n )− `K(ϑˆ
(K)
n ),
which is also the usual LRTS. This is usually positive since a well-optimized loglikelihood function
of a more complex mixture is regularly no smaller than that of its simpler counterpart. Our goal is to
determine its significance under H0.
In deriving the null distribution, we introduce our fundamental assumption, ie, if H0 holds, then
so does the more complex model. Thus, we assume that if F = Fϑ(K) for Fϑ(K) ∈ MK , then
Fϑ(K∗) ∈MK∗ also fits the data well and therefore τFϑ(K) +(1−τ)Fϑ(K∗) also provides an adequate
fit. Alternatively in terms of densities, we have the following mixture of mixtures
g(x) ≡ τ
n∏
i=1
f (K)(xi) + (1− τ)
n∏
i=1
f (K
∗)(xi), (4)
where τ is an inestimable fixed parameter providing the relative weights of the two models. To best
reflect uncertainty, we use τ = 0.5.
The fundamental assumption (4) under H0 provides us with several advantages. For one, it ad-
dresses the concern towards testing-based approaches articulated in Ray and Lindsay (2008). From
a practical perspective, it allows us to calculate the correlation between the dependent vectors ϑˆ
(K)
n
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and ϑˆ
(K∗)
n . Most importantly, it keeps the derivation of the null distribution of ϑˆ
(K∗)
n and hence
δ(ϑˆ
(K)
n , ϑˆ
(K∗)
n ) tractable. To see this, note that the parameter estimates for each model present in
the mixture (4) are identical to those obtained for both models when considered separately. Indeed,
only the posterior probabilities, piiks change: under the model in (4), these probabilities are scaled to
be αpi(K)ik and (1 − α)pi(K
∗)
ik for the first- and second-term components of the mixture (of mixtures)
respectively, where α is the posterior probability that the sample came from the K-component model:
α = P (F ∈ MK |x). Thus, the information matrix under (4) can be derived similarly as in Sec-
tion 2.1.1 and is
I(ϑ(K),ϑ(K∗)) =
 α2IKK(ϑ(K)) α(1− α)IKK∗(ϑ(K),ϑ(K∗))
α(1− α)IK∗K(ϑ(K),ϑ(K∗)) (1− α)2IK∗K∗(ϑ(K∗))
 , (5)
where IKK and IK∗K∗ represent observed information matrices for the K- and K∗-component mod-
els when considered separately. However, the information matrix (5) is not necessarily of full rank
because the more complex K∗-component model carries substantial amount of information already
contained in the smaller K-component model. Same happens with the complete information analogue
of (5) and this needs to be accounted for while deriving the null distribution of δ(ϑˆ
(K)
n , ϑˆ
(K∗)
n ) which
we rewrite as δ(ϑˆn) with ϑˆn = (ϑˆ
′(K)
n , ϑˆ
′(K∗)
n )
′.
2.2.2 Null distribution of δ(ϑˆn)
We now state the main theorem of this paper.
Theorem 2.2. Let X1,X2, . . . ,Xn be a sample from the K-component mixture density (1). Let
ϑ = (ϑ′(K),ϑ′(K
∗))′ represent the vector of all parameters under K- and K∗-component models
where K∗ > K. Let ϑˆn be a MLE of ϑ. Assuming (4), let i(ϑ) be the observed information in
one observation about ϑ and ic(ϑ) be its complete information analogue. Then, write i−c (ϑ) = i−1cK(ϑ(K)) i−1cK(ϑ(K))icKK∗i−1cK∗(ϑ(K∗))
i−1cK∗(ϑ
(K∗))i′cKK∗i
−1
cK(ϑ
(K)) i−1cK∗(ϑ
(K∗))
 and let Λ1 be the diagonal ma-
trix of r positive eigenvalues of i−c (ϑ) with Γ1 being the matrix of corresponding eigenvectors. Also
letA = diag{−iK(ϑ(K)), iK∗(ϑ(K∗))}. Then,
δ(ϑˆn)
d→ δ(ϑ) + 1
2
r∑
i=1
diχ
2
1i, (6)
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where χ21i, i = 1, . . . , r are iid central-χ
2-random variables with one degree of freedom and di, i =
1, . . . , r are eigenvalues of the product matrix Λ1/21 Γ
′
1AΓ1Λ
1/2
1 .
Proof. The complete likelihood function corresponding to (4) is given by
Lc(x; Θ(K),Θ(K
∗)) =
∏
m∈{K,K∗}
(
τm
n∏
i=1
m∏
k=1
(
pi
(m)
k f
(m)
k (xi;θ
(m)
k )
)I(xi∈kthcluster|m))I(F∈Mm)
,
where τK ≡ τ and τK∗ ≡ 1− τ . Therefore upon taking τ = 1/2, the expected complete loglikelihood
function Q corresponding to the above can be written as
Q(x; Θ(K),Θ(K
∗)) = − log 2 +
∑
m∈{K,K∗}
αm
n∑
i=1
m∑
k=1
pi
(m)
ik (log pi
(m)
k + log f
(m)
k (xi;θ
(m)
k )),
with the posterior probabilities αm = P (F ∈ Mm|x), m ∈ {K,K∗} such that αK + αK∗ =
1 and pi(m)ik being usual posterior probabilities as defined in 2.1.1. The above can be written as
Q(x; Θ(K),Θ(K
∗)) = − log 2 + α∑ni=1 q(K)i + (1 − α)∑ni=1 q(K∗)i for α ≡ αK and qi as in 2.1.2.
As we can see, the resulting Q-function represents a mixture of Q(K) and Q(K
∗) corrected by − log 2.
Following standard results (e.g. Zacks (1971)), note that ϑˆn is a MLE of ϑ, so ∇Q(ϑˆn) =
∇Q(ϑ) + H(Q(ϑ˜n))(ϑˆn − ϑ) = 0 for a point ϑ˜n on the line segment between ϑˆn and ϑ, with
H denoting the Hessian of the function Q(·) with respect to the parameter vector ϑ. Thus, ∇Q(ϑ) =
−H(Q(ϑ˜n))(ϑˆn − ϑ). Note that −n− 12H(Q(ϑ˜n)) ≡ −n− 12H(Q(ϑ˜(K)n , ϑ˜
(K∗)
n )) and therefore
−n− 12H(Q(ϑ˜n)) = −n− 12H(αQ(K)(ϑ˜(K)n ) + (1 − α)Q(K
∗)(ϑ˜
(K∗)
n ) − log 2). From the Weak
Law of Large Numbers (WLLN), −n− 12H(Q(ϑ˜(K)n )) p→ icK(ϑ(K)) and −n−
1
2H(Q(K
∗)(ϑ˜
(K∗)
n ))
p→
icK∗(ϑ(K
∗)). Here, icK and icK∗ rerpesent matrices of complete information associated with one
observation under K- and K∗-component models. Therefore, − 1nH(Q(ϑ˜n))
p→ diag{αicK(ϑ), (1−
α)icK∗(ϑ)}. By the Multidimensional Central Limit Theorem (see e.g., Breiman (1992)), n− 12∇Q(ϑ) d→
N(0, ic(ϑ)), where ic is the complete information version of (5) given for one observation. Combin-
ing these results yields
√
n(ϑˆn − ϑ) d→ N(0, i−c (ϑ)), with the matrix i−c (ϑ) given by i−c (ϑ) = i−1cK(ϑ(K)) i−1cK(ϑ(K))icKK∗i−1cK∗(ϑ(K∗))
i−1cK∗(ϑ
(K∗))i′cKK∗i
−1
cK(ϑ
(K)) i−1cK∗(ϑ
(K∗))
. Now consider Taylor series ex-
pansion for the difference of loglikelihoods δ(θ). It follows that δ(θ) = δ(θˆn) +
[
∇δ(ϑˆn)
]′
(θ −
θˆn) + 12(θ − θˆn)′H(δ(ϑ˜n))Γ1(θ − θˆn). Clearly, ∇δ(θˆn) ≡ 0, which yields
δ(θˆn) = δ(θ)− 12(
√
n(θˆn − θ))′ 1
n
H(δ(ϑ˜n))
√
n(θˆn − θ).
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Note that−n− 12H(δ(ϑ˜n)) ≡ −n− 12H(δ(ϑ˜(K)n , ϑ˜
(K∗)
n )) = −n−
1
2H(`K∗(ϑ˜
(K∗)
n )−`K(ϑ˜
(K)
n )). From
the WLLN, −n− 12H(`K(ϑ˜(K)n )) p→ iK(ϑ(K)) and −n−
1
2H(`K∗(ϑ˜
(K∗)
n ))
p→ iK∗(ϑ(K∗)). Then, it
follows that − 1nH(δ(ϑ˜n))
p→ A, where A = diag{−iK(ϑ(K)), iK∗(ϑ(K∗))}. Noting that i−c (ϑ) is
not necessarily of full rank, we consider a spectral value decomposition of i−c (ϑ) = Γ1Λ1Γ
′
1, where
Γ1 = (γ1,γ2, . . . ,γr) with γi denoting the ith eigenvector of i
−
c (ϑ) corresponding to the ith positive
eigenvalue λi, i = 1, 2, . . . , r. Also Λ1 = diag {λ1, λ2, . . . , λr}. Using the above and
√
n(ϑˆn−ϑ) d→
N(0, i−c (ϑ)), we have δ(θˆn)
d→ δ(θ)+ 12Z ′GZ, whereZ ∼ N(0, Ir) andG = Λ
1
2
1 Γ
′
1AΓ1Λ
1
2
1 . Now
1
2Z
′GZ = 12W
′DW , withW = P ′Z, whereP andD = diag{d1, d2, . . . , dr} are from the spectral
decomposition of G ≡ PDP ′. Note that W ∼ N(0, Ir) and thus δ(ϑˆn) d→ δ(ϑ) + 12
∑r
i=1 diχ
2
1i,
and the theorem follows.
2.2.3 Estimating δ(ϑ) under H0
The quantity δ(ϑ) in (6) is unknown and needs to be evaluated underH0. We propose using a para-
metric bootstrap approach for estimating this. In particular, we simulate m replicated datasets under
H0, fit the simulated dataset under (4) and apply Theorem 2.2 to the test statistic δj(ϑˆnj) obtained from
each replicated dataset, j = 1, 2, . . . ,m. Thus δj(ϑˆnj)
d→ δ(ϑ) + 12
∑pj
i=1 bijχ
2
1ij , j = 1, 2, . . . ,m,
which upon combining with (6), yields
Fn ≡ δ(ϑˆn)− 1
m
m∑
j=1
δj(ϑˆnj)
d→ 1
2
p∑
i=1
biχ
2
1i −
1
m
m∑
j=1
1
2
pj∑
i=1
bijχ
2
1ij (7)
and thus the p-value of the test statistic δ(ϑˆn) is estimated using
Prob
Fn > δ(ϑˆobsn )− 1m
m∑
j=1
δj(ϑˆ
obs
nj )
 , (8)
where δ(ϑˆ
obs
n ) and δ(ϑˆ
obs
nj ) represent observed differences in loglikelihoods for the original and jth
bootstrapped datasets respectively. The p-value in (8) can be obtained using Davies (1980)’s AS155
algorithm which computes probabilities for linear combinations of χ2 random variables.
A few comments are in order. Note that δ(ϑ) ≥ 0: most likely, the inequality holds as we only
consider well-optimized loglikelihood functions. Therefore the test statistic δ(ϑˆn) is (asymptotically)
stochastically larger than 12
∑r
i=1 diχ
2
1i. Thus if the p-value of δ(ϑˆn) obtained assuming δ(ϑ) = 0
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in (6) is larger than some pre-specified significance level, we immediately accept H0 in the presence of
Ha without any bootstrapping. We also note that incorporating variability in the bootstrap estimation
of δ(ϑ) as in (8) means that small values of m can be used. In our experiments here, we used m = 10.
Although not implemented in this paper, we could also potentially adapt Besag and Clifford (1991)’s
exact Monte Carlo p-values which stops early if there is no evidence againstH0 but continues sampling
to provide a more finely graduated p-value otherwise. Finally, we emphasize that the derivations of
Theorem 2.2 do not rely specifically on the assumption of Gaussian mixtures and can be used for other
parametric mixture distributions as long as the corresponding regularity conditions are satisfied.
2.2.4 Power investigations
The general case being analytically intractable, we investigate power of the suggested testing proce-
dure in the context of testing a one-component Gaussian model (H0) versus a two-component Gaussian
mixture (Ha). The derivations are then tractable: when a one-component Gaussian model N(µ,Σ)
is fit to observations from a general K∗-component Gaussian mixture model of the form (1), the
MLEs of µ and Σ of the simpler model are µˆ =
∑K∗
k=1 pˆikµˆk and Σˆ =
∑K∗
k=1
(
Σˆk + µˆkµˆ
′
k
)
−∑K∗
k=1 pˆikµˆk
∑K∗
l=1 pˆilµˆ
′
l, where {µˆk, Σˆk, pˆik; k = 1, 2, . . . ,K∗} are MLEs for the K∗-component
model. This reduction affords the possibility of calculating the distribution of δ(ϑˆn) under Ha. In
particular, the optimized loglikelihood for the one-component model is given by `1(ϑ(1)(ϑ(K
∗))) =∑n
i=1 log φ(xi; µˆ, Σˆ), where ϑ
(1)(ϑ(K
∗)) denotes that ϑ(1) is a function of ϑ(K
∗). For K∗ = 2 writ-
ing pi1 ≡ pi (thus pi2 = 1 − pi), the MLE of µ and Σ when fitting the one-component model are
µˆ = pˆiµˆ1 + (1− pˆi)µˆ2 and Σˆ = pˆi(Σˆ1 − Σˆ2) + Σˆ2 + pˆi(1− pˆi)(µˆ1 − µˆ2)(µˆ1 − µˆ2)′. We thus have
the following
Result 2.3. For the model (4) with K = 1 and K∗ = 2, the gradient vector ∇qi = τ∇q(1)i + (1 −
τ)∇q(2)i , where ∇q(2)i is as in Result 2.1 and ∇q(1)i is the gradient vector of qi(ϑ(1)(ϑ(2))) w.r.t. ϑ(2)
with elements given by
∂q
(1)
i
∂pi
= −1
2
[
(1− 2pi)(µ1 − µ2)′Σ−1(µ1 − µ2) + tr
{
Σ−1(Σ1 −Σ2)
}]
+ (xi − µ)Σ−1(µ1 − µ2)
+
1
2
(xi − µ)′Σ−1
(
Σ1 −Σ2 + (1− 2pi)(µ1 − µ2)(µ1 − µ2)′
)
Σ−1(xi − µ),
95
∂q
(1)
i
∂µ′1
= −pi(1− pi)(µ1 − µ2)′Σ−1 + pi(xi − µ)′Σ−1
+
1
2
pi(1− pi){[(xi − µ)′Σ−1]⊗ [(xi − µ)′Σ−1]} [I ⊗ (µ1 − µ2) + (µ1 − µ2)⊗ I],
∂q
(1)
i
∂µ′2
= − ∂l
∂µ′1
+ (xi − µ)′Σ−1 and
∂q
(1)
i
∂Σk
= −1
2
pikG
′ {vec(Σ−1)− [Σ−1(xi − µ)]⊗ [Σ−1(xi − µ)]} , k = 1, 2.
Proof. See Section S-2.
Given the gradient vector ∇qi in Result 2.3, we can approximate the information matrix I(ϑ(2)).
The Hessian for the difference in loglikelihoods can be obtained usingH(`2(ϑ(2))−`1(ϑ(1)(ϑ(2)))) =
H(`2(ϑ(2)) −
(
∂ϑ(1)(ϑ(2))
∂ϑ(2)
)′
H(`1(ϑ(1))
(
∂ϑ(1)(ϑ(2))
∂ϑ(2)
)
, where
(
∂ϑ(1)(ϑ(2))
∂ϑ(2)
)
is the matrix of partial
derivatives of ϑ(1) taken with respect to ϑ(2).
To investigate power, we used the MixSim package in R to generate 2-dimensional 2-component
mixture distributions with different overlap values to index the difficulty of separation between two
components. Pairwise overlap (ωij) between any two components of a Gaussian mixture model is
defined in MixSim as the sum of their unweighted misclassification probabilities: thus, if the ith and
jth components are respectively Np(µi,Σi) and Np(µj ,Σj) with mixing proportions pii and pij , then
ωij = ωj|i+ωi|j where ωj|i = Pr
[
piiφ(X;µi,Σi) < pijφ(X;µj ,Σj) |X ∼ Np(µi,Σi)
]
and ωi|j is
defined analogously. We simulated random samples of size n from the realized 2-component mixture
distribution. Under Ha, δ(ϑ) can be obtained using the true parameter values. In order to find the
distribution under H0, we have to estimate δ(ϑ). We use the same idea based on parametric bootstrap
as in Section 2.2.3. Having two distributions of our statistic underH0 andHa, we use algorithm AS155
(Davies, 1980) in conjunction with an iterative algorithm to find a cut-off value for the pre-specified
type I error. Given this cut-off and the distribution of the test statistic underHa, we can readily compute
the corresponding power.
Figure 1 illustrates the results of our investigations into power for different choices of n and ωij =
0.001, 0.01, 0.1, 0.25, with (i, j) = (1, 2). The choice of ωij means that overlap (and thus clustering
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Figure 1 Power curves for testing one-component model versus two-component
mixture for different levels of overlap with sample sizes (a) 30, (b) 50
and (c) 100.
difficulty) ranged from the quite modest to the very substantial. For each setting, the power curves
reported are averages over 25 replications of the experiment. As expected, our testing procedure has
higher power with well-separated components than with mixtures having substantial overlap. This
happens even with for modest sample sizes of n = 30 (note that there are 11 estimable parameters in
a 2-component, 2-dimensional general Gaussian mixture model). Similarly, it is clear that increasing
sample size improves power across the board for all overlap settings.
2.3 Practical Utility of Methodology
2.3.1 A quantitation tool for assessing significance of components
In Section 2.2, we developed an approach for testing between any two ML-fitted solutions to finite
mixture models. The developed approach however provides more quantitative information in terms of
an universally understood and calibrated measure (the p-value) of each solution vis-a-vis the other. We
are thus led to a graphical tool representing p-values for different pairs of competing models. We call
this a quantitation map that provides the researcher with a quantitative measure summarizing evidence
in favor of complex models and against different simpler candidates. As a result, the researcher has
at his/her disposal a display of the strength of support for different complex models in terms of an
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universally understood quantity (the p-value) and can choose the best model taking into account the
goals of the model-fitting experiment. We illustrate this development further in Section 3.1.
2.3.2 Choosing number of components
In determining the optimal K in the mixture model, we have a few options. One common practice
in the testing-based approach (McLachlan and Peel, 2000) is to test sequentially K- versus K + 1-
component mixtures starting at K = 1 until the first failure to reject H0. Then we choose the K
from the H0 of the last test as the number of components. Despite its appealing simplicity, this ap-
proach is conservative with one obvious shortcoming: failure to reject K-component mixture versus
K + 1-component model does not necessarily imply that any further K∗-component solution is not
significantly better than the chosen K-component solution. An alternative is the more liberal approach
where we test sequentially for H0 : F ∈MK vs. Ha : F ∈MK∗ for K∗ > K until first rejection for
Ha : F ∈ MK∗o (say), or until K∗ equals some pre-specified Kmax. In case of a rejection, we repeat
the above process using H0 : F ∈ MK with K = K∗0 against more complex alternative models, and
continue until Kmax is met. K thus obtained is our choice for the number of components in the model.
A third possible option is to stop further testing after a pre-set number of consequent acceptances of
H0.
3 Experiments
In this section, we illustrate our quantitation map on some well-known classification datasets and
a simulation experiment. We also evaluate performance of our methodology in choosing the number
of components in a comprehensive assessment over several simulated datasets of many dimensions,
sample sizes, numbers of components and model complexity. In each case, model-based clustering
performance was evaluated in terms of Hubert and Arabie (1985)’s adjusted Rand measure (R ≤ 1,
with equality for a perfect match) between the true classification and the derived groupings.
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3.1 Illustrative Examples
3.1.1 Iris data
Our first illustration is on the celebrated Iris dataset (Anderson, 1935; Fisher, 1936) which measures
four variables (sepal length and width, petal length and width) on fifty observations each of three
species of Iris (I. setosa, I. versicolor and I. virginica). It is well-known (see Figure 2a, which displays
the two-dimensional projection pursuit classification for the dataset) that I. setosa is well-distinguished
from the other species, but I. virginica is less distinguishable from I. versicolor. Raftery and Dean
(2006) mention that their identification as separate species is based on additional information beyond
the petal and sepal lengths and widths (Anderson, 1935). Most clustering methodologies, unless very
liberal, find only two components in the dataset. However, it is known that if a three-component
Gaussian mixture model were fit to this dataset, then the resulting classification would have only five
I. versicolor observations misclassified in I. virginica and with the highest R than for the solutions
obtained at other Ks.
Figure 2b provides the quantitation map for the different K-component fitted Gaussian mixtures
for the data. Clearly, any K-component fit (for K = 2, 3, . . . , 7) is significantly better (p < 0.01)
than the fitted (one-component) Gaussian model. Similarly, any K-component fit (K = 3, 4, . . . , 7)
should be prefered over 2-component model. The graphical displays of Figure 2c–f visually support
these findings. In each case, we display the four-dimensional dataset in terms of the two-dimensional
projection pursuit classification of the derived groupings. Contour plots display the projections of the
estimated individual Gaussian components of the mixtures. Thus, we see that the 2-component solu-
tion (Figure 2c) provides two well-separated components. The 3-component solution (Figure 2d) also
provides well-separated components, but the distinction between the green and the crimson compo-
nents is less clear. Figure 2e and Figure 2f show that introducing additional components results in poor
separation of components. Thus, we would choose a three-component model as the best fit for the Iris
data. This example illustrates the utility of our quantitation map: while the graphical plots provide
qualitative displays, our map quantifies the support for the different EM solutions. Further, note that
Figures 2a,c,d,e,f use two-dimensional projections for ease of display: parallel coordinate plots (Insel-
berg, 1985; Wegman, 1990) of four-dimensional projection pursuit classifications (Figure S-1) show
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(f) K = 5,R = 0.732
Figure 2 Estimated mixture models (contour plots) and classifications for Iris ob-
tained for (a) the true classification and (c–f) derived classification for
different K. In each case, the results are displayed using two-dimen-
sional projection pursuit classification of the derived groupings. Char-
acters denote true classification in all plots, while color of plotting char-
acter indicates derived classification. (b) Quantitation map for assessing
significance of fitting different mixture models.
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similar trends.
3.1.2 Leptograpsus crabs data
This dataset (Campbell and Mahon, 1974) has measurements on five variables (frontal lip width,
rear width, carapace midline length, maximum carapace width and body depth) of 50 males and 50
females each of blue and orange crabs. Thus we would ideally find four possible groups in this dataset
– note that the two-dimensional projection pursuit classification displayed in Figure 3a and the four-
dimensional projection pursuit classification parallel coordinate plots in Figure S-2 show considerable
overlap between the four groups. Figure 3b provides our quantitation map for the different fitted K-
component models (K = 1, 2, . . . , 7). Clearly, any K-component mixture solution is significantly bet-
ter than fitting a solitary Gaussian distribution. This is confirmed by the displays in Figures 3c–f. The
quantitation map also indicates that a 3-component mixture provides a significantly better fit (p < 0.01)
than a 2-component mixture and that a 4-component mixture fits significantly better (p < 0.01) than
a 3-component mixture. The improvement in loglikelihood by adding a fifth component is not signifi-
cant (p > 0.10). Thus, while Figures 3e and f both indicate overlapping components, the quantitation
map provides us with a numerical measure which makes it possible to choose the most descriptive yet
parsimonious model. This leads us to choose four components for this dataset, which also provides us
with the clustering with the highestR-value.
3.1.3 Simulation example
Our last illustration is on 200 observations from a two-dimensional four-component Gaussian mix-
ture simulated using the MixSim package in R. This software generates p-dimensional K-component
mixture distributions to satisfy two characteristics, namely the average (ω¯) and maximum (ωˇ) pairwise
overlap measures (over all
(
K
2
)
pairs). We chose ω¯ = 0.05 and ωˇ = 0.10 for this experiment. This
corresponds to model-based clustering of considerable clustering difficulty. Moreover, since ωˇ is not
much more than ω¯, many pairs of groups contribute to this pairwise average ω¯. Figure 4 presents the
simulated dataset and results on fitting different K-component Gaussian mixtures. The quantitation
map for the fitted models is presented in Figure 4b and indicates that the four-component fit (Figure 4e)
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(f) K = 5,R = 0.732
Figure 3 Estimated mixture models (contour plots) and classifications for Crabs
obtained for (a) the true classification and (c–f) derived classification
for different K. Results are displayed adopting the same approach as
in Figure 2. (b) Quantitation map for assessing significance of fitting
different mixture models.
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Figure 4 Mixture models and classifications for a two-dimensional simulation
dataset of sample size 200 simulated from a four-component mixture
with ω¯ = 0.05 and ωˇ = 0.10 for (a) true classification and (c–f) derived
classifications for different K. Results are displayed using the same ap-
proach as in Figure 2. (b) Quantitation map for assessing significance of
fitting different mixture models.
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is significantly better (p < 0.01) than that of any model with fewer components. No higher-complexity
model significantly (p > 0.10) outperforms the K = 4 solution.
In this section, we have illustrated utility of our quantitation map on two standard classification and
one simulation datasets. We now comprehensively evaluate its performance in estimating K.
3.2 Estimating the Number of Components in Model-Based Clustering
Our experimental evaluations were performed on simulation datasets from K-component mixtures
generated using the MixSim package. Twenty-five mixture distributions were each generated for dif-
ferent combinations of (p,K, n) and (ω¯, ωˇ) and the methodology outlined in Section 2.3.2 was used
to determine the optimal K, with testing terminated upon three consecutive acceptances of H0, at
0.05 level of significance. The parameters (p,K, n) and (ω¯, ωˇ) governing our simulations are in Ta-
ble 1. We also report summaries of the number of clusters identified as well as the R-measures for
the groupings obtained using these optimally fitted models. As we can see from the table, the results
are very good. Performance is excellent for cases with well-separated clusters but degrades with in-
creased clustering complexity, especially in the case for high p, high K and modest n. This is perhaps
not very surprising given that there are 725 parameters required to be estimated for K = 11, p = 10
and n = 1, 000. Comparisons using eight other methods known to perform well in the literature are
reported in Table S-1 and Figures S-5 and S-6 in the supplement. It is clear that we are consistently
among the top performers in all cases. Our procedure was employed rather blindly, with a confidence
level α = 5%: we note that other confidence levels might result in different choices of K. This is
especially true for the cases with very substantial overlap (p = 5,K = 7, ω¯ = 0.05, ωˇ = 0.27) and
(p = 10,K = 11, ω¯ = 0.05, ωˇ = 0.44) and modest sample size (n = 1, 000). Of course, the full
benefit of our quantitation map is that it goes beyond choosing the number of components, providing
the researcher with a quantitative value and the ability to decide on a model based on the p-value.
We also evaluated performance in order to address the comments of Ray and Lindsay (2008) about
testing algorithms potentially identifying spurious clusters for large n. For this case, we took 25 p-
dimensional (p = 2, 5, 10) samples of size n = 10, 000 from a Gaussian distribution with arbitrary
dispersion structures. In each case (K∗ = 2, 3, . . . , 10), our testing scheme identified only one signifi-
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Table 1 Performance of the methodology in estimating number of clusters. The
top line provides the median number of detected clusters as well as the
corresponding interquartile range. The bottom line provides the median
of the Adjusted Rand index and also its interquartile range.
Parameters K = 7, p = 5 K = 11, p = 10
ω¯ 0.01 0.05 0.01 0.05
ωˇ 0.03 0.04 0.15 0.27 0.04 0.08 0.20 0.44
n = 1000
7(0) 7(0) 7(1) 6(1) 9(2) 9(2) 6(2) 6(1)
0.935(0.020) 0.928(0.021) 0.651(0.099) 0.672(0.106) 0.702(0.062) 0.692(0.124) 0.312(0.075) 0.345(0.078)
n = 5000
7(0) 7(0) 7(0) 7(0) 11(1) 11(1) 11(2) 10(1)
0.944(0.008) 0.938(0.006) 0.745(0.035) 0.738(0.048) 0.900(0.016) 0.895(0.076) 0.628(0.055) 0.615(0.047)
cant component at the 5% significance level. This provides evidence that our fundamental assumption
of (4) also holding under H0 has the potential to address their concerns.
4 Discussion
In this paper, we develop methodology for assessing significance in finite mixture models. Our
approach provides for a testing procedure between any two competing models. The LRTS is used
along with asymptotic theory to calculate its significance. We use this to develop a quantitation map
which allows for the researcher to obtain a comprehensive numerical understanding (in terms of an
universally understood measure – the p-value) for the support for different models. The power of our
testing procedure was examined for the relatively tractable case of testing one- versus two-component
models. The obtained results show that while the power of the test goes down with increasing overlap
(clustering complexity), it also increases for larger sample sizes. Our suggested methodology was
illustrated using some well-known classification and one simulation datasets. The quantitation map
tallies well with graphical illustrations and augments understanding by providing a numerical measure.
Thus, we provide a formal approach to quantifying significance in these models. We also used the
methodology for estimating K in over 400 simulation datasets. Our results indicate good performance
in a wide variety of settings for our procedure: we are uniformly among the top performers. It is
interesting to note that the relative superior performance vis-a-vis other competitors appears especially
more pronounced for datasets from less well-separated mixtures of higher dimensions and smaller
sample sizes. Our methodological development is based on large-sample theory: our experiments
show its applicability and good performance even for moderate sample sizes.
Several additional issues arise that are related to this work. For one, our methodology could po-
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tentially make it possible to cast the problem of variable selection as a testing problem, and similar
to the case of multiple linear regression, result in forward, backward and stepwise methods. Our ap-
proach could also potentially be used to detect the number of significant components in semi-supervised
clustering models (where some of the class/component information is known) and where use of the
information-criteria-based parsimonious methods is not clear. Further, it would be interesting to evalu-
ate performance for competing mixtures from different distributions. There is some scope for optimism
here since our derived methodology in Section 2 does not, except in the calculation of the specific infor-
mation matrices, rely on Gaussian mixtures: nevertheless, it would be interesting to study performance.
Thus, while our paper has made a valuable contribution to assessing and quantifying significance in fi-
nite mixture models, a number of extensions and developments meriting further attention remain.
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SUPPLEMENT TO “ASSESSING SIGNIFICANCE IN FINITE MIXTURE
MODELS”
A paper in preparation for submission to the Journal of the Royal Statistical Society: Series B
Ranjan Maitra and Volodymyr Melnykov
1 Some Notes on Matrix Operators and Derivatives
We review some important definitions and results related to matrix operators and derivatives here:
for more details, see Henderson and Searle (1979).
Definition. Given an m × n matrix X = (x1, . . . ,xn), define a vec operator as vec(X) =
(x′1, . . . ,x′n)′. Thus, vec(X) is a vector of length mn. If X = (x1, . . . ,xn) is a symmetric m ×m
matrix, then a vech operator is defined as vech(X) = (x11, . . . , xm1, x22, . . . , xm2, . . . , xmm)′. Thus,
vech(X) is a vector of length m(m+ 1)/2.
From the definition, vech operator is useful for taking derivatives with respect to symmetric matri-
ces. The explicit mathematical expressions for vec and vech operators are the following:
vec(X) =
m∑
i=1
n∑
j=1
xij(enj ⊗ emi ),
vech(X) =
m∑
i=1
m∑
j=1
xije
m(m+1)/2
(i−1)(m+1−i/2)+j−i+1,
where eni is defined as the column vector of length n with unity in its ith position and zeros everywhere
else (McCulloch, 1982). For a symmetric matrix X , both vec and vech operators are defined and are
related via the following relationships: (a) vec(X) = Gvech(X), where G is the unique matrix or
zeroes and ones that provides this equality and (b) vech(X) = Hvec(X), where H is generally a
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nonunique matrix. A specific feature of G is that it contains only one 1 in every row while the rest of
the elements are all zero. As an example of G, we consider the case of 3 × 3 symmetric matrix X .
Then,G is 9× 6 matrix given by
G =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1

.
Thus, this matrix is easy to construct and has an obvious pattern: row and column indices of any 1
in the matrix G correspond to the position numbers of the same element in vec(X) and vech(X)
respectively. Note that some rows of G are the same as they are associated with identical elements in
vec(X).
Another important result relates the vec operator to the Kronecker product and is given by
vec(ABC) = (C ′ ⊗A)vec(B), (1)
where A, B and C are matrices such that the product matrix ABC exists. This equality is a major
tool for taking derivatives with respect to matrices and vectors.
While formulas for derivatives of scalar and matrix functions with respect to nonsymmetric ma-
trices are widely available (Magnus and Neudecker, 1999), Dwyer (1967), we need special tools for
adjusting results for the cases of symmetric matrices. Such results are provided by McCulloch (1982)
in Theorems 1 and 2. According to Theorem 1 in that paper, in order to find the derivative of a scalar-
valued function with respect to a symmetric matrix, it is enough to obtain a regular result as for a
nonsymmetric matrix, we can apply a vec operator on it and premultiply it by G′. Theorem 2 there
generalizes Theorem 1 in that paper to the case of matrix-valued functions.
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These and some other results were used for obtaining MLEs, gradient vectors and Hessian matrices
in the paper. For detailed discussion of matrix differential calculus, we refer the reader to Magnus and
Neudecker (1999).
2 Proof of Result 2.3
Proof. For a two-component Gaussian model, f (K)(x) =
∑K
k=1 pikφ(x;µk,Σk) can be written as
f (2)(x) = piφ(x;µ1,Σ1) + (1− pi)φ(x;µ2,Σ2). (2)
As mentioned in Section 2.2.4, µ and Σ can be written as
µ = piµ1 + (1− pi)µ2 (3)
and
Σ = pi(Σ1 −Σ2) + Σ2 + pi(1− pi)(µ1 − µ2)(µ1 − µ2)′, (4)
where µ and Σ are the parameters of the Gaussian model Np(µ,Σ) with density
f (1)(x) = φ(x) = (2pi)−
p
2 |Σ|− 12 exp{−1
2
(x− µ)′Σ−1(x− µ)} (5)
and corresponding loglikelihood
`1(µ,Σ;x) = −p2 log(2pi)−
1
2
log |Σ| − 1
2
(x− µ)′Σ−1(x− µ). (6)
For the one-component model (5), there is no missing class information so that the corresponding
loglikelihood andQ functions are the same. Thus, for any observation xi, `1(µ,Σ;xi) = q
(1)
i with q
(1)
i
defined as in Section 2.2.4. In order to obtain the gradient vector ∇q(1)i , we need to find the following
derivatives: ∂q
(1)
i
∂pi ,
∂q
(1)
i
∂µ1
, ∂q
(1)
i
∂µ2
, ∂q
(1)
i
∂Σ1
and ∂q
(1)
i
∂Σ2
. For notational simplicity, we omit the subscript i in our
derivations for xi as well as for q
(1)
i .
We use the following results from Magnus and Neudecker (1999) in our derivations:
• if dXf(X) = tr{A′dXX}, then ∂f(X)∂X = A,
• dX log |X| = tr{X−1dXX} and
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• ∂xx′∂x = I ⊗ x+ x⊗ I
where dX implies taking the derivative with respect to the matrix X . Similarly, dx denotes the differ-
ential with respect to vector x while dx implies derivative with respect to scalar x.
Before finding derivatives, we consider differentials for the parameters of the one-component model
(5) taken with respect to the parameters of two-component model (2). The obtained results will simplify
our further calculations. Differentials for µ as in (3) are trivial: dpiµ = (µ1 − µ2)dpipi, dµ1µ =
pidµ1µ1, and dµ2µ = (1− pi)dµ2µ2; finally dΣ1µ and dΣ2µ both produce 0.
Now consider differentials of Σ as in 4:
dpiΣ = (Σ1 −Σ2 + (1− 2pi)(µ1 − µ2)(µ1 − µ2)′)dpipi,
dµ1Σ = pi(1− pi)((dµ1µ1)µ′1 + µ1dµ1µ′1 − (dµ1µ1)µ′2 − µ2dµ1µ′1),
and similarly
dµ2Σ = pi(1− pi)((dµ2µ2)µ′2 + µ2dµ2µ′2 − (dµ2µ2)µ′1 − µ1dµ2µ′2).
Finally, dΣ1Σ = pidΣ1Σ1 and dΣ2Σ = (1− pi)dΣ2Σ2.
Having derived these expressions, we can now obtain all necessary derivatives. Note that the log-
likelihood expression in (6) contains two terms that involve parameters.
First, we find derivatives of log |Σ| with respect to pi, µ1, µ2, Σ1 and Σ2. Trivially,
∂ log |Σ|
∂Σ1
= piΣ−1 and
∂ log |Σ|
∂Σ2
= (1− pi)Σ−1.
Using results for the trace of a matrix, we now obtain
dµ1 log |Σ| = tr{Σ−1dµ1Σ} = pi(1− pi)tr{Σ−1((dµ1µ1)µ′1 − (dµ1µ1)µ2′ + µ1dµ1µ′1 − µ2dµ1µ′1)}
= 2pi(1− pi)(µ1 − µ2)′Σ−1dµ1µ1
and thus
∂ log |Σ|
∂µ1
= 2pi(1− pi)Σ−1(µ1 − µ2).
Similarly we obtain
∂ log |Σ|
∂µ2
= −∂ log |Σ|
∂µ1
.
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Further
dpi log |Σ| = tr{Σ−1dpiΣ} = tr{Σ−1(Σ1 −Σ2 + (1− 2pi)(µ1 − µ2)(µ1 − µ2)′)dpipi}
= ((1− 2pi)(µ1 − µ2)′Σ−1(µ1 − µ2) + tr{Σ−1(Σ1 −Σ2)})dpipi
and consequently
∂ log |Σ|
∂pi
= (1− 2pi)(µ1 − µ2)′Σ−1(µ1 − µ2) + tr{Σ−1(Σ1 −Σ2)}.
Now consider taking derivatives of (x − µ)′Σ−1(x − µ) with respect to pi, µ1, µ2, Σ1 and Σ2.
Using dΣ1(x− µ)′Σ−1(x− µ) = −pi(x− µ)′Σ−1(dΣ1Σ1)Σ−1(x− µ) and (1) provides
∂(x− µ)′Σ−1(x− µ)
∂Σ1
= −pi([(x− µ)′Σ−1]⊗ [(x− µ)′Σ−1])
∂(x− µ)′Σ−1(x− µ)
∂Σ2
= −(1− pi)([(x− µ)′Σ−1]⊗ [(x− µ)′Σ−1])
Also, using dµ1(x−µ)′Σ−1(x−µ) = −2(x−µ)′Σ−1pidµ1µ1−pi(1−pi)(x−µ)′Σ−1((dµ1µ1)(µ1−
µ2)′ + (µ1 − µ2)dµ1µ1)Σ−1(x− µ) and (1) leads us to the expression:
∂(x− µ)′Σ−1(x− µ)
∂µ′1
= −2pi(x− µ)′Σ−1 − pi(1− pi)([(x− µ)′Σ−1]
⊗ [(x− µ)′Σ−1])(I ⊗ (µ1 − µ2) + (µ1 − µ2)⊗ I)
and similarly the derivative with respect to µ2 is obtained as:
∂(x− µ)′Σ−1(x− µ)
∂µ′2
= −2(1− pi)(x− µ)′Σ−1 − pi(1− pi)([(x− µ)′Σ−1]
⊗ [(x− µ)′Σ−1])(I ⊗ (µ2 − µ1) + (µ2 − µ1)⊗ I).
Finally dpi(x− µ)′Σ−1(x− µ) = −2(x− µ)Σ−1dpiµ− (x− µ)′Σ−1(dpiΣ)Σ−1(x− µ) yielding
∂(x− µ)′Σ−1(x− µ)
∂pi
= −2(x− µ)Σ−1(µ1 − µ2)− (x− µ)′Σ−1(Σ1 −Σ2
+ (1− 2pi)(µ1 − µ2)(µ1 − µ2)′)Σ−1(x− µ).
Combining the obtained derivatives and adjusting for symmetry where necessary proves Result 2.3.
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3 Illustrations on Classification Datasets
In this section, we provide additional illustrations for the classification datasets Iris (Anderson
(1935), Fisher (1936)) and Crabs (Campbell and Mahon, 1974) considered in the manuscript. We also
compare performance with some of the model selection strategies that have been shown to perform
well in the literature.
3.1 Iris Data
Figure 1 illustrates four-dimensional projection pursuit classification on the Iris dataset (Anderson,
1935; Fisher, 1936) for mixtures fitted with different numbers of components using parallel coordinate
plots. For a two-component mixture, Figure 1c shows that the red and green clusters are clearly sep-
arated; this explains the highly significant first row of the quantitation map and provides an idea as to
why practically all methods prefer the two-component fitted mixture over a one-Gaussian-component
model. Figure 1d, suggests that blue and red components are distinct but lie close to each other and
therefore a three-component model is not an easy choice; this also explains the moderately significant
p. The three-component solution (Figure 1c) provides very similar displays as the true grouping (Fig-
ure 1a). Figures 1e,f display solutions for fitted 4- and 5-component models. Not all the components in
both these display appear well separated. Indeed, the quantitation map suggests that these fitted models
are not significant and we are led to the 3-component model. Among other model selection criteria,
BIC, QBIC and ICLC picked the fitted two-component Gaussian mixture model while QAIC barely
picked up the correct three-component mixture.
3.2 Leptograpsus Crabs Data
Figure 2 illustrates five-dimensional projection pursuit classifications on Crabs dataset (Campbell
and Mahon, 1974) using parallel coordinate plots. Figure 2c shows that the fitted two-component
solution produces two very well separated clusters and is preferred over a solitary Gaussian distribution,
as per our quantitation map(Figure 2b). The fitted three-component mixture (Figure 2d) also has well-
separated components. The four-component model (2e) also has somewhat clear separation between
its components, indeed our quantitation map tells us that it is significant. Once again, Figures 2b
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(a) True classification
1
2
2
3
3
4
4
5
5
6
6
7
< 0.01
0.01 − 0.02
0.02 − 0.03
0.03 − 0.04
0.04 − 0.05
0.05 − 0.06
0.06 − 0.07
0.07 − 0.08
0.08 − 0.09
0.09 − 0.10
> 0.10
(b) quantitation map (c) K = 2,R = 0.568
(d) K = 3,R = 0.904 (e) K = 4,R = 0.840 (f) K = 5,R = 0.732
Figure 1 Iris dataset illustrated using parallel coordinate plots of four-di-
mensional projection pursuit classification projections (color indicates
classes) of the (a) true classification and (c–f) fitted K-component solu-
tions along with the (b) quantitation map.
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and e are very similar implying that our obtained solution is close to the true classification; this is
also supported by the fact that the highest R is attained for the fitted 4-component solution. Figure2f
represents a 5-component mixture which clearly indicates that barely distinguishable cyan cluster does
not provide substantial clustering information in addition to that already contained in 4-component
solution. Thus, our projection pursuit parallel coordinate plots just validate the comments on theCrabs
dataset discussed using two-dimensional projection pursuit scatter and contour plots in the paper. We
are led to a 4-component model using our strategy. Among the competitors, BIC barely prefers the
correct 4-component model (with a difference of less than 3 – thus, as per McLachlan and Peel (2000),
the 3-component should be deemed adequate). QAIC also chooses 4 clusters while QBIC prefers just
one component and ICLC picks up a three-component solution.
4 Assessing the Number of Components in Finite Mixture Models
We present here performance evaluations of our method in estimating the number of components in
a mixture relative to some other methods shown to perform well in the literature. Table 1 summarizes
the results and reports the median number of selected components over 25 replications at each setting,
with interquartile ranges in parenthesis as well as the median R index and corresponding interquartile
range. The boxplots of R indices for groupings obtained using the models selected via the different
methods are provided in Figures 3 and 4. In the figures, AvOverlap reports the average overlap ω¯ while
VarCoef reflects the coefficient of variation between ω¯ and ωσ, where ωσ is the standard deviation of the
pairwise overlaps ωij defined in Section 2.2.4 and is an alternative way of representing the pair (ω¯, ωˇ).
We use this representation in the figures solely in order to be able to use the plotting features of the
ggplot2 package in R. Thus a high value of ωσ results in higher values of the coefficient of variation and
is related to a higher value of ωˇ and means that not many pairs of components contribute substantially
to the value of ω¯. A smaller value of VarCoef similarly implies that several pairs contribute to the ω¯
value.
Table 1 shows that in our experiments AIC kept its reputation of being overly liberal, always over-
estimating the number of components in the model while BIC performed creditably in the cases with
large sample sizes or when clusters were well-separated. On the other hand, Quadratic AIC (QAIC)
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(a) true classification
1
2
2
3
3
4
4
5
5
6
6
7
< 0.01
0.01 − 0.02
0.02 − 0.03
0.03 − 0.04
0.04 − 0.05
0.05 − 0.06
0.06 − 0.07
0.07 − 0.08
0.08 − 0.09
0.09 − 0.10
> 0.10
(b) quantitation map (c) K = 2,R = 0.496
(d) K = 3,R = 0.678 (e) K = 4,R = 0.818 (f) K = 5,R = 0.732
Figure 2 Crabs data illustrated using parallel coordinate plots of the five-di-
mensional projection pursuit classification projections (color indicates
classes) of the (a) true classification and (c–f) fitted K-component solu-
tions along with the (b) quantitation map.
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showed the best overall performance for 5-dimensional 7-component mixtures, being able to detect the
correct number of components even when overlap was higher. Surprisingly, its performance degraded
dramatically in ten dimensions and more complicated mixtures. (Note that because of inbuilt com-
putational constraints in the QuadRisk software supplied with Ray and Lindsay (2008) which limits
the sample size to no more than 2,500, we were not able to evaluate performance using the quadratic
risk-based methods for the n = 5, 000 datasets.) QBIC performs very similarly to QAIC; however,
its performance is not as good when the mixture models have substantially overlapping components.
MIRC works well for large sample sizes and lower overlap between components. For higher over-
laps, it prefers models with the smallest number of components, which by construction of the criterion
is the two-component model. The Laplace-Empirical Criterion (LEC) was also used in our compar-
isons. This method presented a challenge in that the observed information matrix of any model with
too many components can be near-singular, producing values of −∞Windham and Cutler (1992). In
our experiments in such cases, we settled for the lowest finite value in determining optimal K. LEC’s
performance was substantially poorer for large dimensions, larger K and large n. We also compared
performance with two entropy-based measures – the CLC and the ICLC. The CLC performed well for
the 7-component mixtures when n was large. In other cases, it tended to overestimate K. On the other
hand, ICLC did substantially better with its performance mimicking BIC.
Table 1 and Figures 3 and 4 show that using our quantitation map to estimate K demonstrated
the best overall performance. QAIC did outperform our method by a small margin in some cases, but
generally speaking, the procedure worked very well. The case where our method was outperformed
is for K = 7, p = 5 with sample size n = 1, 000 and ωˇ = 0.27. (This problem went away in
higher dimensions only because the performance of the competing methods was so much poorer.)
However, we should note that the maximum overlap of 0.27 is very high and our method based on
detecting significant improvements was unable to choose the 7-component model. We also remark that
the application of our procedure here was based on testing for three consecutive acceptances at the
5% level of significance. In a real-world application, we would not be using this method so blindly,
rather our quantitation map would provide a p-value indicating support for the many pairs of competing
models, from which the practitioner could choose the one most appropriate looking at the p-values. Of
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Table 1 Performance of different approaches in assessing the number of compo-
nents for finite mixture models. The top line provides the median number
of detected components as well as the corresponding interquartile range.
The bottom line provides the median ofR and its interquartile range.
Parameters K = 7, p = 5 K = 11, p = 10
ω¯ 0.01 0.05 0.01 0.05
ωˇ 0.03 0.04 0.15 0.27 0.04 0.08 0.20 0.44
n
=
1
,
0
0
0
AIC 9(1) 10(1) 10(1) 10(1) 13(2) 13(2) 12(2) 13(2)0.880(0.037) 0.865(0.045) 0.670(0.062) 0.640(0.066) 0.789(0.070) 0.772(0.077) 0.336(0.093) 0.351(0.051)
BIC 7(0) 7(0) 5(1) 5(0) 4(1) 4(0) 2(0) 2(0)0.936(0.017) 0.931(0.021) 0.595(0.114) 0.576(0.122) 0.386(0.098) 0.385(0.037) 0.091(0.035) 0.116(0.040)
QAIC 7(0) 7(0) 7(0) 7(1) 1(0) 1(0) 1(0) 1(0)0.935(0.020) 0.931(0.021) 0.706(0.084) 0.687(0.061) 0(0) 0(0) 0(0) 0(0)
QBIC 7(0) 7(0) 6(2) 6(1) 1(0) 1(0) 1(0) 1(0)0.935(0.020) 0.931(0.021) 0.634(0.142) 0.618(0.105) 0(0) 0(0) 0(0) 0(0)
MIRC 6(3) 6(1) 2(0) 3(1) 2(1) 2(0) 2(0) 2(0)0.822(0.331) 0.742(0.139) 0.191(0.085) 0.287(0.171) 0.145(0.035) 0.143(0.027) 0.098(0.032) 0.116(0.036)
LEC 10(1) 9(2) 10(1) 10(1) 11(1) 11(1) 10(1) 9(1)0.889(0.038) 0.886(0.061) 0.660(0.053) 0.636(0.079) 0.758(0.092) 0.731(0.060) 0.326(0.100) 0.321(0.087)
CLC 9(1) 10(1) 10(1) 10(1) 14(1) 14(0) 14(0) 14(0)0.893(0.036) 0.876(0.043) 0.675(0.053) 0.633(0.062) 0.759(0.098) 0.732(0.088) 0.321(0.042) 0.336(0.055)
ICLC 7(0) 7(0) 5(2) 5(1) 4(1) 4(1) 1(0) 1(0)0.935(0.022) 0.928(0.024) 0.528(0.175) 0.520(0.152) 0.386(0.125) 0.393(0.057) 0(0) 0(0)
Method 7(0) 7(0) 7(1) 6(1) 9(2) 9(2) 6(2) 6(1)0.935(0.020) 0.928(0.021) 0.651(0.099) 0.672(0.106) 0.702(0.062) 0.692(0.124) 0.312(0.075) 0.345(0.078)
n
=
5
,
0
0
0
AIC 9(2) 9(2) 9(2) 9(1) 14(1) 14(1) 14(1) 14(1)0.927(0.049) 0.910(0.024) 0.734(0.042) 0.714(0.035) 0.893(0.017) 0.883(0.017) 0.639(0.019) 0.626(0.029)
BIC 7(0) 7(0) 7(0) 7(0) 11(0) 11(0) 8(1) 8(1)0.944(0.008) 0.938(0.006) 0.755(0.038) 0.746(0.040) 0.912(0.013) 0.903(0.014) 0.485(0.077) 0.551(0.061)
MIRC 7(0) 7(1) 2(1) 2(1) 11(1) 9(2) 2(1) 2(1)0.944(0.008) 0.931(0.133) 0.244(0.199) 0.233(0.153) 0.900(0.094) 0.752(0.128) 0.113(0.085) 0.142(0.106)
LEC 6(0) 6(0) 10(1) 10(2) 3(1) 3(0) 6(9) 13(9)0.822(0.027) 0.818(0.060) 0.713(0.027) 0.720(0.047) 0.245(0.118) 0.280(0.043) 0.442(0.303) 0.594(0.278)
CLC 7(1) 7(1) 7(0) 6(0) 14(0) 14(0) 14(1) 12(4)0.940(0.007) 0.936(0.007) 0.745(0.045) 0.675(0.050) 0.888(0.009) 0.876(0.018) 0.641(0.017) 0.630(0.034)
ICLC 7(0) 7(0) 6(2) 6(1) 11(0) 11(1) 6(3) 8(1)0.944(0.008) 0.938(0.006) 0.661(0.157) 0.655(0.156) 0.912(0.013) 0.898(0.058) 0.364(0.204) 0.537(0.086)
Method 7(0) 7(0) 7(0) 7(0) 11(1) 11(1) 11(2) 10(1)0.944(0.008) 0.938(0.006) 0.745(0.035) 0.738(0.048) 0.900(0.016) 0.895(0.076) 0.628(0.055) 0.615(0.047)
course, if some clusters were known to be a priori poorly-separated, the Type I error may be chosen
to be set at a higher value. Thus, our procedure, unlike the other approaches considered, relies on the
desired level of confidence natural for any testing procedure.
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MODEL-BASED SEMI-SUPERVISED CLUSTERING
A paper in preparation for submission to Biometrics
Volodymyr Melnykov, Wei-Chen Chen and Ranjan Maitra
Abstract
Semi-supervised clustering attempts observations in a scenario where the group identities of some
are available. This paper provides a mixture model-based approach to this problem. Model parameters
are estimated using the expectation-maximization (EM) algorithm, for which initialization strategies
are provided. Different approaches to estimating the number of components are investigated: a signif-
icance testing-based approach is found to be the best performer. The methodologies developed in this
paper are illustrated on two classification datasets and extensively evaluated on datasets simulated un-
der a wide range of settings. Finally, the methodology is applied to perform semi-supervised clustering
of diurnal expression levels of similarly-acting genes associated with starch synthesis and degradation.
Some of these genes have been extensively studied and are known to be co-regulated: these form the
labeled observations in our application.
1 Introduction
There are many statistical methods on clustering where the goal is to group observations in the
data into homogeneous groups such that the groups are all distinct from the other (Everitt et al., 2001;
Fraley and Raftery, 2002; Hartigan, 1985; Kaufman and Rousseuw, 1990; Kettenring, 2006; McLach-
lan and Basford, 1988; Murtagh, 1985; Ramey, 1985). However, there has been very scant attention
in the statistical literature paid to the issue of semi-supervised clustering, where the goal is also to
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partition the data into homogeneous groups, but the group memberships of some of the observations
is known. There are several situations where this may happen: for instance it may be that labeling all
observations is expensive or impractical, or the available labels are a consequence of some auxiliary
information available through other sources for a subset of the dataset. While there are several appli-
cations where this situation arises (eg, genetics (Wang et al., 2003), speech recognition and acoustics
(Huang and Hasegawa-Johnson, 2009), or video and image analysis Gupta et al. (2008)), we introduce
the topic through the issue of grouping similarly-acting genes in the diurnal cycle of starch synthesis
and degradation in Arabidopsis L. Heynth which will serve as the showcase application of this paper.
1.1 Identifying Similarly-Acting Genes in the Diurnal Starch Cycle of a Plant
Starch is a major industrial commodity as well as a major source of calories in the human diet (Jobling,
2004). It is also the most widely-stored form of carbon in the plant, however, its processes and path-
ways is not completely understood. The two are integrated processes in Arabidopsis with rates of
occurrence related to the duration of day and night. Leaves of these plants are similar in chemical
structure and composition to other crops so that understanding the former can provide greater clarity
of the processes in the plastids of living cells (Zeeman et al., 2002; Smith et al., 2003). Many of the
genes in the Arabidopsis genome sequence encode enzymes potentially involved in starch synthesis
and degradation. One approach to understanding is to correlate changes in their abundance levels with
the diurnal cycle and to group their functionality. Microarray technology permits such measurement:
our dataset, obtained from the European Arabidopsis Stock Centre website http : //nasc.nott.ac.uk,
is from a Affymetrix ATH1 microarray chip measuring abundance levels of 22,810 genes from plants
exposed to equal periods of light and darkness in the diurnal cycle. Leaves were harvested at eleven
time-points, at the start of the experiment (end of the light period) and subsequently after 1, 2, 4, 8 and
12 hours of darkness and light each.
Smith et al. (2004) state that the functionality of some of these genes is known from extensive
studies done in other species, but there is great uncertainty about others. For instance, the plastid (P)
is where the subcellular targeting information of PGI1, PGM1, APLs, AGPase and STSs is encoded,
while it is the cytosol (C) for GLS1, DPE2, PHS2, etc. For a few other genes such as BAM5, AGL2,
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the subcellular targeting location is secreted (S), i.e. it lies outside the cell membrane but within the cell
wall. These constitute labeled information for some of these genes and our objective is to find which
genes act in concert in the synthesis and degradation of starch in the diurnal cycle using the labeled
and unlabeled data. We are therefore in a semi-supervised clustering framework. We return to this
application in Section 4.
There is some work on semi-supervised clustering in the applied sciences and engineering liter-
ature. Basu et al. (2004), Shental et al. (2003), Lu and Leen (2005) introduce pairwise relations in
describing connections between any two observations: the relationship is called positive with observa-
tions are believed to belong to the same cluster and negative otherwise. Other methods (Basu et al.,
2002, 2004; Inoue and Ueda, 2003; Shental et al., 2003) have proposed to adapt the k-means algorithm.
In the statistics literature, the only work is by Pan and Shen (2006) who extended the variable selec-
tion procedure of Pan et al. (2006) for model-based semi-supervised clustering for the restricted case
under a common diagonal dispersion matrix for all components. They were also the first (and only
authors) in addressing the case that the labeled information may not necessarily have representation
from all classes and the number of components itself may need to be estimated: for this, they propose
penalizing the log likelihood of the fitted model with a function of the number of components.
In this paper, we formally introduce a model-based approach to semi-supervised clustering using
a finite mixture model. The expectation-maximization (EM) algorithm can then be set up to estimate
the parameters: we also discuss and investigate some approaches to its initialization. An advantage of
likelihood-based estimation approaches is the ability to assess variability in the estimated parameters
through the estimated information matrix, which we also outline in this paper. We also investigate per-
formance of several parsimony-based criteria and testing-based approaches for estimating the number
of clusters in the dataset. Each of these issues is addressed in Section 2. The methodology developed
and discussed in Section 2 are evaluated very extensively on a range of simulation experiments in Sec-
tion 3. The gene expression dataset introduced in Section 1.1 is analyzed in Section 4. While the main
paper concludes with some discussion in Section 5, we note that we also have a supplement provid-
ing expanded derivations, and further detailed experimental illustrations and performance evaluations.
Sections, figures and tables in the supplement referred to in the main paper are labeled with the prefix
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“S-”.
2 Methodology
Let X(n) = (X1,X2, . . . ,Xn) represent a sample of n independent p-dimensional observations
from the mixture model f(x;ϑ) =
∑K
k=1 pikfk(x;ϑk), where fk(x;ϑk), k = 1, 2, . . . ,K is the kth
component density parameterized by the parameter vector ϑk and pik (0 ≤ pik ≤ 1;
∑K
k=1 pik = 1) is
the prior probability that an observation belongs to the kth group. Additionally, we assume (without
loss of generality) that the first m observations are labeled, i.e. the components or groups from where
they arise are completely known. Thus, letting Zi denote the component from where each Xi arises,
we have a separate set of class indicators for the observations X(m) = (X1,X2, . . . ,Xm) given
by Z(m) = (Z1, Z2, . . . , Zm)′, where each Zi ∈ {1, 2, . . . ,K}. Our goal is to obtain predictions
for (Zm+1, Zm+2, . . . , Zn)′. Note that the functional form of fk is typically assumed to be known,
but the parameter vector, ϑk, is typically unknown and may need to be estimated in order to predict
Zm+1, Zm+2, . . . , Zn. The number of components K is also not known in advance and may need to be
estimated.
2.1 Parameter Estimation via the EM Algorithm
For any given K, the likelihood of the observations is then given by
L(X(n),Z(m);ϑ
(K)) =
m∏
i=1
K∏
k=1
[pikfk(Xi;ϑk)]
1(Zi=k)
n∏
i=m+1
K∑
k=1
pikfk(Xi;ϑk) (1)
where ϑ(K) ≡ (pi1, pi2, . . . , piK ,ϑ′1,ϑ′2, . . . ,ϑ′K)′ and 1(·) represents an indicator function that is equal
to unity when the argument holds and zero otherwise. As with (unsupervised) model-based clustering,
direct maximization of (1) is intractable for all but the most trivial of cases. The specification of (1)
readily points to application of the EM algorithm (Dempster et al., 1977; McLachlan and Krishnan,
1997) with the group labels Zi’s of the unlabeled observations as the missing information.
In deriving the EM algorithm, note that if all labels were observed, the log likelihood of the
observations in the complete dataset would be `c(X(n),Z(n);ϑ) =
∑n
i=1
∑K
k=1 1(zi=k)[log pik +
log fk(Xi;ϑk)]. Since the labels are not all observed, we take expectation of the above with respect
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to the observations X(n) and Z(m), and evaluated at the current (sth iteration) parameter values ϑ(s)(K).
This expression, historically designated as the Q function, and is given in this case by
Q(ϑ;x(n), z(m)) =
m∑
i=1
{log pizi + log fzi(xi;ϑzi)}+
n∑
i=m+1
K∑
k=1
pi
(s)
ik {log pik + log fk(xi;ϑk)} ,
(2)
where pi(s)ik , i = m+ 1,m+ 2, . . . , n is the probability that the unlabeled observation xi belongs to the
kth cluster given the observations. This probability is updated at the E-step as
pi
(s)
ik = Prob{Xi ∈ k − th cluster |Xi;ϑ(s−1)} =
pi
(s−1)
k fk(xi;ϑ
(s−1)
k )∑K
k′=1 pi
(s−1)
k′ fk′(xi;ϑ
(s−1)
k′ )
. (3)
At the M-step, the Q-function (2) is maximized with respect to ϑ. If the solution for the M-step is not
available in closed form, the Q-function has to be optimized numerically.
The mixture of multivariate Gaussians with unstructured covariance matrices is not only the most
common model, but is also one of the most complicated (Chen and Li, 2008). In the specific derivations
for our paper, we also use the normal mixture given by f(x;ϑ) =
∑K
k=1 pikφ(x;µk,Σk), where
µk and Σk represent respectively the mean vector and covariance matrix of the kth component with
probability density function given by φ(x;µk,Σk) = (2pi)
− p
2 |Σk|− 12 exp{−12(x−µk)′Σ−1k (x−µk)}.
In this setup, the Q-function is given by
Q(ϑ;x(n), z(m)) =
m∑
i=1
{
log pizi −
1
2
log |Σzi | −
1
2
(xi − µzi)′Σ−1zi (xi − µzi)
}
− pn
2
log 2pi
+
n∑
i=m+1
K∑
k=1
pi
(s)
ik
{
log pik − 12 log |Σk| −
1
2
(xi − µk)′Σ−1k (xi − µk)
}
with the corresponding E-step following directly from (3) and M-step solution provided by
pi
(s)
k =
1
n
(
m∑
i=1
1(zi=k) +
n∑
i=m+1
pi
(s)
ik
)
, µ
(s)
k =
∑m
i=1 1(zi=k)xi +
∑n
i=m+1 pi
(s)
ik xi∑m
i=1 1(zi=k) +
∑n
i=m+1 pi
(s)
ik
,
and
Σ(s)k =
∑m
i=1 1(zi=k)(xi − µ(s)k )(xi − µ(s)k )′ +
∑n
i=m+1 pi
(s)
ik (xi − µ(s)k )(xi − µ(s)k )′∑m
i=1 1(zi=k) +
∑n
i=m+1 pi
(s)
ik
.
The E- and M-steps are iterated until convergence, upon which the obtained parameter ϑˆ is the MLE
for the log likelihood function (1) of the observations for the mixture of Gaussians.
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2.1.1 Initialization
The EM algorithm, being an iterative algorithm, is very sensitive to good initialization (Figueiredo
and Jain, 2002; Maitra, 2009). While several methods exist for unsupervised clustering and finite
mixture model estimation (Maitra and Melnykov, 2009b) have shown that the hierarchical-clustering-
based approach of Banfield and Raftery (1993), implemented in the R package mclust (Fraley and
Raftery, 2006) performs well when clusters are well-separated. Otherwise, emEM (Biernacki et al.,
2003) and Rnd-EM (Maitra, 2009) share the honors for the best-performer. The em-EM algorithm
starts at several “valid” (in terms of finite log likelihood) random points and runs the “short” EM
algorithm for each until some preliminary lax convergence criterion is satisfied. The best of these starts
(in terms of highest log likelihood) initializes the “long” EM which is run up to convergence using the
desired (strict) criteria. The total overall number of “short” EM iterations is controlled. The slightly
modified Rnd-EM (Maitra, 2009) does not run the “short” EM iterations at all, instead starting the
“long” EM at the best of the random starts (whose number is therefore equivalent to the number of
“short” EM steps).
In the semi-supervised clustering context, it is not immediately clear how to adapt the hierarchical
clustering-based initialization: emEM and Rnd-EM can however be easily extended. In both cases,
how the random points to start the “short” EM are chosen needs modification: the “long” EM proceeds
similarly as before. For the former, suppose that there areM ≤ K groups represented among the labels
Z(m) We propose initializing the centers of clusters with the M clusters represented in the labeled data
through their corresponding averages, obtained from these observations. The remainingK−M cluster
centers are chosen randomly from among the unlabeled observations. Thus, we have K proposed
initial cluster centers. If any of the M clusters has at least p + 1 labeled representatives, then the
corresponding initializing dispersions are estimated from them. Otherwise, all unlabeled observations
are assigned to the cluster with the closest (in Euclidean distance) center, and the remaining initializing
random dispersions and mixing proportions obtained. These random starts are input into the emEM
and Rnd-EM algorithms modified for semi-supervised clustering, which we have used throughout in
our cmoputations for this paper.
There are two benefits that the modified emEM or Rnd-EM have relative to their unsupervised
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clustering counterparts. Especially when clusters overlap considerably, labeled observations can sub-
stantially improve the initial estimation of cluster center. Labeled observations can also guide cluster
means from wandering off to some local maxima of the parameter space. The other benefit is the in-
creased chance of obtaining a good initial combination. The intuition behind the random initializers
in emEM or Rnd-EM is to find random representatives of observations that are as different (from all
others) as possible: such observations are assumed to represent different clusters and produce higher
log likelihood values. Consider the case when we have K clusters and randomly choose K points from
a large dataset. Then, the probability to observe just one point coming from every cluster is approxi-
mately K!K−K . On the other hand, because we have some idea about the centers for the M clusters,
we only need to obtain K −M centers, increasing the above chances to around (K −M)!K−(K−M).
There is thus a better chance in emEM or Rnd-EM of hitting the global maxima.
Our algorithm is geared for Gaussian mixtures of the kind considered in this paper and is perhaps
not robust to extend to mixtures of heavier-tailed distributions. Also the allocation of observations
using Euclidean distances may encourage spherical dispersions for the clusters even though they are
allayed somewhat by the use of general dispersions estimated from well-represented clusters among the
labeled observations. While more sophisticated methods could perhaps be developed, we have found
using the best (in terms of highest log likelihood) of our modified emEM and Rnd-EM algorithms to
work well in our experiments.
2.1.2 Unboundedness of log likelihood
One important issue, also prevalent in finite Gaussian mixture models and especially with regard
to general dispersion structures, regards likelihood unboundedness. In the semi-supervised framework,
the log likelihood function is bounded and the MLE exists as a global maximizer of the log likeli-
hood if every cluster has enough labeled observations to provide nonsingular dispersion estimates.
In other cases, some of the dispersion matrices may be singular and the log likelihood may be un-
bounded. While remedies suggested in the unsupervised setup (restricting the parameter space (Hath-
away, 1985; McLachlan and Peel, 2000), penalizing the log likelihood function (Chen and Li, 2008;
Li et al., 2008), and so on) could also be extended to semi-supervised clustering, we adopt McLach-
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lan and Peel (2000)’s suggestion in (unsupervised) finite mixture modeling, to run the algorithm from
several random initializations (operationally implemented using emEM or Rnd-EM), ignore spurious
solutions that have near-singular dispersion estimates, and choosing the best among the otherwise valid
solutions.
2.2 Choosing the number of components
As mentioned in Section 1, most authors but Pan and Shen (2006) have ignored the issue of choos-
ing K, assuming that all K classes have representation in the observed data. The latter extended their
penalizing approach to variable selection in this context, but restricted it to the common diagonal dis-
persion matrix for all clusters. Actually, the problem of estimating K can be formulated as a model
choice problem and is difficult and unresolved in the unsupervised context. There are two main direc-
tions in this regard (see, e.g. McLachlan and Peel (2000)). We develop and investigate both of these
approaches in the semi-supervised case here.
2.2.1 Parsimonious penalty-based approaches
In this setup, we discuss some goodness-of-fit function penalized for the additional complexity
induced by a more complex model. The criterion is computed for competing models with different
numbers of components K (and thus different numbers of parameters d). The model with the best
(typically smallest) value is declared the winner. Most well-known criteria in the model-based context
are based on the maximized log likelihood function ` and differ from each other only by penalties
associated with them. For instance, Akaike (1973)’s An Information Criterion (AIC) takes the form
−2`+2dwhere d is the number of parameters in theK-component model. The penalty term 2d is often
rather small compared to `, leading to a bias towards more complex models. Another famous criterion
– the Bayesian Information Criterion (BIC) (Schwarz, 1978) assigns a larger penalty of d log n prefers
less complex models, but tends to be more conservative for smaller sample sizes (Maitra and Melnykov,
2009a). The Classification Likelihood Criterion (CLC) (Biernacki and Govaert, 1997) uses the penalty
term: −2∑ni=1∑Kk=1 piik log piik. The Integrated Classification Likelihood criterion (ICL) (Biernacki
et al., 2000) has a rather complicated penalty function: its BIC-related version (ICL-BIC) (Biernacki
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et al., 2000) is often preferred because of the much simpler penalty: d log n−2∑ni=1∑Kk=1 piik log piik.
The penalty is larger than that of either BIC and CLC and therefore the method is more conservative.
Criteria-based approaches for semi-supervised clustering can be developed in the same way as
for unsupervised clustering. The number of parameters in the model (and hence AIC or BIC) remain
unchanged as they do not depend on class memberships. Penalty functions involving entropy need to be
modified however: because the firstm observations are labeled, it reduces to−∑ni=m+1∑Kk=1 piik log piik
as 1(Zi=k) log 1(Zi=k) = 0 for any i = 1, 2, . . . ,m. We investigate performance of these approaches
in Section 3 and Section S-2.
2.2.2 Significance approach
The approaches listed above are easy to use but do not provide us with a sense of how to relate
criteria evaluated for two different models. For instance, (McLachlan and Peel, 2000) suggest that if
the difference in BIC between two models is small (they suggest less than 10), then the simpler model
should be preferred. However, the magnitude of such criteria depends on sample size and application.
Thus, how to relate these values is not very clear.
This is, however, not an issue with testing-based methods, most of which build on the likelihood
ratio test (LRT) or its derivatives. Derivation of the LRT, however, is not straightforward because the
regularity conditions are violated Cramer (1946). Some remedies (e.g. Hartigan (1985)) such as boot-
strap (McLachlan, 1987) or specifying a prior distribution on mixing proportions (Aitkin and Rubin,
1985) are available in the literature. Recently, Maitra and Melnykov (2009a) derived an approximate
distribution of the LRT statistic for the multivariate framework. This result readily extends to semi-
supervised clustering: it is assumed that if the simpler model with K components fits data well, then
so does the more complex model with K∗ > K components. Thus, we have the following mixture of
mixture densities under this assumption
g(x) ≡ τ
n∏
i=1
f (K)(xi) + (1− τ)
n∏
i=1
f (K
∗)(xi), (4)
where f (K) and f (K
∗) represent simpler and more complex mixture models, each having domain en-
compassing the observations and τ is an inestimable fixed parameter taken to be 12 to maximize uncer-
tainty in the model. This assumption makes possible the derivation of the asymptotic (null) distribution
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of the LRT statistic. For, under the assumption that (4) holds, let i(ϑ) represent the observed infor-
mation in one observation about the combined parameter vector ϑ = (ϑ′(K),ϑ′(K
∗))′ and ic(ϑ) be its
complete information analogue.
Let i−c (ϑ) =
 i−1cK(ϑ(K)) i−1cK(ϑ(K))icKK∗i−1cK∗(ϑ(K∗))
i−1cK∗(ϑ
(K∗))i′cKK∗i
−1
cK(ϑ
(K)) i−1cK∗(ϑ
(K∗))
. Also let Λ1 be
the diagonal matrix consisting of r positive eigenvalues of i−c (ϑ) and Γ1 be the matrix of corresponding
eigenvectors. Then, similar to Maitra and Melnykov (2009a),
`(ϑˆ
(K∗)
n )− `(ϑˆ
(K)
n )
d→ `(ϑ(K∗))− `(ϑ(K)) + 1
2
r∑
i=1
diχ
2
1i, (5)
where di, i = 1, 2, . . . , r are the eigenvalues of the matrix Λ
1/2
1 Γ
′
1diag{−i(ϑ(K)), i(ϑ(K
∗))}Γ1Λ1/21
and χ21i, i = 1, 2, . . . , r are independent identical χ
2 random variables with one degree of freedom.
Coefficients di, i = 1, 2, . . . , r can be estimated from the corresponding information matrices using
derivations similar to those in Maitra and Melnykov (2009a). The only change concerns the posterior
probabilities piik for i = 1, 2, . . . ,m, which have to be specified in the form piik = I(zi = k). Some
additional details on the estimation of information matrices can be found in Section S-1. The null
difference in maximized log likelihood functions `(ϑ(K
∗)) − `(ϑ(K)) is estimated using parametric
bootstrap. Once parameter estimates have been obtained using expressions in 2.1, the testing procedure
can be used, and p-value estimated in semi-supervised clustering.
2.2.2.1 Choosing the number of components The p-value itself, does not provide us with an
estimate of K. One approach is to test sequentially the K- versus K + 1-component models (H0 : K
versusHa : K+1) until the first failure to rejectH0 (see, e.g. McLachlan and Peel (2000)). Maitra and
Melnykov (2009a) remarked that this approach is too conservative as failure to rejectH0 : K in favor of
Ha : K+ 1 does not imply that H0 : K versus Ha : K∗ for K∗ > K will also produce an insignificant
p-value. An alternative is to continue testing until we encounter a certain pre-specified number of
components Kmax or several insignificant p-values in a row. They also proposed a graphical display –
the quantitation map – for the p-values to quantify support for any two sets of candidate models. This
map consists of cells with numbered rows and columns: the former represent the number of mixture
components under H0 while the latter represent the number of components under Ha. Thus, every cell
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maps a particular combination of H0 and Ha. The intensity of the cell color reflects the significance of
p-values for the corresponding test. The quantitation map, thus provides a comprehensive visualization
tool that that summarizes support for different pairs of competing models. The optimalK can be easily
selected from this display.
3 Illustrative Examples and Experiments
In this section we demonstrate our model-based semi-supervised clustering algorithms on two clas-
sification datasets. We also comprehensively investigate performance on many simulation datasets of
different dimensionalities and clustering complexities, and with different proportions of labeled obser-
vations. Clustering performance was evaluated in terms of the Adjusted Rand index (R) (Hubert and
Arabie, 1985) between the true and estimated groupings: R ≤ 1 with equality attained when both
classifications are identical.
3.1 Classification Datasets
3.1.1 Texture
The texture dataset (Brodatz, 1966) contains 5,500 observations on 40 variables characterizing
eleven different patterns and using estimated fourth-order modified moments in four ori- entations: 0,
45, 90, and 135 degrees (see Gue´rin-Dugue´ and Avilez-Cruz (1993) for details). The eleven patterns
represent different texture types – grass lawn, pressed calf leather, handmade paper, raffia looped to a
high pile, cotton canvas, pigskin, beach sand #1, beach sand #2, oriental straw cloth #1, oriental straw
cloth #2, and oriental grass fiber cloth – and provide the class indicator for the dataset. There are 500
observations for each material. There is some redundancy in the 40 variables measured: eliminating the
redundant variables reduced the dimensionality to 37. We demonstrated performance of our algorithm
on this 37-dimensional dataset. Using Maitra and Melnykov (2009b), we noted that the cotton canvas
(#5) and beach sand #2 (#8) groups are the least distinct, producing the highest overlap. The second
largest overlap is between the grass lawn (#1) and raffia looped to a high pile (#4) textures. On the other
hand, handmade paper (#3) is very distinct from cotton canvas (#5), while there is moderate overlap
between grass lawn (#1) and pressed calf leather (#2). We investigated the effect of varying both
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Table 1 Median (R0.5) and interquartile ranges (IR0.5) of R (over 25 replications)
for the texture dataset with labeled data from different combinations of
groups (G) – “all” implies that all 11 groups have labeled representation
in the dataset. Also ζk denotes proportion of labeled observations in-
cluded from each selected cluster and ψ the overall proportion of labeled
observations in the entire dataset. The case of no groups () corresponds
to unsupervised clustering.
G  {#3,#5} {#1,#2} {#5,#8} {#1,#4,#5,#8} {all}
ζk 0 0.025 0.250 0.025 0.250 0.025 0.250 0.025 0.250 0.025 0.250
ψ 0 0.004 0.045 0.004 0.045 0.004 0.045 0.008 0.091 0.025 0.250
R0.5 0.733 0.725 0.776 0.763 0.781 0.757 0.806 0.780 0.848 0.857 0.975
IR0.5 0.085 0.060 0.065 0.048 0.084 0.064 0.041 0.060 0.029 0.045 0.023
proportion and number of classes in the labeled part of our dataset. The number of classes represented
among the observed labels were zero (i.e. completely unsupervised clustering setup), two, four and
eleven. For each class with representation in the labeled dataset, we randomly selected about 2.5%
(ζk = 0.025) and 25% (ζk = 0.250) observations: the remaining observations formed that part of our
dataset for which class information was not available. Note, therefore, that depending on the number
of classes selected, the proportion of labeled observations (ψ) in our semi-supervised clustering setup
ranged from the very low (0.4%) to the modest (25%). We also investigated the effect of representation
of groups with different clustering complexities in the labeled part of the data. Each experimental
setting was replicated 25 times to account for variability introduced by the random partitioning of the
dataset into a labeled and unlabeled component. Given the number of experiments attempted and the
size and the dimensionality of the dataset, we assumed that K = 11 was known.
Table 1 summarizes the results. Clearly, clustering performance improves with the introduction
of additional components and labels. Further, the presence of labeled data from only a pair of very
well-separated clusters (G = {#3,#5}) does not offer appreciable improvement over unsupervised
clustering (G = ): label information from groups that are harder to separate improves performance
much more. Cases with label information from the most overlapping pair of groups (G = {#5,#8}
generally show worse performance than for moderately overlapping groups G = {5, 8}). Expectedly,
results associated with G = {#1,#4,#5,#8} improve further. Unsurpisingly, our best results were
obtained when all groups had some representation among the labeled observations. We conclude here
135
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l**
(a) K = 2,R = 0.568
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
*
*
(b) K = 2,R = 0.568
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
*
*
(c) K = 3,R = 0.904
Figure 1 Model-based semi-supervised clustering, using BIC-selected K, of Iris
data when labels are available for 10 observations each from (a) I. Se-
tosa and I. Versicolor, (b) I. Setosa and I. Virginica, and (c) I. Virginica
and I. Versicolor. In each case, results are displayed using two-dimen-
sional projection pursuit classification of the derived groupings. Color
indicates grouping and character the original classification. Highlighted
points represent labeled observations, while “?” denotes estimated initial
cluster centers.
by noting that we were mostly unable to obtain the ideal classification of the dataset even when 25% of
the dataset have label information and each class is represented among the labels.
3.1.2 Iris
Our next illustration is on the Iris dataset (Anderson, 1935; Fisher, 1936) which has 50 observations
each on sepal length and width and petal length and width of three different species (hence, classes): I.
Setosa, I. Virginica and I. Versicolor. I. Setosa measurements are well-distinguished from those on I.
Virginica and I. Versicolor which have substantially more overlap between them. Many unsupervised
clustering algorithms identify two groups, lumping the 100 observations from the two latter species
as one, and producing R = 0.568, however, if the true K = 3 were given, then there are only five
misclassifications, with R = 0.904. For our experiment, we assumed that 10 (about 6.7%) of the
observations were labeled and these arose in equal measure from two classes. Figure 1 summarizes
the results using the model-based semi-supervised clustering when BIC was used to choose K. Note
that the presence of labels did not improve performance if the two clusters with labeled observations
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included the well-separated I. Setosa (Figure 1a,b). However, when labels were from both I. Virginica
and I, Versicolor, BIC chose the 3-component solution (Figure 1c), which was no different from the
unsupervised clustering solution with K = 3. The significance assessment approach on the other hand
picked the 3-cluster solution of Figure 1c always. This outcome was expected, since the approach
chose these three components even under unsupervised clustering.
3.2 Simulation Experiments
We also conducted simulation experiments to study performance of the proposed methodology for
different combinations of (n, p,K, ζ) and clustering complexity. The R package MixSim was used to
simulate datasets from K-component Gaussian mixtures and clustering complexity indexed in terms
of the average (ω¯) and maximum (ωˇ) of all pairwise overlaps (Maitra and Melnykov, 2009b). Under
this framework, datasets with average pairwise overlap of at least around 0.05 are considered to be
harder to distinguish, while those below 0.001 are easily identified. Two different levels of average
overlap (ω¯ = 0.01 and 0.05) were considered. Thus, we postulated moderate to substantial average
overlap between our cluster pairs. Variability in the overlap between cluster pairs is controlled by
ωˇ. We simulated datasets containing n = 1, 000 and n = 5, 000 for K = 7, 11 components and
p = 5, 10, respectively. For each simulated dataset, we selected M clusters at random and sampled ζk
observations from each of these groups: label information for these observations were carried forward
to the semi-supervised clustering setup. For all our experiments, we choose ζk to be either 0.025
(very little label information) or 0.25 (modest label information). Note that the overall proportion of
labeled observations (ψ) consequently varies for each experimental replicate, depending on the actual
groups chosen to have representation in the labeled data. Thus, we display only the median ψ’s over
the 25 replications in Table 2 which summarizes the results. We evaluated performance for p = 5
using M = 2, 4 and 7. For p = 10, we let M = 3, 6 and 11. We also evaluated performance for
unsupervised clustering (M = 0). In all cases, we also evaluated performance based on numbers of
clusters estimated using both the parsimony- (AIC, BIC, CLC, ICL and ICL-BIC) and significance-
based approaches discussed in Section 2.2. For brevity, we only provide detailed results on the overall
best performer (significance-based approach) here and refer to the supplement for detailed evaluations
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using the other methods.
The results presented in Table 2 suggest drawing several conclusions. First of all, we can clearly see
that performance of both the procedures is highly affected by levels of average and maximum overlap.
While average overlap influences the results substantially, maximum overlap also provides an apparent
impact on R. Second of all, when the level of overlap is not high and sample size is sufficient, the
presence of labeled data does not provide a substantial improvement on estimated number of compo-
nents and R. At the same time, we can see that there is a clear improvement in the performances of
both methods for substantial overlap when some labeled information is introduced in the cases with
high overlap or when sample sizes are not large. While the results regarding the estimated numbers of
components are fairly similar for unsupervised and semi-supervised clustering, the values ofR provide
the support for our statement. It implies that even though detecting components might cause no serious
problems, the solution obtained in the case of semi-supervised clustering is more accurate providing
the classification vector which is closer to the original one. Next, the increase in the number of clusters
randomly chosen for labeling affects the results also. Expectedly, the M = 4 case provides higher R
values than the case with M = 2 does, and so also does M = 7 compared to M = 2, 4 for K = 7,
p = 5. Same trend holds for the case of K = 11, p = 10. This relation is especially noticable in
the case of substantial overlap. This intuitive result states that the more clusters have labeled observa-
tions, the better estimation is. Interestingly, we do not observe much improvement in the performances
of methods associated with the increase in the proportion of labeled observations. In the case when
overlap is high, we might even observe some marginally degrading performances for 25% compared
to 2.5%. It can be explained by the fact that for computing R, we used an estimated classification
vector and the original memberships. However, situations with high clustering overlaps are character-
ized by the presence of the large number of misclassified observations. Some random patterns in data
produced by highly overlapping clusters might provide a fit for the data which is better than the one
based on the original memberships. One alternative to reduce the effect of this on R is to initialize the
EM algorithm with true parameter values and then use the obtained classification instead of the true
one. Nevertheless, this effect is interesting because when a large portion of data is labeled, we force
the EM algorithm to look for a solution in some parameter sub-space while a better solution in terms
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Table 2 Results of simulation experiments under different settings. The first
two rows in each block represent respectively the median (Kˆ0.5) and in-
terquartile range (IKˆ0.5) for the estimated number of components over 25
simulated datasets. The third and fourth rows in each block represent
respectively the median (Rˆ0.5) and interquartile range (IRˆ0.5) for the Ad-
justed Rand index again over 25 simulated datasets. Interquartile ranges
are given in italic font.
(a) p = 5,K = 7
n 1000 5000
M 0 2 4 7 0 2 4 7
ζk 0 0.025 0.250 0.025 0.250 0.025 0.250 0 0.025 0.250 0.025 0.250 0.025 0.250
ω¯
=
0
.0
1
ωˇ
=
0
.0
3 Kˆ0.5 7 7 7 7 7 7 7 7 7 7 7 7 7 7
IKˆ0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0R0.5 0.935 0.927 0.930 0.927 0.932 0.944 0.947 0.944 0.949 0.946 0.950 0.947 0.949 0.948
IR0.5 0.020 0.037 0.032 0.028 0.026 0.023 0.026 0.008 0.013 0.012 0.015 0.012 0.013 0.008
ωˇ
=
0
.0
5 Kˆ0.5 7 7 7 7 7 7 7 7 7 7 7 7 7 7
IKˆ0.5 0 0 1 1 0 0 0 0 0 0 0 0 0 0R0.5 0.928 0.931 0.929 0.933 0.935 0.944 0.945 0.938 0.950 0.950 0.950 0.952 0.951 0.955
IR0.5 0.021 0.058 0.053 0.054 0.036 0.031 0.022 0.006 0.011 0.012 0.012 0.018 0.012 0.009
ω¯
=
0
.0
5
ωˇ
=
0
.1
5 Kˆ0.5 7 6 6 6 6 7 7 7 7 7 7 7 7 7
IKˆ0.5 1 2 1 2 2 0 0 0 1 0 0 0 0 0R0.5 0.651 0.727 0.713 0.727 0.724 0.772 0.797 0.745 0.801 0.787 0.804 0.795 0.804 0.800
IR0.5 0.099 0.091 0.085 0.096 0.076 0.076 0.054 0.035 0.054 0.067 0.062 0.050 0.057 0.064
ωˇ
=
0
.2
7 Kˆ0.5 6 6 6 6 5 7 7 7 7 7 7 7 7 7
IKˆ0.5 1 2 1 2 1 0 0 0 1 0 0 0 0 0R0.5 0.672 0.703 0.696 0.712 0.656 0.753 0.793 0.738 0.792 0.772 0.798 0.775 0.805 0.820
IR0.5 0.106 0.117 0.102 0.126 0.138 0.091 0.091 0.048 0.070 0.087 0.070 0.053 0.077 0.082
(b) p = 10,K = 11
n 1000 5000
M 0 3 6 11 0 3 6 11
ζ 0 0.025 0.250 0.025 0.250 0.025 0.250 0 0.025 0.250 0.025 0.250 0.025 0.250
ω¯
=
0
.0
1
ωˇ
=
0
.0
4 Kˆ0.5 9 9 9 9 9 11 11 11 11 10 11 11 11 11
IKˆ0.5 2 2 2 3 3 0 0 1 2 1 1 1 0 0R0.5 0.702 0.824 0.803 0.831 0.815 0.877 0.892 0.900 0.914 0.909 0.918 0.920 0.932 0.933
IR0.5 0.062 0.050 0.063 0.081 0.066 0.031 0.043 0.016 0.032 0.033 0.028 0.035 0.018 0.016
ωˇ
=
0
.0
8 Kˆ0.5 9 9 8 10 8 11 11 11 11 11 11 11 11 11
IKˆ0.5 2 3 1 2 2 0 0 1 1 2 1 2 0 0R0.5 0.692 0.825 0.816 0.833 0.820 0.873 0.906 0.895 0.915 0.917 0.925 0.921 0.934 0.935
IR0.5 0.124 0.063 0.093 0.036 0.061 0.041 0.041 0.076 0.033 0.042 0.022 0.033 0.024 0.030
ω¯
=
0
.0
5
ωˇ
=
0
.2
0 Kˆ0.5 6 6 7 8 8 11 11 11 10 11 10 10 11 11
IKˆ0.5 2 3 3 4 4 0 0 2 2 2 1 1 0 0R0.5 0.312 0.511 0.502 0.509 0.551 0.575 0.681 0.628 0.710 0.724 0.711 0.706 0.736 0.750
IR0.5 0.075 0.092 0.112 0.095 0.085 0.062 0.081 0.055 0.071 0.082 0.041 0.062 0.041 0.038
ωˇ
=
0
.4
0 Kˆ0.5 6 7 7 8 8 11 11 10 9 10 10 9 11 11
IKˆ0.5 1 3 4 3 4 0 0 1 0 2 4 1 0 0R0.5 0.345 0.563 0.559 0.592 0.598 0.610 0.656 0.615 0.723 0.720 0.740 0.728 0.755 0.757
IR0.5 0.078 0.114 0.091 0.081 0.074 0.103 0.059 0.047 0.084 0.062 0.107 0.034 0.053 0.064
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of the maximized likelihood function might be available in some other region. Another clear pattern
in the obtained results is due to the sample size. Indeed, the increase in sample size from n = 1, 000
to n = 5, 000 leads to the substantial improvement in both characteristics, Adjusted Rand index and
estimated number of clusters. While Table 2 demonstrates the results for two methods only, we also
investigated the performances of AIC, BIC, CLC, ICL and ICL-BIC. The results for these criteria were
worse than those for the method presented in the paper. The supplemental materials, however, contain
the corresponding tables.
4 Application to Gene Expression Dataset
The semi-supervised clustering methodology developed in this paper is now applied to the 11-
dimensional data rerpesenting levels of abundance of 22,810 gels described in section 1.1. Two repli-
cations and their average are available from the European Arabidopsis Stock Centre. As we discuss
below, all three datasets produce similar results. Therefore, we provide analysis only for the first repli-
cation. As was mentioned in section 1.1, 3 clusters (plastid (P), cytosol (C) and secreted (S)) have their
representations in the data. Therefore, this problem fits the semi-supervised clustering framework and
our goal is to investigate the total number of groups of genes. For modelling the distribution of the
data, we use a finite mixture model with Gaussian components. Before running the EM algorithm and
cluster-selection procedure, we log-transform the data in order to reduce skewness. Then, to reduce
non-biological variation in data, the dataset was quantile normalized. Since we are interested only in
the behavior of the most significantly expressed genes, we adjust p-values using the false discovery rate
(FDR) idea. Thus, only genes with q-values less than 0.05 were included in our analysis. The reduced
dataset contains 8,599 genes, 25 of which were of type P, 8 of type C, and 2 genes were of type S.
The obtained dataset was then standardized over coordinates to have zero mean and unit variance. As a
result of this standardization, data points become orthogonal to the unit vector. Therefore, a projection
to the 10-dimensional space was used for the further analysis.
First, we analyze all three datasets using different likelihood-based criteria such as AIC, BIC, ICL,
ICL-BIC, and CLC. BIC suggests that a model with 7 components should be preferred for both repli-
cations of the experiment as well as for their average. ICL, ICL-BIC as well as CLC support the
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Figure 2 Quantitation map for transcriptome gene analysis dataset (replication 1).
simplest model with 3 known components for all three datasets. At the same time, AIC always sug-
gests choosing the most complicated model (for K = 3, 4, . . . , 16) in all cases, and is likely to severely
overestimate the number of gene groups. Interestingly, all the above criteria do not change their model
preferences if we ignore available classification labels. The only exception is BIC which starts favoring
a 6-component model for the average of two replications. Since the results for all criteria are very
similar for both replications and their average, we employ the significance procedure of Maitra and
Melnykov (2009a) to investigate only the first replication (as it was said earlier). As we can see, the
quantitation map (Figure 2) does not provide one clear answer to the question which model should be
preferred. If the conservative selection procedure, which tests until the first failure to reject H0 (see
Section 2.2.2), is employed, the 8-component solution is recommended at 5% confidence level. As the
significance approach in its conservative formulation recommends a model with 8 components while
BIC prefers even more conservative the 7-component model, this somewhat supports a famous state-
ment that BIC is often conservative tending to underestimate the number of components in mixtures
(see, e.g. McLachlan and Peel (2000), page 209). If the improvement of Maitra and Melnykov (2009a)
(described in the same Section 2.2.2) is employed and we continue testing after a failure to reject H0,
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Figure 3 12 clusters for transcriptome gene analysis dataset (replication 1) ob-
tained by the significance procedure. Clusters are located horizontally
and separated by black lines. 11 columns represent 11 time points. Color
illustrates values between -1 (blue) and 1 (red) according to a linear
scale. Red points provide labeled observations.
we select a mixture with 12 components. The quantitation map at Figure 2 provides a vivid illustration
for the dataset explaining how and why the 8- and especially 12-component solutions are preferred over
the others. The 12-component solution cannot be beaten by any more complicated model and therefore
this solution is declared the best. The obtained 12 components are illustrated in Figures 3 and 4. We
can clearly see from both illustrations that the provided solution is very reasonable. While there are
some clusters with similar “patterns”, we can see that they are not identical. It is also obvious that there
are more than 7 distinct groups and therefore the solution proposed by BIC is indeed conservative.
Another interesting observation can be made regarding the three clusters that contain labeled data. It
can be seen from both Figures that these clusters are not very similar. Therefore, the effect of knowing
group memberships perhaps is not as crucial as it could be in the case when the clusters were alike and
more difficult to distinguish. This observation agrees with the fact that likelihood-based criteria were
rather consistent with their preferences for the datasets with and without known classifications.
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c(1, 11) c(1, 11) c(1, 11)
c(1, 11) c(1, 11) c(1, 11)
c(1, 11) c(1, 11) c(1, 11)
Figure 4 12 clusters for transcriptome gene analysis dataset (replication 1) ob-
tained by the significance procedure; horizontal axis represents time.
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Overall, we can conclude that seemingly there are 8 groups of genes that can be detected fairly
easily. However, our 12-component solution should be recommended as the most “significant” model.
The starch genes application serves as a good example of how the proposed methodology can be applied
as well as of how results can be analyzed and illustrated in the case of a real-life application.
5 Discussion
This paper provides a comprehensive investigation of semi-supervised clustering under model-
based settings. The development of the corresponding theory can be seen as adapting the EM algo-
rithm used in an unsupervised clustering case. Two major improvements following from knowing the
labels of observations are potentially better accuracy of parameter estimation as well as the possibil-
ity to design a more intelligent initialization strategy. A simple but effective way of initialization was
suggested and tested on classification as well as numerous simulated datasets. The presented results
confirm that additional information about class memberships can improve the results substantially. The
comparison of BIC and test-based methods for detecting the optimal number of components suggests
that the testing procedure should be preferred for datasets with small and moderate sample sizes.
For the future work, it is interesting to investigate semi-supervised clustering in the case when
labels are given in other forms distinct from exact group memberships. In particular, labels can be
specified according to some information or our belief regarding the set of groups to which every labeled
observation can or cannot belong. However, it will require a completely different specification of the
EM algorithm. Another interesting topic in this direction is the problem of detecting observations with
incorrect labels. Thus, this paper illustrates the use of the EM algorithm for semi-supervised clustering,
provides some new interesting results and suggests the front line for the future work.
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1 Estimation of Information Matrices from Section 2.2.2
Here, we provide some brief notes on obtaining information matrices necessary for the Result 2.1.
For more information, please see the paper of Maitra and Melnykov (2009). For the case of independent
observations identically distributed according to a mixture model, the information matrix I(ϑ(K)) for
the K-component model can be approximated with the empirical observation matrix which, on estima-
tion, is equal to (∇q1...∇q2... . . . ...∇qn)(∇q1...∇q2... . . . ...∇qn)′|
ϑ(K)=ϑˆ
(K)
n
. Here, ∇qi is the gradient vec-
tor of the expected complete loglikelihood at the ith observation given by qi = qi(ϑ(K);xi) (McLach-
lan and Peel, 2000). For the case of Gaussian mixture model, ∇qi is given by
∇qi(ϑ(K);xi) =
[((
∂qi
∂pik
))′
k=1,2,...,K−1
,
((
∂qi
∂µk
))′
k=1,2,...,K
,
((
∂qi
∂Σk
))′
k=1,2,...,K
]′
, (1)
where
∂qi
∂pik
=
piik
pik
− piiK
piK
, k = 1, 2, . . . ,K − 1,
∂qi
∂µk
= Σ−1k piik(xi − µk), k = 1, 2, . . . ,K
and
∂qi
∂Σk
= G′vec
(
1
2
piikΣ−1k
(
(xi − µk)(xi − µk)′Σ−1k − I
))
, k = 1, 2, . . . ,K.
For the latter, the vectorized version should be obtained and used in (1). vec(B) is the operator con-
verting a p × p-dimensional matrix B into the corresponding p2-dimensional vector form by stacking
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the columns of the matrix. The operator vech stacks the columns of the lower triangle for a symmetric
matrix. Note that the above formulas remain the same as in the unsupervised case since known labeling
information is incorporated in the posterior probabilities piik.
The information matrix i(ϑ) for the model (6) is given in the form
i(ϑ(K),ϑ(K
∗)) =
 α2iKK(ϑ(K)) α(1− α)iKK∗(ϑ(K),ϑ(K∗))
α(1− α)iK∗K(ϑ(K),ϑ(K∗)) (1− α)2iK∗K∗(ϑ(K∗))
 , (2)
where iKK and iK∗K∗ are observed information matrices for the K− and K∗−component models
when we consider them separately. i(ϑ) usually does not have the full rank and we proceed with the
inference based on r positive eigenvalues and corresponding eigenvectors.
2 Simulation Study
The following tables provide additional results for the simulation study described in the manuscript.
Four other criteria besides BIC (Schwarz, 1978) and significance-based approach (Maitra and Mel-
nykov, 2009) were employed for detecting the optimal model: An Information Criterion (AIC) (Akaike,
1973), Classification Likelihood Criterion (CLC) (Biernacki and Govaert, 1997), Integrated Classifica-
tion Likelihood criterion and its BIC-related version (ICL and ICL-BIC) (Biernacki et al., 2000).
As we can see from Tables 1 and 3, AIC and CLC severely overestimate the number of components.
We stopped testing at Kmax = 10 for the 7-component models and Kmax = 14 for the 11-component
model. As we can see, AIC and CLC often propose the most complex model considered. This is
especially true for datasets with the sample size 1,000. The situation somewhat improves, especially
for CLC, with the sample size increase, however both methods presented in the main paper provide
much better results. The performance of the other two criteria – ICL and its BIC-based version: ICL-
BIC (Tables 2 and 4) – is similar, however, ICL produces slightly better results. Compared to BIC, ICL
does very similarly but also provides a little better performance for mixtures with higher overlaps. This
explains why BIC, as the main competitor of the significance procedure, was chosen for the inclusion
in the main paper.
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Table 1 Results of the simulation study for 7-component (K = 7) 5-dimensional (p = 5) datasets. Results for AIC and CLC are presented for the
following parameters: the average (ω¯) and maximum (ωˇ) overlaps, sample size n, number of clusters with labeled data M and proportion
of labeled data in such clusters ζ. The first and second rows in each block represent respectively the median (Kˆ 1
2
) and interquartile range
(IKˆ1
2
) forthe estimated number of components over 25 simulated datasets. The third and fourth rows in each block represent respectively the
median (Rˆ 1
2
) and interquartile range (IRˆ1
2
) for the Adjusted Rand index again over 25 simulated datasets. Interquartile ranges are given in
italic font.
n 1000 5000
M 0 2 4 7 0 2 4 7
ζ 0 0.025 0.250 0.025 0.250 0.025 0.250 0 0.025 0.250 0.025 0.250 0.025 0.250
ω¯
=
0
.0
1
ωˇ
=
0
.0
3 A
IC
Kˆ 1
2
9 9 10 9 10 7 7 9 10 10 10 10 7 7
IKˆ1
2
1 1 1 1 1 0 0 2 1 1 1 1 0 0
R 1
2
0.880 0.891 0.892 0.891 0.896 0.900 0.912 0.927 0.923 0.930 0.925 0.934 0.930 0.942
IR1
2
0.037 0.043 0.026 0.040 0.061 0.032 0.030 0.049 0.023 0.025 0.018 0.019 0.014 0.009
C
L
C
Kˆ 1
2
9 9 10 9 10 10 10 7 8 9 8 10 9 10
IKˆ1
2
1 2 1 1 1 1 0 1 1 1 2 1 2 0
R 1
2
0.893 0.907 0.887 0.896 0.896 0.900 0.909 0.940 0.942 0.943 0.944 0.935 0.943 0.940
IR1
2
0.036 0.038 0.038 0.041 0.053 0.028 0.033 0.007 0.013 0.021 0.011 0.019 0.020 0.010
ωˇ
=
0
.0
5 A
IC
Kˆ 1
2
10 10 9 10 10 7 7 9 10 10 10 9 7 7
IKˆ1
2
1 1 1 1 1 0 0 2 1 1 1 1 0 0
R 1
2
0.865 0.870 0.882 0.881 0.890 0.894 0.915 0.910 0.927 0.931 0.929 0.930 0.934 0.941
IR1
2
0.045 0.062 0.062 0.050 0.036 0.049 0.037 0.024 0.026 0.022 0.022 0.028 0.015 0.008
C
L
C
Kˆ 1
2
10 10 9 10 10 10 10 7 8 8 9 9 9 10
IKˆ1
2
1 1 1 1 0 1 0 1 2 1 2 1 2 0
R 1
2
0.876 0.888 0.894 0.888 0.890 0.893 0.906 0.936 0.945 0.942 0.943 0.937 0.943 0.941
IR1
2
0.043 0.045 0.069 0.034 0.024 0.038 0.031 0.007 0.015 0.017 0.020 0.017 0.017 0.009
ω¯
=
0
.0
5
ωˇ
=
0
.1
5 A
IC
Kˆ 1
2
10 10 10 10 9 7 7 9 10 10 10 10 7 7
IKˆ1
2
1 1 1 1 1 0 0 2 1 1 0 1 0 0
R 1
2
0.670 0.706 0.698 0.723 0.667 0.740 0.778 0.734 0.796 0.766 0.787 0.774 0.795 0.792
IR1
2
0.062 0.096 0.075 0.093 0.096 0.070 0.052 0.042 0.056 0.077 0.067 0.059 0.063 0.055
C
L
C
Kˆ 1
2
10 10 10 10 10 10 10 7 8 8 9 9 9 10
IKˆ1
2
1 1 1 1 1 1 0 0 2 2 1 2 2 0
R 1
2
0.675 0.724 0.711 0.733 0.713 0.737 0.773 0.745 0.796 0.780 0.797 0.793 0.802 0.792
IR1
2
0.053 0.067 0.102 0.080 0.119 0.065 0.069 0.045 0.062 0.073 0.054 0.067 0.070 0.067
ωˇ
=
0
.2
7 A
IC
Kˆ 1
2
10 10 10 9 10 7 7 9 10 10 10 10 7 7
IKˆ1
2
1 1 1 1 1 0 0 1 0 1 1 1 0 0
R 1
2
0.640 0.689 0.675 0.694 0.677 0.699 0.781 0.714 0.760 0.735 0.780 0.755 0.784 0.812
IR1
2
0.066 0.124 0.097 0.145 0.139 0.114 0.090 0.035 0.071 0.096 0.076 0.069 0.063 0.078
C
L
C
Kˆ 1
2
10 10 10 10 10 10 10 6 6 6 6 8 9 10
IKˆ1
2
1 1 1 2 1 1 0 0 1 1 2 2 2 0
R 1
2
0.633 0.684 0.689 0.698 0.687 0.706 0.751 0.675 0.726 0.716 0.746 0.766 0.793 0.812
IR1
2
0.062 0.121 0.101 0.106 0.140 0.131 0.075 0.050 0.129 0.112 0.142 0.118 0.080 0.078
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Table 2 Results of the simulation study for 7-component (K = 7) 5-dimensional (p = 5) datasets. Results for ICL and ICL-BIC are presented for
the parameters described in Table 1.
n 1000 5000
M 0 2 4 7 0 2 4 7
ζ 0 0.025 0.250 0.025 0.250 0.025 0.250 0 0.025 0.250 0.025 0.250 0.025 0.250
ω¯
=
0
.0
1
ωˇ
=
0
.0
3 IC
L
Kˆ 1
2
7 7 7 7 7 7 7 7 7 7 7 7 7 7
IKˆ1
2
0 0 0 0 0 0 0 0 0 0 0 0 0 0
R 1
2
0.935 0.942 0.930 0.928 0.937 0.944 0.947 0.944 0.949 0.946 0.950 0.947 0.949 0.948
IR1
2
0.022 0.032 0.034 0.032 0.028 0.023 0.026 0.008 0.013 0.012 0.013 0.012 0.013 0.008
IC
L
-B
IC Kˆ 12
7 7 7 7 7 7 7 7 7 7 7 7 7 7
IKˆ1
2
0 0 0 0 0 0 0 0 0 0 0 0 0 0
R 1
2
0.935 0.942 0.932 0.935 0.937 0.944 0.947 0.944 0.949 0.946 0.950 0.947 0.949 0.948
IR1
2
0.022 0.032 0.033 0.032 0.024 0.023 0.026 0.008 0.013 0.012 0.013 0.012 0.013 0.008
ωˇ
=
0
.0
5 IC
L
Kˆ 1
2
7 7 7 7 7 7 7 7 7 7 7 7 7 7
IKˆ1
2
0 1 1 1 0 0 0 0 0 0 0 0 0 0
R 1
2
0.928 0.918 0.929 0.931 0.936 0.944 0.946 0.938 0.950 0.950 0.950 0.952 0.951 0.955
IR1
2
0.024 0.080 0.061 0.063 0.039 0.031 0.019 0.006 0.011 0.012 0.012 0.018 0.012 0.009
IC
L
-B
IC Kˆ 12
7 6 7 7 7 7 7 7 7 7 7 7 7 7
IKˆ1
2
1 1 1 1 1 0 0 0 0 0 0 0 0 0
R 1
2
0.926 0.917 0.920 0.917 0.933 0.944 0.946 0.938 0.950 0.950 0.950 0.952 0.951 0.955
IR1
2
0.028 0.081 0.066 0.066 0.045 0.031 0.019 0.006 0.011 0.012 0.012 0.018 0.012 0.009
ω¯
=
0
.0
5
ωˇ
=
0
.1
5 IC
L
Kˆ 1
2
5 5 5 5 5 7 7 6 7 7 7 7 7 7
IKˆ1
2
2 1 2 2 1 0 0 2 0 1 0 0 0 0
R 1
2
0.528 0.640 0.667 0.685 0.654 0.772 0.797 0.661 0.797 0.788 0.804 0.791 0.804 0.800
IR1
2
0.175 0.120 0.113 0.096 0.101 0.068 0.054 0.157 0.055 0.069 0.062 0.060 0.057 0.064
IC
L
-B
IC Kˆ 12
4 4 4 5 5 7 7 6 7 6 7 7 7 7
IKˆ1
2
2 1 2 1 2 0 0 2 2 2 1 1 0 0
R 1
2
0.495 0.597 0.603 0.649 0.634 0.772 0.797 0.653 0.773 0.758 0.790 0.769 0.804 0.800
IR1
2
0.181 0.124 0.274 0.124 0.109 0.068 0.054 0.197 0.112 0.094 0.071 0.095 0.057 0.064
ωˇ
=
0
.2
7 IC
L
Kˆ 1
2
5 4 4 5 5 7 7 6 6 6 6 6 7 7
IKˆ1
2
1 1 1 2 2 0 0 1 1 0 1 1 0 0
R 1
2
0.520 0.633 0.651 0.662 0.650 0.753 0.793 0.655 0.726 0.736 0.777 0.769 0.805 0.820
IR1
2
0.152 0.114 0.112 0.106 0.114 0.118 0.091 0.156 0.121 0.104 0.133 0.109 0.077 0.082
IC
L
-B
IC Kˆ 12
4 4 4 5 4 7 7 5 5 5 5 6 7 7
IKˆ1
2
2 1 1 2 2 0 0 2 2 2 1 1 0 0
R 1
2
0.497 0.600 0.650 0.648 0.625 0.753 0.793 0.612 0.685 0.675 0.691 0.749 0.805 0.820
IR1
2
0.184 0.175 0.113 0.102 0.148 0.118 0.091 0.171 0.146 0.116 0.146 0.098 0.077 0.082
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Table 3 Results of the simulation study for 11-component (K = 11) 10-dimensional (p = 10) datasets. Results for AIC and CLC are presented
for the parameters described in Table 1.
n 1000 5000
M 0 3 6 11 0 3 6 11
ζ 0 0.025 0.250 0.025 0.250 0.025 0.250 0 0.025 0.250 0.025 0.250 0.025 0.250
ω¯
=
0
.0
1
ωˇ
=
0
.0
4 A
IC
Kˆ 1
2
13 12 13 12 13 11 11 14 14 14 14 14 11 11
IKˆ1
2
2 1 2 2 2 0 0 1 1 1 1 1 0 0
R 1
2
0.789 0.820 0.815 0.827 0.830 0.854 0.877 0.893 0.903 0.896 0.910 0.901 0.917 0.920
IR1
2
0.070 0.060 0.077 0.073 0.086 0.048 0.048 0.017 0.014 0.029 0.034 0.020 0.017 0.020
C
L
C
Kˆ 1
2
14 14 14 14 14 14 14 14 14 14 14 14 14 14
IKˆ1
2
1 0 0 0 0 0 0 0 1 0 0 0 0 0
R 1
2
0.759 0.745 0.739 0.782 0.797 0.825 0.826 0.888 0.904 0.902 0.910 0.903 0.916 0.916
IR1
2
0.098 0.071 0.080 0.063 0.069 0.056 0.066 0.009 0.017 0.041 0.029 0.020 0.016 0.013
ωˇ
=
0
.0
8 A
IC
Kˆ 1
2
13 12 12 12 13 11 11 14 14 14 14 14 11 11
IKˆ1
2
2 3 1 1 2 0 0 1 0 1 0 1 0 0
R 1
2
0.772 0.801 0.799 0.808 0.816 0.832 0.876 0.883 0.899 0.899 0.913 0.898 0.916 0.922
IR1
2
0.077 0.077 0.062 0.047 0.102 0.085 0.061 0.017 0.035 0.028 0.036 0.025 0.025 0.036
C
L
C
Kˆ 1
2
14 14 14 14 14 14 14 14 14 14 14 14 14 14
IKˆ1
2
0 0 0 0 0 0 0 0 0 1 0 1 0 0
R 1
2
0.732 0.768 0.748 0.787 0.769 0.805 0.864 0.876 0.900 0.901 0.913 0.903 0.916 0.924
IR1
2
0.088 0.056 0.090 0.043 0.087 0.061 0.076 0.018 0.028 0.025 0.034 0.036 0.024 0.041
ω¯
=
0
.0
5
ωˇ
=
0
.2
0 A
IC
Kˆ 1
2
12 13 12 13 12 11 11 14 14 14 14 14 11 11
IKˆ1
2
2 1 1 1 2 0 0 1 1 1 1 1 0 0
R 1
2
0.336 0.499 0.483 0.524 0.510 0.545 0.657 0.639 0.697 0.711 0.705 0.697 0.722 0.743
IR1
2
0.093 0.107 0.120 0.076 0.071 0.098 0.079 0.019 0.049 0.086 0.048 0.046 0.045 0.045
C
L
C
Kˆ 1
2
14 14 14 14 14 14 14 14 14 14 14 14 14 14
IKˆ1
2
0 0 0 0 0 0 0 1 0 1 0 0 0 0
R 1
2
0.321 0.467 0.438 0.475 0.497 0.522 0.617 0.641 0.712 0.712 0.698 0.697 0.718 0.742
IR1
2
0.042 0.077 0.120 0.105 0.084 0.083 0.106 0.017 0.056 0.074 0.061 0.053 0.042 0.042
ωˇ
=
0
.4
0 A
IC
Kˆ 1
2
13 12 12 13 12 11 11 14 14 14 14 14 11 11
IKˆ1
2
2 2 2 1 2 0 0 1 0 1 0 1 0 0
R 1
2
0.351 0.549 0.518 0.575 0.590 0.568 0.651 0.626 0.719 0.707 0.728 0.718 0.727 0.744
IR1
2
0.051 0.063 0.137 0.075 0.112 0.103 0.071 0.029 0.051 0.059 0.067 0.057 0.057 0.052
C
L
C
Kˆ 1
2
14 14 14 14 14 14 14 12 14 14 14 14 14 14
IKˆ1
2
0 0 0 0 0 0 0 4 1 1 1 0 0 0
R 1
2
0.336 0.484 0.441 0.540 0.509 0.550 0.622 0.630 0.730 0.707 0.733 0.719 0.739 0.744
IR1
2
0.055 0.076 0.123 0.086 0.100 0.110 0.040 0.034 0.052 0.072 0.059 0.052 0.064 0.059
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Table 4 Results of the simulation study for 11-component (K = 11) 10-dimensional (p = 10) datasets. Results for ICL and ICL-BIC are presented
for the parameters described in Table 1.
n 1000 5000
M 0 3 6 11 0 3 6 11
ζ 0 0.025 0.250 0.025 0.250 0.025 0.250 0 0.025 0.250 0.025 0.250 0.025 0.250
ω¯
=
0
.0
1
ωˇ
=
0
.0
4 IC
L
Kˆ 1
2
4 5 4 6 6 11 11 11 10 10 10 10 11 11
IKˆ1
2
1 1 1 1 1 0 0 0 2 1 1 1 0 0
R 1
2
0.386 0.547 0.545 0.672 0.684 0.878 0.893 0.912 0.923 0.911 0.921 0.913 0.932 0.933
IR1
2
0.125 0.177 0.196 0.162 0.142 0.023 0.043 0.013 0.021 0.031 0.022 0.024 0.018 0.016
IC
L
-B
IC Kˆ 12
4 5 4 6 6 11 11 10 10 10 11 10 11 11
IKˆ1
2
1 0 1 1 1 0 0 1 1 1 1 1 0 0
R 1
2
0.386 0.558 0.561 0.672 0.684 0.878 0.893 0.912 0.923 0.914 0.927 0.920 0.932 0.933
IR1
2
0.125 0.172 0.196 0.162 0.132 0.023 0.043 0.013 0.021 0.028 0.026 0.022 0.018 0.016
ωˇ
=
0
.0
8 IC
L
Kˆ 1
2
4 5 5 6 6 11 11 11 10 10 10 10 11 11
IKˆ1
2
1 1 0 1 0 0 0 1 1 1 1 0 0 0
R 1
2
0.393 0.587 0.587 0.688 0.671 0.877 0.891 0.898 0.913 0.905 0.912 0.907 0.934 0.935
IR1
2
0.057 0.138 0.126 0.150 0.125 0.036 0.032 0.058 0.037 0.036 0.034 0.041 0.024 0.030
IC
L
-B
IC Kˆ 12
4 5 5 6 6 11 11 10 10 10 10 10 11 11
IKˆ1
2
1 1 0 1 0 0 0 2 2 1 1 1 0 0
R 1
2
0.395 0.588 0.591 0.688 0.671 0.877 0.891 0.898 0.913 0.911 0.915 0.907 0.934 0.935
IR1
2
0.061 0.153 0.127 0.150 0.125 0.036 0.032 0.058 0.037 0.036 0.038 0.028 0.024 0.030
ω¯
=
0
.0
5
ωˇ
=
0
.2
0 IC
L
Kˆ 1
2
1 3 3 6 6 11 11 6 7 7 8 8 11 11
IKˆ1
2
0 0 1 0 0 0 0 3 1 1 1 1 0 0
R 1
2
0 0.278 0.336 0.500 0.464 0.575 0.660 0.364 0.613 0.598 0.656 0.653 0.736 0.750
IR1
2
0 0.108 0.111 0.120 0.074 0.081 0.076 0.204 0.091 0.097 0.098 0.059 0.041 0.038
IC
L
-B
IC Kˆ 12
1 3 3 6 6 11 11 6 7 6 7 8 11 11
IKˆ1
2
0 0 1 0 0 0 0 3 2 2 2 2 0 0
R 1
2
0 0.278 0.335 0.500 0.464 0.575 0.660 0.339 0.583 0.584 0.613 0.660 0.736 0.750
IR1
2
0 0.108 0.111 0.120 0.074 0.081 0.076 0.215 0.121 0.183 0.106 0.104 0.041 0.038
ωˇ
=
0
.4
0 IC
L
Kˆ 1
2
1 3 3 6 6 11 11 8 7 7 7 8 11 11
IKˆ1
2
0 1 1 0 0 0 0 1 2 1 1 1 0 0
R 1
2
0 0.361 0.341 0.519 0.517 0.607 0.656 0.537 0.678 0.650 0.670 0.667 0.755 0.757
IR1
2
0 0.146 0.176 0.141 0.147 0.101 0.059 0.086 0.097 0.081 0.086 0.102 0.053 0.064
IC
L
-B
IC Kˆ 12
1 3 3 6 6 11 11 7 7 7 7 7 11 11
IKˆ1
2
0 0 1 0 0 0 0 2 1 1 0 1 0 0
R 1
2
0 0.338 0.341 0.553 0.517 0.607 0.656 0.525 0.655 0.650 0.653 0.650 0.755 0.757
IR1
2
0 0.130 0.176 0.115 0.147 0.101 0.059 0.094 0.079 0.125 0.065 0.095 0.053 0.064
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ACCOUNTING FOR SPOT MATCHING UNCERTAINTY IN THE ANALYSIS OF
PROTEOMICS DATA FROM TWO-DIMENSIONAL GEL ELECTROPHORESIS
A paper submitted to the Journal of the Royal Statistical Society: Series C
Volodymyr Melnykov, Ranjan Maitra and Dan Nettleton
Abstract
Two-dimensional gel electrophoresis is a biochemical technique that combines approaches of iso-
electric focusing and SDS-polyacrylamide gel to achieve simultaneous separation of protein mixtures
on the basis of isoelectric point and molecular weight. Upon staining, each protein on such gel can
be characterized by intensity that reflects its abundance in the mixture. These can then conceptually
be used to determine which proteins are differentially expressed under different experimental condi-
tions. We propose an EM approach to identify differentially expressed proteins using an inferential
strategy that accounts for uncertainty in matching spots to proteins across gels. The underlying mixture
model has trivariate Gaussian components. The application of the EM is however, not straightforward,
with the main difficulty lying in the E-step calculations because of the dependent structure of proteins
within each gel. Therefore, the usual model-based clustering approach is inapplicable, and an MCMC
approach is employed. Through data-based simulation, we demonstrate that our proposed method ef-
fectively accounts for uncertainty in spot matching and more successfully distinguishes differentially
and non-differentially expressed proteins than a naı¨ve t-test which ignores uncertainty in spot matching.
1 Introduction
Two-dimensional gel electrophoresis (2DGE) is one of the oldest and most commonly used pro-
teomics technologies (Morris et al., 2008). One of the main uses of 2DGE is to identify proteins that
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differ in abundance across two or more conditions. In this article, we propose a new method for iden-
tifying such proteins. Our approach differs from past work in that we account for one of the main
sources of variation in 2DGE data that is ignored by existing methods. In particular, our inferences
about differential protein expression account for uncertainty in protein spot matching. Accounting for
this uncertainty is especially important because spot mismatches are considered to be one of the major
sources of variation in 2DGE data (Almeida et al., 2003).
In 2DGE, proteins in a sample are separated on a gel in one dimension according to their isoelectric
points and in a second, perpendicular dimension according to their molecular weights. The separated
proteins are dyed or stained and the gel scanned so that specialized 2DGE image analysis software can
be used to identify protein spot locations and determine measures of protein abundance at each distinct
spot. In studies or experiments that involve multiple gels, alignment algorithms are used to align gel
images so that the vertical and horizontal coordinates providing spot locations are comparable from
image to image. Such alignment is necessary to adjust for rotations of individual gels or differential
warping of gels during gel preparation. Dowsey et al. (2003) describe various alignment approaches
and provide references to much of the relevant literature.
Following alignment, the location coordinates and an abundance measure– usually a reflectance
intensity – are available, in principle, for each of several hundred spots on each gel. However, such
data are typically not recorded. Despite alignment, spot locations are not identical from gel to gel, so
gel analysis software (recently reviewed by Palagi et al. (2006)) is used to match spots across gels.
Following spot matching, a data matrix with one row for each protein, one column for each gel, and
a normalized intensity as each entry is typically produced and used for further analysis. Such a data
matrix typically contains missing values because it is not always possible to find a spot for each protein
on each gel. Furthermore, there is no guarantee that all the values in a given row correspond to a
single protein. Rather mismatches may occur so that the intensities recorded for a single protein across
multiple gels might actually be a mixture of observations from two or more proteins. Despite these
problems, no measures of uncertainty in the spot matching process are carried forward when making
inferences about changes in protein abundance across conditions using the standard analysis methods.
Instead, it is assumed that spots have been correctly matched across gels, and analysis proceeds with
no accounting for the possibility of errors in the spot matching process.
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We propose an alternative analysis strategy that explicitly acknowledges uncertainty in spot match-
ing and incorporates that uncertainty into estimation and testing of differential protein quantity across
two or more conditions. We model the location and intensity for a given protein across multiple aligned
gels as trivariate Guassian with a mean intensity that may depend on condition. We assume that the
true spot matching information across aligned gels is contained in unobserved random variables, and
the Expectation Maximization (EM) algorithm is used to estimate model parameters and test for differ-
ences in intensity across conditions for each protein. The E-step in our EM algorithm is nontrivial in
that a Markov chain Monte Carlo (MCMC) approach is used to estimate the expected value of the un-
observed variables given the observed data and previous parameter estimates. Our method is formally
described in Section 2. In simulation studies described in Section 3, we demonstrate the effectiveness
of our MCMC approach. Data-based simulation in Section 4 illustrates the superiority of our procedure
over a naı¨ve analysis that ignores uncertainty in spot matching.
2 Methodology
2.1 Modeling
Let X = {Xijk : i = 1, 2; j = 1, 2, . . . , n; k = 1, 2, . . . ,m} denote the complete dataset. Here,
i indexes two treatments, n denotes the number of experimental units for each treatment, and m de-
notes the number of protein spots in each two-dimensional gel. We assume that there is one gel for
each experimental unit. Each Xijk represents the trivariate observation vector associated with the
corresponding (i, j, k)th protein spot, with the three variates corresponding to its isoelectric point, its
molecular weight, and its intensity (a quantitative measure of protein abundance), assumed without
loss of generality to be in that order. If the identity of the protein associated with the (i, j, k)th spot
is known to be protein `, then Xijk is assumed to be trivariate Gaussian with mean and dispersion
given by µi` = (µ`1, µ`2, µi`3)′ and Σi` = diag(σ2`1, σ
2
`2, σ
2
i`3). Note that only the intensity mean and
variance depend on the treatment i; we make the standard assumptions that protein isoelectric point,
molecular weight, and associated variances are unaffected by treatment. Of course, the identity of the
protein is not usually known. Thus, when jointly modeling the data from any given gel, we must con-
sider all possible mappings from the m spots to the m proteins. Without loss of generality, we assume
that the spots are randomly labeled within each gel so that 1/m! is the prior probability of any spot-
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to-protein mapping. Because we assume that each observed spot corresponds to exactly one protein
in each gel and this correspondence is bijective, the observations within a gel cannot be assumed to
be independent. We assume, however, that the observations are conditionally independent given the
spot-to-protein matching. Our objective is to identify the proteins for which H0` : µ1`3 = µ2`3 is false;
i.e., we wish to identify proteins that differ in mean intensity across treatments.
2.2 Parameter Estimation
We reformulate the problem in terms of one with missing observations by postulating that the
protein identity of each observed spot is the missing part of the dataset. A common approach to pa-
rameter estimation in such contexts is the EM algorithm pioneered by Dempster et al. (1977), which
we adapt here for our purpose. To do so, we introduce unobserved integer-valued random variables
{Zijk : i = 1, 2; j = 1, 2, . . . , n; k = 1, 2, . . . ,m} that contain the protein identity of each spot. In
particular, Zijk = ` implies that the (i, j, k)th spot corresponds to protein `. We use Zij = ` to denote
the event Zij1 = `1, Zij2 = `2, . . . , Zijm = `m where ` = (`1, `2, . . . , `m)′ ∈ ρ(m), the set of all
permutations of 1, 2, . . . ,m.
Note that the log likelihood function for the complete data is given by
l(Z,X;µ,Σ) =
2∑
i=1
n∑
j=1
∑
`∈ρ(m)
I(Zij = `)
m∑
k=1
log φ(Xijk|µi`k ,Σi`k),
where Z = {Zijk : i ∈ 1, 2; j = 1, 2, . . . , n; k = 1, 2, . . . ,m} is the set of missing identifiers,
µ = {µi` : i = 1, 2; ` = 1, . . . ,m}, Σ = {Σi` : i = 1, 2; ` = 1, . . . ,m}, and φ(x|µi`,Σi`)
denotes the trivariate normal density with mean µi` and variance Σi` evaluated at x. The expectation
step of the EM algorithm involves constructing the expected value of the complete-data log likelihood
function, conditional on the observed data. In this case the conditional expected value is simply the
complete-data log likelihood with each I(Zij = `) replaced by
IPr(Zij = `|X,µ∗,Σ∗) =
1
m!
∏m
k=1 φ(Xijk|µ∗i`k ,Σ∗i`k)∑
`∈ρ(m)
1
m!
∏m
k=1 φ(Xijk|µ∗i`k ,Σ∗i`k)
=
∏m
k=1 φ(Xijk|µ∗i`k ,Σ∗i`k)∑
`∈ρ(m)
∏m
k=1 φ(Xijk|µ∗i`k ,Σ∗i`k)
, (1)
where asterisks indicate the initial parameter estimates or estimates obtained from the previous maxi-
mization step of the EM algorithm. It is straightforward to show that the maximization step of the EM
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algorithm depends on (1) only through the weights
wijk` = IPr(Zijk = `|X,µ∗,Σ∗) =
∑
{`∈ρ(m):`k=`}
IPr(Zij = `|X,µ∗,Σ∗),
which (for i = 1, 2; j = 1, . . . , n; k = 1, . . . ,m; and ` = 1, . . . ,m ) give the conditional probability
that spot k on gel j from treatment group i matches protein `. Given these weights, solutions that
maximize the conditional expected value of the complete-data log likelihood function are
µˆ`r =
2∑
i=1
n∑
j=1
m∑
k=1
wijk`Xijkr
2∑
i=1
n∑
j=1
m∑
k=1
wijk`
, r = 1, 2; σˆ2`r =
2∑
i=1
n∑
j=1
m∑
k=1
wijk`(Xijkr − µˆ`r)2
2∑
i=1
n∑
j=1
m∑
k=1
wijk`
, r = 1, 2;
µˆi`3 =
n∑
j=1
m∑
k=1
wijk`Xijk3
n∑
j=1
m∑
k=1
wijk`
, i = 1, 2; σˆ2i`3 =
n∑
j=1
m∑
k=1
wijk`(Xijk3 − µˆi`3)2
n∑
j=1
m∑
k=1
wijk`
, i = 1, 2.
(2)
Maximimum likelihood estimates for µ and Σ are obtained by iterating the E- and M-steps until con-
vergence.
2.2.1 Computational Issues
One critical limitation for the procedure suggested above is that it is practical only for a small
number of protein spots as finding the weights wijk`’s based on a complete enumeration of all possible
permutations is computationally prohibitive. Indeed, in our experience with simulations, it becomes
impractical to implement even when m = 20. Thus, it can not be a viable strategy to implement for
practical scenarios where two-dimensional gels typically have several hundred protein spots.
In what follows therefore, we develop an MCMC approach to implementing the E-step, borrowing
ideas from the literature on conditional point process simulation (Baddeley and Møller, 1989). The
algorithm that we now describe must be implemented separately for each gel. However, to simplify
notation, we have suppressed the subscripts i and j throughout the remainder of this subsection. Let
Z∗ = (Z∗1 , Z∗2 , . . . , Z∗m) denote the set of current protein assignments for the gel under consideration.
Pick a ν with probability m−1 from {1, 2, . . . ,m}. Compute the distance from the Z∗ν th protein spot
to each of the other protein spots, where the distance between spots Z∗ν and Z∗u for u ∈ Ω−ν =
{1, ..., ν − 1, ν + 1, ...,m} is denoted dν,u and is defined as the Euclidean distance between the current
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estimated mean locations associated with the Z∗ν th and Z∗uth proteins. Letting Hν =
∑
u d
−1
ν,u, pick an
ω with probability d−1ν,ω/Hν . Let Z˜ be the same as Z
∗ except in the νth and ωth positions, which are
reversed, i.e., if Z∗ = (Z∗1 , ..., Z∗ν , ..., Z∗ω, ..., Z∗m), then Z˜ = (Z∗1 , ..., Z∗ω, ..., Z∗ν , ..., Z∗m). The latter
is our proposal with Markov transition probability given by IPr(Z∗ → Z˜) = m−1d−1ν,ωH−1ν . Similar
arguments mean that the reverse transition probability is given by IPr(Z˜ → Z∗) = m−1d−1ω,νH−1ω .
Thus from the current state Z∗, we accept Z˜ with probability
pi(Z∗ → Z˜) = min
{
1,
pi(Z˜|X,µ∗,Σ∗)
pi(Z∗|X,µ∗,Σ∗)
IPr(Z˜ → Z∗)
IPr(Z∗ → Z˜)
}
= min
{
1,
Hν
Hω
m∏
k=1
φ(Xk|µ∗Z˜k ,Σ
∗
Z˜k
)
φ(Xk|µ∗Z∗k ,Σ
∗
Z∗k
)
}
,
otherwise we stay at the currentZ∗. We use this to collect 100,000 MCMC realizations, after a burn-in
period of 10,000 iterations, and estimate our wijk` values.
2.2.2 Initialization and Stopping Criteria
As with most iterative algorithms, the performance of the EM algorithm can be severely affected
by the choice of initial values. Maitra (2009) provides detailed examples where choice of starting
values can completely degrade performance in the context of estimating parameters of mixtures-of-
Gaussians. His multi-stage algorithm for initialization is not extendable to our situation, thus we chose
a gel at random and used the observed isoelectric point and molecular weight values for that gel as
the initializing means. As each particular gel contains only one set of intensities, we initialized the
mean intensities under both treatment and control conditions to be the same. In order to obtain the
initial values for variances, we considered isoelectric point values and molecular weight separately.
For each of these variables, we estimated variances over all gels according to their order. For instance,
we estimated the variance in molecular weight for the protein with the smallest molecular weight by
calculating the variance of the proteins with the smallest molecular weights in each gel. The same
approach was applied to the protein with the second smallest molecular weight in each gel, and so on.
The variances for the isoelectric points were handled similarly. As intensity values were originally
taken on a log-scale, the variability of the intensity values was small compared to the variances in
isoelectric points and molecular weights. Thus, we set the initial values for intensity variances to
be some small value (in our experiments, we set it equal to 1) relative to the estimated variances of
isoelectric points and molecular weight. Although a more sophisticated approach may be possible to
develop, our heuristic suggestion has been found to perform very well in our experiments.
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Finding a stopping criterion for the EM algorithm within the framework of MCMC-based compu-
tation of probabilities wijk` is challenging because the log likelihood of the observations can not be
calculated at each step, for even a moderate number of proteins. Thus, a criterion based on relative
changes in observed log likelihood is inapplicable. On the other hand, a criterion based on relative
changes in parameter estimates as recommended by Altman et al. (2003) cannot reasonably be imple-
mented because of simulation variability induced by the stochastic estimation of wijk`s, which will
need to be accounted for in the calculation of the estimates. Therefore, we suggest stopping the EM
algorithm after some reasonably large number of iterations that assures convergence. In all our experi-
ments, 50 iterations have been found to be more than adequate.
2.3 Variance Estimation
As it was mentioned by McLachlan and Peel (2000), obtaining the covariance matrix for max-
imum likelihood estimates produced by the EM algorithm is usually a complicated problem. First,
the observed information matrix has to be obtained and then its inverse is taken. One convenient
way to approximate the observed information in the case of independent identically distributed ran-
dom variables is to use the empirical information (Louis, 1982; McLachlan and Peel, 2000). This
approach relies on obtaining all the derivatives of the expected complete log likelihood function based
on one observation. In our case, we have n independent gels under each of two treatment condi-
tions. The observations themselves, however, are not independent. Although they have a depen-
dent structure as we discussed earlier, the dependence of the data is very weak when the number
of proteins per gel is high. Since we have several hundred proteins considered in every gel, this
approximation is reasonable and proved to be practical as the information matrix has a relatively
simple form. There are 2nm observations in the dataset and the total number of estimated param-
eters is 8m as there are 3 means and 3 variances for every protein spot and intensities have dif-
ferent means and variances under control and treatment conditions. Now, let ϑ be the vector of all
estimated parameters:
(
µ`1, µ`2, µ1`3, µ2`3, σ
2
`1, σ
2
`2, σ
2
1`3, σ
2
2`3 : ` = 1, . . . ,m
)
. To find the variance-
covariance matrix of the estimated parameters, we invert the observed information matrix estimated by
Iy =
∑2
i=1
∑n
j=1
∑m
k=1
(
∂hijk
∂ϑ
)(
∂hijk
∂ϑ
)′
, where hijk is the portion of the expected complete-data log
likelihood involving the (i, j, k)th observation and ∂hijk∂ϑ is the corresponding gradient vector with ele-
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ments ∂hijk∂µ`1 ,
∂hijk
∂µ`2
,
∂hijk
∂µ1`3
,
∂hijk
∂µ2`3
,
∂hijk
∂σ2`1
,
∂hijk
∂σ2`2
,
∂hijk
∂σ21`3
,
∂hijk
∂σ22`3
; ` = 1, . . . ,m. Then Iy is a 8m×8m matrix.
The corresponding partial derivatives can be obtained as follows:
∂hijk
∂µi`3
= wijk`
xijk3 − µi`3
σ2i`3
,
∂hijk
∂µ`r
= wijk`
xijkr − µ`r
σ2`r
, r = 1, 2,
∂hijk
∂σ2i`3
= −1
2
wijk`
σ2i`3
[
1− (xijk3 − µi`3)
2
σ2i`3
]
,
∂hijk
∂σ2`r
= −1
2
wijk`
σ2`r
[
1− (xijkr − µ`r)
2
σ2`r
]
, r = 1, 2.
In order to obtain the variance-covariance matrix, we need to invert the observed information matrix
Iy. This is not a problem for the regular cases with the number of spots per gel varying from several
hundred to several thousand. For larger datasets, we propose to use the variance estimation approach
suggested by Meng and Rubin (1991).
3 Validation of the EM/MCMC Approach
The performance of the suggested procedure was evaluated via a set of simulation experiments de-
signed to mimic realistic settings. Our proposed methodology has two aspects that need to be evaluated:
(1) the use of EM itself in the context of parameter estimation in the mixtures-of-Gaussians modeling
scenario and (2) the use of MCMC to perform the E-step in the practical scenario of several hundred
proteins. We evaluate these two aspects separately via two carefully-designed simulation suites. Our
first suite involves a small-scale simulation experiment with two treatments and only six proteins per
gel. For six proteins, we need to consider exactly 720 possible permutations in the calculation of the
wijk`s; thus E-step calculations are then exact and practical. Our second experimental suite performed
simulations on a more realistic framework of 300 protein spots. In this case, exact calculations for the
wijk`s are no longer possible, and are replaced by the MCMC-based stochastic computations. In both
suites, we performed experiments for a range of scenarios reflecting varying estimation difficulty.
3.1 Simulation experiments with six protein spots
Estimation difficulty was specified in this suite via different levels of separation between the Gaus-
sian mixture components. We used the notion of exact-c-separation introduced by Dasgupta (1999) and
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modified by Maitra (2009) to specify the degree of separation between these clusters. According to this
definition, a mixture of p-variate Gaussian densities is c-separated if c ≤ ‖µi−µj‖√
p·max(λmax(Σi)),λmax(Σj)
for every distinct pair (i, j) of p-variate mixture component densities, with equality holding for at least
some pair (i, j). From Dasgupta (1999), it follows that higher values of c correspond to better-separated
mixture densities and hence relate to greater ease of estimation and class identification. We performed
experiments for values of c corresponding to 0.5, 1.0 and 1.5. Thus, following Dasgupta (1999), our
experiments covered a range of cases ranging from poor separation (c = 0.5) to moderate (c = 1.0)
and good separation (c = 1.5). We also investigated the performance of our procedure in relation to
the number of replications n. To do so, we performed our simulation experiments based on a range
of n = 3, 10 and 100 gel replications. They are correspondingly considered to be small, moderate
and large. By varying these two parameters (c and n), each over three settings, we thus investigate
performace of our methodology over different scenarios. Figure 1 provides a summary display of ex-
perimental performance for the 9 different combinations of c and n. In each figure, black unfilled
circles reflect the trivariate vectors of true means while red filled circles represent the obtained esti-
mates. The location of each protein on a gel coincides with the corresponding centers of molecular
weight and isoelectric point. The third dimension, mean intensity, is represented by the area of the cor-
responding circle chosen to be proportional to the actual intensities. The figure thus provides a visual
assessment of estimation performance relative to the degree of overlap among the filled and unfilled
circles. Thus, the ideal case when estimates are equal to estimated parameters would be represented
by the plot with exactly overlapping circles (thus red filled circles with black borders). As can
be seen, estimation performance with three gels was considerably poorer than with larger numbers of
samples. Performance was especially degraded for c = 0.5 and c = 1.0, but more respectable for the
case when c = 1.5. Performance in all three cases was much improved when n = 10, and was at
least very good when n = 100. When c = 1.5 and n = 100 (Figure 1(i)), estimated and true mean
values were virtually indistinguishable from each other. Thus, we see that there is some evidence of
statistical consistency in the estimation procedure. Overall, the value of good separation turned out to
be no less important than that of large replication sizes. In this context, we note that the figures can
be categorized into groups (b,d), (c,e,g) and (h,f) separately in terms of estimation performance. Thus,
the lack of separation can be compensated by increase in sample sizes. If marginal spot distributions
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(a) c = 0.5, n = 3 (b) c = 0.5, n = 10 (c) c = 0.5, n = 100
l
(d) c = 1.0, n = 3 (e) c = 1.0, n = 10 (f) c = 1.0, n = 100
l
(g) c = 1.5, n = 3
l
(h) c = 1.5, n = 10 (i) c = 1.5, n = 100
Figure 1 True (black unfilled circles) and estimated (filled red circles) means for
the simulation experiment with six protein spots. In each case, area of
the circles is proportional to the true and estimated mean intensities. Per-
formance evaluations are for different numbers of gels and degree of
separation, as indicated in the subfigure captions.
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are known a priori to be well-separated, one can do with a smaller number of gels. Otherwise, a larger
number of replications is necessary. Our next performance evaluation was in the context of compar-
ing the estimates obtained via the exact all-permutations-calculation-based E-step above with those
obtained using a stochastic MCMC-based E-step. We report here performance based on moderate sep-
aration (c = 1.0) and moderate numbers of replications (n = 10). Table 1 reports the corresponding
parameter estimates for all-permutation-based (top line) and MCMC-based (bottom line) algorithms.
We see that both approaches produced nearly indistinguishable estimates. This demonstrates the valid-
ity of using MCMC-based stochastic calculations for estimating the probabilities in the E-step. This
result is important for proceeding to the next step – testing the procedure on gels with a large number
of protein spots, where exact calculations for the E-step are impractical to implement.
Table 1 Comparison of all permutation (top line) and MCMC (bottom line) based
methods
Par 1 2 3 4 5 6
Intensity I 1.865 4.582 -9.072 0.244 -7.859 0.535
1.864 4.582 -9.071 0.243 -7.857 0.535
Intensity II 6.096 0.933 -8.716 -13.228 -0.115 -1.004
6.096 0.933 -8.716 -13.227 -0.115 -1.004
Molecular weight 15.597 -15.082 -1.628 -1.777 8.464 -8.084
15.596 -15.082 -1.627 -1.777 8.464 -8.083
Isoelectric point 9.867 -4.541 0.232 -3.818 -12.074 -4.456
9.866 -4.541 0.232 -3.818 -12.074 -4.456
4 Application to Gel Data
In this section, we apply our methodology to a real-life dataset and demonstrate its utility in analysis
and inference relative to more traditional post-hoc ways of analyzing such data. We consider a version
of the morphine dataset described by Morris et al. (2008). Six adult male rats were assigned to treatment
with either morphine or a placebo using a balanced and completely randomized design. Five days after
initiation of treatment, proteins were extracted from spinal cord regions and evaluated on six gels with
one gel per rat. For the sake of illustration, we focus here on the analysis of 300 protein spots that
appear in one corner of each gel. Because the data were preprocessed using the method of Morris
et al. (2008), the locations (isoelectric points and molecular weights) are not separately available for
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each individual gel. Rather one single location estimate is provided for each of the 300 proteins. Each
location estimate is accompanied by six normalized intensities – one for each gel. The locations of
the 300 spots are plotted as blue points in Figure 2 (a). In this figure, the shading of each blue spot
indicates the intensity for the spot averaged across the three control gels. To illustrate the effectiveness
of our proposed procedure for estimating mean protein locations and intensities, we simulated 300
trivariate normal observations with means and variances determined from the actual data. Specifically,
the components of the mean vector for each protein were set equal to the spot location and average
intensity indicated by the blue spots in Figure 2 (a). The variance of intensities for each protein was set
equal to the sample variance of the observed intensities pooled over both treatments. Variances among
isoelectric points and among molecular weights within a given protein were each set to be equal to 25
in order to provide spot location variation in our simulated data that visually matches the degree of
variation seen in actual gels. Figure 2 (a) illustrates variability in such a simulated dataset with respect
to the original means. Here, mean values are blue and observations are given in red. Figures 2 (b) and
(c) show the estimates of the trivariate means (red) relative to the actual means (blue) using data from
10 and 30 simulated gels, respectively. When true means and estimates overlap, we use a mixture of
colors as defined in the color key shown in Figure 2 (d). Here, 0 represents the lowest protein intensity
while 1 stands for the highest. Ideally, we would see all spots, red and blue, overlapping and producing
mixed colors from the diagonal of the key. Although the plot (b) suggests that 10 gels per treatment
produce reasonably good parameter estimates, clearly, 30 gels per treatment match this ideal better, and
therefore, estimates produced from 30 gels are substantially more accurate. Thus, our method remains
reliable and effective not only for the small datasets investigated in Figure 1 but also in cases when we
have hundreds of proteins.
4.1 Method’s performance compared to t-test alternatives
In order to evaluate the overall performance of our procedure, we compare it with three t-test proce-
dures. The first version of the t-test, Tgold, uses the protein identity of each spot on each gel to perfectly
match spots across gels. This method – which cannot be used in practice because spot identities are
unknown in real data – serves as the gold-standard approach. The second t-test procedure, T2, mimics
the type of analysis that is usually performed in current practice. First, spots are matched across gels
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Figure 2 (a) Simulated dataset (in red) with respect to true means (in blue); (b)
true means and their estimates based on 10 gels per treatment; (c) true
means and their estimates based on 30 gels per treatment; (d) color key
for intensities.
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according to their locations, and then inference proceeds with a two-sample t-test on intensities as if the
spots have been matched perfectly. We refer to this as the naı¨ve t-test procedure based on matched spot
locations because the inferences ignore uncertainty in spot matching. The third and last t-test proce-
dure, T3, is similar to the described naı¨ve approach with the difference being in the matching procedure.
Here, matching is conducted based on trivariate vectors that include spot intensities rather than using
bivariate vectors describing locations. This is another naı¨ve procedure which is conceptually more ad-
vanced than the naı¨ve approach solely based on locations because it uses the intensity information for
matching purposes. The spot-matching algorithm that we used to obtain this naı¨ve t-test is described
as follows. For each spot on each gel, our EM procedure produces an estimate of the probability that
the spot matches each protein. We assign each spot to the protein with the highest match probability
for that spot. This will generate a one-to-one match from many of the spots to many of the proteins.
However, within any given gel, some spots may be assigned to the same protein and some proteins may
have no spots assigned. Such spots and proteins are then handled with an exhaustive search algorithm
that considers all possible assignments of the spots in question to the proteins in question. The assign-
ment that produces the smallest sum of Euclidean distances between the locations of the spots and the
estimated location means of the proteins to which the spots are assigned is selected to obtain the best
match. The spot-matching algorithm for the naı¨ve t-test based on locations has a similar scheme with
the difference that the EM algorithm is based solely on bivariate vectors related to locations.
Note that although the naı¨ve t-test procedure uses results from our EM algorithm to perform spot
matching, the naı¨ve approach is fundamentally quite different from our proposed analysis method. If
the naı¨ve t-test procedure were to obtain error free matching, it would be equivalent to the gold-standard
approach. On the other hand, when spot matching errors occur, the naı¨ve t-test will be based on a
mixture of data from multiple proteins. Estimates of mean protein intensity for individual treatments
and corresponding standard errors will often be adversely affected. Such errors can lead to incorrect
inferences for mismatched proteins. Our proposed procedure avoids such problems by making no
explicit attempt to match spots. Rather, our procedure estimates differences across treatments within
proteins and assesses the significance of those differences using an inferential procedure that recognizes
and accounts for uncertainty in spot identity. Thus, we expect our procedure to outperform the naı¨ve
t-test whenever the probability of spot-matching errors is non-negligible.
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To evaluate the performance of our proposed testing procedure relative to the gold-standard and
naı¨ve t-tests, we conducted a simulation study as follows. Using the observed intensity measures for the
300 spots from the control and morphine-treated rat gels, we estimated a standardized mean difference
for each protein given by τ` = (y¯1·` − y¯2·`)/s`, where yij` denotes the normalized intensity measure
for treatment i, gel j, and protein ` and s2` =
∑2
i=1
∑3
j=1(yij` − y¯i·`)2/4 for all ` = 1, . . . , 300. We
considered three cases (P=0.25, 0.50 and 0.75) for the proportion of differentially expressed proteins.
For P = 0.25, we randomly chose 75 spots from the K = 75, 150, or 225 spots with the largest |τ`|
values. For P = 0.50, we chose 150 spots out of the K = 150 or 225 highest |τ`| values. In the
case of P = 0.75, we took the 225 spots with largest |τ`| values. For the chosen spots, we computed
estimates of mean intensities separately for both treatment conditions, while for the other spots, the
mean intensity was estimated as the average over both treatments. We used these estimates to simulate
realistic measures of protein intensity for the `th protein. Protein spot locations were simulated based on
the locations of the spots in the morphine data as described previously. By construction, the proportion
of proteins whose mean intensity differs between our simulated treatment groups (µ1`3 6= µ2`3) is given
by P .
For each choice of P and K, we simulated n = 10 and n = 30 gels per treatment and applied the
gold-standard t-test, the naı¨ve t-tests, and our proposed method to test the null hypothesis that mean
intensities of the `th protein are the same under both treatment conditions; namely, H0` : µ1`3 = µ2`3
for ` = 1, . . . , 300. The results of these tests provided a rank ordering of the proteins from most
significant to least significant for each method. We then computed the sensitivity and specificity of
each method as functions of the number of proteins declared to be differentially expressed between
simulated treatment groups.
The results, averaged over 10 independently simulated data sets for each value of P , are displayed
as receiver operating characteristic (ROC) curves in Figures 3 and 4. Figure 3 illustrates performance of
the methods over the entire range of 1−specificity values. For practical reasons, we are most interested
in the behavior of ROC curves for low values of 1−specificity. Figure 4 presents ROC curves for type
I error rates below 15%. In every plot, we include estimated ROC curves along with bounds formed by
each pointwise estimate plus and minus one standard error.
For n = 10 (the first two rows of Figures 3 and 4), the naı¨ve t-test T3 with trivariate vector matching
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and our proposed method behave similarly. For the very lowest values of 1−specificity, it appears
(Figures 4(a)–(e)) that the t-test T2 with bivariate vector matching performs marginally better than
our method, but in general, we outperform T2 for values of 1−specificity greater than around 0.02.
Although it may not be clear from the plotted curves, the advantage of our approach over T2 was very
often statistically significant when n = 10. For instance, we note that when 1−specificity is 5%,
a pairwise t-test indicates that our proposed approach performed significantly better than T2 with p-
values of less than 0.05 for all but the one case (P = 0.5,K = 150, n = 10). Although our approach
often appears to hold a slight advantage over T3 when n = 10, the power of the proposed approach was
significantly higher than that of T3 at 1−specificity of 5% only for two cases (P = 0.25,K = 150 and
P = 0.50,K = 225) with p-values of 0.002 and 0.046, respectively.
When n = 30 (the last two rows of Figures 3 and 4), we can see that our proposed method has
higher power than both naı¨ve t-tests. Furthermore, the improvement is generally highly significant.
This additional sensitivity over both T2 and T3 is obtained by accounting for the uncertainty in spot-
matching across gels which is an important source of variation that is “swept under the rug” by the naı¨ve
approach. Of course, our method falls short of the gold-standard t-test Tgold which utilizes information
that is unavailable in practice to match spots perfectly across gels.
5 Conclusions
In this paper, a new method for analyzing gels from two-dimensional electrophoresis is suggested.
We account for one of the major sources of variability – errors that happen during the spot-matching
process. The EM algorithm naturally incorporates the uncertainty associated with these errors through
posterior probabilities obtained at the E step. An estimated variance-covariance matrix of parame-
ter estimates is then used to make inference about differentially expressed proteins. This approach is
conceptually different from the commonly used methodology that assumes that the spot-matching algo-
rithm is able to provide the ideal classification of spots. The proposed technique was tested on several
synthetic datasets as well as on the set of real-data-based simulation studies. The results indicate that
the suggested procedure typically outperforms approaches that ignore spot-matching uncertainty.
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Figure 3 ROC curves for different settings of P , K and n.
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Figure 4 ROC curves for different settings of P , K and n (low 1 - specificity).
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