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Abstract
A volume-filtered Large-Eddy Simulation (LES) of oscillatory flow over a rippled mobile bed is conducted
using an Euler-Lagrange approach. As in unsteady marine flows over sedimentary beds, the experimental
data, referenced in this work for validation, shows quasi-steady state ripples in the sand bed under oscillatory
flow. This work approximately reproduces this configuration with a sinusoidal pressure gradient driven flow
and a sinusoidally rippled bed of particles. The LES equations, which are volume-filtered to account for the
effect of the particles, are solved on an Eulerian grid, and the particles are tracked in a Lagrangian framework.
In the Discrete Particle Method (DPM) used in this work, the particle collisions are handled by a soft-sphere
model, and the liquid and solid phases are coupled through volume fraction and momentum exchange terms.
Comparison of the numerical results to the experimental data show that the LES-DPM is capable of capturing
the mesoscale features of the flow. The large scale shedding of vortices from the ripple peaks are observed in
both datasets, which is reflected in the good quantitative agreement between the wall-normal flow statistics,
and good qualitative agreement in ripple shape evolution. Additionally, the numerical data provides three
insights into the complex interaction between the three-dimensional flow dynamics and bed morphology: (1)
there is no observable distinction between reptating and saltating particle velocities, angular velocities or
observed Shields parameters; (2) the potential motion of the mobile bed may create issues in the estimation
of the bed shear stress used in classical models; and, (3) a helical pairing of vortices is observed, heretofore
not known to have to have been identified in this type of flow configuration.
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Chapter 1
Introduction, Literature Review, and
Motivation
1.1 Introduction
Dune and ripple formation in aeolian and subaqueous mobile beds have implications in both industry and
nature. This phenomenon can be found in industrial processes involving mobile beds disturbed by shear flow,
such as pipelines. In nature, the erosion of riverbeds and the modification of coast lines, as well the formation
of sand dunes in deserts, can be attributed to these same processes. Since the morphology of the mobile
bed and the characteristics of the flow are coupled, understanding the influence of the bed on the flow is
important. Ripples can be formed by unidirectional flow, as in rivers, or oscillatory flow, as in coastal areas,
as in Figure 1.1. Although this work focuses on oscillatory flow, the mechanisms of ripple formation are
similar to unidirectional flow. In both cases, instabilities in the bed are the catalyst for ripple formation. The
irregularities in the bed, whether they be roughness or small scale bed forms, cause a phase lag between the
shear stress at the bed interface and the morphology of the bed interface itself. This phase lag is a result of
fluid inertia, and as the lag increases, the out of phase bed shear stress will pull sediment from the troughs to
the peaks of the bed disturbances. As the peaks grow and the troughs deepen, the process is exacerbated by
the now larger bed forms, completing a positive feedback loop. Once the ripples have formed, they strongly
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Figure 1.1: Naturally occuring ripples in a sand bed under wave motion. Photo taken in Puerto Rico by
Meagan Wengrove.
impact the flow dynamics. From an engineering perspective, it is highly desirable to understand and predict
the effects of the bedform on the flow.
1.2 Literature Review
1.2.1 General scour and bedforms
Although the focus of this work is on subaqueous ripples, the work done, and approaches used, in the field
of bed scour, are closely related. Much experimental work has been done, such as from a sluice gate over
an apron (Nik Hassan and Narayanan 1985), and scour at different shaped structures, such as vertical piers
(Briaud et al. 1999) and horizontal pipelines (Chiew 1990), as shown in Figures 1.2, 1.3, and 1.4, respec-
tively. But, with advancements in computing capabilities and algorithm efficiency, numerical simulations
have become a viable alternative to experimental research. Unlike an experiment, which requires probes
and/or imaging capabilities to capture data from the system, Computational Fluid Dynamics (CFD) has the
advantage of access to data at any time or place in the simulation. Numerical simulations also allow for easier
parametric studies. CFD has its own limitations, e.g. boundary conditions, limited domain size, computa-
tional costs, etc. Yet CFD, with its access to full four-dimensional information, enables detailed investigation
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into the physics at play and can be used as a complement to experimental or field observational work, pro-
viding access to information beyond the reach of experimental methods.
/Sluice gate 
Tail water level 
c ? Crest of the dune 
^Trough or max depth 
of scour. 
FIG. 1.--Schematic Diagram of Experimental Situation 
Chatterjee and Ghosh (5) have made measurements of mean velocity 
distributions across the wall jet as it develops over the rigid apron fol-
lowed by the scour hole. A series of empirical equations are given for 
the velocity and the length scales appropriate to various regions. They 
have also made detailed measurements of the shear stress distribution 
along the scour profile. It is not clear from their work why the grain size 
of the downstream erodible bed is so critical as to produce a mean ve-
locity profile across the wall jet over the rigid apron markedly different 
from that across the classical wall jet. Perhaps the finite depth of tail-
water and the distortion of the erodible bed to the extent prevalent in 
their experiments produce upstream conditions specifically the back-
flow, considerably different from the diffusion environment of the clas-
sical wall jet. 
In this paper, the experimental measurements of the depth of scour 
against time are reported. The mean velocity profiles have been mea-
sured in a rigid scour hole simulating alluvial counterpart. A character-
istic mean velocity in the hole is used to derive an expression for the 
time rate of scour. 
EXPERIMENTAL ARRANGEMENT 
Experiments have been performed in a glass-sided flume, 915 mm wide 
and 3.9 mm long. A schematic diagram of the apparatus is shown in 
Fig. 1. The bed of sand is 118 mm thick; nearly uniform sizes of sand 
of 1.65 mm, 0.8 mm, and 0.5 mm have been used in the experiments. 
The apron is made of aluminium sheet over which is fixed a sluice 
gate at different openings of 5 mm, 10 mm, and 15 mm. The sluice gate 
could be moved such that its distance from the end of the apron is varied 
from 200-565 mm. The depth of water is altered by a tailwater gate. 
Water is fed to the flume from a constant head tank, and provisions 
are made at the inlet to the flume to reduce the turbulence of the in-
coming water. In order to minimize the undesirable erosion of the sandy 
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Figure 1.2: Flow over a backward facing step, with sand filled behind the step, is generated by a sluice gate.
Erosion is observed directly behind the step, and the sand aggregates downstream of the scour hole in a
mound. Nik Hassan and Narayanan (1985).
Numerical s udie of scour have traditionally treated th sediment bed as a continuum, so the bed load, and
if represented, the suspended load, are treated as scalar concentrations. The morphology of the sediment bed
is governed by a bed load transport equation and the suspended load is gove ned by the convection-diffusion
transport equation. The majority of the work that uses this bed load approach use either Reynolds Averaged
Navier-Stokes (RANS) simulations or Large Eddy Simulation (LES) to model flow. It is important to note
that these methods model all (RANS) or small-scale (LES) flow structures, and must rely on turbulence
models for non-laminar flows. By esign, RANS solvers use time-averaged equations. Flow variables are
decomposed into two components, the time-averaged value, and the fluctuation. Therefore, RANS solvers
cannot accurately predict strongly time-dependent phenomena, like the oscillatory flow over a rippled bed
presented in this work. LES applies the flow variables through a low-pass filter, removing the small-scale
structures. The large scales of the flow are fully resolv directly, but the small scales are modeled in order
to reduce computational cost, per Figure 1.5. Since sediment scour occurs at the interface between the fluid
and the sediment bed, exactly where the smallest scales of the flow are generated, LES may be filtering out
3
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FIG. 1. Scour Around Bridge Pier
FIG. 2. Precision of HEC-18 Equation for Maximum Depth of
Scour (After Landers and Mueller 1996)
FIG. 3. Difference between Shear Stresses for Scour Prob-
lems and Foundation Problems
FIG. 4. Maximum Shear Stress around Cylindrical Pier
deed, at that interface the flow is tangential to the soil surface
regardless of the flow condition above it; very little water if
any flows perpendicular to the interface. The water velocity in
the river is in the range of 0.1 to 3 m/s, whereas the bed shear
stress is in the range of 1 to 50 N/m2 and increases with the
square of the water velocity. The magnitude of this shear stress
is a very small fraction of the undrained shear strength of clays
used in foundation engineering (e.g., Fig. 3). It is amazing to
see that such small shear stresses are able to scour rocks to a
depth of 1,600 m, as in the case for the Grand Canyon over
the last 20 million years at an average scour rate of 9 3 1026
mm/hr. This leads one to think that even small shear stresses
if applied cyclically by the turbulent nature of the flow can
overcome, after a sufficient number of cycles, the crystalline
bonds in a rock and the electromagnetic bonds in a clay. This
also leads one to think that there is no cyclic stress threshold,
but that any stress is associated with a number of cycles to
failure. Gravity bonds seem to be an exception to this postu-
late, because it appears that gravity bonds cannot be weakened
by cyclic loading. This postulate contradicts the critical shear
stress concept discussed later.
The shear stress t imposed by the water at a boundary can
be evaluated in a number of ways. The first one is for open
channels without obstructions and is based on equilibrium con-
siderations (Munson et al. 1990)
t = r s g (2)h EGL w
where rh is the hydraulic radius defined as the cross-section
area of the flow divided by the wetted perimeter; SEGL is the
slope of the energy grade line (slope of the river bed gener-
ally); and gw is the unit weight of water. The second one is
for circular pipes without obstructions and is also based on
equilibrium considerations (Munson et al. 1990)
R
t = 3 Dp/< (3)2
where R = pipe radius; and Dp/< = pressure drop Dp per length
< of pipe. The pressure drop can either be measured or cal-
culated by using the Moody Chart (Munson et al. 1990, p.
501).
When a cylinder obstructs the flow in an open channel with
a flat bottom, the maximum shear stress tmax is located, as
shown on Fig. 4, and is many times larger than the value given
when there is no obstruction (2). In the present study a detailed
numerical simulation, described later, was performed (Wei et
al. 1997) to obtain tmax. It was found (Fig. 5) that for large
water depth (Zo/D > 2), tmax was dependent on the Reynold’s
number R, the mean flow velocity V, and the mass density of
water r





















































Figure 1.3: A boundary layer flows past an circular cross-sectioned verticle pier. A scour hole is observed in
a teardrop shape around the pier. Briaud et al. (1999).
flow characteristics that are crucial to scouring processes. However, the literature has shown the capability of
LES to describe the mesoscale features of the flow, as shown in the following sections.
Mutlu Sumer (2007) provides a good general review of mathematical and numerical bed load modeling.
Tao and Yu (2013) have also compiled a thorough and clear review of these methods; a synopsis of this
portion of their review follows. Although there are many variations of the bed load transport equations and
approaches to couple the flow to the sediment phase, they are fundamentally similar in that they do not model
the individual sediment particles. The heart of this method is based on the relationship between the sediment
bed height and the rate of sediment flux. Paola and Voller (2005a) derived a generalized Exner equation for




1− λ (∇ · q) (1.1)
Where h is the height of the sediment bed, λ is the porosity of the sediment bed, and q is the sediment flux
vector (containing both bed load and suspended load fluxes). See Tao and Yu (2013) for the various forms the
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Vortex A Vortex C Vortex B 
FIG. 1. Three-Vortex System and Onset of Scour 
Bijker and Leeuwestein (1984) reported a zero scour depth under the pipe. 
However, they did not specify the exact flow conditions of the tests from 
which their conclusions were derived. 
Besides establishing an empirical relationship relating scour depth to other 
parameters, Bijker and Leeuwestein (1984) also identified three basic forms 
of erosion around a submarine pipeline: 
1. Luff erosion, which occurs at the upstream side of the pipe and is caused 
by an eddy formation upstream of the pipe. 
2. Lee erosion, which occurs at the downstream side of the pipe and is caused 
by reemergence of the main flow over and the turbulent wake downstream of 
the pipe. 
3. Tunnel erosion, which occurs under the pipe and is a direct consequence 
of the increased velocity underneath the pipe compared with the undisturbed 
velocity. 
Bijker and Leeuwestein (1984) added that the fundamental cause of ero-
sion around a pipeline is a local increase in transport capacity of the flow 
around the pipeline, while deposition takes place where this capacity de-
creases. This argument is, nevertheless, a necessary corollary of their ob-
servation, rather than an explanation. 
Mao (1988) reported the formation of three types of vortices around a 
submarine pipeline resting on a plane bed. As illustrated in Fig. 1(a), one 
of the vortices, A, formed at the nose of the pipe, the other two vortices, 
B and C, formed downstream of the pipe. He also cited pressure coefficient 
distribution near a pipe in unidirectional flow measured by Bearman and 
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Figure .4: Flow over a horizontal circular cross-sectioned pipeline. Small scale scouring is observed below
the pipeline, until the scouring reaches a threshold at which underflow of the fluid occurs and exponentially
scours below the piplin . Mounds are observed both upstream and downstream of the pipeline. Chiew (1990).
Exner equation can take. To determine the change to the sediment bed height, the flux q must be determined.
The sediment flux vector q is a function of bed shear stress and the characteristics of the sediment (diameter,
density, etc.), for which there are a variety of empirical formulas. Tao and Yu (2013) selected three such
commonly used formulas, one of which is reproduced below in Equation 1.2. The Van Rijn equation (1984)










For any formulation of bed sediment flux, q∗b , the direction of the flux is determined by the critical bed shear






Figure 1.5: In LES, the smallest scales of the flow are modeled with sub-grid scale models. If a flow structure
is smaller than the computational grid sizing, the grid can not resolve it, and it must be modeled.
defines this threshold. τ ∗b = ρu
2
f is the critical bed shear stress, uf is the shear velocity, s is the specific
density of a sediment particle, ρp is the density of a sediment particle, d is the diameter, and g is gravity. If
Θ > Θ∗ then there is motion of the sediment particles. Incipient motion can also be determined by use of
critical velocity at or near the wall, rather than the critical bed shear stress. If the effects of the suspended
load are not to be ignored, then any entrained sediment is governed by the transport equation:
∂c
∂t
+∇ · (cu) = ∇ · (D∇c) (1.4)
Where c is the suspended load concentration and D is the diffusivity.
Since the individual sediment particles themselves are not modeled, various physical effects of the bed
morphology and flow structures are accounted for with correction factors. When the slope of the bed mor-
phology takes on an angle greater than the angle of repose for the sediment, τ ∗b is multiplied by a slope
correction factor to model the potential sliding of individual sediment particles and the increased exposure
to the effects of the fluid. For highly turbulent flows, the effects of turbulence and lift forces are significant
and must be addressed with additional correction factors, in the same form as that for slope correction. Thus,
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to include the effects of bed slope angle, turbulence, and lift forces, the modified critical bed shear stress
becomes
τ ∗b,modified = (rslope · rturbulence · rlift) · τ ∗b (1.5)
Coupling the governing equations of the sediment to the flow has been done a couple of ways. The most
commonly used method loosely couples the sediment bed load, suspended load, and bed morphology to the
flow solver using the following algorithm (2013), whereby: (1) the flow field is solved with current bed
morphology; (2) the change to the bed morphology is calculated with the Exner equation; (3) the flow-bed
interface boundary is updated accordingly; and, (4) the flow field is solved for the new bed morphology.
The various forms of the bed load methodology have been used extensively in the literature. Olsen
and Melaaen (1993), Olsen and Kjellesvig (1998), Roulund et al. (2005), and Liu and Garcia (2008) have
simulated vertical circular piles using this technique. Olsen and Melaaen (1993) and Olsen and Kjellesvig
(1998) used RANS flow solvers with a k−  turbulence model, and Van Rijn’s (1987) bed load concentration
formulation in concert with the convection-diffusion transport equation for sediment concentration. Roulund
et al. (2005) used a RANS flow solver with a k− ω turbulence model, and the bed load rate of Engelund and
Fredsoe (1976). Liu and Garcia (2008) simulated 3D flow around a circular pile and 2D wall jet scour. They
utilized a RANS flow solver with a k −  turbulence model and the bed load rate of Engelund and Fredsoe
(1976). Brørs (1999), Li and Cheng (1999), and Liang et al. (2005) have used the bed load methodology
to simulate the flow and scour below a pipeline, which is represented by a cylinder lying on an erodible
sediment bed axially perpendicular to the flow. In their work, Liang et al. show that treatment of the bed as a
continuum, whether paired with RANS or LES flow solvers, while somewhat accurately modeling the scour
hole depth under the horizontal pipeline, does not result in accurate predictions of the scour mound behind
the scour hole. Brørs (1999) used a RANS flow solver with a k−  turbulence model and a bed load transport
rate for a horizontal bed with a slope correction factor. Li and Cheng (1999) use a potential flow model and an
iterative process to model transient height of the sediment bed using a critical velocity methodology. Liang
et al. (2005) compare the results of a RANS solver with a k −  closure model against a spatially filtered
Navier-Stokes solver with a sub-grid scale (SGS) model. Both solvers are coupled with the bed load rate
model of Van Rijn (1987). Hogg et al. (1997) simulated a 2D turbulent wall jet over an erodible boundary
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refine the mesh near the pipeline to capture the vortex
shedding phenomenon. Even so, the scour in this
stage is still called lee-wake scour to differentiate it
from the rapid-developed tunnel scour. The slope of
the scour hole slowly becomes gentle at this stage.
Fig. 10g shows the nearly equilibrium state. The
scour hole is further deepened and broadened until the
bottom shear stress near the pipeline almost
approaches the shear stress of the incoming flow.
This is manifested in Fig. 10g that the sediment
concentration becomes small and almost evenly
distributed along the bed.
Fig. 11 compares of the predicted scour profiles
with those measured in the experiment (Mao, 1986) at
four instants for the clear-water scour case
(hl=0.048). It should be pointed out that because of
the limited computational capacity some calculations
employing the fine mesh were not carried out up to
the equilibrium state. The following points are
observed from the figure.
! The difference between the numerical results
obtained using the fine mesh and medium mesh
is not very significant for both the k–e model and
Fig. 11. Development of bed profiles, hl=0.048. (a) t=10 min, (b) t=30 min, (c) t=200 min, (d) t=370 min.
D. Liang et al. / Coastal Engineering 52 (2005) 43–6258
Figure 1.6: Predictions of scour hole for flow over a horizontal circular cross-sectioned pipeline. The squares
represent the experimental data, and lines are numerical results. Although the treatment of bed as a continuum
results in decent scour hole predictions, the mound that forms directly behind the scour hole is not well
predicted. This solid phase modeling does not accurately predict the mound’s size, or even its existence,
depending of if RANS or LES is used to model the fluid flow. Liang et al. (2005).
using a RANS solver and the bed load transport rate of Meyer-Peter and Muller (1948). Chou and Fringer
(2010) used LES and the bed load transport rate of Meyer-Peter and Muller (1948) to simulate a 3D turbulent
boundary layer over an erodible surface.
An alternative numerical approach to the bed load transport method is the Discrete Particle Model (DPM),
which is used in this work. The DPM treats the fluid as a continuum and the particles as distinct entities. The
model is two-way coupled, whereby the fluid feels the effects of each particle, and each particle feels the
effect of the the surrounding fluid. The model was pioneered by Cundall and Strack (1979). The details of
the model are illustrated in Section 2.1, following the application by Pepiot and Desjardins (2012). Zhu et al.
(2007, 2008) review the theoretical developments of the method and provide a summary of DPM applications
and findings. The DPM has many applications, including fluidized beds (see the review of DPM application
to fluidized beds by D en et al. (2007)) and other particle-fluid flows. How ver, ther has been limited
application to the study of scour. Zamankhan (2009) used LES and DPM to simulate 3D flow over a pipeline,
and found good agreement with experimental results.
1.2.2 Ripple formation: Unidirectional flow
Ripple formation under unidirectional flow has received substantial attention in the literature. Since the
mechanism by which ripples form is based on an instability at the bed interface due to the inertia of the fluid,
Benjamin (1959) calculated the phase lag of the bed shear stress over a wavy boundary. Kennedy (1963)
developed an analytical model of flow over an erodible bed, and addressed the phase lag phenomena as
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crucial to the formation of ripples at the bed interface. Thomas (1964) found that spherical particles resting at
the bottom of a pipe would form “clumps or islands” at fluid velocities only slightly greater than that required
for incipient motion, likely due to the phase lag of the bed shear.
Engelund and Fredsøe (1982) provide a review of bed formations including ripples, dunes, and antidunes.
Charru et al. (2013) review sand ripples and dunes, formed mostly from unidirectional flows. Best (2005)
provides a review of the fluid dynamics of river dunes, focused on mostly two-dimensional bedforms. As
noted by Yalin (1977), bedforms are statistically two-dimensional in the spanwise direction. Church’s review
of bed material transport and morphology of alluvial river channels (2006) breaks down the different types
of bed transport (suspension, bedload, saltation) and defines them according to the non-dimensional Shields
number, which determines the ability of the flow to cause transport of the particles in the bed.
Richards (1980) and Sumer and Bakioglu (1984) both use stability analysis on steady flow over an erodi-
ble bed, determining algebraic expressions for the flux of the erodible bed as a function of bed shear stress.
Nakagawa and Tsujimoto (1984) used spectral analysis of experimental results to determine sediment wavelet
lengths from the bed profile measurements.
Kuru et al. (1995) conducted a series of experiments of channel flow over an erodible bed and concluded
that turbulence is not required for the formation of evolution of the bed from its initial flat configuration.
Additionally, the authors found that increasing the flow rate did not dramatically alter the mechanisms that
erode the bed. Coleman et al. (2003) conducted a series of experiments in which erodible bed development
was measured for laminar and turbulent flows. They found that the sediment wavelet lengths, λ, are not
dependent on the flow characteristics, but on the size of sediment. The sediment wavelet length is given by
λ = 175d0.75, where the wavelet length and sediment size, d, are both in millimeters. Coleman and Nikora
(2009) conducted PIV-based experiments of turbulent and laminar flows. They found that seed waves, pre-
viously referred to as “wavelets”, which become ripples and/or dunes, develop in a two-stage process. The
first stage consists of the motion of random patches of sediment due to attached eddies. The second stage
involves the interactions of the patches, which lead to bed disturbances. These disturbances then generate
more seed waves downstream. Florez and de Moraes Franklin (2016) experimentally investigate the forma-
tion and migration of ripples in a sand bed under fully developed turbulent flow in a closed conduit, finding
that the celerity of ripple crests decrease with time, as the ripple wavelengths tend to increase. The ripples
they observed are shown in Figure 1.7.
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the channel, curving the crest line of the bedforms. With the excep-
tion of these low-velocity regions, the initial bedforms tend to be
two-dimensional.
For all test conditions, the numerical code identified, in each
frame, the crests of the bedforms and measured their longitudinal
positions along the central line of the channel. After that, the wave-
lengths and celerities were computed. Fig. 4a shows the longitudi-
nal position as function of time of a ripple crest when a water flow
rate of 8:32 m3=h was imposed over the d50 ¼ 363 lm granular
bed. The instantaneous celerity of this ripple can be computed
from the local slope of the graph presented in the figure. Fig. 4a
shows a slope variation from the beginning to the end of the exper-
iment, indicating a reduction in the celerity at a final phase. In this
figure, the asterisks, circles, and triangles correspond to the initial
phase of the experiment, to the final phase of the experiment, and
to the evolution between the initial and final phases, respectively.
We identified the beginning of the growth of ripples from the ini-
tially flat bed as the initial phase. It corresponds to the exponential
growth predicted by linear analyses, which is valid for time-scales
of the order of the inverse of the growth rate. For larger times, non-
linear analyses predict that ripples continue to grow and eventu-
ally saturate while maintaining approximately the same
wavelength [26]. Concerning the celerity of ripples, it scales with
the inverse of their height [5,6,22], and a decrease in celerity is
expected due to the growth of ripples. This is shown in Fig. 4a,
where the local slope decreases along time, reaching a final stable
slope. Therefore, we identified an initial slope, corresponding to
the initial phase, and a final slope, corresponding to the final phase.
It should be noted that we are concerned with the initial phases,
both linear and nonlinear, of ripple formation and migration with-
out coalescence. Therefore, the final phase corresponds to ripples
after the linear phase of instability and before any ripples coalesce.
Fig. 4b shows the wavelength as a function of time of one ripple
when a flow of 8:32 m3=h was imposed over the granular bed. The
symbols are the same as those in Fig. 4a. Fig. 4b shows a slight
increase in the wavelength throughout time. This is in accordance
with the nonlinear stability analyses that predict a saturation of
the amplitude maintaining the same length scale [26].
Fig. 5a shows the longitudinal position as function of time of a
ripple crest, and Fig. 5b shows the wavelength as a function of time
of one ripple when a flow of 10:00 m3=h was imposed over the
d50 ¼ 550 lm granular bed. The symbols are the same as those in
Fig. 4a and b. The same behavior, shown in Figs. 4a and b, 5a and
b, was observed for the other test conditions.
On the basis of the dependencies of the crest positions and mea-
sured wavelengths on time, the mean celerities and wavelengths
were computed for each test condition at initial and final phases.
For each water flow rate, Tables 1–3 present the Reynolds number
Re, the cross-sectional mean velocity U, the shear velocity u", the
initial wavelength kini, the final wavelength kfin, the initial celerity
cini, and the final celerity cfin. Table 1 concerns the d50 ¼ 256 lm
beds, Table 2 concerns the d50 ¼ 363 lm beds, and Table 3 con-
cerns the d50 ¼ 550 lm beds.
We note from Tables 1–3 that the celerity of the ripples
increases with u". This was expected because the celerity of the rip-
ples and dunes scales with the bed-load transport rate QB and the




One of the most used expressions for the transport rate is that of
Meyer-Peter and Müller [28], given by
/B ¼ 8ðh& hthÞ3=2 ð2Þ
In Eq. (2), /B ¼ qBððS& 1Þgd3Þ
&1=2
is the normalized volumetric bed-
load transport rate, where S ¼ qs=q is the ratio between the specific
masses of the grains qs and the fluid q; g is the gravitational accel-
eration; and qB is the volumetric bed-load transport rate per unit
width. The Shields number h is defined as the ratio between the
shear force caused by the fluid and the grains’ weight
h ¼ sðqs & qÞgd
ð3Þ
Fig. 3. Formation and migration of ripples over a d50 ¼ 256 lm bed for a water flow rate Q ¼ 8:60 m3=h. The total field of each frame corresponds to 161:6 mm' 161:6 mm
and the flow is from top to bottom.
























Fig. 4. (a) Longitudinal position of a ripple crest x as function of time t. (b) Wavelength k of one ripple as a function of time t. The symbols correspond to experimental data,
and the continuous lines correspond to linear fittings. Asterisks, circles, and triangles correspond to the initial phase of the experiment, to the final phase of the experiment,
and to the evolution between the initial and final phases, respectively. The grain diameter was d50 ¼ 363 lm, and the water flow rate was 8:32 m3=h.
98 J.E. Cardona Florez, E.M. Franklin / Experimental Thermal and Fluid Science 71 (2016) 95–102
Figure 1.7: Experimental ripple formation and migration of an erodible bed, under directional flow. Florez
and de Moraes Franklin (2016).
Charru and Hinch (2006a) propose a method to predict ripple formation by treating the sediment bed as
scalar and using a conservation equation which contains erosion-rate and deposition-rate terms. The authors
introduce a stabilizing term to account for the phenomena that ripples do not grow when the fluid viscosity
is increased, whi is a departu e from th Exner approach (200 b) which places an algebraic dependence
of the particle flux on the bed shear stress. In the second part of their study of ripple formation, Charru and
Hinch (2006b) find that ripples can form in oscillating flow at flow velocities low r than that required in
unidirectional flows. Zedler and Street (2001) performed a LES over an erodible bed, where the sediment
was treated a scalar concentratio , and its behavior modeled by a transport equation. hus, the interactio
between entrained sediment and the flow was neglected. Nonetheless, the results compared favorably to
experimental results in the literature.
Yue et al. (2005) ran a LES over a two-dimensional dune, but the open channel flow free surface was
tracked using a level-set method, finding that the depth of fluid above the dune h d considerable impact on
the flow structures. The work of Stoesser et al. (2008) is similar to that of Yue et al. (2005), a LES over two-
dimensional dunes of similar dimensions. Observations included vortical separation from the peak of the dune
and the “boil” phenomena originating from hairpin vortices. Khosronejad and Sotiropoulos (2014) use LES
and sediment concentration transport equation, combined with an IB, to define the fluid-sediment interface.
Fro¨hlich et al. (2005) use LES to simulate flow over a wall with periodic hill-like protrusions. Grigoriadis et
al. (2009) performed an LES over fixed dunes, which were modeled using an immersed boundary technique.
Unlike Stoesser et al. (2008) and Omidyeganeh and Piomelli (2011), Grigoriadis et al. (2009) did not find
that the horseshoe vortices lead to “boils” at the surface. Omidyeganeh and Piomelli (2011) performed a LES
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of flow over a two-dimensional dune, observing separation of flow at the dune peak, spanwise vortices in this
separated shear layer, developing into horseshoe structures, the ejection of fluid between the legs of these
structures known as “boils”, and, after reattachment, the generation of streamwise Taylor-Gortler vortices on
upstream side of the dune.
Sun and Xiao (2016) demonstrate that modeling particles by volume-filtering the Navier-Stokes equations
is able to capture the essential features of sediment transport at a fraction of the computational cost of fully
resolving individual particles, as with immersed boundary techniques. Schmeeckle (2014) uses LES and
momentum exchange between the particles and the fluid to show that saltation is not a good model for
sediment transport in unidirectional flow. Instead, bed load, also known as surface creep or reptation, and
entrainment, by turbulent structures called sweeps, are the main modes of sediment transport under higher
Reynolds number unidirectional flows. Duran et al. (2012) use a two-way couple RANS-DEM solver to
simulate turbulent sediment transport, but the effects of the particles on the surrounding fluid are excluded.
Maurin et al. (2015) simulate low Shields number bedload transport, in which no particle entrainment occurs,
by utilizing spatially-averaged Navier-Stokes equations to model the fluid in an Eulerian framework, and a
DEM to model the particles in a Lagrangian framework.
Utilizing the same numerical code used in this work, Arolla and Desjardins (2015) modeled the liquid-
slurry flow of particles at the bottom of a turbulent pipe. Per the previous work of Capecelatro and Desjardins
(2013a), Arolla and Desjardins use volume-filtered Euler-Lagrange LES, where the simulations are four-
way coupled, allowing for particle-particle soft sphere contact, particle-fluid, and fluid-particle interactions.
The evolution of the liquid-bed interface is characterized through the statistical analysis of the flow velocity,
particle concentration, and other parameters. Like the simulation that is the focus of this paper, Arolla and
Desjardins (2015), the flow is resolved on a grid that is of the same order as the particle diameter. Capecelatro
and Desjardins (2013c), while still coupling the particles with other particles and the fluid, showed the validity
of this method for predicting bedforms, as shown if Figure 1.8. In the form of a code called NGA, these works
all utlitize the numerical methodology described in Desjardins et al. (2008), which is described in more detail
in the Numerical Methodology Section 2.1.
Although limited, some numerical work has been conducted in which the solid phase is fully resolved.
Derksen (2015) conducted full resolved DNS-IB simulations of the erosion of a granular bed by turbulent





Figure 11: Vortical structures detected using iso-surfaces of Q-criterion
23
Figure 1.8: Ripple formation in a particle bed at the bottom of circular pipe. The results of the LES-DPM
simulation show good agreement with experimental data, and demonstrate the validity of this method for
predicting ripple formation. Arolla and Desjardins (2015).
captured due to the limited nature of the domain, which was only 45 particle diameters. Kidanemariam and
Journal of Hydraulic Research Vol. 53, No. 5 (2015) Simulations of granular bed erosion 623
of the complex phenomena of granular bed erosion by reveal-
ing the nature and relative strength of the liquid–solid and
particle–particle interactions. The details of these interactions
influence a wide spectrum of length scales (from grain size
to system size) and time scales. To provide information about
small-scale interactions, the present author recently reported
simulations of granular bed erosion by a laminar shear flow
where most of the fluid and solids dynamics were resolved
explicitly (Derksen, 2011). The flow in and over a bed of mono-
sized, non-cohesive spherical particles was simulated down to
the level of imposing no-slip conditions at the individual spher-
ical surfaces and thus resolving the liquid flow around each
particle. The resulting hydrodynamic forces and torques on each
sphere were subsequently used to integrate their translational
and rotation dynamics, thereby providing updated no-slip condi-
tions for the liquid and so creating an intimate coupling between
liquid flow and solids motion. With these simulations it was pos-
sible to reproduce experimental observations of incipient motion
in granular beds (Ouriemi et al., 2007) if adequate choices
regarding friction and lubrication forces between closely spaced
and touching grains were made. Similar particle-resolved sim-
ulations were also reported three years later by Kidanemariam
and Uhlmann (2014a).
Extensions towards highly resolved simulations of turbu-
lent flows over rough surfaces and of granular bed erosion are
very relevant and are emerging in the literature (Breugem &
Boersma, 2005; Chan-Braun, García-Villalba, & Uhlmann,
2011; Kidanemariam &Uhlmann 2014b; Vowinckel, Kempe, &
Fröhlich, 2014). Topics studied through simulation include the
extent to which the structure of turbulent boundary layers
changes over rough walls and how friction increases forces and
torques on particles and entrainment mechanisms.
In the present paper, the computational methodology as
developed in Derksen (2011) was used to study larger scale sys-
tems with a mildly turbulent flow eroding the bed. The goal of
this paper is to highlight the feasibility of such simulations and,
more importantly, to show the strong interactions between lev-
els of (turbulent) fluctuations and the dynamics of the solids in
the close vicinity of the bed’s surface and how these depend on
the Shields number. It should be noted that the systems stud-
ied, although they are turbulent, are of small scale; in general
they are too small to capture phenomena such as dune or ripple
formation (experimental: Doucette & O’Donoghue, 2006; com-
putational: Kidanemariam & Uhlmann, 2014b). In recent work,
Vowinckel et al. (2014) report on turbulent simulations in open
channels with resolved particles. By using structured beds and
conditions such that very few particles entrain, they are able to
study individual erosion events in detail. In the present paper,
entrainment rates are usually much higher and the main interest
is how the collective dynamics of solids and fluid is influenced
by the interaction between particle behaviour (erosion, saltation
and suspension) and near-bed turbulence.
The rest of the paper is structured as follows. In Section 2
the flow system is defined and characterized in terms of
dimensionless numbers. In Section 3 the computational method-
ology is summarized; for a detailed description refer to Derksen
(2011). In presenting the results (Section 4), firstly single-phase
turbulence over a smooth wall and over a fixed particle bed
is characterized. These flows serve as base cases for compari-
son with two-phase (solid–liquid) flow results. We then show
how particle motion perturbs the turbulent boundary layer and,
vice versa, turbulence alters the granular bed. The final section
(Section 5) summarizes the main findings and conclusions from
this work and provides an outlook to future work.
2 Flow system
The flow configuration, along with a Cartesian coordinate sys-
tem that will be used throughout this paper, is sketched in Fig. 1.
It is a channel with a horizontally placed flat wall of dimen-
sions L×W that supports a granular bed of monosized solid
spheres with radius a and density ρp . The typical height of
the granular bed is h ≈ 10a. A monolayer of spheres with sur-
face fraction σ ≡ nπa2 ≈ 0.7 (with n the number of spheres per
surface area) on the bottom wall is immobile. The rest of the
spheres are allowed to move (except in one “fixed-bed” sim-
ulation in which all spheres are immobile). The granular bed
is created by first placing the fixed monolayer on the bottom
wall and subsequently randomly dropping spheres (through a
vacuum) on the bed where they collide inelastically (restitution
coeﬃcient e = 0.8) with other spheres. This eventually creat s
random, loosely packed bed of spheres. The space abov the
bed extends to z = H.
After the bed has been formed, the entire volume not
occupied by the spheres is filled with a Newtonian liquid
with kinematic viscosity ν and density ρ. A body force f in
Figure 1 Flow geometry and coordinate system. Periodic boundary
conditions apply in x and y directions. The bottom wall (z = 0) is a no
slip-wall with a monolayer of spheres attached to it. The top boundary
(z = H ) has a free-slip condition. The particles are monosized spheres
with radius a. Gravity acts in the negative z-direction; main flow is in
the x-direction
Figure 1.9: Fully resolved DNS-IB simulation of directional flow over a particle bed. Due to excessively high
computational cost, a very small domain w s used, and no bedforms were o served. Derksen (2015).
Uhlmann (2014) have conducted a fully resolved DNS of flow over a mobile sediment bed, as shown in Figure
1.10. The sediment particles are each individually resolved using an immersed boundary technique, and the
the simulations are four-way coupled, with particle-particle interactions using a soft-sphere contact model.
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Figure 1. Schematic diagram showing the configuration of the simulations. The computational
domain is periodic along the x- and z-directions. The no-slip and free-slip boundary conditions
are imposed at the bottom (y = 0) and top (y = Ly) respectively.
Figure 1: Schematic diagram showing the configuration of the simulations. Th computational domain
is periodic long the x- and z-directions. The no-slip and free-slip boundary conditions are imposed at
the bottom (y = 0) and top (y = Ly) respectively.
formulated with a constant coe cient denoted as ct. A detailed description of the collision model and
extensive validation can be found in Kidanemariam & Uhlmann (2014b).
The four parameters which describe the collision process in the framework of this model (kn, cn, ct,
µc) as well as the force range  c need to be prescribed for each simulation. Note that the normal sti↵ness
coe cient kn and the normal damping coe cient cn can be related by introducing the dry restitution
coe cient "d, defined as the absolute value of the ratio between the normal components of the relative
velocity post-collision and pre-collision.
In the present simulations,  c is set equal to one grid spacing  x. The sti↵ness parameter kn has
a value equivalent to approximately 17000 times the submerged weight of the particles, divided by the
particle diameter. The chosen value ensures that the maximum overlap  c over all contacting particle
pairs is within a few percent of  c. The dry coe cient of restitution is set to "d = 0.3 which together
with kn fixes the value for cn. Finally, the tangential damping coe cient ct was set equal to cn, and a
value of µc = 0.4 was imposed for the Coulomb friction coe cient. This set of parameter values for the
contact model is the same as used by Kidanemariam & Uhlmann (2014b).
Since the characteristic collision time is typically orders of magnitude smaller than the time step of
the flow solver, the numerical integration of the equations for the particle motion is carried out adopting
a sub-stepping technique, freezing the hydrodynamic forces acting upon the particles between successive
flow field updates (Kidanemariam, 2015).
3 Flow configuration and parameter values
We have performed a total of ten independent simulations of the development of bedforms over a sub-
aqueous sediment in an open channel flow configuration. As shown in figure 1 a Cartesian coordinate
system is adopted such that x, y, and z are the streamwise, wall-normal and spanwise directions, respec-
tively. Mean flow and gravity are directed in the positive x and the negative y directions respectively.
The computational domain is periodic in the streamwise and spanwise directions. A free-slip condition
is imposed at the top boundary while a no-slip condition is imposed at the bottom wall. The simulations
are labeled H3, H4, H6, H7, H12 and H48, indicating the approximate streamwise box length in terms of
the mean fluid height Hf . The mean fluid height Hf and the corresponding mean sediment bed thickness
Hb are computed by performing streamwise and time averaging of the spanwise-averaged instantaneous
fluid height hf and sediment bed height hb (note that the definition of hf and hb will be made more
precise in section 4.1). In order to perform ensemble averaging, case H4 and H12 are performed three
times each adopting di↵erent initial conditions. Each simulation is performed independently following
the simulation start-up procedure as detailed in Kidanemariam & Uhlmann (2014a).
In all cases, the channel is driven by a horizontal mean pressure gradient which is adjusted at each
time step in order to impose a constant flow rate qf . This results in a shearing flow of fluid height Hf
4
Figure 1.10: Fully resolved DNS-IB simulation of directional flow over a particle bed. The authors published
two different papers with varying domain size, showing that the domain size was still affecting the magnitude
of the bedforms, indicating that domain size, and thus computational feasibility, can still be an issue for fully
resolved simulations. Kidanemariam and Uhlmann (2014).
The emergence of smaller dunes and larger “vortex” dunes were observed, and the wavelength, amplitude, and
celerity of the emergent dunes were found to be in good agreement w th experimental data. However, as the
authors note, fully resolving all scales of the flow and sediment bed has a computational cost, and some goals
are still a challenge, such as limits to domain size and simulation running time. Kidanemariam and Uhlmann
(2017) continue by extending the computational domain, but otherwise using the s me configuration as their
previous work (2014). The minimum domain length that accommodated bed deformation showed pattern
formation in the range of 75-100 particle diameters. In a much longer domain, the range is 100-110 particle
diameters. Two regimes of pattern growth were identified. The initial growth regime is exponential and
independent of the domain length. The second is nonlinear and strongly constrained by the domain length.
The authors note that, for smaller domains, the second regime is steady, demonstrating a wavelength equal to
the domain length.
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1.2.3 Ripple formation: Oscillatory flow
The analytical solution to the canonical case of laminar oscillatory flow between two infinite flat plates was
given by Landau and Lifshitz (1959). The more explicit derivation by Loudon and Tourdesillas (1998), and
Figure 1.11, show the streamwise velocity profiles for the first half of the oscillation period, as shown by
DiLiberto and Ciafalo (2009).
from !=0 to !=" needs to be reported. It can be seen from
Fig. 1 that for low values of #, velocity profiles over most of
the period are reminiscent of the steady-state parabolic
shape, whereas for high values of #, they differ markedly
from steady-state ones and exhibit local near-wall maxima
delimiting a flat central region.
Besides the above changes in the shape of the velocity
profiles, the two most prominent effects of increasing # are
the strong velocity damping and the phase shift between ve-
locity and forcing terms. In laminar steady flow, an applied
force per unit volume px= px,0 !constant" causes a parabolic
velocity profile whose mean value is u¯0= px,0$2 / !3%&". In
laminar reciprocating flow, the cross-section averaged veloc-
ity u¯!t" presents a maximum u¯peak which is always less than
u¯0 and is attained for a phase angle ! increasing from
0 !#=0" to " /2 !#→'". The velocity damping factor
g!#"= u¯peak / u¯0 and the phase lag are shown as Bode plots in
Fig. 2. It can be observed that g!#" is #1 for #(1 and
decreases as #−2 for #)3; the phase lag increases as #2 up
to #$1 and approaches its asymptotic value of " /2 for
#)3.
Since in laminar parallel flow, velocities are a linear
function of the forcing term, the above results may also be
expressed by stating that the forcing term amplitude px,0 nec-
essary to maintain a peak velocity u¯peak is proportional to
u¯peak and #2.
B. Literature review for turbulent flow
A thorough review of the literature on oscillatory flow
would be beyond the scope of the present work. A survey of
experimental and theoretical or computational results, in-
cluding also laminar and transitional flows, was presented by
Gündoğdu and Çarpinlioğlu.7,8 Most of the studies presented
in literature have regarded pulsatile flow !with nonzero time
mean", while results for reciprocating flow, and particularly
for turbulent reciprocating flow in a plane channel, are com-
paratively scarce and none includes heat transfer.
An extensive experimental program on pulsatile flows
was carried out between 1976 and 1995 by Ohmi and co-
workers. While most of their results regard circular pipes,
measurements for turbulent reciprocating flow in ducts of
rectangular cross section were also reported.9–11 Similar ex-
periments were conducted by Hino and co-workers;12,13 they
found that turbulence was triggered by shear instabilities
near the end of the acceleration phase that followed flow
reversal but remained low until the beginning of the decel-
eration phase when it was generated abruptly near the walls
and propagated toward the central region of the duct mainly
FIG. 1. Velocity profiles in a plane channel, normalized by u0= px,0 / !*%", at
different phase angles ! during the first half-period of the oscillation for two
Womersley numbers: !a" #=3 and !b" #=15. FIG. 2. !a" Velocity damping factor and !b" phase lag for reciprocating flowin a plane channel as functions of the Womersley number #.
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Figure 1.11: Analytical solution streamwise velocity profiles in oscillatory flow between two infinite plates.
Y is the wall-normal direction, and the walls are located at positions Y = ±1. The profiles are shown for the
first half of the oscillation period, at phase times ϕ = npi4 , for n = 0, 1, 2, 3. DiLiberto and Ciafalo (2009).
The study of the formation of ripples under oscillatory flow goes back to the seminal experimental work
of Bagnold (1946), in which a section of a sandy bed was oscillated through still water, focusing on “vortex
ripples” as opposed to “rolling grain” ripples. Vortex ripples have a much larger ripple amplitude to rip le
wavelength ratio than rolling grain ripples. And, therefore, vortices are shed off these larger vortex ripples.
The critical flow velocities and bed perturbation amplitudes were measured for a range of grain diameters and
densities. These measurements were found to h w closely to an empirical model. Sleath (1976) continued the
work of Bagnold (1946) by focusing on the rolling grain ripples that Bagnold did not. Sleath (1976) calculated
the theoretical solution of oscillatory flow over an a rigid wavy bed, and conducted experiments by oscillating
a bed in still water (which can be shown to be identical to oscillatory flow over a still bed). Gundogdu
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and Carpinlioglu (1999a) (1999b) present a review of pulsatile flow theory, focusing on classifications and
relevant experimental and theoretical work of the time.
Kaneko and Honji (1979) computed oscillatory flow over a wavy wall, finding that, when the ratio of the
wavelength of the wavy wall to Stokes layer thickness was greater than 26, a “double structure” of upper
and lower regions of recirculation was observed. The works of Sleath (1976) and Kaneko and Honji (1979)
cite the steady streaming of the induced mean flow as the cause of ripple formation. This phenomena drags
particles from the troughs to the peaks of the bed deformations, a positive feedback loop that causes the
ripples to grow.
Sleath (1987) conducted experiments of oscillatory flow over rough beds, consisting of a single layer of
fixed sand, gravel, or pebbles. Jensen et al. (1989) experimentally examine the effect of the Reynolds number
on smooth walls and the effect of ratio of the amplitude of the oscillatory flow to the roughness of the wall for
rough walls. The experimental work of Hino et al. (1976) on transition to turbulence showed that the critical
Reynolds number for transition decreases with increasing frequency of oscillation. Hino et al. (1983) also
noted the suppression of turbulence in the acceleration phase and the explosive and violent bursting motion
at the beginning of the deceleration phase. Chen et al. (2007) experimentally studied the boundary layer
structure of shallow open-channel flow over smooth and rough beds for a range of oscillatory periods, water
depths and velocity amplitudes. Three stages were identified. The acceleration phase suppresses turbulence,
the deceleration phase displays flame-like turbulent structures, and flow reversal. Dixen et al. (2008) experi-
mentally investigate the effects of surface roughness, packing pattern, packing density, and number of layers
of the roughness elements on an oscillating wave boundary layer. The authors found that the bed friction
factor and boundary layer turbulence do not seem to be particularly sensitive to these parameters. In addi-
tion, the phase lag of bed friction velocity does not vary greatly with the ratio of oscillation amplitude to bed
roughness. Corvaro et al. (2014) studied the turbulent structures in an oscillatory flow over a bed of plastic
spheres.
Blondeaux (1990) and Vittori and Blondeaux (1990) use linear, and weakly nonlinear, stability analyses
to create a predictive model of sand ripple formation, and their time development, under sea waves. But, as
noted by Charru and Hinch (2006b), the lack of growth rate measurements, fundamental to testing stability
theories, is problematic. In the second part of their study of ripple formation, Charru and Hinch (2006b) find
that ripples can form in oscillating flow at flow velocities lower than that required in unidirectional flows.
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Blondeaux and Vittori (1991) utilized the equations of Sleath (1984) to solve the vorticity equation and
Poisson equation on a curvilinear grid over sinusoidal bed. The solution is purely two-dimensional and
laminar, but the authors were able to describe the fundamental processes. In Figures 1.12 and 1.13, vortices
are clearly shown to shed from the ripple crests. And, upon flow reversal, a pair of vortices, one old and one
new, begin to be shed into the freestream.
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FIGURE 8. Streamline time development (R, = 50, h*/Z* = 0.15, s*/Z* = 0.75). (a )  t = i n ;  
( b )  t = kx;  (c) t = i n ;  ( d )  t = x ;  ( e )  t =$; (f) t = t x ;  (9) t = i x ;  ( h )  t = 2x .  
between ripple height and ripple Wavelength ; (ii) the ratio U,* T*/2nl* between the 
amplitude of fluid displacement s* and the ripple wavelength l * ;  (iii) the Reynolds 
number R,. It is worth pointing out that using the present notations the ratio s*/l* 
can be written as tkR,/4n. 
In the following we will attempt to describe the influence that variations of such 
parameters exert on the flow field, even though the range of variations of relevant 
parameters could not be explored fully. 
The results presented in figure 6 are for s*/l* = 0.75, h*/l* = 0.15 and 12, = 50 
which are possible values for active ripples under field conditions, even though 
Figure 1.12: Two-dimensional, non-turbulent analytical solution of oscillatory flow over a sinusoidally rip-
pled bed. The streamlines show a vortex form on the downstream side of the ripple, hic is shed back in the
free flow when the flow reverses directions. Blondeaux and Vittori (1991).
Spalart and Baldwin (1989) conducted DNS of an oscillating turbulent boundary layer over a limited
range of Reynolds numbers. Akhavan et al. (1991) investigated the transition to turbulence in oscillatory
Stokes flows using DNS, and identified four flow regimes. The regimes are laminar, disturbed laminar (dur-
ing acceleration), intermittently turbulent (during deceleration), and fully turbulent. Di Liberto and Ciofalo
(2009) ran DNS of oscillatory flow in a plane channel, and were able to confirm the four flow regimes iden-
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FIGURE 6. Vorticity contours: Aw = 0.15 (-, clockwise vorticity; - , counterclockwise 
vorticity), R, = 50, h*/l* = 0.15, s* /Z*  = 0.75. (a )  t = in; ( h )  t = i n ;  (c) t = $K; (d )  t = K ;  ( e )  t = f x ;  
(f) t = $K ; ( 9 )  1 = + E ;  ( h )  t = 2 ~ .  
ripple and the generation of a free shear layer characterized by vorticity of opposite 
sign. In  the second half of the cycle, when the flow reverses, the main vortex 
structure is no longer reinforced but is simply convected away by the local velocity. 
The free shear layer originates a new vortex which couples with the previous one, 
forming a vortex pair which travels along the bed profile moving with its self-induced 
velocity. Then further counterclockwise vorticity is shed from the ripple crest and 
when the flow reverses its direction a negative vortex structure is present near the 
crest and the phenomenon repeats similarly. 
Figure 1.13: Two-dimensional, non-turbulent analytical solution of os illatory flow over a sinusoidally rip-
pled bed. The vorticity shows a vortex form on the downstream side of the ripple, which collides and pairs
with a second vortex when the flow reverses directions, and then both are shed back to the free flow. Blon-
deaux and Vittori (1991).
tified by Akhavan et al. (1991). Vittori and Verzicco (1998) performed numerical simulations of oscillatory
flow over a wavy wall, co firming that imperf ctions of the boundary are fundamental to the production of
disturbances associated with turbulence. Yakhot et al. (1999) conducted numerical simulations of laminar os-
cillatory flow in a square duct. Different flow regimes were characterized as a function of Reynolds number.
The authors note that the induced velocity experiences a phase lag relative to the pressure oscillations, which
can vary from zero to pi/2 for slow and fast oscillations, respectively. Ding and Zhang (2011) performed
a 3D Lattice Boltzmann simulation of oscillatory flow over a rough bed composed of fixed particles in two
packing configurations, to confirm the phase lead of skin friction velocity over the free stream velocity. Kirca
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et al. (2016) use a RANS solver combined with a random-walk particle model to track individual particles
released periodically from the same position in an oscillating open channel flow.
Hsu et al. (2000) studied oscillatory flow over flat plates using both RANS and LES techniques, fo-
cusing on the transition from laminar to turbulent regimes as a function of Reynolds number. Scotti and
Piomelli (2001) conducted DNS and LES of an oscillating turbulent channel. In comparing to the DNS and
experimental data, the validity of the LES for this flow configuration is demonstrated.
Fornarelli and Vittori (2009) use DNS and an immersed boundary technique to simulate oscillatory flow
over a rough wall, composed of fixed spherical particles. In a similar manner to Fornarelli and Vittori (2009),
Ghodke and Apte (2016) examine the effects of wall roughness on an oscillatory flow using a DNS and
immersed boundary method to model the wall roughness with fully resolved fixed particles. The highly
resolved simulations show that the velocity and pressure fluctuations are non-Gaussian in their distribution.
Mazzuoli et al. (2016) perform fully resolved DNS-IB simulations of particle chain formation under an
oscillatory flow, as shown in Figure 1.14. The simulations are performed on a smooth wall and a rough
wall, composed of fixed particles. Even when the particles are initially aligned in chains in the streamwise
direction, the oscillating flow causes the particles to realign into chains in the spanwise direction.






FIGURE 1. Sketch of one of the present simulations. The rigid spheres are free to roll
and move over the smooth wall under the action of an oscillating flow and of the gravity
force.
In (2.1), %⇤ is the density of the sea water, assumed to be constant, and U⇤0 and
T⇤= 2p/!⇤ are the amplitude and the period of the fluid velocity oscillations induced
by the surface wave close to the bottom but in the region where the fluid behaves like
an inviscid fluid and the flow is irrotational.
The pressure gradient described by (2.1) is assumed to drive the motion of the
fluid as well as that of the spherical particles of density %⇤s and diameter d
⇤, which
mimic actual sediment grains. The spherical particles are assumed to lie either on a
flat bottom described by x⇤2= 0 (see figure 1) or on a layer of similar particles resting
on the bottom. In the latter case, the position of the spheres resting on the bottom
is obtained by simulating the motion of one layer of particles, which roll and slide
under the action of a horizontal volume force similar to gravity, and crystallizing their
position at a random instant.
2.1. Fluid motion
The hydrodynamic problem is written in dimensionless form by introducing the
following variables:































3-directions, respectively, and  
⇤=p2⌫⇤/!⇤ is the conventional thickness of
the viscous boundary layer close to the bottom (Sleath 1984), ⌫⇤ being the kinematic
viscosity of the fluid.
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FIGURE 5. Top view of the position of the particles, lying on a smooth bottom and
initially aligned along the direction of fluid motion, which are dragged by fluid oscillations
(R = 26.3, s= 2.65, d= 0.53, Rp = 11.4) for large values of t, namely t= 478.8. Run no. 2.
See supplementary movie 1, parts 1–5, available at http://dx.doi.org/10.1017/jfm.2015.732.
(nos 2–6, table 1) was performed at Reynolds and Galileo numbers of 26.3 and
11.4, respectively, while the sediment mobility number  d and the relative density s
were set to 1.45 and 2.65, respectively. These values of the dimensionless parameters
correspond to an experiment made with fine sand, a period of the tray oscillations of
approximately 0.45 s and an amplitude of approximately 0.5 cm.
In the first run, na ely run no. 2, the bottom was supposed to be smooth and,
initially, 50 particles were aligned along the x1-axis. The numerical simulation shows
that the particles oscillate along the x1-direction for a long time interval and they start
to show a significant displacement in the spanwise direction only after seven cycles.
Then, transverse chains of sediment particles form and the dynamics of the particles,
leading to the formation of the transverse chains, appears to be similar to that of
the previous numerical simulation. After about 22 periods, a regime configuration
seems to be attained showing a final spacing between the sediment chains of about
15 ⇤ (see figure 5), a value approximating the wavelengths of the rolling-grain ripples
observed in the experiments of Blondeaux et al. (1988) and in the experiments of
Manohar (1955), Yalin & Russell (1962), Horikawa & Watanabe (1967) and Sleath
(1976) for values of the parameter %⇤d⇤/[(%⇤s   %⇤)g⇤T⇤2] =  dR2d/(p2R4 ) close to
6.38 ⇥ 10 5, the value which characterizes the numerical simulation. Indeed, figure
4.4 of Sle th (1984), who suggested the use of the parameter %⇤d⇤/[(%⇤s   %⇤)g⇤T⇤2]
to predict the wavelength of ripples, indicates that the wavelength of ripples ranges
between approximately 9 ⇤ and 23 ⇤.
The chain-to-chain distance provided by the numerical simulation can be compared
only with the order of magnitude of the wavelength of the rolling-grain ripples
observed during the laboratory experiments. In the experiments a large number
of sediment grains is moving while in the numerical simulation only a few
spherical particles, which move over a smooth bottom, are simulated. Moreover,
the chain-to-chain distance observed in run no. 2 is significantly affected by the
small size of the computational box. In fact, at the end of the simulation only
two chains appear within the numerical box. This result would suggest to repeat
the simulation with a much larger numerical box to increase the number of chains
simulated by the code and to decrease the error which affects the estimate of the
chain-to-chain distance. However, the high computational costs do not allow such












































































































Figure 1.14: Fully resolved DNS-IB simulation of oscillatory flow of particle chains, initially oriented in
the streamwise direction. As the flow develops, the chains are reoriented to align in the spanwise direction.
Mazzuoli et al. (2016).
1.3 Motivation
Due to limitations in both experi ental data collection and fu y res lved DNS-IB numerica simulations, the
work presented here is designed to capture the me oscale features of both the fluid and solid phases, while
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maintaining computational feasibility. In the LES used in this work, the fluid is resolved at the largest scales
and modeled only at the smallest scales. This approach is paired with a DPM in which particles are individu-
ally modeled by volume-averaging the governing equations of the flow, and particle-particle interactions are
controlled by a soft-sphere collision model and simple adhesion model. In general, this approach has shown
good fidelity to experimental mixed-phase flows. And, specifically, this code has demonstrated it’s applica-
bility to unidirectional ripple formation in pipe flow. As will be shown in the following sections, application
of the LES-DPM approach to the flow configuration in this work shows good agreement with experimental




2.1 Governing Equations & Numerical Methodology
The gas/fluid phase is governed by the Low Mach Approximation incompressible Navier-Stokes equations,
and the solid phase particles are described by the Discrete Particle Model (DPM), or Lagrangian Particle
Tracking (LPT) method, as described by Capecelatro and Desjardins (2013b) and Pepiot and Desjardins
(2012). These equations are implemented in an arbitrarily high-order, massively parallel numerical code
capable of direct numerical simulations (DNS), described by Desjardins et al. (2008). However, in this
work, a Large Eddy Simulation (LES) was conducted. Using the same methodology as Arolla and Desjardins
(2015), the large scales of the flow are resolved, but the smaller scales are modeled at the sub-grid scale
(SGS).
This code is staggered in both space and time, and, in this work, spatial and temporal integrations are
second-order accurate. The scheme conserves mass, momentum, and energy. Time advancement is done
using a fractional step Crank-Nicolson scheme. A second-order Runge-Kutta scheme is employed to solve for
the position, velocity, and angular velocity of each particle. The coupling between the fluid and solid phases
is achieved through the volume fraction and interphase forcing terms, which is discussed in the following
sections. For the full details, the reader is referred to Desjardins et al. (2008) and Pepiot and Desjardins
(2012). The following serves as an overview of their methodology found in Arolla and Desjardins (2015),
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in which this methodology was shown to satisfactorily predict ripple formations under directional pipe flow,
and as shown in the previous Chapter in Figure 1.8.
2.1.1 Gas/Fluid Phase
Taking into account the volume occupied by the particles, the continuity equation is
∂
∂t
(ψfρf ) +∇ · (ψfρfuf ) = 0, (2.1)
where ψf is the volume fraction of the fluid, ρf is the density of the fluid, and uf is the velocity of the
fluid. With the addition of a source term for the exchange of momentum with the solid phase, Finter, the
conservation of momentum equation becomes
∂
∂t
(ψfρfuf ) +∇ · (ψfρfufuf ) = ∇ · (τ −R) + Fpgrad + Fgravity − Finter. (2.2)
Fpgrad = px,0cos(ωt) is the oscillating pressure gradient driving the flow. The gravity force is Fgravity =
ψfρfg. R is the unresolved sub-grid stress that results from spatially filtering the velocity field, and τ is the
stress tensor
τ = −pI+ σ +R. (2.3)
The pressure is denoted by p and the viscous stress tensor, σ is defined as
σ = µ
(∇uf +∇uTf )− 23µ∇ · ufI, (2.4)
where µ is the dynamic viscosity.




(∇uf +∇uTf ) . (2.5)
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The turbulent viscosity, µt, is dynamically calculated by a Smagorinsky model (1963) (1991) (1992) in
conjunction with the Lagrangian averaging of Meneveau (1996). Since the the flow is complex, Meneveau’s
method follows a parcel of fluid in a Lagrangian framework and uses its history to determine the µt.
2.1.2 Low-Pass Filtering
Large Eddy Simulations (LES) solve a set of low-pass spatially-filtered Navier-Stokes equations. A generic
function f can be broken down into the low-pass filtered component, f¯ , and the unfiltered component, f ′:
f = f¯ + f ′. (2.6)
Consider the use of Fourier transforms to decompose any function f into the sum of sinusoidal frequencies
that make it up. Lower frequencies represent larger scale information and higher frequencies represent smaller
scale information. In this case, a low-pass filter retains the low wave number components (lower frequency,
or larger scale information) of f and cuts off the high wave number components (higher frequency, or smaller
scale information).
In the work presented here, the grid itself is the low-pass filter, otherwise known as a grid-filter. As a
comparison, the grid for a properly set up Direct Numerical Simulation (DNS) must be resolved, or small
enough, to capture even the smallest scales of the flow. In this paper, a coarser grid is used, which does
not resolve all the smallest scales of the flow. Therefore, this coarser grid is only resolving the larger scale
information of what would have been the DNS, and essentially filtering out the smaller scale information. In
this way, the coarser grid of the LES results in a grid-filtered version of the true velocity field. At the center
of the domain, away from the rippled bed, this coarser grid is sufficient to resolve all scales of the flow. But
at the interface of the rippled bed, the grid is not able to resolve the smallest scale interactions. This, at the
sub-grid scale (SGS), is where the LES model’s effects will be seen. As shown in Figure 1.5, a sufficiently
resolved LES grid can capture the mesoscale features of the flow and provide an accurate description of the
physics, while reducing computational cost.
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2.1.3 Filtered Incompressible Navier-Stokes Equations





















































However, since the actual unfiltered velocity field is not known, the non-linear advective term, ∂uiuj∂xi , can








































In the Smagorinsky model (1963), the unresolved stress, τij , is modeled with an eddy viscosity, νt, whose
only purpose is to dissipate energy at a rate that is physically correct.
τij = uiuj − u¯iu¯j = 2νtS¯ij , (2.14)
















So, the unresolved stress becomes




Where ∆ is the grid size. At this point, the Smagorinksy constant C is just that - a constant. This constant
can be tuned and adjusted in an ad hoc fashion for different flow configurations. However, as will be shown
in the next section, this “constant” can be dynamically modeled to self-adjust.
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2.1.5 Germano’s Dynamic Smagorinsky Model
The crux of of dynamically modeling the Smagorinsky constant is the Germano Identity (1991), which states
that the SGS model’s contribution to the conservation of momentum equation must be the same as that of the
resolved turbulent stress tensor within a band filter.
To explain the Germano identity, start with the term that cannot be resolved using the grid-filtered velocity
field, the non-linear advective term, f(u) = uiuj . The grid-filtered term is then equal to the sum of filtered
and modeled components
f(u) = f(u¯) +m(u¯). (2.19)
Where f(u¯) = u¯iu¯j , and, per Equation 2.17, m(u¯) = τij = 2Cαij is the SGS model at the grid-filter scale.
Now, a new filter is introduced. The test filter, denoted by ·ˆ, is a filter larger than the grid filter, usually by
a factor of 2 (the test filter ∆ˆ ' 2∆). The goal is to gain an understanding of how the functions f and m vary
with the size of the filter. So, if we now reconsider Equation 2.19, but for a grid-filtered, then test-filtered,
velocity field, we have
f̂(u) = f(ˆ¯u) +m(ˆ¯u). (2.20)
If Equation 2.19 is test-filtered and Equation 2.20 is subtracted from it, the result is
f̂(u¯)− f(ˆ¯u) = m(ˆ¯u)− m̂(u¯). (2.21)
This equation represents the band-pass filtered information of the resolved field, on the left hand side, and
the band-pass filtered information of SGS model on the right hand side. The band-pass filter has clipped all
information smaller than the grid-filter and larger than test-filter, leaving just a band of information.
The m(ˆ¯u) term is addressed in a similar way to m(u¯) = τij = 2Cαij , in Equation 2.17. The test-filtered
versions are:




2| ˆ¯S| ˆ¯Sij . (2.23)
So, m(ˆ¯u) = Tij = 2Cβij . Equation 2.21 becomes
̂¯uiu¯j − ˆ¯ui ˆ¯uj = Tij − τ̂ij , (2.24)
or, replacing the resolved stress on the left hand side with Lij = −( ̂¯uiu¯j − ˆ¯ui ˆ¯uj),
−Lij = Tij − τ̂ij , (2.25)
Equations 2.24 and 2.25 are both versions of the Germano Identity.
Plugging Equations 2.17 and 2.22 into the Germano Identity results in
−Lij = 2Cβij − 2̂Cαij . (2.26)
Although it has been shown that C can vary greatly in a small area and should not be factored out from the
filter in the second term on the right hand side (since it is not constant), we do so here anyway, with the
understanding that the issue will be addressed in the next section by averaging in time. So, Equation 2.26
becomes,
−Lij = 2Cβij − 2Cα̂ij = 2C(βij − α̂ij). (2.27)
Recalling, the definitions of αij and βij ,


























)2| ˆ¯S| ˆ¯Sij .
The Germano Identity requires that the left hand side and right hand side are equal. But since this is
only statistically true due to the nature of modeling SGS information, the difference between the two must be
minimized in order to determine the optimal value of C∆2. So, per the work of Lilly (1992), the difference,
or error, is defined as
eij = Lij − 2C∆2Mij . (2.31)
The least-square error method requires that dE
2
dC = 0, where
E2 = eijeij = (Lij − 2C∆2Mij)2 = LijLij − 4C∆2LijMij + 4C2∆4MijMij . (2.32)
Taking the derivative with respect to C,
d
dC








Because the numerator can be negative, and C∆2 tends to have large variations in small regions of the
flow (which indicates that removing C from the test-filter in Equation 2.27 was unwarranted), some form of
averaging is required to address this numerical instability. If there are any homogeneous directions in the








where, < · > is a averaging operator over all points in the homogeneous direction(s). However, in more
complex flow where there are no homogeneous directions, a different approach must be taken.
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2.1.6 Lagrangian Averaging
Meneveau et al. (1996) proposed an approach for non-homogeneous flows where by the terms in Equation
2.35 are averaged not in space, but in time. Spatial averaging requires either a homogeneous direction, or
well-chosen local volume averages to address the numerical instability of Equation 2.35. In complex flows,
this is not possible. Meneveau’s proposal is to “follow” a parcel of fluid in a Lagrangian framework through
time and use its history to inform the current value of C∆2.
First, for an arbitrary function f , Lagrangian averaging is defined as follows,
< f >' If =
∫ t
−∞
f(t′)W (t− t′)dt′, (2.36)
whereW (t) is an exponential weighting function meant to give greater influence to current information. This
integral is carried out over previous positions of the fluid parcel in question, up to the parcel’s current position






















′)Mij(t′)W (t− t′)dt′. (2.39)







where the time constant is defined as




The above integrals can then be discretized and approximated as
InLM (x) = H{εLnij(x)Mnij(x) + (1− ε)In−1LM (x− un∆t)}, (2.42)
InMM (x) = εMnij(x)Mnij(x) + (1− ε)In−1MM (x− un∆t), (2.43)
where the values of In−1LM and In−1MM , at the location (x − un∆t) and timestep n − 1, are calculated using





The ramp function is designed so as to eliminate negative values of InLM (x),
H{x} =

x if x ≥ 0,
0 if x < 0.
(2.45)
Then, C∆2 can be calculated in Equation 2.37 by using the discretized integrals of Equations 2.43. And
finally, the eddy viscosity, νt, can be determined in Equation 2.15 in order to calculate the unresolved stress,
τij , of Equation 2.14 and close the LES momentum Equation 2.13.
2.1.7 Solid Phase








(up) = finter + Fcol + Fadh +mpg, (2.47)
where mp is the mass of the particle, up is the velocity of the particle, finter is the exchange of momentum
with the fluid for the single particle, Fcol is the force imparted by collisions with other particles or a wall,
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and Fadh is the adhesion force between appropriately close particles. Since the particles are assumed to be






For a given cell volume, the sum of all of the single particle momentum exchanges, finter, gives the full





The collision term, Fcol, represents the sum of the all collision forces acting on a given particle. This term
will be discussed in further detail in Section 2.1.9.









n× f t,a→bcol , (2.50)




10 for a sphere), and f
t,a→b
col is the tangential component of the
collision force generated by the collision of particle a with particle b.
2.1.8 Momentum exchange
The momentum exchange between the fluid and a single particle occurs at the surface, Sp, of the particle.
Therefore, the interaction force can be calculated by taking the integral of the stress tensor over the surface of





τ ′ · ndS (2.51)
where n is unit vector normal to particle surface Sp. Since τ ′ is not known, but the averaged τ for the cell
volume, V , is known, it is assumed that τ ′ = τ + fdrag. The drag force, fdrag , represents the difference
between the average stress tensor value and the value at a specific point. fdrag represents the effect of the
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τ · ndS + fdrag (2.52)




∇ · τ dV + fdrag (2.53)




∇ · τ dV → Vp∇ · τ . Thus,
finter = Vp∇ · τ + fdrag (2.54)




(uf − up)F (ψf , Rep) (2.55)
Where the function F is that of Tenneti et al. (2011) formulation for a dimensionless drag coefficient, which
relies solely on the volume fraction of the fluid and the Reynolds number of the particle, Rep =
ρfdp|uf−up|
µ :
F (ψf , Rep) =
1 + 0.15Re0.687p
ψ2f
+ ψfF1(ψf ) + ψfF2(ψf , Rep). (2.56)
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Figure 2.1: (a) Tenneti’s drag coefficient for a range of Rep. (b) Semilog plot of the drag coefficient. Rep =
100 (red), Rep = 200 (blue), Rep = 300 (green), Rep = 400 (black), Rep = 500 (magenta), and power
law fit of Rep = 100 (dashed black). In this work, Rep,max ' 300, and ψp ≤ 0.7. For these conditions, the
relationship between the ψp and F follows a power law fit, with α = 4.516.
Therefore, in the limit of ψf → 1, Equation 2.56 reduces to
F (1, Rep) = 1 + 0.15Re
0.687
p , (2.59)
Which is the drag on an isolated particle as described by Schiller and Naumann (1933). Although Stokes
Law would indicate a value of F (1, Rep) =
CdRep
24 , Equation 2.59 compares favorably to other well-known
and accepted drag force correlations. The dimensionless drag force coefficient is shown in figure 2.1. This
formulation is valid for Rep < 1000. The asymptotic limit of the maximum Rep in this work is roughly 300.
2.1.9 Collision Model
The soft-sphere model of Cundall and Strack (1979) is used to determine the particle-particle collision forces.
The normal component of a collision is described by a spring-dashpot model. For any two particles a and
b, dab is the distance between the centers, and ri is the radius of any particle i. A collision spring force is
generated if dab < (ra + rb + λcol), otherwise, the collision force is zero, as shown in Figure 2.2. The λcol
buffer region increases the stability of the algorithm because particle overlap is not required for collision.
Therefore, on average, colliding particles do not overlap. Thus the normal component of collision force
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the particles, ua/b is the velocity of particle a/b, and n is the unit vector
from the center of particle b to that of particle a, as illustrated in Fig. 1.
λ is the force range, a small number set to create a collision force
when two particles are close together, but not strictly overlapping yet,
adding some numerical robustness to the collision scheme. k is the





π2 þ ln eð Þ2
q ; with mab ¼ 1ma þ 1mb
" #−1
: ð15Þ
In the above equations, 0beb1 is the restitution coefﬁcient, and
ma/b is the mass of particle a/b. By symmetry, fa→bcol =−fb→acol . Colli-
sions on the walls of the reactor are handled by treating the walls
as particles with inﬁnite mass and zero radius. The full collision




f colj→i : ð16Þ
Note that a similar approach can be used in order to handle inter-
particle friction [10], although it requires time-integrating the tangen-
tial displacement and keeping track of the angular momentum of parti-
cles. Because of the added computational cost, it was decided not to
include tangential inter-particle motion. Since we are interested in
ideal rigid spheres, such an assumption is not expected to affect the va-
lidity of our results signiﬁcantly, especially at higher inlet gas velocities.
It might however affect the relevance of our two-dimensional results at
lower inlet velocities.
3. Numerical methodology
3.1. Flow and particle solver
The equations presented above are implemented in the in-house
ﬂow solver NGA [43], an arbitrarily high order multi-physics CFD
code for large eddy and direct numerical simulations. This code has
been used in numerous studies for combustion-related applications,
including liquid atomization [44–47], spray dynamics, spray combus-
tion [48], premixed, partially-premixed, and non-premixed turbulent
jets [49,50] and combustion in technical devices, such as large-scale
furnaces [51], internal combustion engines, and aircraft engine after-
burners. NGA solves the low-Mach number Navier–Stokes equations
using a fully conservative ﬁnite difference scheme of arbitrarily high
accuracy. For all simulations presented below, the computations are
performed using second order accuracy in space. Time advancement
is accomplished using the second order accurate semi-implicit
Crank–Nicolson scheme of Pierce and Moin [52]. Based on a fractional
step approach [53], this algorithm uses both temporal and spatial
staggering between velocity and volume fraction, as illustrated in
Fig. 2. The details on the mass, momentum, and energy conservative
ﬁnite difference scheme are available in [43].
Because we rely on a pressure projection step to ensure mass con-
servation, an efﬁcient and robust Poisson solver is key to ensuring the
performance of the NGA code. Here, the black-box multigrid (BBMG)
solver of Dendy [54] is used. The implementation of the BBMG follows
the three-dimensional description introduced in Dendy [54]. The re-
laxation step consists of an 8-color Gauss–Seidel, which is most natu-
ral to parallelize with 27-point stencils in three dimensions. The ﬁnest
grid level is partitioned using the same domain decomposition strat-
egy as in NGA, and the domain decomposition of coarser grid levels
simply follows from the ﬁnest decomposition. Finally, the BBMG
was introduced as a preconditioner to a conjugate gradient solver.
The full solver is ideally suited for solving the Poisson equation efﬁ-
ciently on parallel architectures.
The particle equations consist of a set of six coupled ordinary dif-
ferential equations per particle, which are solved using a second-
order Runge–Kutta scheme. The particles are distributed among pro-
cessors based on the underlying domain decomposition of the gas
phase domain. After each time-step, they undergo an inter-processor
communication step as they move from one processor sub-domain to
another. The computation of the collision force requires measuring
inter-particle distances, which leads to an O(Np2) problem if imple-
mented using a brute-force strategy. Instead, NGA makes use of the
underlying computational mesh in order to speed up the identiﬁca-
tion of likely collision partners: for each particle p, we identify the
computational cell ip, jp, kp that it belongs to. For this cell and its clos-
est 26 neighbors, we then loop over all particles p′ in that cell, and
test whether p and p′ are colliding. The computational cells are
large enough to ensure all collisions are captured using this approach.
Note that NGA also relies on ghost particles in order to facilitate the
parallel implementation of the collision force. These ghost particles
correspond to particles located inside ghost cells, and they are com-
municated between processors like any Eulerian variable.
Fig. 1. Soft-sphere representation of a particle–particle collision using a spring-dashpot
model.
Fig. 2. Staggered variable arrangement in NGA.
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Figure 2.2: Soft-sphere model collision between two different sized particles. Once the particles overlap an
amount δ, or are within the buffer region λcol of each other, a spring force is generated between them.
generated by particle a acting on particle b is
fn,a→bcol = kδnab − ηun,ab, (2.60)
where k is the spring constant, η is the dashpot damping coefficient, δ is the particle overlap, nab is the unit
normal vector between the centers of particles a and b, and un,ab is the normal relative velocity between
particles a and b defined as
un,ab = ((ua − ub) · nab)nab. (2.61)
The damping coefficient is written
η = −2ln e
√
mabk√
pi2 + (ln e)2




where the restitution coefficient is 0 < e < 1 and the mass of any particle i is mi.
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As a result of inter-particle friction, particles can obtain angular velocities due to tangential collisions.
The tangential force generated when particle a acts on particle b is
f t,a→bcol =

−ktδt − ηtut,ab, if
∣∣∣f t,a→bcol ∣∣∣ ≤ µf ∣∣∣fn,a→bcol ∣∣∣
−µf
∣∣∣fn,a→bcol ∣∣∣ tab, if ∣∣∣f t,a→bcol ∣∣∣ > µf ∣∣∣fn,a→bcol ∣∣∣ , (2.63)
where kt is the tangential spring stiffness, δt is the tangential displacement, ηt tangential damping coefficient,
µf is the friction coefficient, and ut,ab is the relative tangential velocity defined as
ut,ab = uab − un,ab. (2.64)




and the tangential component of the collision force is defined as
f t,a→bcol = −µf
∣∣∣fn,a→bcol ∣∣∣ tab. (2.66)










Particle-wall collisions are determined by treating the wall as a particle,with a radius of zero and infinite
mass.
2.1.10 Adhesion Model
Usually, numerical simulations that incorporate static particle beds are left to settle under gravity into quasi-
random patterns, absent flow, until an equilibrium state is achieved. Since the ripples in the experimental
work are found to be steady-state in the shorter time scales that are numerically feasible, the simulation
was developed with the bed prescribed a sinusoidal ripple morphology meant to mimic the morphology of
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experimental work. In order to maintain the stability of this rippled bed, an adhesive, or attractive, force,
equal in magnitude but opposite if direction to the collision force, is defined in a thin shell of width λadh,
per the work of Levine and Polimeno (2007). Since the collision force is activated also in a thin shell, the
adhesive force is operated in a thin shell beyond that of the collision force.
f t,a→badh =

−f t,a→bcol , (ra + rb + λcol) < dab < (ra + rb + λcol + λadh)
0, dab > (ra + rb + λcol + λadh).
(2.68)
2.1.11 Fluid and Solid Coupling
Since the fluid properties are stored on the Eulerian grid and the particles can move anywhere within the
Lagrangian framework, properties must be interpolated between the grid and any point occupied by a particle.
Fluid properties are mapped to particle positions using a trilinear interpolation scheme. Alternatively, particle
properties are mapped to the grid using a conservative mollification approach. The Gaussian mollification









where r is the distance from the particle location to the Eulerian grid point to which the particle value is being
extrapolated, and σ is the kernel width defined as σ = ∆x/(2
√
2ln2) so that the effect of a given particle is
experienced by the nearest 27 cells. The
The extrapolated interaction force at each surrounding grid point, i, is
f ′inter,i = γifinter, (2.70)
where γ normalizes the particle force for all applicable grid points to which it is extrapolated, ensuring that












The DPM places its own set of restraints on the system. In addition to the CFLf =
4uf∆t
∆x2 condition





where ∆tp is the particle timestep and up is the particle velocity. Alone, this restriction limits the particle
overlap to 10% of the particle diameter in order to eliminate large overlaps and the large, unphysical, collision
forces that would result.
Although the flow field of the vortex dipole is symmetric and centered on the Eulerian grid, it will be
shown that the scour topography does exhibit asymmetrical characteristics. Due to the nature of the DPM,
the particles, which make up the bed, are not necessarily centered on the grid. Therefore when the vortex
dipole impacts the bed, one vortex may be inflicting the maximum shear stress directly onto a single particle,
while the shear stress of the other vortex is spread between two particles. Because of the coupling between the
flow and the particles, and the drag force associated with this impact, the overall effect will not be symmetric.
And, once the symmetry is lost, the rest of the simulation, and subsequent impacts will not be able to recapture
it.
Additionally, since particle-particle interactions of the DPM utilized in this work are based on a spring-
dashpot approach, where the collisions, or even slight particle overlaps due to round-off errors, are corrected
by a spring force, the “settled” particle bed is not actually static. To minimize this effect, the spring constant
k is adjusted for each Shields number (and, thus, particle density) configuration, in order to achieve particle-
particle oscillations that are significantly smaller than the forces inflicted by the vortex dipole. The DPM is
extremely sensitive to the spring constant parameter. If k is too small, the particles will effectively collapse
onto each other. Taking into account the weight of the particles in the bed, the spring constant is thus subject





where hbed is the height of the particle bed. Alternatively, if k is too large, a static particle bed, under no
external forcing, will eventually experience eruptions due to the cumulative effect of the large spring constant.
Therefore, a unique spring constant is required for each Shields number (and corresponding particle density).








so, each simulation configuration requires a unique τcol value. These values were determined empirically
using simulations consisting of a tightly particle bed subject to only a gravitational force. A range of k values
are tested and the RMS of the particle velocities are calculated, with the minimum RMS corresponding to the
appropriate k value for the tested particle density.
2.2 Simulation Configuration & Methodology
The parameters of the numerical simulation are configured based on the work by Frank and Foster et al.
(2015) (2015), which is similar to their other work. The experiment was conducted in the small-oscillatory
flow tunnel at the Sediment Dynamics Laboratory of the Naval Research Laboratory, Stennis Space Center,
MS, shown in Figure 2.3, per (2014). The square cross-sectioned, water-filled, closed channel is bound on
the top and sides by no-slip walls, and the bottom is made up of a sand bed. The average diameter of the
sand is 0.7 mm, with an average density of 2635 kg/m3. Initially, the sand bed is roughly flat. The fluid
is then forced to an oscillatory flow by a sinusoidal piston, with a prescribed period of 2.4 seconds. The
maximum freestream velocity, Figure 2.4 achieved by the flow is roughly 0.23 m/s. Eventurally, a quasi
steady-state condition is reached. At this point, ripples, of a roughly sinusoidal wavelength of 100 mm,
and amplitude of roughly 20 mm, have formed in the bed, and their migration and wavelength evolution are
on a timescale much larger than the period of oscillation. Data were collected for 11 complete oscillation
periods. Using Particle Image Velocimetry (PIV), the three components of the velocity field are measured in
a two-dimensional plane parallel to the streamwise and wall-normal directions, centered on a single ripple. In
addition, the surface of the ripple is tracked using high speed cameras. So, although the evolution of the ripple
is tracked, information about individual grains is not available, and any entrained particles are not resolved.
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These data are plotted without gravity in Fig. 3c. The
accelerations were analyzed to determine the sensor’s
orientation relative to its initial position (Fig. 3d). This
angle correlates well to the angle of the board at each
raise, and toawhen the ball rolled.A 1:1 ratio and a trend
line are shown in black and gray, respectively. The high
R2 value of 0.98 indicates a good fit of the trend line to the
data. These data are shown without the trend in Fig. 3e.
4. Oscillating flow tunnel experiments
The SSGs were deployed in the small oscillating flow
tunnel at the U.S. Naval Research Laboratory (Fig. 4).
Stereographic PIV, composed of four high-speed cam-
eras and a laser,measured velocities fromwhich the shear
stresses and pressure gradients will be computed.A range
of hydrodynamic conditions were tested with orbital ve-
locity amplitudes from 0.15 to 0.5m s21 and periods from
2 to 8 s. The fixed SSG bed was packed hexagonally and
one freely moving grain was exposed to the flow.
Figure 5 shows PIV images from a sample dataset. The
white line across the top of the balls is the laser sheet.
The SSG is shown before it moves (Fig. 5a), at the onset
of motion (Fig. 5b), during the roll (Figs. 5c–e), and after
it has come to rest in the adjacent pocket onshore (Fig.
5f). The equatorial white stripe on the ball was visually
tracked to determine the orientation from the PIV im-
ages. The initial and present locations of the stripe are
indicated by the dashed and solid white lines. The angle
between these lines approximates the angle through
which the ball has rotated at each time step. The SSGrolls
onshore through a maximum angle of 97.28 (Figs. 5b–d)
before rolling offshore (Figs. 5d–f) and settling into the
adjacent pocket for a final angular displacement of 828.
The indicated instantaneous free-stream velocities in
Figs. 6a–e correspond to images in Fig. 5. Vertical lines
indicate incipient motion. Figure 6b shows the acceler-
ations measured by the SSG. As it rolls, the gravity
vector rotates from 2x to 1z direction, in the sensor’s
reference frame. Figure 6c shows the SSG angle of ro-
tation from its initial orientation based on the measured
accelerations. The calculations suggest that the SSG
rotates onshore through a maximum angle of 1018 be-
fore rolling offshore to 828. These calculations agree
within 5% of the rotation angles estimated visually from
the images.
Figure 6d shows Shields parameter u quantifying the
bed shear stress effects. The uR98 estimates were based
on a time-dependent friction factor formulation







where r is fluid density, u‘(t) is instantaneous velocity
above the WBBL, rs is sediment density, d50 is median





















where ks is theNikuradse roughness (2.5d50) andA is the
orbital excursion amplitude (Swart 1974). Limitations of
the friction factor formulation include the assumption of
a constant friction factor throughout the wave cycle and
low sensitivity to sediment characteristics such as den-
sity and shape. However, it has been shown to provide
reasonable estimates of sediment transport parameters
at the bed from free-stream velocities. At incipient
motion uR985 0.011, below the critical threshold of 0.05
(Fig. 6d), suggesting that the bed shear stresses were not
responsible for the initiation of motion for the SSG for
this flow. AlthoughRibberink (1998) did not account for
the phase lead of the near-bed velocities over the free
stream, the spatially averaged phase lead was approxi-
mately 178 away from the SSG wake and between 58 and
88 at the height of the ball, and would not account for
the sediment motion. Shields parameter estimates were
also made with the bed shear stresses based on the drag
force, uFd. The drag force was computed from the ve-
locities’ one-grain diameter upstream of the top of the
ball on either side depending on the flow direction and
adjusted for time lag to apply these velocities at the SSG.
FIG. 4. Experimental setup in the small-oscillating flow tunnel,
Naval Research Laboratory, displaying the laser and high-speed
cameras of the particle image velocimetry system.
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Figure 2.3: Experimental setup in the small-oscillatory flow tunnel at the Naval Research La oratory. The
test section is monitored by the laser and high-speed cameras of the PIV system. Photo courtesy of the Naval
Research Laboratory and Frank et al.












Figure 2.4: Time evolution of the freestream streamwise velocity. The experimental values are denoted by
the blue line, the numerical results are represented by the red line. There is some variation in the symmetry
and magnitude of the experimental velocity.
In order to mimic the experimental configuration as closely as possible, while maintaining computational
feasibility, a Large-Eddy Simulation (LES) approach was chosen so that a courser grid could be utilized. The
experimental tunnel is modeled as a channel flow between two p rallel pl tes, whic is peri dic in both the
streamwise and spanwise directions. The half-height of the channel, h, is used to describe the extants of
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the domain. As shown in Figure 2.5, the domain measures 6h, 2h, and h, in the streamwise, wall-normal,
and spanwise directions, respectively. The grid is comprised of 256 by 128 by 64 nodes, in the streamwise,
wall-normal, and spanwise directions, respectively. The streamwise and spanwise grids are uniform, and the
wall-normal grid is stretched to be refined at the walls and in the rippled particle bed. In wall units, here
denoted by a plus sign superscript, the grid is x+ = z+ = 18 and y+ = 10, where x is the streamwise
direction, z is the spanwise direction, and y is wall-normal. Although ideally y+ should be on the order of
a single wall unit, the literature has shown that LES using this larger grid spacing is sufficient to capture the
mesoscale features of the flow. This grid configuration allows for particle diameters of 1 mm. The wall at
the bottom of the domain has a no-slip boundary condition and is covered in a sinusoidally rippled layer of
particles. Gravity, 9.81 m/s2, acts in the negative y direction.









smooth walls, Hino et. al found that the flow was stable and laminar for Res < 400, transitioning to turbu-
lence for 400 < Res < 800, and fully turbulent for Res > 800. In this work, Res = 200, which would put
it squarely in the laminar regime. However, the interaction of the flow with the rippled morphology of the
mobile particle bed generates coherent turbulent structures in the flow.
It should be noted that the numerical code used in this work has been shown to replicate ripple forma-
tion in unidirectional pipe flow, per Arolla and Desjardins (2015). However, since the timescale required to
form the ripples in the experiment presented here is beyond current computational capability, the particle bed
is prescribed an initial sinusoidal ripple shape with a wavelength and amplitude matching the experimental
configuration. The result is 1,540,800 total particles, which are packed in body centered cubic (BCC) con-
figuration, as shown in Figure 2.6. In order to maintain a similar Shields parameter, Θ = τbed(ρp−ρf )gdp , the
particle diameter, dp is 1 mm and the particle density, ρp, is 2500 kg/m3. The Shields parameter is a di-
mensionless number reflecting the relative effects of the erosive forces (shear stress) to the restorative forces
(gravity). A high Shields parameter reflects highly erosive flow conditions, whereas a low value indicates a
stable condition for the bed.
39
Figure 2.5: Initial configuration of the simulation. The flow is driven by a sinusoidal pressure gradient in the
streamwise direction. The morphology of the particle bed is initially sinusoidal.
Despite the tightly packed spacing of the particle bed, the spring-dashpot particle model will force the
bed to compress under the effect of gravity. In order to make sure that this process is isolated from any
erosive behavior caused by the oscillatory flow, the bed is allowed to settle under the effect of gravity alone.
Therefore, the full simulation domain is initialized with a zero velocity field, and no pressure gradient forcing.
The particles then settle into an equilibrium state with the effect of gravity and the bottom wall. Since the
bed is initialized in a close-packed structure, the settling process only compressed the particles, but does not
cause reshuffling. The final, settled, particle bed is stable and roughly sinusoidal. Once the bed has been
stabilized under gravity, the oscillating pressure gradient is implemented, driving the flow and distorting the
bed. The shear stress at the rippled bed interface is monitored until it converges, which takes 3 full periods,
at which point it is assumed that a quasi-steady state has been achieved.
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Figure 2.6: Packing configuration of the particle bed. The flat stretch of bed shown here is meant only to
illuminate the BCC packing structure of the bed, and is not used in the simulation.
2.3 Results
2.3.1 Data Analysis
Although the experimental data are two-dimensional, and are limited to a single ripple, the numerical work is
fully three-dimensional and spans six ripples. Therefore, in order to better compare the datasets, the numerical
data are averaged three ways to produce two-dimensional data over a single canonical ripple. Per the work
of Scotti and Piomelli (2001), the first type of averaging is done spatially over planes of homogeneity (x-z
planes), to generate two-dimensional data. The second is an ensemble approach, which spatially averages all
six ripples down to a single ripple. The third is a temporal phase average. The following operator combines
the the spatial plane averaging and the ensemble spatial averaging, reducing the data to two-dimensions and
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a single ripple,











f(x, y, z, t)dxdzdt. (2.76)
T is the time over which the function is integrated, λr is wavelength of each of the ripples, and Lz is the
spanwise width of the domain. The temporal phase averaging, which highlights the influence of the variable
pressure gradient, is identified as








f(x, y, z, t+ nT )dxdz. (2.77)
As noted, the experimental data was collected for eleven periods, therefore the analysis of the experimental
data is also phase averaged. Thus, both the numerical and experimental datasets are two-dimensional and
span only a single ripple. Since all analysis with use these forms of the data, going forward, the underline
and angle brackets will be omitted for simplicity, and the few cases which do not use these averaged datasets
will be clearly identified.
2.3.2 Flow Evolution, Vorticity, Velocity Streamlines
Per Bagnold (1946), the ripples in this work are classified as “vortex ripples”, as they have achieved sufficient
amplitude to shed vortices under oscillatory flow. To aid in describing the processes at work, the numerical
vorticity velocity vector field are used, as shown in Figures 2.7 and 2.8. Although it is commonly used
as a method of vortex identification, the Q-criterion of Chong and Perry (1990), is not used here on the
experimental data (but will be used to identify three-dimensional vortical structures in the numerical data).
Vorticity, which does not discern between shear and vortical components, does a better job in this case of
identifying the mechanisms of the flow. Comparing the vorticities of the numerical and experimental data
immediately highlights the similarities of the two flows. The vorticity is defined as the curl of the velocity
field and describes the local spinning motion of the fluid,
ω =∇ × uf (2.78)
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Since the experimental data and the averaged numerical data are two-dimensional, the vorticity becomes








where ez is the unit vector in the spanwise direction.
At the beginning of the period, phase time 0, a detached vortex can be seen to the left of the ripple,
as it was shed from the ripple as the accelerated from right to left (as will be described in the discussion
of phase times 5pi/4, 3pi/2, and 7pi/4, below). Although the free stream velocity as this phase is roughly
zero, there are clearly non-zero velocities at the bed interface. As the the flow accelerates from left to right,
this vortex is seen to decay and get swept away at phase time pi/4. A shear layer has also formed on the
upstream, or stoss, face and crest of the ripple. At phase time pi/2, the free stream velocity has reached its
maximum and the shear layer has continued to grow while the original vortex has been broken up by the free
stream. At phase time 3pi/4, the flow is still from left to right, but is decelerating. Clearly, the shear layer
has developed into a vortex as it is shed on the downstream, or lee, side of the ripple crest. When the free
stream velocity has decelerated back to zero at phase time pi, the vortex has detached completely from the
ripple crest. Expectedly, the second half of the oscillation period mirrors the same processes at the first half,
but in the opposite direction.
Figures 2.9 and 2.10 show the vorticities of the experimental flow in the same way that Figures 2.7 and 2.8
did for the numerical data. Although the numerical vorticity is much clearer in showing the shear layer and
resulting vortices shed from the ripple crests, at least in part due to the spatially averaging, the experimental
data does show good quantitative agreement. In Figure 2.9, the shear layer formed on stoss side of the ripple
can be seen most clearly at phase time pi/2 and 3pi/2 (when the flow haw reversed), as observed in the
numerical data. At phase time 3pi/4, a section of vorticity is shedding off the lee side of the ripple. Although
the source of this high concentration is unclear from the vorticity plot alone, the overlayed velocity vector
field shown in Figure 2.10, shows that this high level of vorticity is indeed a vortex. The numerical velocity
vector field of Figure 2.8 shows similar trends. This is also made clear at phase time 7pi/4, in the opposite
direction.
Constant velocity streamlines help to further illuminate the processes of the flow. Figures 2.11 and 2.12
show the velocity vector fields and velocity streamlines for both the numerical and experimental flows, re-
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Figure 2.7: Numerical 2D spanwise-averaged vorticity, shown at phase angles npi4 , for n = 0, 1, ..., 6, 7. The
data is normalized by the particle diameter in both directions. The formation of shear layers at the ripple crest
is even more evident than in the experimental data. The formation of the vortices off the ripple crest can be
seen clearly, and in addition, as the flow changes directions, the old vortices are shed into the free stream, as
at phase angle 5pi/4.
spectively. In both cases, a vortex is clearly identified at phase time 0. The numerical vortex, having been
shed when the flow was oriented right to left, is centered roughly 40dp to the left of the ripple crest and 30dp
in the wall-normal direction. The experimental vortex is centered roughly 35dp to the left of the ripple crest
and 35dp in the wall-normal direction. At phase times pi/4, pi/2, and 3pi/4, the separated flow indicates a
shear layer becoming a vortex. At phase time 7pi/4, this vortex, albeit in the opposite direction, is clearly
identifiable as forming in the wake of the separated flow. The numerical data shows this particularly well at
phase time 3pi/2, per Figure 2.11.
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Figure 2.8: Numerical velocity field overlayed on vorticity, shown at phase angles npi4 , for n = 0, 1, ..., 6, 7.
The data is normalized by the particle diameter in both directions. The velocity field helps to identify the
shed vortices.
Overall, the numerical results show very good qualitative agreement with the experimental work. The
LES is able to capture the formation of the shear layer on the upstream side of the ripple, which develops into
a vortex on the downstream side, and is shed into the valley between ripples.
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Figure 2.9: Experimental vorticity, shown at phase angles npi4 , for n = 0, 1, ..., 6, 7. The data is normalized by
the particle diameter in both directions. The formation of shear layers at the ripple crest is seen at phase angles
in which the pressure gradient is producing higher free stream velocities. The resulting vortex shedding, can
be seen most clearly at phase angles pi/2, 3pi/4, 3pi/2, and 7pi/4.
46
Figure 2.10: Experimental velocity field overlayed on vorticity, shown at phase angles npi4 , for n =
0, 1, ..., 6, 7. The data is normalized by the particle diameter in both directions. The velocity field helps
to identify the shed vortices at phase angles 3pi/4 and 7pi/4.
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Figure 2.11: Numerical velocity streamlines overlayed on the 2D spanwise-averaged velocity field, shown
at phase angles npi4 , for n = 0, 1, ..., 6, 7. Only a single ripple is shown, and the data is normalized by the
particle diameter in both directions.
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Figure 2.12: Experimental velocity streamlines overlayed on the velocity field, shown at phase angles npi4 ,
for n = 0, 1, ..., 6, 7. The data is normalized by the particle diameter in both directions.
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2.3.3 Wall-Normal Flow Statistics
Two approaches are used to compare the wall-normal flow statistics of the experimental and numerical data.
The first consists of wall-normal statistics located at the ripple crest, ripple trough, and half way up the
left-hand side ripple face. The second compares wall-normal statistics that are spatially averaged over the
entirety of the ripple, which results in a single wall-normal profile for any given statistic. This approach
analyzes the effective roughness of the wall on a macroscopic scale. It should be noted that because the
numerical simulation solves the volume-filtered Navier-Stokes equations everywhere in the domain, uf data
is available everywhere, including “within” the ripple. Therefore all the numerical wall-normal statistical
profiles span all the way down to the bottom wall. The experimental data does not include fluid velocity
data within the ripple, where it is assumed to be zero. So where applicable, the experimental wall-normal
statistical profiles are shown only where data was recorded. In the cases where this is true, the profiles may
not extend all the way to the bottom wall.
Figures 2.13, 2.14, and 2.15 compare the wall-normal streamwise velocity profiles at the ripple crest,
trough and face, respectively. The streamwise velocities are normalized by the maximum free stream veloc-
ity, U∞, and the wall-normal location is normalized by h. On the whole, the numerical model does a very
good job of predicting the velocity profile at the crest and face. However, at the ripple trough, the numerical
model seems to overpredict the magnitude of the inflection point velocity. Of course, the ripple shape in
the experiment is not completely sinusoidal, as in the numerical work, and the troughs are where the mor-
phologies differ the most (as will be discussed in following sections). Therefore, it is not surprising to see
discrepancies in the profiles, particularly at the ripple trough.
Spatially averaging the streamwise velocity profiles over the entire wavelength of the ripple treats the
ripple effectively as surface roughness. Figure 2.16 shows that trends of the experimental work are captured
by the numerical model, albeit with a consistent slight over-prediction of the magnitude of the streamwise
velocity.
The comparison of the wall-normal streamwise velocity profiles have given a clear indication that the
experimental phases-averaged velocities are well predicted by the spatially and phase-averaged numerical
results. In order to examine the deviations from these averaged velocities, a couple different quantities are
examined. The turbulent kinetic energy (TKE) is a measure of the intensity of a turbulent flow. Using the
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Figure 2.13: Streamwise velocity profiles in the wall-normal direction, at the ripple crest, shown at phase
angles npi4 , for n = 0, 1, ..., 6, 7. The velocity is normalized by the maximum achieved freestream streamwise
velocity, U∞. The wall-normal position is normalized by the half-height of the channel, h. The experimental
results are denoted by a blue line, and the numerical results by a red line. In some cases, the range of the PIV
data was limited, therefore, the entire profile was not available.
notation described in Section 2.3.1, the experimental data is phase-averaged, which means that at any point in
the flow, the instantaneous velocity can be broken into a mean component, uf (x, y, tphase), and a fluctuation,
u′f (x, y, t), where
uf (x, y, t) = 〈uf 〉(x, y, tphase) + u′f (x, y, t). (2.80)
Analogously, the numerical data is phase-averaged and averaged in space,
uf (x, y, z, t) = 〈uf 〉(x, y, tphase) + u′f (x, y, t). (2.81)
In both cases, the three components of velocity at any given point in time and space have a mean value and


































































Figure 2.14: Streamwise velocity profiles in the wall-normal direction, at the ripple trough, shown at phase
angles npi4 , for n = 0, 1, ..., 6, 7. The velocity is normalized by the maximum achieved freestream streamwise
velocity, U∞. The wall-normal position is normalized by the half-height of the channel, h. The experimental
results are denoted by a blue line, and the numerical results by a red line. In some cases, the range of the PIV
data was limited, therefore, the entire profile was not available.
intensity, the TKE is defined as half the RMS of the velocity fluctuations:




u′2f (x, y, t) + v′
2
f (x, y, t) + w
′2
f (x, y, t)
3
, (2.82)
where u′, v′, and w′ are the streamwise, wall-normal, and spanwise velocity components of u′f (x, y, t),
respectively. As was done with the velocity profiles, spatially averaging the TKE profiles over the entire
wavelength of the ripple treats the ripple effectively as surface roughness. Figure 2.17 shows that trends of
the experimental work are captured by the numerical model, albeit with a consistent slight over-prediction of
the magnitude of the streamwise velocity. Not only are the magnitudes of the TKE profiles consistent, but
the shape of the curves show good agreement between the experimental and numerical work. Again, like the
velocity profiles, the numerical model very slightly over predicts TKE in most phases and locations.
The other quantity used to examine the deviations from these averaged velocities is the Reynolds shear
stress. The Reynolds shear stress, 〈u′iu′j〉, is a function of the fluctuations in the streamwise and wall-normal


































































Figure 2.15: Streamwise velocity profiles in the wall-normal direction, at the ripple face, shown at phase
angles npi4 , for n = 0, 1, ..., 6, 7. The velocity is normalized by the maximum achieved freestream streamwise
velocity, U∞. The wall-normal position is normalized by the half-height of the channel, h. The experimental
results are denoted by a blue line, and the numerical results by a red line. In some cases, the range of the PIV
data was limited, therefore, the entire profile was not available.
predict the physics of the flow (see Appendix B for full details on the assumptions and approximations in
Reynolds Averaging the Navier-Stokes equations). The Reynolds shear stress is normalized by the square of
the maximum achieved freestream streamwise velocity, U∞. Figure 2.18 averages the Reynolds stress profiles
over the entirety of the ripple wavelength. The trends in the profiles are well predicted by the numerical
model, with some deviation in the location of maximum values.
The LES does an excellent job of predicting the wall-normal profiles of the streamwise velocity and the
TKE. In addition, the LES does an adequate job of predicting the qualitative behavior of the Reynolds stress,


































































Figure 2.16: Streamwise velocity profiles in the wall-normal direction, averaged over the entire wavelength
of the ripple, shown at phase angles npi4 , for n = 0, 1, ..., 6, 7. The velocity is normalized by the maximum
achieved freestream streamwise velocity, U∞. The wall-normal position is normalized by the half-height of
the channel, h. The experimental results are denoted by a blue line, and the numerical results by a red line.
In some cases, the range of the PIV data was limited, therefore, the entire profile was not available.
0 1 2 3






0 1 2 3






0 1 2 3






0 1 2 3






0 1 2 3






0 1 2 3






0 1 2 3






0 1 2 3






Figure 2.17: Turbulent kinetic energy (TKE) wall-normal profiles, averaged over the entire wavelength of the
ripple, shown at phase angles npi4 , for n = 0, 1, ..., 6, 7. The TKE is normalized by the square of the maximum
achieved freestream streamwise velocity, U∞. The wall-normal position is normalized by the half-height of
the channel, h. The experimental results are denoted by a red line, and the numerical results by a blue line.
In some cases, the range of the PIV data was limited, therefore, the entire profile was not available.
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Figure 2.18: Reynolds stress wall-normal profiles, averaged over the entire wavelength of the ripple, shown
at phase angles npi4 , for n = 0, 1, ..., 6, 7. The Reynold stress is normalized by the square of the maximum
achieved freestream streamwise velocity, U∞. The wall-normal position is normalized by the half-height of
the channel, h. The experimental results are denoted by a blue line, and the numerical results by a red line.
In some cases, the range of the PIV data was limited, therefore, the entire profile was not available.
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2.3.4 Bed Shear Stress
The shear stress at the bed interface is crucial to understanding the coupling between the bed morphology














Of course, correctly identifying the bed interface significantly affects the τb calculations. As is described in
detail in Section 2.3.6, in this work, the bed interface is defined according to the solid volume fraction. At any
given location, if the solid volume fraction is above the threshold value, then that location is defined as being
a part of the bed. Otherwise, when the solid volume fraction is less than the threshold value, that location is
defined as being in the flow, above the bed.
Traditionally, a no-slip condition is assumed to exist at the interface between the solid and fluid phases.
This is accurate in the case of a standard wall interface, but the assumption breaks down when the solid phase
can move. In classical models, which treat the solid phase as a continuum, such as defining the interface with
the Exner equation, a no-slip condition is assumed at the bed-fluid interface. Per the plots of bed shear stress
calculated by Blondeaux (1991) in Figure 2.19, in the case of no-slip interface condition, a negative shear bed
shear stress will always result in momentum transfer from right to left, and a positive bed shear stress will
always result in momentum transfer from left to right. Therefore, the negative values of shear bed stress on
the right hand side of the ripple face, and the positive values on the left hand side, would combine to pull the
solid phase from the ripple troughs to the peaks, and maintain the integrity of the ripple shape. Alternatively,
if the bed shear stresses were observed to be positive on the right hand side, and negative on the left hand
side, the dynamics of the fluid would act to flatten the ripple. So, with a no-slip condition at the interface, the
evolution of the bed shear stress as described by Blondeaux does square with intuition.
However, when the bed is composed of individual particles, as in nature, the individual particles that
define the bed-fluid interface are not immobile, and a no-slip boundary condition does not apply to the inter-
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FIGURE 22. Bed shear stress time development. R, = 100, h*/l* = 0.15, s*/l* = 0.75. 
we do not describe in detail the changes on the bed shear stress development 
produced by variations of the parameters. We only state that the present results 
could be used in future attempts to study the time development of vortex ripples 
when the bottom is made of cohesionless material. Hedegaard (1985) tackled the 
problem mentioned above and in particular focused her attention on small values of 
the bed shear stress, i.e. when bed load is supposed to give the main contribution to 
Figure 2.19: Bed shear stress over an immobile rippled bed, per Blondeaux (1991). The ripple peak are at
the extants of the plot, and the ripple trough is centered. A no-slip condition is assumed at the bed-fluid
interface. As the flow moves from left to right, a strong negative p ak is ob erved on h downstream ripple
face. Therefore, the fluid would compel the solid phase to move from the trough to the peak, thus maintaining
or increasing the ripple peak. The opposite is observed when the flow reverses.
face as a whole. Naturally, a no-slip boundary condition does exist at the surface of each individual particle,
but not necessarily to the bed-fluid interface itself. This speaks to the vagaries of the definition a bed-fluid
interface. If a thin layer of mobile particles at the surface of the bed are sliding over an immobile section
of the bed, the definition of the bed-fluid interface is subject to interpretation. As shown in Figure 2.20, if
the bed-fluid interface is not a rigid no-slip surface, a vortex that impacts the interface may in fact penetrate
the interface, resulting in greater velocity magnitudes at (or below) the interface itself than in the directly
adjacent fluid.
This phenomena is simplified in Figure 2.21. The right hand side face of the ripple is approximated by a
linear interface. The interface-normal direction is denoted y and the fluid velocity u is defined as parallel to
the interface. The dashed line indicates the interface as determined by the solid volume fraction. The solid
line delineates the immobile particles from the mobile particles. If the solid line is taken as the interface,
57
Figure 2.20: Bed-fluid interface and velocity field superimposed over the Q-criterion field. Only the right
hand side of the a single ripple is shown. It becomes clear that there is still fluid velocity “within” the ripple
as a vortex interacts with the ripple.
the classical no-slip boundary condition assumption is valid. To illustrate, the bed shear stress between
points 2 and 1, τ2→1, would be negative because the fluid velocity at point 2 is negative and zero at point
1. However, the bed shear stress between points 3 and 2, τ3→2, would be positive, despite the fact that
velocities at both points are negative. This occurs because the velocity at point 3 is smaller in magnitude
than at point 2. So despite describing the same physical process, the bed shear stresses are opposite in sign
depending on the definition of the bed-fluid interface. Naturally, this appears to merely be an inconsistency in
the definition of the bed-fluid interface. As will be shown in Section 2.3.6, this work utilizes the methodology
of Kidanemariam and Uhlmann (2014) to define the interface by solid volume fraction. This approach was
adopted because it matched the qualitative behavior of the system. When the interface was defined according
to the “immobile” bed, as shown in Figure 2.21, far too many particles were defined as being in the fluid,
when they were essentially immobile at the bed interface. This discrepancy is due to the fact that as the
fluid imparts momentum to a packet of particles at the interface, they may move momentarily as a unit, but
ultimately return to their original positions. Therefore, it becomes clear than the definition of a flud-bed
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Figure 2.21: Simplified view of a vortex impacting the right hand side of a ripple. The vortex has been shed
as the fluid moves from left to right, and then reverses directions. Depending on how the bed-fluid interface
is defined, the sign of the calculated bed shear stress may be affected. For simplicity, x is interface-parallel,
the y-direction is defined as the wall-normal, and the fluid velocity u is defined as parallel to the bed-fluid
interfaces, in the negative x-direction.
interface as a continuum with a no-slip boundary condition gravely underestimates the importance of the
individual particle behavior, and misses the physics driving the interaction between the ripple and the fluid.
Figure 2.22 shows the averaged ripple shear stresses. The experimental data shows a maximum to the right
of the bed shear stress as phase times 3pi/2 and 7pi/4, which is expected, as the flow is moving from right to
left and generating a shear layer on the stoss side of the ripple face. However, in the first half of the oscillation
period, the experimental data does not display distinct bed shear stress maximums. The numerical data does
a good job of predicting the magnitude of the bed shear stress, but seems to deviate from the experimental
data in identifying peaks in the bed shear stress. The LES data show maximum bed shear stresses on the lee
side of the ripple peaks. Figure 2.23 compares the evolution of the numerical bed shear stress at different
locations on the ripple peak. As originally noted by Benjamin (1959) and Kennedy (1963), the phase lag
between the bed shear stress and freestream velocity is clearly identified. The maximum bed shear stress at
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the ripple crest occurs at phase times 3pi/4 and 7pi/4, whereas the freestream velocity maximums occur at

































































Figure 2.22: Experimental bed shear stress (blue line), numerical bed shear stress (red line), and numerical
top wall shear stress (green line), over a single ripple. The first half of the oscillation presents much closer
qualitative bed shear stresses. There is phase lag, of approximately pi/4, between top wall shear stress and the
pressure gradient forcing, as the top wall shear stress does not go to zero until phase angles pi/4 and 5pi/4.
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Numerical ripple shear stress at different locations
Figure 2.23: Numerical free stream velocity (thick blue line) and the evolution of bed shear stress at different
locations on the ripple. The top wall is denoted by magenta line and diamond marker, the ripple crest is
denoted by the black line with square marker, the ripple trough is denoted by the blue line with circle marker,
and the ripple face is denoted by the red line with triangle marker. A phase lag of pi/4 is observed between
the bed shear stress at the top wall and the free stream velocity. By contrast, the further down the ripple, the
greater the phase lead between the bed shear stress and the freestream velocity.
2.3.5 Q-Criterion & Vortex Identification
Although vorticity quantifies the swirling effects of the flow, it cannot discern between shear and vortices. Per
the work of Chong et al. (1990), the flow of a continuum can be completely categorized by the invariants of
the rate of deformation tensor. In identifying vortical structures in a flow, this tensor is the velocity gradient
tensor, ∇uf . To determine the invariants, the velocity gradient tensor is first broken into symmetric and
antisymmetric components, which represent the rate-of-strain and rotation tensors, respectively. The rate of














. The eigenvalues, λ,
and eigenvector, e, of ∇uf are determine as follows:
[∇uf − λI]e, (2.85)
61
where I is the identity matrix. Then the determinant of [∇uf − λI] is set to zero and the characteristic
equation identified:
|∇uf − λI| = 0, (2.86)
λ3 + Pλ2 +Qλ+R = 0. (2.87)
P , Q, and R are the invariants of the velocity gradient tensor, and fully define its features. The first invariant
is the sum of the rank one determinants on the diagonal,








) = −Sii. (2.88)


































(P 2 − trace[∇u2f ]) =
1
2
(P 2 − SijSji − ΩijΩji). (2.89)






























(−P 3 + 3PQ− SijSjkSki − 3ΩijΩjkΩki). (2.92)
The characteristic equation can have distinct real roots, repeating real roots, or one real and one pair of
complex conjugate roots. Chong et al. (1990) suggest the following definition of a vortex, “a vortex core is
a region of space where the vorticity is sufficiently strong to cause the rate-of-strain tensor to be dominated
by the rotation tensor, i.e., the rate-of-deformation tensor has complex eigenvalues.” Adding, “Since this
definition depends only on the properties of the deformation tensor, it is independent of the frame of reference
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of the observer.” In taking this approach, the second invariant Q contains squared measures of both the rate
of strain and rotation tensors, Q = 12 (P
2−SijSji−ΩijΩji). Therefore, when Q > 0, the flow is dominated
by rotation at that location, and when Q < 0, the flow is dominated by shear. Figures 2.24, 2.25, 2.26, 2.27,
and 2.28 show iso-contours of the second invariant Q over the first half of an oscillation period. At phase
time 0, distorted and detached spanwise vortices are seen on the lefthand side of the ripple faces, as they have
just been shed from flow moving from right to left. At phase time pi/4, the flow accelerates from left to right,
and these spanwise vortices are broken up and ejected away from the bed. By phase time pi/2, the freestream
velocity has reached its maximum and the near bed unsteady flow is dominated by streamwise structures in
the shear layer, mostly forming on the stoss side of the ripples. As the flow decelerates at phase time 3pi/4,
the streamwise structures are converted into spanwise vortical structures which begin to form on the lee side
of the ripples. By the time the freestream velocity is back to zero at phase time pi, these distorted spanwise
vortices have detached from the ripples and can be seen on the righthand side of the crest ripples, mirroring
the detached vortices at phase time 0.
Figure 2.24: Numerical Q-criterion isocontours at phase time 0. Free stream velocity is zero.
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Figure 2.25: Numerical Q-criterion isocontours at phase time pi/4. The fluid is accelerating from left to right.
Figure 2.26: Numerical Q-criterion isocontours at phase time pi/2. The fluid has achieve maximum free
stream velocity, from left to right.
2.3.6 Fluid-Bed Interface
Determining the location of the fluid-bed interface is of utmost importance, not only in tracking the evolution
of the bed morphology, but also in accurately calculating the bed shear stress, as in Section 2.3.4. In the ex-
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Figure 2.27: Numerical Q-criterion isocontours at phase time 3pi/4. The fluid is decelerating, but is still
moving from left to right.
Figure 2.28: Numerical Q-criterion isocontours at phase time pi. The freestream velocity has decelerated to
zero, and is about to begin accelerating from right to left.
perimental data, this is easily done because the PIV data is zero in the bed and non-zero in the flow. However,
in the numerical work, the interface is not so discrete. A couple different methods were tested, including di-
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viding the domain into square bins of size dp, then comparing all particles in each bin to determine where the
bed ended, and where the fluid started. This meant defining a threshold, above which it was assumed all parti-
cles were not a part of the bed, but rather were entrained. However, this method proved unable to consistently
provide an accurate interface location, as the definition of the threshold was problematic. Relying solely on
particle velocity and/or angular velocity also proved unreliable, as a particle could momentarily be stationary,
but still be entrained, or above the threshold, but still moving slowly. The best results were found using the
approach of Kidanemariam and Uhlmann (2014). They defined a spanwise averaged two-dimensional solid
volume fraction function, equivalent to 〈(1 − ψf )〉, defined now as 〈ψp〉. The authors defined the threshold
at 〈ψp〉threshold = 0.1, such that the two-dimensional interface is
hb(x, t) = y, where 〈ψp〉 = 〈ψp〉threshold. (2.93)
Figure 2.29 shows the 〈(1 − ψf )〉 field and the fluid-bed interface at phase time pi/4. Other methods that
were abandoned would routinely report interfaces closer to 〈ψp〉threshold = 0.2. As such, more particles
were considered to above the fluid-bed interface, leading to spurious erosion statistics.




















Figure 2.29: Numerical bed interface, as determined by assuming the bed has a solid volume fraction 〈ψp〉 =
〈ψp〉threshold. The data has been normalized by the particle diameter.
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2.3.7 Ripple Shape Comparison
As discussed in Section 2.3.1, the numerical data has been spatially, ensemble, and phase-averaged to produce
a two-dimensional data for a single canonical ripple. This applies to the fluid and solid phases of the LES.
In the experimental work, the two-dimensional fluid data is phase-averaged over 11 periods. By contrast, the
evolution of the fluid-bed interface was recorded for a single flow oscillation, so it is not averaged in any way.
Therefore, the instantaneous experimental fluid-bed interface data, in conjunction with the fact that the initial
numerical ripple shape is modeled as symmetric, when the experimental ripple is not, provide opportunity
for discrepancy between the two data sets. Despite these potential issues, the numerical model does a good
job predicting the evolution of the ripple shape. It should be noted that overall shape and wavelength of
the ripples do not change on a macroscopic scape, thus they are quasi steady-state. The bulk of the ripple
evolution is confined to the peaks. In Figure 2.30, the ripple shapes are shown over an entire flow oscillation
period. At phase time 0, the ripples are skewed to the left of “center” of the ripple, defined at x = 0, with
a sharper face angle on the left side than on the right. Once the flow is accelerated from left to right, the
peak becomes more symmetric and more centered, as the particles at the peak are affected by the shear layer
generated on the stoss side of the ripple. By phase times pi/2 and 3pi/4, the peak has shifted to the right of
center and now the sharper face angle is to the right of center, mirroring the morphology of phase time 0.
At phase time pi, the flow has decelerated back to a freestream velocity of zero, and the ripple shapes are
retained. As the flow reverses, the same processes of the first half of the oscillation period are mirrored, until
the initial ripple shape is recovered at phase time 7pi/4. Qualitatively, the numerical model is able to capture
this phenomena.
In order to quantify the ability of the LES to predict the characteristics of the ripples, the locations of
the ripple peak (maximum height) is compared in Figure 2.31. The phase time pairs that should mirror each
other, because they are separated by half an oscillation period, mostly showed good agreement between the
two data sets. At phase time 0, the both peaks are skewed to the left of center by nearly the same amount
and have almost the same wall-normal location. At phase time pi/4, the peak have both increased and shifted
right, though the LES overpredicts by 3dp. By phase time pi/2, the peaks have settled and are further shifted
to the right. Until phase time 5pi/4, when the flow is accelerating in the opposite direction, the ripple peaks


































































Figure 2.30: Experimental and numerical ripple comparison. The numerical ripple is space and phase-time
averaged. The data has been normalized by the particle diameter. The blue line denotes experimental data,
the red line denotes numerical data.
first half of the oscillation period are reversed. At its worst, the LES overpredicts the wall-normal location by
only a single dp (at phase time 5pi/4).
To quantify how well the LES predicts the actual shapes of the ripple peaks, the radius of curvature of
the ripple at its peak is calculated. In order to do that, the least-square fitting of circles to the ripple peaks.
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Figure 2.31: The locations of the ripple peaks are compared. The biggest discrepancy is seen at phase time
5pi/4, where the locations differ by roughly 3dp. The data has been normalized by the particle diameter. Blue
circles denote the experimental data, and red triangles denote the numerical data.
In this case, three points were chosen to be fit. The center point is the ripple peak. One point to each side
of the center point is chosen 5dp distance away. Figure 2.32 show these best-fit circles over an oscillation
period. Figure 2.33 plots the evolution of the radii of the best-fit circles over the oscillation period. The
first half of the oscillation period, from phase time 0 until phase time pi, show good agreement in the trends
of the radii. However, the second half of the oscillation period does not mirror the first half, for either the
experimental work or the LES. In the case of the experimental work, the ripples are not perfectly symmetric,
so this result is not surprising. As far as the LES asymmetry is concerned, it most likely is attributable to the
fact that system is not truly symmetric. Although the initial settle particle bed is symmetric, the system take
three full oscillation periods before the bed shear stress converges. This builds some asymmetry into the bed
morphology, and correspondingly, the flow as well.
Quantitatively, the DPM does a good job of predicting the overall shape and height of the experimentally
measured ripple. Qualitatively, it is also able to capture the back-and-forth behavior of the ripple peak, as it


























































Figure 2.32: Best-fit circles are used to determine the radius of curvature of ripples at their peaks, shown at
phase angles npi4 , for n = 0, 1, ..., 6, 7.. The data has been normalized by the particle diameter. The blue line
denotes experimental data, the red line denotes numerical data.
2.3.8 Characterization of Ripple Erosion
Using the definition of the fluid-bed interface from Section 2.3.6, all particles that are above the interface are
defined as eroded. The eroded particles that are within a single dp of the interface are classified as reptating,
or sliding and/or rolling, at the surface. The eroded particles that are greater than one dp distance from the
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Figure 2.33: The evolution of the best-fit circles, used to determine the radius of curvature of ripples at their
peaks, are shown over a whole period. The data has been normalized by the particle diameter. The blue line
denotes experimental data, the red line denotes numerical data. The first half period shows good qualitative
agreement between the radii of curvature. However, the second half does not.
interface are defined as saltating, or lifted from, and redeposited to, the bed on a short timescale. Figure
2.34 shows the interface and both reptating and saltating particles at phase time pi/4, which is the time at
which the fluid undergoes maximum acceleration from left to right. The shear layer imparts momentum to
the particles at the top of the ripple crests and they undergo saltation from the peak to the lee side of the peak.
The reverse process is observed at phase 5pi/4. Just as the ripple interface evolves essentially at the peak,
the eroded particles are also located at the peak. The eroded particle velocities, plotted at their streamwise
locations, are shown in Figure 2.35. Here, the difficulty in characterizing the erosion of the particle bed
is observed. There is no obvious difference between the velocities of particles undergoing reptation and
those undergoing saltation. And in fact, the distributions of the particle velocities, shown in Figure 2.36,
are quite similar. When the fluid is experiencing the maximum acceleration, at phase times pi/4 and 5pi/4,
both classifications of eroded particles show similarly shaped distributions. However, the reptating particles
distribution seems to be centered around Up/U∞ ' 0.5 − 0.8, while the saltating distribution is centered
around Up/U∞ ' 0.7 − 1.0. The distribution centers at other phase times are also slightly higher for the
saltation process.
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Figure 2.34: Numerical bed interface and the particles that have been eroded by the flow, at phase angle pi/4.
Reptating, or sliding and/or rolling, particles are red. Particles that are saltating, or momentarily entrained
before returning to the bed, are blue. The data has been normalized by the particle diameter.












Figure 2.35: Saltating and reptating particle velocities, at phase angle pi/4. The particle velocities are normal-
ized by the maximum freestream velocity, and the particle positions are normalized by the particle diameter.
Red denotes reptation, and blue denotes saltation.
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Figure 2.36: Velocity distributions, shown at phase angles npi4 , for n = 0, 1, ..., 6, 7.. The red line denotes
reptating particles, the blue line denotes saltating particles, and the black line denotes all eroded particles
(reptating plus saltating particles). The particle velocities are normalized by the maximum freestream veloc-
ity.
The angular velocities of the eroded particles are plotted at their streamwise locations in Figure 2.37.
As Figure 2.38 show, there is no discernable difference. At phase times pi/4 and 5pi/4, when the fluid
is experiencing the maximum acceleration, the distributions are extremely similar, with medians around
ωmedian ' 60rad/s, with maximums around ωmedian ' 100rad/s.
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Figure 2.37: Saltating and reptating particle angular velocities, at phase angle pi/4. The particle positions are
normalized by the particle diameter. Red denotes reptation, and blue denotes saltation.
The Shields parameter, Θ of the eroded particles are shown in Figure 2.39. As defined in Section 2.2, the
Shields parameter is the ratio of disturbing fluid force to the restorative gravitational force. So high values of
Θ are indicative of erosive processes, and low values of Θ indicate stability. For both reptation and saltation,
there is a distinct asymmetry in the phases pi/4 and 5pi/4, at which the bulk of the erosion occurs. This
is likely due to the asymmetry of the ripples themselves. Since the peaks are slightly skewed to the left of
center, the faces at the peaks display slightly sharper crests than when skewed to right. Therefore, a higher
percentage of eroded particles display higher Θ values when moving from left to right, than right to left.
Thus, the distribution peaks at phase time 5pi/4 are lower than at phase time pi/4.
2.3.9 Potential Sources of Error
Limitations in both the numerical model and the experimental data collection contribute to discrepancies
between the two results. In building the numerical model, both the core methodology and simulation config-
uration make assumptions that potentially result is deviation from the experimental findings. By definition,
the LES-DPM approach used in this work is not of the absolute highest fidelity, as the LES flow solver ex-
plicitly models the smallest unresolved features of the flow. Additionally, the DPM does not fully resolve
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Figure 2.38: Particle angular velocity distributions, shown at phase angles npi4 , for n = 0, 1, ..., 6, 7. The red
line denotes reptating particles, the blue line denotes saltating particles, and the black line denotes all eroded
particles (reptating plus saltating particles).
particles with a no-slip boundary condition at each individual particle, but, rather, by volume-averaging the
Navier-Stokes equations to account for the effect of the particles. Therefore, although both the flow solver


































































































Figure 2.39: Shields parameter distributions, shown at phase angles npi4 , for n = 0, 1, ..., 6, 7. The red
line denotes reptating particles, the blue line denotes saltating particles, and the black line is the all eroded
particles (reptating plus saltating particles).
ods would potentially provide more accurate results. Unfortunately, at the moment, such computationally
expensive methods are not feasible for this particular flow configuration.
Due to the complex morphology of the experimental ripple shape, only an approximation was used in
the numerical work. The two troughs of the experimental ripple are of different depths and the peak itself
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is not perfectly symmetric. However, the overall shape of the ripple, in particular the top half and crest, are
well approximated by a sinusoidal curve. And, although the initial settled particle bed is truly symmetric, the
system takes three full oscillation periods before the bed shear stress converges. Of course, the flow must start
in one direction, and because of this, some asymmetry is built into the bed morphology, and correspondingly,
the flow as well. So the numerical bed, while not fully replicating the experimental ripple shape, does have
some minor asymmetry due to the convergence of the system. Despite these discrepancies, the numerical
model does a good job predicting the qualitative evolution of the ripple peak orientation and predicting the
quantitative ripple height evolution. Nonetheless, without exactly replicating the experimental ripple shape,
there will always be discrepancies between the experiment and the numerical simulation that is modeling it.
As with any experimental work, there are limitations in the collection of data. The experiment conducted
at the Sediment Dynamics Laboratory of the Naval Research Laboratory, in Stennis Space Center, MS, is
fantastic because it starts from a initially flat bed of sand, and the ripples are formed naturally, which was
not computationally feasible with the numerical model. Due to the shear size of PIV data, the experiment
was allowed to run until quasi steady-state ripples had formed, then data was collected for eleven cycles. By
definition, PIV flow data is two-dimensional. Therefore, the data provides insight into the nature of the flow,
but cannot provide an instantaneous three-dimensional perspective. In the same way the flow data is two-
dimensional, the bed-fluid interface is also two-dimensional, but was recorded instantaneously for a single
flow oscillation. So, it is conceivable that there are fluctuations of the ripple shape were not captured.
So although the limitations of the numerical model and limitations of the experimental data collection
could combine to produce divergent results, in fact, the model does a good job of predicting the flow and
ripple characteristics of the experimental data.
2.4 Conclusion
This work investigates the evolution of a sinusoidally rippled particle bed under the effect of an oscillatory
flow. A Large-Eddy Simulation (LES) was conducted to mimic the conditions of an experiment conducted
in the small-oscillatory flow tunnel at the Sediment Dynamics Laboratory of the Naval Research Laboratory,
Stennis Space Center, MS. The simulation uses the Discrete Particle Method (DPM), which is an Euler-
Lagrange approach, where particles and fluid are four-way coupled.
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In the experimental work, a closed channel of water, over an initially flat sand bed, is driven to oscillatory
flow. Eventually, the system reaches a quasi-equilibrium in which spanwise oriented ripples have formed
in the sand bed. The ripples are roughly sinusoidal in shape, with a wavelength roughly five times the
amplitude. Stereographic PIV data captured fluid velocity in a two-dimensional plane around a single ripple
for eleven oscillation periods. The LES was configured to reproduce the configuration of this steady-state
in the oscillatory flow channel by prescribing a sinusoidal ripple morphology and driving the flow by a
cosinusoidal pressure gradient. The three-dimensional domain contains six ripples and the fluid was initially
at rest. The flow is then driven by the cosinusoidal pressure gradient and the system requires three full periods
for the bed shear stress to converge. In both the experimental work and the LES, as the flow accelerates, a
shear layer forms at the stoss side of the ripple. As the flow achieves its maximum freestream velocity and
begins to decelerate, the shear layer forms a spanwise vortex which detaches from the ripple peak on the lee
side. When the flow has decelerated back to zero in the freestream, the halfway point of the oscillation period,
this vortex is detached between ripples. As the flow is accelerated in the opposite direction, this detached
vortex is shed into the freestream as another shear layer is formed at the ripple peak, and the whole process
is mirrored in the second half of the oscillation period.
This work shows the viability of the LES-DPM methodology to predict the phenomena of ripple evolution
in quasi-steady-state oscillatory flow conditions. Based on wall-normal profiles of velocity and the turbulent
kinetic energy budget, along with velocity streamlines and vorticity, the LES proves capable of capturing the
mesoscale features of the experimental flow. Additionally, the DPM is able to predict the evolution of the
experimental ripple morphology and provide insight into the erosive processes at the individual particle scale.
The DPM has been shown to be a valid tool to investigate the interaction between flow dynamics and
particles, and has provided some potential insights regarding the understanding of bed shear stress over




Ongoing Work & Plan for Publications
3.0.1 Viability of LES-DPM for this Flow Configuration
This work shows the viability of the LES-DPM methodology to predict the phenomena of ripple evolution
in quasi-steady-state oscillatory flow conditions. Based on wall-normal profiles of velocity and the turbulent
kinetic energy budget, along with velocity streamlines and vorticity, the LES proves capable of capturing the
mesoscale features of the experimental flow. Additionally, the DPM is able to predict the evolution of the
experimental ripple morphology and provide insight into the erosive processes at the individual particle scale.
This material is the subject of a paper which will be submitted to an appropriate peer-reviewed journal at the
beginning of 2018.
3.0.2 Ongoing Work: Bed Shear Stress
As described in Section 2.3.4, the classical approach to defining bed shear stress is based on the assumption
that bed-fluid interface is a rigid, no-slip boundary. In fact, when individual particles are resolved and tracked
in a Lagrangian framework, this is not the case. As the flow imparts momentum to the particles at the surface
of the bed, the particles can become entrained in the fluid for short (saltation), or long (fluidization), periods
of time. At lower fluid velocities, the particles may slide or creep (reptation), over the surrounding particles.
However, it is also observed that at specific fluid velocities, the particles may move (usually in packets, or as
a small group) slightly, but ultimately do not move from their original locations. In these cases, the definition
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of the bed-fluid interface is nebulous and subject to interpretation. Merely defining the bed to be made up of
those particles which have zero velocity does not result in accurate descriptions of the interface. Instead, the
interface is defined to include those particles that may move or sway in place, but do not ultimately change
position. In doing so, there may actually be velocities of particles and fluid within the bed itself. In order to
flesh out this idea, a short note-style paper focusing on this idea will be submitted to an appropriate journal.
3.0.3 Ongoing Work: Helical Vortex Pairing
The LES-DPM simulations in this work revealed an unusual phenonemon in which vortex pairs become inter-
twined in a helical fashion. This helical pairing instability was first observed experimentally by Nygaard and
Glezer (1990) in a shear layer, and later confirmed by Comte et al. (1992) in a Direct Numerical Simulation.
As expected, quasi two-dimensional Kelvin-Helmholtz spanwise sheets develop at the shear layer interface,
and roll-up into vortical structures. Due to unstable oblique modes, these rolled-up sheets combine at only
certain locations in the spanwise direction. The result is the three-dimensional lattice of intertwined vortices
shown in Figure 3.1.
This phenomenon is not known to have been previously observed in an oscillatory flow. However, since
this work presents an oscillatory flow over a rippled bed, the flow dynamics are significantly different. As
the flow reverses directions and begins to accelerate, a shear layer is formed at the upstream side and crest
of the ripple. This shear layer develops into a vortex which is shed on the downstream side of the ripple.
As this mechanism repeats itself in the opposite direction, the original shed vortex interacts with the newly
developing shear layer, and creates a pairing. This pairing displays the spanwise instabilities and helical
structure observed by Nygaard and Glezer (1990) and Comte et al. (1992). Figures 3.2, 3.3, and 3.4 show
this helical pairing stability.
The goal of the work presented in this section is to show that the helical pairing instability is not isolated
to shear layers, but can also be observed in an oscillatory flow over a rippled bed. As of this writing, the
author is not aware of the observation of this phenomenon in any flow configuration other than a shear layer.
Therefore, a short note-type paper will be formulated to demonstrate this observation.
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FIG. 3. Schematic representation of the vortex lattice seen from the top 
at t--30&/U. The hairpin vortex is not represented. The square in dashed 
lines corresponds to the computational domain. 
main size 4&), immediately followed by E,,. Then come 
the waves (k,/2)cr* (k,/2) y, of energy Ez2, slightly less 
amplified. 
At t=O, the perturbation superposed on the basic flow 
is not visible on the visualizations: all vortex lines are 
straight and oriented spanwise and the interface 8=0 is 
collapsed on the plane y=O. As from tz lOS/U, the am- 
plification and selection of unstable modes become visible: 
Plate 1 shows progressive concentration of vortex lines into 
a highly three-dimensional lattice24 made of four entwined 
Kelvin-Helmholtz vortices, as sketched in Fig. 3. The lat- 
ter strongly resembles the vortex pattern obtained experi- 
mentally by Nygaard and Glezer” [see Fig. 3(f) and Fig. 
5 of Ref. 191. It is also reminiscent of certain forced exper- 
iments performed by Lasheras and Choi,13 in which three- 
dimensionality was brought about through nonuniformities 
of the basic velocity profile along the spanwise direction 
(see Sec. 6 and Fig. 25 of Ref. 13). 
In the central region of the span, a thin hairpin vortex 
is progressively stretched in the streamwise direction be- 
tween the billows [the twisted pairs {(a),(b)} and 
{(c) , ( G?)}].~’ The time sequence in Plate 1 shows that this 
results from the concentration of vortex lines initially lo- 
cated around (xy) = (L/2,0). It becomes asymmetric26 as 
from t=23Si/U, losing at its tip some of its vortex lines, 
which rejoin the pair of vortices labeled (c) and (d) in Fig. 
3. The maximal vorticity norm measured in its strongest 
leg increases with time up to about tit at t=30Si/U, enough 
to make this leg appear on the surfaces of constant low 
pressure (Plate 2) and on the passive-scalar interface 
(Plate 3). The formation of such intense and organized 
streamwise vortex concentrations at a smaller scale than 
the initial forcing might thus be one of the mechanisms 
FIG. 4. Schematic representation helical-pairing instability, leading to a 
vortex-lattice structure. 
which participate in the establishment of a Kolmogorov 
cascade. 
As suggested by the time evolution of modal energies, 
the lattice we observe at t=30S/U can certainly be inter- 
preted as the result of the growth of the oblique modes 
(k,/2)a f (k,J4) y which emerge: consider a shear flow 
perturbed by a transverse perturbation u’ (x,z> composed 
of a pair of unstable oblique waves of equal amplitudes 
u’kz) a [cos(k.x+kg) +cos(ks-kg)1 
=2 cos(ks)cos(kg). (6) 
Such a perturbation is obviously divergence-free. Loci 
where u’ is extremal make a staggered array of period 
2?r/k, streamwise and &r/k, spanwise. The amplification 
of the waves will lift up vorticity where U’ is positive (peaks 
P) and bring down vorticity where u’ is negative (valleys 
v). The former will be, to the lowest order, advected by 
the upper stream at a velocity + U, the latter by the lower 
stream at -U. As sketched in Fig. 4 this will yield an 
array of zigzagging vortices, similar to the staggered A 
vortices observed in boundary-layer transition.27 Numeri- 
cal proof of this process was given by Sandham and 
Reynolds28 in the case of a compressible mixing layer 
forced initially by two equal and opposite oblique waves as 
in (6)) at a convective Mach number of 0.8 for which these 
waves are more unstable than the two-dimensional Kelvin- 
Helmholtz modes [see Figs. 13(b) and 14 of Ref. 281. In 
the present incompressible case it seems that the same pro- 
cess is at work, although straight modes also play a role: in 
particular (kJ2)a makes the vortices wind up around 
each other at the tips of the zigzags, yielding a quasispan- 
wise double helix vortex structure as observed by Chandr- 
suda et al. in experiments at a high level of residual 
turbulence,29 and reproduced numerically by Meiburg3’ 
(cf. his Fig. 38). Pierrehumbert and Widnall studied this 
phenomenon from the point of view of linear secondary 
instability, by perturbing a two-dimensional array of Stuart 
vortices by oblique modes (6) of streamwise wavelength 
equal to twice the spacing of the vortices. They found these 
modes unstable for small k, yielding the same structure as 
sketched in Fig. 3.31 In reference to the double helix of 
2764 Phys. Fluids A, Vol. 4, No. 12, December 1992 Comte, Lesieur, and Lamballais 2764 
Figure 3.1: Schematic of intertwining vortices in a shear layer, per the work of Comte et al. (1992).
Figure 3.2: Helical pairing of vortices at phase time 8pi12 . One vortex is shed from the ripple, and as the flow
reverses, the newly formed shear layer develops into a second vortex, which interacts with the existing vortex
and the two become entwined.
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Figure 3.3: Helical pairing of vortices at phase time 9pi12 . One vortex is shed from the ripple, and as the flow
reverses, the newly formed shear layer develops into a second vortex, which interacts with the existing vortex
and the two become entwined.
Figure 3.4: Helical pairing of vortices at phase time 10pi12 . One vortex is shed from the ripple, and as the flow
reverses, the newly formed shear layer develops into a second vortex, which interacts with the existing vortex
and the two become entwined.
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3.0.4 Ongoing Work: Integral Method Analysis
In collaboration with a group at the University of New Hampshire, an Integral Method Analysis is being
used to determine the physical contributions of wall shear stress in the flow presented in this work. This
approach is valid for two-dimensional, wall-bounded, incompressible flow. Following the work of Fukagata
et al. (2002), Mehdi et al. (2011) (2014), and Ebadi et al. (2015), the RANS momentum equation is triple





























This equation yields direct connections between the fluxes at the wall and the dynamics of the flow. The first
term, I , is the laminar contribution from the mean flow. The second term, II , is the turbulent contribution.
And, the third term, III , is the inhomogeneous/transient contribution. The details of the derivation can be
found in the Appendix B.1.
Since the Integral Method Analysis breaks down the wall shear stress into components that represent
different physical aspects of the flow, it allows for better analysis by identifying the physics at play. Because
the particles are resolved by volume-filtering the Navier-Stokes equations in the LES-DPM, the fluid velocity
at the fluid-bed interface is available and should provide the insight required to demonstrate the viability of
the Integral Method for non-smooth walls.
In addition to the application of the Integral Method Analysis to the oscillatory flow presented in this
work, it will also be applied to a second unidirectional flow. The domain and the rippled particle bed remain
the same as in this work, but rather a oscillatory pressure gradient to drive the flow, a constant unidirectional
pressure gradient is used to maintain a constant Reb flow over the ripples. Meagan Wengrove is the principal
investigator of this Integral Method Analysis, and her plan is to submit the work to a relevant peer-reviewed
journal in the Spring of 2018.
3.0.5 Plan for Publications
In order to solidfy this work in the literature, three first-author papers will be submitted by the Spring of
2018. The subjects, and scope, are as follows:
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1) The material presented in the body of this dissertation, and summarized in Section 3.0.1, will be the
subject of a standard length paper, which will be submitted to an appropriate fluid or geological hydraulics
specific journal;
2) The ongoing work, in Section 3.0.2 regarding the ambiguity of bed-fluid interfaces and the effect on bed
shear stress calculations will be the subject of a short note-style paper. This will also be submitted to an
appropriate fluid or geological hydraulics specific journal; and,
3) The ongoing work, in Section 3.0.3, regarding the helical pairing instability observed in the shed vortices
of the flow will be submitted to a fluid/turbulence related journal.
Finally, a fourth paper will be co-authored, with collaborator Meagan Wengrove of UNH as first-
author:
4) This paper will focus on the Integral Method Analysis presented in Section 3.0.4.
3.0.6 Future Work
There are many future studies possible with the application of the LES-DPM, as presented in this work. The
most obvious would be a study of the development of particle bed ripples by oscillatory flow. Arolla et al.
(2015) have already demonstrated the capability of this code, NGA, to develop ripples by a unidirectional
pipe flow over a bed. Secondly, the NGA code is also capable of Direct Numerical Simulations (DNS), where,
with an appropriately refined grid, all scales of the flow can be directly calculated. To conduct the same study
presented in this work, but with a much refined grid, as a DNS, would provide a direct comparison of the
LES capability. Of course, as with all DNS, computational cost is the primary concern. In the LES presented
here, the wall-normal grid is refined to roughly ∆ymin ' 10 wall units. In order to properly configure a
DNS for this simulation configuration, roughly thirty to forty times as many wall-normal grid points would
be needed, which would require the 128 points of the LES to become over 700 points in the DNS, with at
least 600 points needed in the particle bed alone.
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Appendix A: Additional Wall-Normal Statistics
A.1 Wall-Normal Locations of Maximum Streamwise Velocities
The wall-normal locations of the maximum of averaged freestream velocity profiles are compared in Figure
A.1. As expected, wall-normal locations are consistent at phase times separated by a half oscillation period,
since the numerical ripple is more strongly symmetric than that in the experiment. The maximums at phase
time 0 and pi are nearly identical for the numerical work, and differ by roughly a single particle diameter in
the experimental data. In the numerical work, the max streamwise velocity location for the phase time pairs
pi/4−5pi/4 and pi/2−3pi/2 are also nearly identical. The pair 3pi/4−7pi/4 shows a discrepancy of roughly
two particle diameters. In all cases, the numerical data shows very similar maximum freestream velocity
magnitudes for phase time pairs. The experimental data displays slight discrepancies, ranging from one to
four particle diameters, for phase time pairs separated by a half oscillation period. This is likely a result of
the asymmetry of the experimental ripple. The magnitudes of maximum freestream velocities, however, do
show a strong symmetry for phase time pairs.
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Figure A.1: Maximum velocities of streamwise profiles, averaged over the entire wavelength of the ripple,
shown at phase angles npi4 , for n = 0, 1, ..., 6, 7. The velocities are normalized by the maximum achieved
freestream streamwise velocity, U∞. The wall-normal position is normalized by the particle diameter. The
experimental data is denoted by blue triangles, and the numerical results by red circles.
A.2 Wall-Normal TKE Profiles at Different Locations on Ripple
Figures A.2, A.3, and A.4 show the wall-normal TKE profiles, normalized by the square of the maximum
freestream velocity, at the ripple crest, trough and face, respectively. Much like the velocity profiles, the TKE
profiles are best predicted by the numerical model at the crest and face, while there is greater deviation from
the experimental profiles at the ripple trough.
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Figure A.2: Turbulent kinetic energy (TKE) wall-normal profiles, at the ripple crest, shown at phase an-
gles npi4 , for n = 0, 1, ..., 6, 7. The TKE is normalized by the square of the maximum achieved freestream
streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the channel, h. The
experimental results are denoted by a red line, and the numerical results by a blue line. In some cases, the
range of the PIV data was limited, therefore, the entire profile was not available.
0 1 2 3






0 1 2 3






0 1 2 3






0 1 2 3






0 1 2 3






0 1 2 3






0 1 2 3






0 1 2 3






Figure A.3: Turbulent kinetic energy (TKE) wall-normal profiles, at the ripple trough, shown at phase an-
gles npi4 , for n = 0, 1, ..., 6, 7. The TKE is normalized by the square of the maximum achieved freestream
streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the channel, h. The
experimental results are denoted by a red line, and the numerical results by a blue line. In some cases, the
range of the PIV data was limited, therefore, the entire profile was not available.
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Figure A.4: Turbulent kinetic energy (TKE) wall-normal profiles, at the ripple face, shown at phase angles npi4 ,
for n = 0, 1, ..., 6, 7. The TKE is normalized by the square of the maximum achieved freestream streamwise
velocity, U∞. The wall-normal position is normalized by the half-height of the channel, h. The experimental
results are denoted by a red line, and the numerical results by a blue line. In some cases, the range of the PIV
data was limited, therefore, the entire profile was not available.
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A.3 Wall-Normal Reynolds Stress Profiles at Different Locations on
Ripple
Figures A.5, A.6, and A.7 show the wall-normal Reynolds shear stress profiles at the ripple crest, trough, and
face. Here, again, the numerical model does the best predictions at the ripple crest, while the profiles at the
trough and face show some gross over-predictions, even if the trends are mostly predicted qualitatively.
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Figure A.5: Reynolds stress wall-normal profiles, at the ripple crest, shown at phase angles npi4 , for
n = 0, 1, ..., 6, 7. The Reynolds stress is normalized by the square of the maximum achieved freestream
streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the channel, h. The
experimental results are denoted by a blue line, and the numerical results by a red line. In some cases, the
range of the PIV data was limited, therefore, the entire profile was not available.
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Figure A.6: Reynolds stress wall-normal profiles, at the ripple trough, shown at phase angles npi4 , for
n = 0, 1, ..., 6, 7. The Reynolds stress is normalized by the square of the maximum achieved freestream
streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the channel, h. The
experimental results are denoted by a blue line, and the numerical results by a red line. In some cases, the
range of the PIV data was limited, therefore, the entire profile was not available.
-0.05 0 0.05























































Figure A.7: Reynolds stress wall-normal profiles, at the ripple face, shown at phase angles npi4 , for
n = 0, 1, ..., 6, 7. The Reynolds stress is normalized by the square of the maximum achieved freestream
streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the channel, h. The
experimental results are denoted by a blue line, and the numerical results by a red line. In some cases, the
range of the PIV data was limited, therefore, the entire profile was not available.
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A.4 Wall-Normal Profiles of Reynolds stresses (Wall-Normal, Stream-
wise, Spanwise) at Different Locations on Ripple
The final quantities utilized to quantify the deviation in velocity fluctuations from the mean profiles, and the
turbulent intensity, are the Reynolds stresses in the wall-normal, streamwise, and spanwise. These are denoted
by 〈u′ju′j〉, 〈u′iu′i〉, and 〈u′ku′k〉, respectively, where the repeating Einstein indices are not summations. These
Reynolds stresses are normalized by the square of the maximum achieved freestream streamwise velocity,
U∞. Figures A.8, A.9, A.10, and A.11 show the wall-normal profiles of the Reynolds wall stress at the ripple
crest, trough, face, and averaged over the entire wavelength of the ripple. Figures A.12, A.13, A.14, and A.15
show the wall-normal profiles of the Reynolds streamwise stress at the ripple crest, trough, face, and averaged
over the entire wavelength of the ripple. Figures A.16, A.17, A.18, and A.19 show the wall-normal profiles
of the Reynolds spanwise stress at the ripple crest, trough, face, and averaged over the entire wavelength of
the ripple. Looking at the individual profiles at the crest, trough, or face, all of these metrics show significant
differences between the experimental and numerical data. But the data averaged over the entirety of the ripple
wavelength shows much better agreement. The numerical model accurately predicts the shape and magnitude
of the Reynolds wall stress profile. The Reynolds streamwise stress, however appears to be consistenly over
predicted by the numerical model. Additionally, the numerical model predicts large peaks in the Reynolds
streamwise stress profiles that are not observed in the experimental data. In contrast, the Reynolds spanwise



























































Figure A.8: Reynolds wall stress wall-normal profiles, at the ripple crest, shown at phase angles npi4 , for
n = 0, 1, ..., 6, 7. The Reynolds wall stress is normalized by the square of the maximum achieved freestream
streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the channel, h. The
experimental results are denoted by a blue line, and the numerical results by a red line. In some cases, the
range of the PIV data was limited, therefore, the entire profile was not available.
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Figure A.9: Reynolds wall stress wall-normal profiles, at the ripple trough, shown at phase angles npi4 , for
n = 0, 1, ..., 6, 7. The Reynolds wall stress is normalized by the square of the maximum achieved freestream
streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the channel, h. The
experimental results are denoted by a blue line, and the numerical results by a red line. In some cases, the
range of the PIV data was limited, therefore, the entire profile was not available.
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Figure A.10: Reynolds wall stress wall-normal profiles, at the ripple face, shown at phase angles npi4 , for
n = 0, 1, ..., 6, 7. The Reynolds wall stress is normalized by the square of the maximum achieved freestream
streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the channel, h. The
experimental results are denoted by a blue line, and the numerical results by a red line. In some cases, the
range of the PIV data was limited, therefore, the entire profile was not available.
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Figure A.11: Reynolds wall stress wall-normal profiles, averaged over the entire wavelength of the ripple,
shown at phase angles npi4 , for n = 0, 1, ..., 6, 7. The Reynold wall stress is normalized by the square of
the maximum achieved freestream streamwise velocity, U∞. The wall-normal position is normalized by the
half-height of the channel, h. The experimental results are denoted by a blue line, and the numerical results



























































Figure A.12: Reynolds streamwise stress wall-normal profiles, at the ripple crest, shown at phase angles
npi
4 , for n = 0, 1, ..., 6, 7. The Reynolds wall stress is normalized by the square of the maximum achieved
freestream streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the chan-
nel, h. The experimental results are denoted by a blue line, and the numerical results by a red line. In some
cases, the range of the PIV data was limited, therefore, the entire profile was not available.
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Figure A.13: Reynolds streamwise stress wall-normal profiles, at the ripple trough, shown at phase angles
npi
4 , for n = 0, 1, ..., 6, 7. The Reynolds wall stress is normalized by the square of the maximum achieved
freestream streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the chan-
nel, h. The experimental results are denoted by a blue line, and the numerical results by a red line. In some
cases, the range of the PIV data was limited, therefore, the entire profile was not available.
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Figure A.14: Reynolds streamwise stress wall-normal profiles, at the ripple face, shown at phase angles
npi
4 , for n = 0, 1, ..., 6, 7. The Reynolds wall stress is normalized by the square of the maximum achieved
freestream streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the chan-
nel, h. The experimental results are denoted by a blue line, and the numerical results by a red line. In some
cases, the range of the PIV data was limited, therefore, the entire profile was not available.
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Figure A.15: Reynolds streamwise stress wall-normal profiles, averaged over the entire wavelength of the
ripple, shown at phase angles npi4 , for n = 0, 1, ..., 6, 7. The Reynold wall stress is normalized by the square
of the maximum achieved freestream streamwise velocity, U∞. The wall-normal position is normalized by
the half-height of the channel, h. The experimental results are denoted by a blue line, and the numerical



























































Figure A.16: Reynolds spanwise stress wall-normal profiles, at the ripple crest, shown at phase angles npi4 ,
for n = 0, 1, ..., 6, 7. The Reynolds spanwise stress is normalized by the square of the maximum achieved
freestream streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the chan-
nel, h. The experimental results are denoted by a blue line, and the numerical results by a red line. In some
cases, the range of the PIV data was limited, therefore, the entire profile was not available.
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Figure A.17: Reynolds spanwise stress wall-normal profiles, at the ripple trough, shown at phase angles npi4 ,
for n = 0, 1, ..., 6, 7. The Reynolds spanwise stress is normalized by the square of the maximum achieved
freestream streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the chan-
nel, h. The experimental results are denoted by a blue line, and the numerical results by a red line. In some
cases, the range of the PIV data was limited, therefore, the entire profile was not available.
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Figure A.18: Reynolds spanwise stress wall-normal profiles, at the ripple face, shown at phase angles npi4 ,
for n = 0, 1, ..., 6, 7. The Reynolds spanwise stress is normalized by the square of the maximum achieved
freestream streamwise velocity, U∞. The wall-normal position is normalized by the half-height of the chan-
nel, h. The experimental results are denoted by a blue line, and the numerical results by a red line. In some
cases, the range of the PIV data was limited, therefore, the entire profile was not available.
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Figure A.19: Reynolds spanwise stress wall-normal profiles, averaged over the entire wavelength of the rip-
ple, shown at phase angles npi4 , for n = 0, 1, ..., 6, 7. The Reynold spanwise stress is normalized by the square
of the maximum achieved freestream streamwise velocity, U∞. The wall-normal position is normalized by
the half-height of the channel, h. The experimental results are denoted by a blue line, and the numerical
results by a red line. In some cases, the range of the PIV data was limited, therefore, the entire profile was
not available.
106
Appendix B: Integral Method
B.1 Fukagata Integral approach for two-dimensional wall-bounded
flows
This core of this section is a summary of previous work by Ian Pond et al. (2017), and used with the courtesy
of collaborator Meagan Wengrove. It has been modified for continuity in this context.
Following the approach of Fukugata (2002), for a two-dimensional, wall-bounded incompressible flow,




























And the Reynolds Averaging is shown as
f = f + f ′. (B.3)














































































dy, yields the force balance after the first integration, the mean ve-































































This equation represents the physical contributions of different components of the flow. The first term, I , is
the laminar contribution from the mean flow. The second term, II , is the turbulent contribution. And, the
third term, III , is the inhomogeneous/transient contribution. Finally, the wall shear stress can be backed out









Appendix C: Nelder-Mead Optimization tech-
nique
Although I was not able to complete the optimization of RANS-constants study, another student of my Ad-
visor’s has picked up where I left off. Appendices A, B, and C contain descriptions of the optimization
technique, the RANS models to be optimized, and the Integral Method used to identify effectiveness of the
constants used in the RANS solvers, respectively.
Initial point is defined by vector x0. To create the n-dimensional equal sided simplex, the points for
i = 1, ..., n are generated by adding a vector to x0 whose components are all b, except for the ith component,













So, the new vectors, xi are calcuated as
xi[index 6= i] = x0[index 6= i] + b (C.3)
xi[index = i] = x0[index = i] + a (C.4)
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There are four basic operations. The first is reflection
xr = xa + α(xa − xw), α = 1.0 (C.6)
Expansion
xe = xr + γ(xr − xa), γ = 1.0 (C.7)
Inside contraction
xc = xa − β(xa − xw), β = 0.5 (C.8)
Outside contaction
xo = xa + β(xa − xw), β = 0.5 (C.9)
Shrinking
xi = xb + ρ(xi − xb), ρ = 0.5 (C.10)
Operations are performed until a convergence criteria is met. Usually the size of the simplex must be




|xi − xn+1|, (C.11)
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or, in this case, the standard deviation of the function values at the simplex nodes
σ =
√∑n+1
i=1 (fi − f)2
n+ 1
(C.12)






C.1 Rosenbrock function example
Commonly used as performance test in optimization field due to function’s non-convex behavior. Finding the
minimum is trivail, but converging to it is not. The Rosenbrock function is
f(x, y) = (a− x)2 + b(y − x2)2 (C.14)
a = 1, b = 100 (C.15)
fmin @ (a, a
2) = (1, 1)→ fmin = 0 (C.16)
C.2 Application to Integral Method
Minimize the difference between the integral contribution to τw and q′′w between the DNS and the RANS
solver.
∆i = |iDNS − iRANS |, i = I, II, III (C.17)































































where the difference between DNS and RANS is
∆i∗ = |i ∗DNS −i ∗RANS |, i∗ = I∗, II∗, III∗ (C.20)
The convergence criteria, Cr, for this optimization process is to minimize the difference between inte-
gral contribution to τw and q′′w between the DNS and the RANS solver. Therefore, for whichever integral
contribution, ∆i, is being minimized, the optimization algorithm is applied until
∆i ≤ Cr (C.21)
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Appendix D: 1D k −  turbulence model code
Utilizing the k −  turbulence model, a 1D code will be used to simulate a pulsatile channel flow. The
pulsation flow will be driven by a sinusoidal pressure gradient in the streamwise direction.
D.1 Governing Equations
The general Navier-Stokes equations govern the flow. Respectively, the conservation of mass (continuity

































where Pr = ν/(λ/ρCp), λ is the fluid thermal conductivity andCp is the fluid specific heat. Pr is assumbed
to be constant, Pr = 0.7.
113
D.2 Reynolds Averaged Navier-Stokes (RANS) Equations
By Reynolds’ decomposition, the flow characteristics are broken into average and fluctuating components.




















































































































































































Here we have swapped the average of the product of the fluctuations for a correlation of the product.
Avg[u′iu
′









The spatial derivative commutes with the averaging operation in the remaining terms. Therefore, the Reynolds











































The square brackets contain the stresses in the flow - the mean pressure field stress, the viscous stress, and

















Where an overbar is a correlation. The last term of Equation D.22, −(u′iu′j), is the Reynolds stresses due to
fluctuating velocity. This equation cannot be solved directly, so the Reynolds stress term must be modeled.
D.3 Boussinesq approximation for the Reynolds stress tensor
Boussinesq proposed the use of an eddy viscosity, or “turbulent viscosity”, νT , by making an analogy between
momentum transfer by molecular motion (molecular viscosity) and momentum transfer caused by turbulent
eddies (”eddy viscosity”). The Boussinesq assumption asserts that the Reynolds stress tensor is proportional



















Keep in mind that i, j, k are Einstein notation indices only if they are subscripts. k in the last term of D.25 is




































Of course, determining the value of νT is the key.
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D.4 High Reynolds number k −  turbulence model
This high Reynolds number model does not require a refined grid at the wall due to the use of wall models.
The first computational cell is placed in the log-law region (where u+ = 1κ lny
+ + C+), and the region
between the wall and the first cell is assumed to be a viscous sublayer where u+ = y+. The closure of the





Where Cµ is a constant, k is, again, the turbulent kinetic energy, and  is the dissipation rate of turbulent



























































Cµ, σk, σ, C1, and C2 are all constants.
The closure of the turbulent heat flux, −(u′jθ′), is similar to the simple eddy viscosity approach. The







Where the turbulent Prandtl number is PrT = νT /αT , and αT is the turbulent thermal diffusivity. Prt is set
to 0.9 for the RANS simulations. This closure is derived from the Reynolds analogy, which states that heat





















D.5 Low Reynolds number v2 − f k −  turbulence model
This low Reynolds number model requires that the grid is refined at the wall(s) and the first computational
cell must be placed y+ = 1.
νT = Cµv′2T (D.33)
The standard k −  equations are augmented by two more equations. The first is for the velocity fluctuation





















And the elliptic equation for the relaxation function is

































Cµ, σk, σ, C1, C2 (D.38)
σv′2 , C1, C2, CT , CL, Cη (D.39)
118
































































































The constants for this model are
Cµ, σk, σ, C1, C2 (D.49)
































































σk, σω , α, β∗ and β are all constants.
D.8 1D RANS Equations
The code will simulate a 1D channel flow, which is flow between two parallel infinite plates. It is assumed that
the velocity is only non-zero in the streamwise (x) direction, but only changes in the y direction. Therefore,
the 1D grid will be generated in the y direction. No-slip boundary condtions will be used (u = 0 at the walls).
Thus, for the 1D channel flow








And, the derivatives of v and w must be zero, since v and w are zero themselves (only the derivative ∂u∂y













So, pulsatile pressure gradient drives the flow and is applied essentially as a source term for the velocity.






























































So, each gridpoint can a unique value of u, k, , and νT - they can change with both space and time. And, the
five constants are σk, σ, C1, C2, and Cµ.
D.9 Algorithm
The values of k,  and, ultimately νT , are determined at each iteration. However, initial values are also
required to begin the simulation. Since the flow will be purely driven by the pressure gradient, the simulation
can be started with no flow, u = 0, for the entire domain. With these starting conditions, k and  are zero,
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and νT , likewise is assigned a value of zero. This is effectively reduces to laminar initial equations, but once
the pressure gradient begins to drive the flow, the νT will take on non-zero values.
D.10 Boundary Conditions
















Equations D.56, D.57, and D.58 are solved in a similar way. Beginning with Equation D.56, the first term
on the right hand side (RHS) of the equation will be discretized using a second order accurate scheme for



















yj+1/2 − yj−1/2 (D.63)
Where the subscript is a spatial index. Since the grid will not necessarily be uniform, we cannot simply
replace yj+1/2 − yi−1/2 with ∆y. Factoring out each term, and assigning ∆2j+1 = 1(yj+1−yj)(yj+1/2−yj−1/2)
and ∆2j =
1
(yj−yj−1)(yj+1/2−yj−1/2) , Equation D.63 becomes
(





− (ν + ντ )j−1/2
∆2j










The temporal derivative, on the lefthand side (LHS) of the equation, is integrated using the Crank-

















































































D.12 The tridiagonal system
Once the system has been fully discretized, like terms must be grouped together. To calculate the values of
un+1, at terms at time n + 1 are grouped on the left hand side of the equation. The remaining terms are

































































The values ofA,B, and C at time n are calculated in a similar way, but are known from the previous timestep
so they don’t have to be recalculated. Since the values of k, , νT , and the velocity field u are known at time
n, the right hand side of Equation D.67 is known (the pressure gradient terms can be calculated exactly with
















H[cos(ωtn+1) + cos(ωtn)] (D.69)














2 0 · 0
· · ·
0 · 0 An+1N−1 Bn+1N−1 Cn+1N−1 0
0 · · 0 An+1N Bn+1N Cn+1N






















Since the code is written in Python, the first index is j = 0. The indices j = 0 and j = N + 1 are at
the bottom and top walls, respectively. The grid is staggered - the velocity is stored at each of the N + 1
cell faces, and the viscosity is stored at each of the N cell centers. This approach obviates any interpolation
calculations, which are potential sources of error.
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D.13 Solving the tridiagonal system using the Thomas algorithm
Since the system is tridiagonal, a computationally expensive matrix inversion does not have to be used. In-
stead the Thomas algorithm is used. The Thomas algorithm is stable when the matrix is diagonally dominant,
which means that the magnitude of the diagonal entry is greater than or equal to the sum of all the non-
diagonal terms from the same row. In this case, that requires that
|Bj | ≥ |Aj |+ |Cj |. (D.71)





















































Thus, the diagonal elements are always greater than the sum of the remaining elements, and, therefore, the
matrix is diagonally dominant, and unconditionally stable. (Equation D.72 also highlights that the coefficient
on the diagonal Bj = 1−Aj − Cj .)
The Thomas algorithm is an application of Gaussian elimination, modified for the specific case of tridiag-
onal matrices. Starting with the second row, the first row is used to eliminate the A coefficient of the second
row. Then, the A coefficient of the third row is eliminated using the modified second row. This process is
repeated until the final row, which leaves only the B coefficient, and thus produces the solution for the last
value of u at time n+ 1. This value is then used to determine the second to last value of u, via the second to
last row. This back-substitution is repeated until the first value of u, from the first row, is determined.
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This process produces complicated modified coefficients, but they can be defined recursively. Cnj and





, j = 0.
Cj






, j = 0.
Rj−AjRnj−1
Bj−AjCnj−1 , j = 1, 2, 3, ..., N.
(D.74)
Then, back-substitution produces the solution,
uN = RnN
uj = Rnj − Cnjuj+1.
(D.75)
Since the equations for k and  are similar to the equation for u, the same approach is used to solve those
equations.
D.14 Simulation parameters






h = channel half height (D.77)
ω = 2pi/T (D.78)
ν = kinematic viscosity (D.79)
T = period of oscillation (D.80)
Repeak =
2Umaxh
ν
(D.81)
ReStokes =
UmaxlStokes
ν
(D.82)
lStokes =
√
2ν/ω (D.83)
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