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ABSTRACT
Cooperative Target Tracking Enhanced with the Sequence Memoizer
Everett A. Bryan
Department of Electrical and Computer Engineering
Master of Science
Target tracking is an important part of video surveillance from a UAV. Tracking a
target in an urban environment can be difficult because of the number of occlusions present
in the environment. If multiple UAVs are used to track a target and the target behavior is
learned autonomously by the UAV then the task may become easier. This thesis explores
the hypothesis that an existing cooperative control algorithm can be enhanced by a language
modeling algorithm to improve over time the target tracking performance of one or more
ground targets in a dense urban environment. Observations of target behavior are reported
to the Sequence Memoizer which uses the observations to create a belief model of future
target positions. This belief model is combined with a kinematic belief model and then used
in a cooperative auction algorithm for UAV path planning. The results for tracking a single
target using the combined belief model outperform other belief models and improve over the
duration of the mission. Results from tracking multiple targets indicate that algorithmic
enhancements may be needed to find equivalent success. Future target tracking algorithms
should involve machine learning to enhance tracking performance.

Keywords: cooperative control, target tracking, enhanced, Sequence Memoizer, surveillance,
unmanned aerial vehicle, UAV, machine learning, Bayesian filter, Pitman-Yor process, statistical estimation
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Chapter 1
Introduction
Unmanned Aerial Vehicles (UAVs) are robotic aircraft which are designed to fly without a human crew on board. These aircraft vary in size from that of a commercial jet to
a small handheld model and are built for a specific mission in mind. Among a variety of
possible missions suitable for UAVs, the most common are: large area surveillance, target
tracking, and data collection. Special interest has been expressed by the US armed forces
and civilian law enforcement agencies in forming cooperative groups of UAVs for missions
that take place over dense urban environments. They are interested in using UAVs for these
missions because UAVs do not place the highly skilled pilots and sensor operators directly
in harm’s way, human fatigue is not a limitation in determining mission duration [1], and
the system can be rapidly deployed.
The usefulness of UAVs that perform surveillance, track targets and gather data has
led to an increase in demand for more UAV pilots and sensor operators [2]. This demand may
be partially satisfied by an increase in the capabilities and level of autonomous control of each
UAV. UAVs that are used in current research typically are equipped with an autopilot that
issues low-level commands such as actuating control surfaces and some high-level commands
such as determining paths between waypoints and flying along that path [3, 4]. Although
much of the UAV control is autonomous, current UAV platforms lack the human ability to
learn and improve mission performance.
Some researchers believe that learning algorithms are well suited for mid-mission
UAV behavior adaptation [5]. Missions which take place over long periods of time may
show substantial improvement when the UAVs performing that mission can learn from past
performance. This thesis examines a scenario where the mission of a small group of UAVs
is to track a single target in a dense urban environment. Learning target behavior and
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using the learned information to predict the future target position will be a vital element in
ensuring mission success. With the addition of high-level learning, UAVs become equipped to
successfully complete their designated mission without the need of intervention by the flight
crew. Improving mission performance through learning moves the current UAV platforms
one step closer toward full autonomous control.
This thesis proposes to enhance an existing cooperative control algorithm with a language modeling algorithm normally used in the computer science community for sequential
data to improve over time the tracking performance of one or more ground targets in a dense
urban environment. Portions of this work have been published in [6] and [7].
1.1

Surveillance Vehicles
Surveillance is the observation of movement, behavior or actions for the purposes

of gathering information about a specified target or group of specified targets within a
designated area. When the designated area is an outdoor environment, UAVs are suitable
agents to perform that surveillance. UAVs are finding applications in surveillance, however,
the method used to perform that task depends on the size and configuration of the UAVs.
Large UAVs, such as the General Atomics MQ-1 Predator (Figure 1.0a), fly at medium
to high altitude and are equipped with a variety of sensors on board such as electro-optical
infrared (EO/IR) sensors and synthetic aperture radar (SAR). They are also capable of
loitering over an area for more than 24 hours. To operate a mission of 24 hours, the Predator
requires 55 flight crew members [8], a base of operations for the Ground Control Station
(GCS), and stable communication with a satellite network. These support elements allow
large UAVs to loiter for extended periods of time, travel long distances away from their GCS,
and collect near real-time surveillance data [9]. Furthermore, the flight crew is in no obvious
danger while operating the aircraft, making large UAVs valuable surveillance agents. The
challenges of a system like the Predator is that deployment time is much longer than that
of smaller UAVs and they require a large flight crew.
In comparison, small UAVs do not require a large flight crew. The reduction in flight
crew over large UAVs is, in part, due to mission length. One example of a small UAV is the
AeroVironment RQ-11 Raven [11]. It has typical mission lengths of 60-90 minutes which are
2

(a)

(b)

Figure 1.1: Subfigure 1.0a is the General Atomics RQ-1 Predator, a medium-sized fixed-wing
UAV used for surveillance and reconnaissance [10]. Subfigure 1.0b is a sensor operator station
where the near real-time surveillance information captured by a UAV is reviewed [10].

short enough that one pilot and one sensor operator can operate the vehicle throughout an
entire mission [11]. Unlike large UAV, these smaller aircraft do not have large surveillance
sensor packages. They are normally equipped with small forward looking, side looking, or
gimbaled high resolution EO/IR cameras. They are also capable of flying without pilot
control if they are preprogrammed with waypoints and waypoint path information. While
these aircraft can fly without pilot control, they are not capable of adjusting their flight
plans automatically. In some situations, they are preferred over larger UAVs because they
can be deployed rapidly and have a low detectability due to their small size and low noise
profile. Small UAVs with similar surveillance capabilities can be seen in Figure 1.1. While
there are a variety of UAVs used for surveillance and target tracking, this thesis will only
consider small UAVs similar to those shown in Figure 1.1.
1.2

Surveillance
A simple surveillance situation is one where a UAV is observing a single stationary

target location. Surveillance of a single point can be easily performed by automatically
generating an orbit around that point and then commanding the UAV to follow the orbit.
An example of this type of solution is in [4], where Quigley et al. successfully demonstrate the
ability of a UAV to follow a generated orbit in the presence of moderate wind. The benefit
of their approach is that the automatic flight controller assumes many of the UAV control
3

(a)

(b)

Figure 1.2: Examples of small UAVs. Subfigure 1.1a is a group of small UAV from the 2005
Naval Unmanned Aerial Vehicle Air Demo [10]. Figure 1.1b are two different types of UAVs
used by the Brigham Young University Magicc Lab.

functions so that the operator is free to identify the target. Once the target is identified, the
UAV continuously images the target while orbiting.
There are a variety of other surveillance situations where different behaviors are required. In one scenario, a UAV is assigned an area to survey using a sensor with a limited
field of view. Since the attached sensor does not have the ability to see all of the area at once,
the UAV must travel to various waypoints over the area. In [12], Semsch et al. assign an age
to arbitrary points in the area. This age corresponds to the time between the last visit by
the UAV and the most recent visit. Observations of the surveillance area are complicated
by the presence of occlusions in the form of quadrangular prisms (buildings). They develop
an algorithm that minimizes the average age by reducing the trajectories between waypoints
of the UAV. This path planning scenario is analogous to the traveling salesman problem
(TSP) and solutions are similar to those used for TSP [13, 14, 15]. Semsch et al. propose
two multiple vehicle extensions to this problem. The first is to divide the area into the same
number of sectors as UAVs and to assign a UAV to that sector. The second extension is
to optimally space the UAVs apart along the same waypoint path. A key feature of their
approach is that the algorithm is occlusion aware and defines the waypoints based on these
occlusions.
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1.2.1

Target Tracking
There is a strong relationship between surveillance and target tracking and therefore,

the UAVs used for both tasks share similar sensor packages, computing resources, and maneuverability requirements. One obvious difference between target tracking and surveillance
is that target tracking requires mid-mission flight path modification. Early work in target
tracking is presented in [4] by Quigley et al. They attempt to track a constant velocity
ground target using a UAV and also simultaneously estimate the target’s position to within
10 meters. This research performed by Quigley et al. demonstrates successful target tracking and target position estimation but it does have its limitations. Quigley et al. does not
address situations when the UAV cannot see the target. Common occlusions such as trees,
mountains, or tall buildings may cause their algorithms to fail, especially when the target
remains occluded for long periods of time.
There are other algorithms used by UAVs to track targets moving in environments
with occlusions. In [16], the authors use greedy and A* search algorithms to track an evasive
target. They assume that the target is attempting to evade the UAV. Under this assumption,
they center the search around areas of low visibility and use potential functions to select the
UAV trajectories. The authors show that these algorithms are useful for tracking targets
and demonstrate that target tracking can be successfully performed using popular search
algorithms. One deficiency is that these algorithms do not help the UAV to improve mission
performance over time. One way to increase success is to use multiple UAVs.
1.3

UAV Cooperation
There are varying degrees of cooperation between vehicle teams. In [1], Shima et

al. define a taxonomy of UAV teams to help explain various types of cooperation including
team coordination, team cooperation, team collaboration, goal-seeking team action, and
non-cooperative behavior. In team coordination, all of the UAVs act as one, sharing the
same global goal(s) and lacking competing individual goals. All members of the team must
participate and conflict resolution is not necessary. The strength of this target tracking
algorithm will become evident when the UAVs fly with the same goal directing their behavior.
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1.3.1

Cooperative Surveillance and Target Tracking
Multi-vehicle cooperation for surveillance and target tracking is an extension upon

similar missions that only involve one UAV. The consequences of using multiple UAVs are
both favorable and unfavorable. One unfavorable consequence is the complexity increase of
the control algorithms. Researchers are forced to choose an appropriate cooperative control
algorithm that balances UAV independence and interdependence. Some researchers, such as
those in [17], use centralized control algorithms for achieving mission success. Centralized
control algorithms have a simple architecture but are seen by some as less desirable because
they do not scale well and have strict communication constraints [1]. Other researchers,
such as [18], focus on decentralized control. Decentralized controllers allow the UAVs some
degree of independence from each other but they may not produce optimal results because
agents may not have a complete view of the whole operating environment [1]. Decentralized
solutions may not enforce global communication among the UAVs leading to isolation of
one or more UAVs and reduced mission performance. While there may not be a clear “best
approach” at the moment, this thesis focuses on decentralized cooperative control.
An advantage of multi-agent UAV systems is that collectively, the agents are capable
of seeing more of the environment. Since multi-agent systems are assumed to share information, target tracking and surveillance performance may increase. For multi-agent systems
that operate in dense urban environments, it is their objective to position themselves so that
the target does not become occluded or remain occluded for long periods of time. Research
by Yu et al. demonstrate cooperation between multiple UAVs and unmanned ground vehicles
(UGVs) for target tracking in an urban environment [19]. The work presented in [19] uses a
Bayesian filtered dynamic occupancy grid to provide the cooperative control algorithm with
a prediction of future target position. The algorithm uses a second-order Markov model and
assumes with high probability that the target will continue to move in the same direction.
The cooperative control algorithm is decentralized and iteratively determines paths based
on each vehicle’s mission capability.
Methods for tracking multiple ground targets have also been explored by Hirsch et
al. [18]. Their work uses a decentralized cooperative control algorithm to track slow moving
ground targets using an omni-directional radar for range and bearing angle measurements.
6

While this is one valid scenario, cases of target ground speeds exceeding UAV airspeeds are
not explored nor do they incorporate any on-line learning.
1.3.2

Cooperative Control with Learning
The application of learning algorithms to multi-agent UAV systems is still relatively

new. Some cooperative surveillance solutions that incorporate learning algorithms have been
investigated [20, 5, 21]. Redding et al. use a learner to adapt the cooperative control strategy
for fuel consumption improvement. Their experiments use two fuel-limited UAVs and require
that the UAVs conserve fuel while visiting valuable target nodes among the node network.
This research clearly demonstrates the ability of learning algorithms to improve mission
performance. The mission demonstrated here is to visit nodes among a network and not
to perform target tracking. While this approach is successful, the learning algorithm used
here is custom made for the intended mission and is not useful for improving target tracking
performance over time.
1.4

Machine Learning and Statistical Estimation
Machine learning is the area of research that focuses on empowering machines and

computers with the ability to learn from data. In the context of robotics, machine learning
can increase the ability of a robot to accomplish the dull, dirty, or dangerous tasks. For
UAVs, the intent is to give them with the ability to perform a mission, adjust dynamic
parameters, and improve mission performance over time.
The machine learning or statistical estimation algorithm that a UAV (or system of
UAVs) need may vary greatly based upon the UAV’s mission goal. For target tracking, it is
useful to know or predict the state of the target. In [17], the authors use an extended Kalman
filter (EKF) to track the position and velocity of their target. Utilizing the information
provided by the EKF, the authors minimize their target position estimation error. Another
approach is that in [19], where the authors use a dynamic occupancy grid , a second-order
Markov model and a Bayesian filter to estimate and predict target position. These two
statistical methods estimate position very well as long as the time that the target is occluded
is short or the target maintains the same velocity vector as when it was last seen.
7

1.4.1

Bayesian Filter
In [19], Yu et al. use a Bayesian filter to track the target location. The Bayesian filter

consists of two separate steps: prediction and update. In step one, the filter uses a motion
or behavioral model to estimate where the target will travel. The authors use a secondorder Markov motion model to estimate the future position of the target. The last known
state of the target is retained and is used to continually estimate the position of the target.
Prediction of the target position continues throughout step one of the filter. The second
step of the Bayesian filter is made when the agents observe the target. When the agents
view the target, they calculate the position of the target and observe its velocity. With this
information, the algorithm performs a Bayesian update to get the new state estimate.
The Bayesian Filter is very useful when the searchable area around the target is
constrained to a small area so that the target does not remain concealed for long periods
of time. If the target is concealed for long periods then the prediction step of the filter
will drive the estimated position to settle upon a uniform distribution over the searchable
area. Also, the filter requires previous state information to perform the update but does not
capture previously observed or repeated behaviors. Ideally, the algorithm continuously takes
advantage of of previously observed behavior. Fortunately, there exists a machine learning
algorithm that may be used to capitalize upon previously observed behavior in such a way
that is useful to UAVs tracking a target.
1.4.2

The Sequence Memoizer
The Sequence Memoizer (SM) is a machine learning algorithm that is typically used

for language modeling. First introduced in [22], the SM is an extension of the Pitman-Yor
Process that captures contextual dependencies of a finite list of sequential data. The strength
of the SM is that it can make use of long finite sequences to predict the next element in
the sequence. It also features statistical smoothing which mitigates the problems associated
with overly confident predictions.
To make this machine learning algorithm useful for UAVs, the area where the targets
can travel is discretized and one or more UAVs are allowed to observe the target’s position
at predefined time intervals. The data collected by the UAV(s) serves as the context used
8

by the SM for prediction of future target locations. At each time interval, the UAV(s) use
the observed data to predict the location of the target. The algorithm uses the SM to create
a belief distribution for possible future target locations.
In this thesis, a machine learning algorithm called the Sequence Memoizer, which is
used in the computer science community for language modeling, is adapted for multi-agent
target tracking.
1.5

Thesis Overview
This thesis is organized as follows. In Chapter 2, the general problem is described

and several limitations are explained. With the general problem and limitations in mind,
the specific mission is explained and assumptions are listed. In Chapter 3, the SM is introduced and explained. Several statistical estimation approaches are explained with their
strengths and weaknesses. Chapter 4 contains an explanation of the simulation architecture,
construction, target motion models and UAV motion model. The control algorithm is explained. Also described is how the simulation changes for multiple target tracking. Chapter
5 consists of the simulation results from the baseline, SM, and the other statistical estimation algorithms. Results are obtained for single target tracking and multiple target tracking.
Chapter 6 contains the concluding remarks and discussion of possible future work.
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Chapter 2
Understanding the Problem
Gathering intelligence about a target of interest helps US armed forces and civilian
law enforcement agencies to anticipate criminal behavior, prevent loss of life and protect
property. Military and civilian organizations are tasked with the acquisition of correct and
precise intelligence. As technology has evolved, military and civilian forces have adapted the
technological advances to improve their ability to gain intelligence through surveillance. One
of the latest advances of technology is the development and use of unmanned aerial vehicles
(UAVs). Military and civilian law enforcement agencies are using UAVs for surveillance
[11, 23].
2.1

Surveillance with UAVs
UAVs are used in the surveillance and target tracking of outdoor targets. Tracking

targets can provide valuable information about target behavior including frequently visited
destinations and predetermined movement patterns. Military forces may be interested in
following a known insurgent to reveal additional insurgents, a base of operation or the tasks
assigned to the insurgent. Civilian law enforcement may choose to follow a low-level drug
dealer to learn where they get their supply, who is being supplied or the safest location to
apprehend the dealer. There are obstacles to acquiring this information.
Environmental conditions and aircraft capabilities are two factors that can frustrate
the ability of a UAV to track a target. Environments that make target tracking difficult are
ones where there are many occlusions preventing the UAV from seeing the target. Environments that allow a target complete freedom of movement or inhibit the movement of UAVs
offer more challenges to UAV systems. An environment with many occlusions is a dense
urban city.
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Another obstacle present in target tracking is avoiding detection. Target behavior
may be expected to change if the target is aware that someone, possibly a law enforcement
agent, is watching. For example, if a target wishes to remain undetected, then it may seek
high occlusion areas or change direction frequently to evade the UAVs. Covertly following a
target may require that the UAV limit the amount of time that a target is actually observed
by the UAV. Requiring a UAV system to covertly track a target is a competing objective
within the tracking mission and may cost tracking success to remain hidden.
To track a target in a dense urban city, a robust target tracking algorithm is necessary.
Although using fully autonomous UAVs for surveillance may be just out of reach with current
technology, some assumptions can be made to make this problem tractable and success
measurable. With these assumptions, UAV systems are beginning to show that they can
perform surveillance missions will little or no human intervention.
2.2
2.2.1

Limitations
Environmental Conditions
Environmental conditions greatly affect the ability of a UAV to perform its mission.

Surveillance missions planned for an environment with very few occlusions and over an
area with a homogeneous background would tend to be easier for a UAV than missions
over cluttered urban areas. Cluttered urban areas contain many objects such as trees,
buildings, tunnels, and parking garages that conceal the target from the air. The targets
may be attempting to evade detection by the UAVs by taking a circuitous route to predefined
destinations and use buildings to hide their path. If a UAV is to be successful, it must be able
to overcome the limitations presented by natural and artificial occlusions in the environment.
Urban areas also challenge UAVs because there are more opportunities for evasion.
A target that wishes to elude surveillance may change direction frequently and/or travel at
high speed to escape. The target may not have to escape to make its surveillance challenging.
Traffic in urban areas may be unpredictable or vary depending upon the time of day and
neighborhood. Irregularities in traffic conditions challenge the ability of a UAV to predict
where and when a target can be found.
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Weather and wind are challenges that UAVs must overcome. Strong winds can blow
a UAV off course or prevent it from tracking a target. The effects wind has upon UAVs has
been studied in [24] and target tracking in wind in [25, 26]. Although this work discusses
target tracking in wind, the problem is not considered solved when wind speeds are excessive.
Also, urban environments may have tall buildings that cause unknown disturbances in wind
patterns.
2.2.2

Aircraft Limitations
The aircraft themselves have several limitations to target tracking. The UAV must

travel within an altitude envelope. Throughout this section, altitude refers to the height
above ground. To determine the altitude envelope, the UAV must be capable of identifying
and distinguishing a target from other objects in the urban environment. Flying at a high
altitude can increase the area viewable by the UAV sensors. However, if the UAV altitude
is too high then the aircraft may not be able to make use of the sensing equipment. The
resolution and sensitivity of the sensing equipment sets the altitude upper threshold. When
the UAV altitude is too low then the sensor viewing area is reduced and the UAV must
navigate around buildings. If the UAV has to deal with obstacles, then it may encounter
a situation when the best path is through an obstacle. Avoiding obstacles reduces the
ability of a UAV to track targets. Additional maneuverability restrictions are explained in
Section 4.3.1
Another limitation of UAVs is target identification (ID) and hand-off. In an urban
environment, there are many objects that are indistinguishable from the targets that are
being tracked. There may also be targets that are indistinguishable from each other. To
effectively track a target in an urban environment, the UAV must be capable of identifying
the target of interest among other city objects. When more than one UAV identify a target,
they may not be able to come to a consensus that they are really observing the same target.
ID hand-off may not become a problem until the target is mixed among other urban objects of
similar appearance or when there are multiple targets. If two targets with different behaviors
are confused for each other at some point during a mission then there is a possibility that
they will become indistinguishable and the UAVs may not correctly predict target behaviors.
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When multiple UAVs are cooperating to track a target, they have the advantage
of increasing their observation area. Cooperation between UAVs requires some level of
communication and UAV communication networks have been studied in [27]. There are
possible communication challenges such as a UAV traveling outside of the communication
area or the presence of jamming signals.
2.3

Our Problem
This thesis attempts to solve a specific piece of the larger surveillance problem. In

this thesis, a group of three UAVs are given the mission to track one or more targets. If
more than one target is tracked, then all targets are treated the same. The UAVs do not
prioritize the targets in any way. The environment over which the UAVs will track targets
is a dense urban environment. The targets are not permitted to leave the city boundaries.
Targets are unaware of the observing UAVs, target behavior does not change throughout the
simulation.
2.3.1

Assumptions
An attempt to solve the target tracking problem will be difficult with the previously

mentioned limitations. Several assumptions are made to make the efforts measurable and
the problem tractable. The following assumptions are made:
• The weather conditions are clear and calm. Wind does not affect UAV flight. No
weather conditions prevent an unoccluded target within the sensor’s field-of-view from
being observed.
• Unoccluded targets that are within the sensor’s field-of-view are always observed.
There is no minimum time that the target must remain in view to be considered
observed.
• Targets are unique and identifiable. The UAVs correctly identify each target and
distinguish one target from another. ID hand-off is unnecessary.
• Communication between UAVs is perfect. There are no problems with range or reception.
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2.3.2

Metric
The metric used to measure mission success is the percent of time that the target is

observed by any of the UAVs. The metric is calculated by the equation,
V %=

Tobserved
× 100 %,
Ttotal

(2.1)

where V is the percentage of time that the target has been observed, Tobserved is the amount
of time that the target was observed, and Ttotal is the total amount of time elapsed.
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Chapter 3
Statistical Methods and Machine Learning
Statistical estimation and machine learning are incredibly useful for target tracking.
A UAV tracking a target is more than just following the target around the map. To track
a target, it is important to know the target’s location, the target’s heading, to have an
estimate of where the target will be, and to know where to go when the target is unobserved.
Machine learning and statistical estimation algorithms are useful for state estimation and
prediction of future states. These algorithms include the Bayes and Kalman filter, particle
filter, maximum likelihood estimator (MLE), machine learning algorithms, and others with
many variations among them. The strength of machine learning can be seen when they are
compared with related statistical estimation algorithms. The following introduction of the
Sequence Memoizer (SM) will closely follow the presentation by Wood et al. found in [28]
3.1

Statistical Estimation Methods
To track a target, it is important to know where the target will be in the future so

that the UAVs can attempt to plan paths around occlusions. For example, if the target
is assumed to move according to a first- or second-order Markov model then it would be
appropriate to predict whether the target will remain stationary, turn left or right, turn
around or continue straight ahead. A statistical estimation algorithm may quickly discover
the parameters of the hidden Markov model since there are only four dependent parameters.
If the target is assumed to follow some other pattern, then the estimation algorithm must
be sophisticated enough to learn the pattern. Since the behavior of the target is unknown
to the UAVs, several different statistical estimation algorithms are simulated.
To make these statistical models useful, time and space are discretized. At predetermined time intervals, the UAVs make observations. If a target is within the field of view
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of the UAV while it is making an observation, then the target is seen and its location is
recorded. If the target is not seen then the location of the target is recorded as unobserved.
The time interval between observations is set by the speed of the targets. The maximum
time between observations shall correspond to the fastest speed that a target can travel between locations, ensuring that it is possible to see the target at least once in each adjacent
location. Spatially, the map of the urban environment is divided into discrete regions. The
map is overlaid with a grid and each grid space is given a unique identifier (a number). The
grid can be of any resolution but must be fixed before the mission begins. Any change in
the grid resolution would require re-labeling of each of the grid spaces, potentially making
all previous data irrelevant. Targets within a grid space are considered at that location.

Figure 3.1: A map section with an overlaid grid.

3.1.1

Relative Frequency
Relative frequency is one method of making use of historical data to predict the future

location of a target. The historical data used for the relative frequency calculation is the
sequence of intersections that a target has passed through, including the current location.
This sequence is represented by x = x1 , x2 , ..., xt . Relative frequency is calculated using the
equation
N (s)
,
G(s) = X
0
N (s )
s0  Ω
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(3.1)

where G(s) is the probability of s being the next location, N (s) is the number of times that
s appears in the historical data x, and Ω is the set of unique identifiers that correspond to
the grid cells in the map [28, 29]. To illustrate relative frequency, suppose historical data
x = [1, 1, 0, 1, 0] and Ω = {0, 1}. Given this information, the relative frequency is G(0) =

2
5

and G(1) = 53 . The probabilities constructed depend heavily upon historical data and are
overly confident [28]. Other weaknesses of relative frequency are that it does not make
use of knowledge about the underlying distribution and does not account for contextual
relationships between elements of x. Suppose the historical data x was not generated from
a target moving in a map but instead from a series of tosses of a fair coin, or suppose that
if the most recent symbol xt = 1 then it is more likely that s = 1. Probabilities generated
from relative frequency are blind to examples such as these.
3.1.2

Maximum Likelihood Estimator
The maximum likelihood estimator (MLE) is a statistical method used to estimate

the parameters of a known or assumed stochastic process from a sample data set [28]. The
generalized expression for the maximum likelihood estimator is a conditional distribution
written as P (x|Θ), where x is the observed sample data set and Θ represents the parameters of the process that maximize P (x|Θ) [28]. Returning to Equation 3.1 and adding
the condition of a known context, the MLE can be found by maximizing the conditional
probability
N (us)
Gu (s) = X
,
0
N (us )

(3.2)

s0  Ω

when u is the known context given the estimator [28]. The context u is understood to be
the most recent observation and a finite number of previous observations made by the UAVs
of the target being tracked. With u as the given context, N (us) is understood to be the
number of times that u is followed in the sequence by element s. To illustrate this estimator,
return to the example data set x = [1, 1, 0, 1, 0] and Ω = {0, 1}. For simplicity, a context
length of 1 is chosen, making the context u = 0. With this context, the maximum likelihood
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estimate is
0
N (00)
N (00)
=
=0
G0 (0) = X
=
N (00) + N (01)
0+1
0
N (0s )

(3.3)

s0  Ω

and
N (01)
N (01)
N (1)
G0 (1) = X
=
=
= 1.
N (00) + N (01)
0+1
N (0s0 )

(3.4)

s0  Ω

If the MLE is calculated for the context u = {1, 0}, then G10 (0) = 0 and G10 (1) = 1. Note
that the maximum likelihood is calculated for the most recent context only however, it is
possible to calculate the likelihood of an alternate context. Since the context occurred once
in the example data set, it produced an over-confident estimation of the next element to
be s = 1. Over confidence is not the only issue with this approach. It is clearly possible
that there may exist cases where the denominator of Gu is equal to zero because the current
context is not found in the sample data set [28]. One work-around is to provide the MLE with
large amounts of historical data and only use small contexts to guarantee that there exists
several examples of the context in the historical data set. With these caveats and workaround, overconfidence and potential divide-by-zero errors make the MLE an undesirable
estimator for target tracking.
3.2
3.2.1

Estimation Using Machine Learning
The Power-Law Scaling of the Pitman-Yor Process
The Pitman-Yor Process (PYP) is the basis of functionality for the Sequence Mem-

oizer (SM) and an extension upon previously covered statistical estimation methods. The
Pitman-Yor Process, written as G ∼ P Y (α, θ, G0 ), is a discrete probability distribution that
has three parameters [28]. The three parameters of the PYP are the discount (α), concentration (θ), and base distribution (G0 ). It is understood that α influences how much
smoothing is applied to the resulting distribution, θ controls the degree to which the result
is concentrated around G0 , and G0 is the belief about the distribution before any samples
are taken in account [22].
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Presented in [28], the power-law smoothing behavior of the PYP can be understood
by examining the following equation


N (s) − αM (s) +



E [G(s)] = E 


X

0

αM (s )G0 (s)

s0  Ω

X

N (s0 )




.


(3.5)

s0  Ω

Note that Equation 3.5 is not the PYP but an equation illustrating power-law and if α = 0
then this equation reduces to Equation 3.1. The variables in this equation are the same as
in Equation 3.1 with the addition of M (s) and the PYP parameters α and G0 . The letter
E represents the expectation operator. In Equation 3.5, M (s) is understood as a random
count of s within a sample from the same historical data sequence. M (s) must satisfy the
inequality 1 ≤ M (s0 ) ≤ N (s0 ) if N (s0 ) > 0, otherwise M (s0 ) = 0 [28]. Since M is a random
variable, the expectation is evaluated using Monte Carlo approximation by sampling the
posterior distribution [28].
For example, suppose historical data x = [1, 1, 1, 1, 1], α = 0.5, M (0) = 1 and
M (1) = 3. The relative frequency estimation produces the probabilities G(0) = 0 and
G(1) = 1 while Equation 3.5 produces the probabilities G(0) = 0.10 and G(1) = 0.90.
This example demonstrates that the PYP smoothes the result from an overconfident result
of G(0) = 0 and G(1) = 1 to G(0) = 0.10 and G(1) = 0.90. Figure 3.1 shows how
the discount parameter α affects the resultant smoothing. For this figure, sequence X =
[1, 1, 1, 1, 0, 1, 1, 0, 0, 1, 1, 1, 0, 1, 1, 1], G0 ∼ U (0, 1) , M is sampled as M (0) = 2 and M (1) = 5,
and alpha is varied. The figure shows that when α = 0 then the probabilities are equal
to the relative frequency of the sequence. The increasing discount changes the resultant
probabilities. The PYP is very useful for target tracking because the sequence data may be
very sparse and smoothing avoids overconfident prediction models.
When the power-law properties from Equation 3.5 are extended to include a context
u, the equation is written as
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The Smoothing Effect of the Discount Parameter
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Figure 3.2: An example of how the discount parameter α affects the probabilities, given the
sequence X, G0 ∼ U (0, 1), M (0) = 2, and M (1) = 5.



N (us) − αu M (us) +



E [Gu (s)] = E 


X

αu M (us )Gσ(u) (s)

s0  Ω

X

0

N (us0 )




,


(3.6)

s0  Ω

where αu is the discount parameter associated with the context u, σ(u) represents the parent
of u and therefore Gσ(u) is the distribution of the parent of Gu [28]. With the inclusion of
the parent probability Gσ(u) instead of the base distribution G0 , the PYP is the Hierarchical
form of the Pitman-Yor Process. As in Equation 3.5, Equation 3.6 is evaluated by Monte
Carlo approximation. The PYP stores the probabilities in a structure called a context tree.
The data context tree stores probabilities of all context lengths from zero through n. Using
this context tree, the PYP can recall the probability of the parent by dropping the oldest
data element and searching the tree for the probability. One of the challenges of the PYP
is that the context tree must be a finite size to be tractable. For this reason, the longest
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searchable context length is n [28]. Further explanation of the Pitman-Yor process can be
found in [30, 22, 31].
3.2.2

The Sequence Memoizer
The Sequence Memoizer (SM) is a machine learning algorithm normally used in the

computer science community for language modeling. First introduced in [28], the SM is an
extension of the Hierarchical Pitman-Yor Process (PYP) that learns contextual dependencies between data elements appearing in a historical data set. Like the PYP, the SM is a
hierarchical non-parametric Bayesian model however, the SM has several distinct features
that set it apart from the PYP [28].
The context length provided to the SM is not limited to the previous n data elements.
The context is permitted to include all possible finite contexts within the set Ω. Also, the
depth of the model is unbounded, extending to include all sequences within in the historical
data set.
The SM estimates the probabilities of the posterior distribution using Bayesian inference and utilizes methods to increase the efficiency of the context tree [28]. A method
called coagulation is used that reduces the size of the context tree by trimming the context
tree of nodes that only have one branch [28]. When all the non-branching nodes have been
marginalized out of the tree, the tree is then referred to as a compact context tree [28]. If
a node that was trimmed is required, the compact context tree undergoes fragmentation,
restoring the removed nodes to the branch so that the probability of the required node can
be retrieved. The compact context tree makes storage and retrieval of necessary probabilities
tractable.
With an unlimited context length and unbounded model depth, the SM is capable of
utilizing all of the observation data to predict future target positions. Even prior mission
data can be used and added upon because the SM has unbounded model depth. These
extensions make the SM suitable for long-term surveillance and target tracking.
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Chapter 4
Simulation
The main contribution of this thesis is the development, integration and testing of
the simulation. This simulation is the proof of concept behind the hypothesis that the
performance of a multi-agent target tracking algorithm can be improved by adding a machine
learning algorithm that is normally used in language modeling. The simulation was created
using the MATLAB and Simulink integrated development environment. Figure 4.0 is a block
diagram showing how paths are selected by the cooperative control algorithm at each time
step where a path is planned. This chapter explains the organization of the simulation and
details what information is passed between blocks in the diagram. Computer code written by
another is indicated in the footnotes. The MATLAB code provided by representatives of the
UtopiaCompression Corporation was reviewed, tested, debugged and verified by the thesis
author. The output from the java code written by Kevin Cook of the Computer Science
Department of Brigham Young University was verified by the author.
4.1

Target Observation
There are several elements that contribute to the UAV making an observation of the

targets. Explained in this section are the contributing factors to making an observation
of the target: environment geometry, target position and behavior, and vehicle sensor. As
seen in Figure 4.1, to make an observation of the target, the vehicle sensor takes in the
environment geometry and the position of the target.
4.1.1

Simulated Environment
The simulated environment model is a 3D city laid out in a grid pattern, each block

containing at most one building. The size of each building varies uniformly and the height
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Figure 4.1: The diagram illustrates how the cooperative control algorithm chooses a path
and coordinated with neighboring UAVs.

Figure 4.2: To observe the target, the following are considered: the vehicle sensor position,
the target position, and environment geometry.

of the buildings vary exponentially. The buildings are separated at their base by streets
where targets are permitted to move. Street intersections are evenly spaced 100 m apart
and are marked with a red “+”. The streets are setup as a bi-directional graph where the
intersections are the nodes and the edges are the streets between intersections. The buildings
create occlusions for the UAV cameras and are constructed of triangular polygons.
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The city map is dense with only a few empty blocks. The heights, sizes, and density
of buildings in the simulated city were chosen to reflect a modern cityscape that would
challenge the target tracking algorithm. The city was initially scalable to any size however,
a 1000 m x 1000 m with a block size of 100 m was chosen for the simulation. With this city
size, there are 121 individual intersections. Figure 4.2 is a topdown view of the city showing
building density and building sizes. Figure 4.3 is a angled view of the city showing how the
heights of the buildings are distributed.

Figure 4.3: Topdown view of the simulated city.

Figure 4.4: Another view of the simulated city. The buildings are various sizes and heights.

27

4.1.2

Target Position and Behavior
The targets represent objects of interest (or disinterest). The target states are: x =

[pn , pe ]T , where pn is the north position of the target relative to some inertial frame and pe
is the east position of the target relative to the same inertial frame. Simulink s-functions
calculate the evolution of the position states of each target and a controller changes the target
velocities. The targets change directions to turn corners around city blocks and vary their
speed as they travel throughout the city. The targets obey speed limits that vary between
streets and are permitted to travel slower than the speed limit. Speed limits were set from
5 m/s to 20 m/s modeling slow and fast city traffic. Target behaviors were classified into
three different behavior models.
Deterministic Path Model
The deterministic path model represents the class of target that always follows the
same path. The waypoint path for these models are generated before the simulation starts
and the waypoints are always one city block away. Like connecting the dots in a child’s
drawing, the target moves from the first waypoint to the second and so on. When the target
reaches the final waypoint, it returns directly to the first waypoint to begin again. Real
targets that follow this type of path might be patrolling persons monitoring the perimeter
of a designated area. The deterministic model in the simulation traced a path around the
edges of the city.
Probabilistic Path Planning Model
The probabilistic path planning model represents the class of target that moves probabilistically between defined waypoints. These waypoints are specific intersections within
the city. At each intersection, the target must make the decision to turn right, turn left or
continue straight ahead. The target assigns a probability to each decision. The assigned
probability is based on how that decision will reduce the overall distance to the waypoint.
The decision with the greatest reduction has the highest probability. If a decision increases
the distance to a waypoint then it is considered a wrong-turn and is assigned some small
probability. Through testing, it was learned that the probability assigned to wrong-turns
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must be low otherwise the target may never arrive at the next waypoint. Wrong-turn probabilities of anything greater than 15 percent greatly diminish the ability of the target to
arrive at a subsequent waypoint.
As in the case with the deterministic model, the waypoints are generated before the
simulation starts. A random number of waypoints are assigned to the target with a two
waypoint minimum. Many real targets follow this type of path planning, moving along
some modified minimum distance path toward goal locations. Examples of this type of path
planning might include a person running errands or a worker making deliveries.
Markov Path Motion Model
The Markov path motion model behaves according to a second-order Markov process.
To understand why a second-order Markov path planning model was used, the first-order
Markov process must be explained.
A Markov process is a Bayesian process that is only conditional upon n number
of previous observations. The number n determines the order of the Markovian process.
For example, the probability of a target being at a specific position is conditional upon
all previous observed states, p(xn |xn−1 , xn−2 , ..., x1 ). If the process is a first-order Markov
process then the position of the target only depends on 1 previous state and is expressed as,
p(xn |xn−1 ). Figure 4.4 shows a first-order Markov process where the current state xn is only
dependent upon the previous state xn−1 .

Figure 4.5: First-order Markov processes. In first-order Markov processes, the next state,
Xn+1 , only depends on the current state, Xn .

By extension, a second-order Markov process is expressed as, p(xn |xn−1 , xn−2 ), where
the current state is only conditional upon the two previous states. In relation to the map,
the motion of the target is second-order and is applied uniformly at each intersection inside
the map. Intersections on the border are restricted to keep the target within the city. Each
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target assigns a probability of turning left, turning right and continuing straight and that
decision is made at each intersection. If the target arrives at an intersection from an eastward
direction, there is some probability that it will turn to the north and if the target arrives at
the same intersection from the south there is a different probability of it continuing north.
Real targets that exhibit this type of behavior might be a person window shopping in a mall
or wandering lost in a city.

Figure 4.6: Second-order Markov processes. In second-order Markov processes, the next
state, Xn+1 , depends on the current state and the previous states, Xn and Xn−1 .

4.1.3

Vehicle Sensor
The vehicle sensor is considered to be a high-definition camera that is gimballed to

always point down. The algorithm first determines if the target is within the field of view
(FOV) of the UAV camera. The visible range of the camera is found by the equation
dvisible range =

h
,
cos(2Θ)

(4.1)

where h is the height above ground of the UAV and Θ is one half of the viewing angle of
the camera. The viewing range is calculated a priori and compared with the UAV-to-target
distance. If the UAV-to-target distance is less than the visible range distance then the target
is considered to be within the FOV of the UAV camera. The UAV-to-target distance is found
by the equation

√
dUAV-to-target =

zT z,

(4.2)

where z is the vector pointing at the target from the UAV and is defined by the equation
z = (xtarget − xUAV ), zT is the transpose of z, xtarget is the state of the target, and xUAV
is the state of the UAV. If the target is determined to be within the FOV of the camera,
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the algorithm searches for occlusions. If no occlusions are found then the target position is
observed by the UAV.
To search for occlusions, the vector pointing from the UAV to the target must not
pass through any part of the environment’s geometry. The buildings are constructed from
triangular polygons so that the algorithm can take advantage of a fast minimum-storage
ray tracing algorithm explained in [32]. The ray used in the algorithm is calculated by
normalizing z by ẑ =

z
.
||z||

Occluded targets for a particular UAV are detected by tracing a

ray from that UAV toward each target within the FOV and then searching over all polygons
for ray-triangle intersections. The targets that are unoccluded and in the FOV of the camera
are considered observed and their positions are recorded and communicated to other UAVs.
4.2

Creating the Belief Model
This section describes how the belief model is created. Each UAV is capable of

observing the target and their observation is considered independent. The UAV shares the
information with the other UAVs within range. Since we assume to have full communication,
only one UAV must observe a target to make the observation available to all UAVs. At each
time step, the observations from each UAV are combined then passed to the belief model.
Every UAV independently maintains one belief model for each target being tracked. Because
we assume full communication, we know that all belief models will be identical. Therefore,
we only maintain one belief model for all UAVs.

Figure 4.7: Observations from each UAV are combined and passed to the belief model. The
belief model is passed to the control algorithm.

31

4.2.1

Belief Models
The input to the belief model is the combined observation. If the target is not

observed then the UAVs report that the target was unobserved. The output of the target is
the future location of the target n time steps in the future.
Kinematic Model
The kinematic model1 (KM) assumes that the target will continue traveling in the
same direction with a probability of 90%. The remaining 10% of the probability is assigned
uniformly to turn right, turn left, and remain in the same location. If the target is unobserved
then the size of the uncertainty distribution grows because the belief model propagates all
possible decisions at each time step.
Sequence Memoizer Model
The Sequence Memoizer (SM) model estimates the next position by generating 100
possible target positions using the previous 20 target observations as context. The results are
normalized over the map locations so that the result is a distribution. The SM model knows
that there are 121 possible locations plus 1 unobserved location. Although the unobserved
location can be a result of the SM, we do not use this to plan paths because it does not
represent any physical position [6]. The SM is open source and is available for download at
[33]. A wrapper had to be written in order to implement the SM in our simulation2 .
Combined Kinematic And Sequence Memoizer Mean Model
The KM and SM model are both provided with observations from the UAVs. Their
resulting belief models are averaged2 to produce the result passed to the cooperative control
algorithm [6].
1
2

This code was written by He Bai of The UtopiaCompression Corporation.
This code was written by Kevin Cook of the Computer Science Department of Brigham Young University

32

Maximum Likelihood
The maximum likelihood2 (ML) model was implemented by setting the SM discount
parameter to α = 0. As illustrated from Equation 3.5, when the discount parameter is set to
zero then the behavior of the SM becomes the ML estimator. This model was implemented to
see if the smoothing effect of the SM provides a benefit to the cooperative control algorithm
[6].
No Model
The test ran without a belief model was produced by feeding the KM the unobserved
location. One example of this kind of result would be produced if the UAV camera fails and
no observations can be made. This model was examined to compare against the other belief
models and to see how the UAVs would perform without camera input.
4.2.2

Multiple Target Belief Model
To track multiple targets, a separate belief model for each target is maintained. The

belief models are combined by averaging their probabilities at each intersection. The resultant belief model is still a distribution that represents the likelihood of observing a target at
each intersection. The various belief models could be weighted differently to encourage the
UAVs to follow one target over another. Figure 4.7 is an example of three different belief
models of three different targets and the combined belief model.
4.3

Decentralized Control
The decentralized control algorithm was modeled after the algorithm in [19]3 . It

is myopic so the UAVs can adapt to direction changes by the target. The inputs to the
decentralized control algorithm is the belief model, an occlusion map, and calculated rewards
by all UAVs in the system. The output to the algorithm is the winner of the auction and its
path. Figure 4.8 is a block diagram of the decentralized control algorithm. In this section,
the UAV motion model, occlusion map, and auction algorithm are explained.
3

This code was written by He Bai of The UtopiaCompression Corporation.
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Figure 4.8: The belief model for three targets and their combined belief model.
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Figure 4.9: The Decentralized control flow diagram. The belief model is passed to the control
algorithm. Possible paths are considered and rewards are shared to all UAVs. The winner is
chosen and the algorithm repeats until all UAVs have determined their paths.

4.3.1

UAV Motion Model
It is well understood that UAVs are underactuated non-holonomic vehicles. To ma-

neuver in the air and remain airborne, the UAVs must have sufficient forward velocity relative
to the surrounding air. Air must pass over the wings and control surfaces to provide lift and
give the aircraft the ability to control its attitude. Also, the states of the aircraft are not
directly controlled by an input. For example, there is no control surface that changes heading
directly unlike for roll and pitch. The UAV must first roll, then pitch to change heading.
The full dynamic model is known for these UAVs and is explained in detail in [24].
For the purposes of this thesis, it was not necessary to simulate the full dynamics
of the UAVs. The emphasis of this work is the addition of the Sequence Memoizer to an
existing cooperative control algorithm. Therefore, the UAV motion modeled is a Dubin’s
vehicle model. The UAVs fly at fixed altitudes and velocity with their turns bounded by a
minimum turn radius. Since the control algorithm uses a limited number of fixed roll angles,
the UAVs never turn as tight as the minimum turning radius. We set the altitude of the
UAVs to be 150 m above the surface of the earth and the velocity to be 17 m/s. The selected
altitude and velocity are well within the flight capabilities of UAVs of this type.
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4.3.2

Possible Paths
The possible paths are chosen by parameterizing the behavior of the UAVs over a

fixed time interval4 . The UAV path is parameterized by roll angle and considers 9 possible
roll angles from -0.4 degrees to 0.4 degrees at steps of 0.1 degrees. The fixed time interval is
called a look-ahead window, the instances between succeeding look-ahead windows is called a
planning step, and the roll angle is represented by φ. As in [19], the UAV holds φ throughout
the look-ahead window. A difference between this simulation and [19] is this simulation plans
for several look-ahead windows instead of only one. The algorithm looks further into the
future to take advantage of target behaviors learned by the SM. Clearly, a disadvantage to
this method is that the number of possible paths grows exponentially as the number of time
steps planned increases.
A possible workaround exists that makes the path planning algorithm grow linearly
with the number of possible roll angles. If the look-ahead window were much longer than the
∆t between planning steps then a larger number of smaller φ could be considered. Since the
simulation did not suffer from delays due to planning, this workaround was not implemented.
A representation of possible paths can be seen in Figure 4.9. There are nine possible paths,
three paths at each of the two time steps.

Figure 4.10: Parameterized paths for each UAV. This figure shows paths for two time steps
with three possible paths at each time step.

4

This code was written by He Bai of The UtopiaCompression Corporation.
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4.3.3

Occlusion Map
The occlusion map is a map that contains information regarding the ability of a UAV

to observe a target at an intersection in the city5 . To construct the occlusion map, the city
geometry (building geometry and other occlusions) is assumed to be known a priori and
made available to the occlusion map algorithm. This map is constructed by selecting an
observation point at the altitude where the UAVs fly and attempting to observe the ground
at each intersection. The observation points selected are in a grid pattern at one-tenth the
resolution of the city blocks. Associated with each point is a sub-map that records which
intersections were visible at that location. This map is only calculated once and represents
a preexisting knowledge of the city’s geometry. No sensor information is encoded into the
occlusion map. Figure 4.10 is a sample of the information stored in one sub-map. The
information is stored as 1s and 0s and was acquired assuming that the UAV is in the center
of the city.

Figure 4.11: The occlusion sub-map at the very center of the city. White pixels represent
intersections that are observable and black pixels represent intersections that are not observable.

5

The algorithm used to build the occlusion map was written by the author.
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4.3.4

Winners Paths
Previous auction winner’s paths are determined and are an input to the calculate

reward algorithm6 . The first time that the algorithm is run during the planning step, there
are no auction winners. On the last iteration in the planning step, all but the last UAV will
have paths planned.
4.3.5

Calculate Reward
Inputs to the calculate reward algorithm are the belief model, the occlusion map,

the winners’ paths and the possible paths for the UAV7 . The reward calculation is iterative:
only the largest reward among the possible paths is passed to the auction algorithm. To
calculate the reward, the position of the last planning step of a particular path is assumed
to be located at the closest point in the occlusion map. As explained before, the occlusion
map stores all the visible intersections from a given point in the sky. The occlusion map and
the sensor FOV mask the belief model, restricting the number of visible intersections to the
UAV. The value in the belief model at the visible intersections are summed. The calculation
results in the reward passed to the auction algorithm. In Figure 4.11, a sample belief model
is shown with the FOV mask applied. Only the values stored at the colored intersections
are used to calculate the reward.
There are a few other considerations to the reward calculation. First, the reward for
intersections that are already seen by auction winners is reduced for all subsequent auctions.
Second, paths with a final position too close to winners paths are dropped. These two
considerations encourage the UAVs to avoid clustering or grouping around high probability
areas.
4.3.6

The Auction and Winner’s Paths
Once a reward has been calculated by the UAV, it is passed to the auction algorithm.

Each UAV participating in the auction places a bid using their highest reward. The first time
an auction is held during a planning cycle, all UAVs participate in the auction. Winners of
6
7

This code was written by He Bai of The UtopiaCompression Corporation.
This code was written by He Bai of The UtopiaCompression Corporation.
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Figure 4.12: A sample belief model with the FOV mask applied. Gray areas do not contribute
to the reward used at auction.

previous auctions during a planning cycle do not participate in the auction. During the final
auction of a planning cycle, there is only one bidder and this UAV wins the auction. The
auction algorithm ranks the rewards received from all UAVs participating in the auction.
The auction is greedy, always taking the largest reward as the winner. With a winner
selected, the auction ends and the winner’s path is fixed. All winner’s paths remembered
for subsequent auctions during the planning cycle. The number of auctions held during a
planning cycle grows linearly with the number of UAVs in the system.
4.3.7

Baselines
Along with the cooperative control algorithm, a baseline test was created for compar-

ison. The baseline controller is a simple orbiter that takes in a center and radius of the orbit.
The orbit centers and radii were chosen to ensure that most city areas were covered. The
same observation limitations placed upon the cooperative control algorithm were applied to
these baselines.
Figure 4.12 illustrates three of five baseline paths for four UAVs. Figure 4.12a shows
a diagonal orbiting pattern. The diagonal pattern is evenly spaced and tightly covers several
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blocks. These paths increase the likelihood that the target is detected when passing from
one section of the city to another. Figure 4.12b shows paths that are evenly spaced over
sections of the city. These paths help detect targets that move over interior portions of the
city. Figure 4.12c shows a pattern of orbits centered in the city center at varying radii.
The radii are evenly spaced according to the number of UAV in the system. These paths
allow the UAVs to cover most of the city. Since the velocity of the UAVs are equal and
fixed, they orbit the city center at different intervals. Orbit patterns seen in 4.12a and 4.12b
were repeated using two different radii. The subfigures in Figure 4.12 all show a four UAV
system. For this thesis, only three UAVs are used. The paths are altered slightly for the
three UAV system by omitting a path and and adjusting the path parameters (orbit center
and/or radius).

(a)

(b)

(c)

Figure 4.13: Fixed path orbits that require no cooperation. These orbits are configured for
4 UAVs. Figure 4.12a are orbits along the city diagonal. Figure 4.12b are orbits over selected
city zones.
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Chapter 5
Results
While the simulation was running, the results were collected for post-processing.
The duration of the simulation was 5000 time steps, each time step represents a 5 s time
interval. At each time step, the UAVs recorded whether or not the target was observed. The
simulations are differentiated by the method used to create the belief model and the type of
target that is being tracked. Five Monte Carlo simulations were run for each belief model (or
static path) and each target type. For example, there are five simulation results for tracking
a deterministic target using the SM belief model. The results are averaged. Although only
five simulations were run for each configuration, the results show the trend in the data. For
the fixed baseline flight paths, only the best performing baseline result was inserted into
the figures. The parameters for each target were held static across all simulations. The
deterministic path always followed the same path, the probabilistic models always had the
same waypoints and the Markov model always used the same probabilities. The metric used
was the proportion of time that a target was visible by any UAV and is explained in Section
2.3.2. The single target results have also been published in [6].
5.1
5.1.1

Single Target Results
Deterministic Target Results
Figure 5.0 show the results for tracking the deterministic target. The performance of

the fixed path and no belief model were quite poor. This was expected since the path of the
deterministic model was along the border of the city and the UAVs in these simulations were
along the interior of the city. The KM started the simulations with the highest overall performance, however declined slightly toward a steady-state value. The SM, ML and SM+KM
model results all improve performance throughout the simulation. The benefit of smoothing
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that the SM model has can be seen by comparison with the ML model results. The best
performance was seen in the SM+KM model, which provided higher initial performance over
the SM model and continued to improve over the simulation time.
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Figure 5.1: Deterministic target results

5.1.2

Probabilistic Target Results
Figure 5.1 show the results for tracking probabilistic targets. Three separate targets

were tracked in separate simulations. These three sets of results were gathered to see how the
UAVs would perform with probabilistic targets and to discover if differences between target
waypoints had an effect upon the results. It can be seen that the overall success of the
models depends on the position of the waypoints. The fixed path and no belief model again
were the lowest performers. The KM starts the simulation with the highest performance but
performance remains the same or degrades as the simulation proceeds. The ML, SM, and
SM+KM all improve performance throughout the simulation and again, the SM+KM model
is the top performer.
5.1.3

Markov Target Results
Figure 5.2 show the results for tracking the Markov target. As in the deterministic

target case, the worst performance was seen by the fixed path and no belief model. The next
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Figure 5.2: Percentage of time that three UAVs observed a probabilistic target.

lowest performers are the ML and SM models. The best performers are the KM and SM+KM
models. Although the SM+KM model is still the best performer, the increasing performance
trend is not seen as before. These results are expected because the Markov target model
does not relate intersections in the same way that the deterministic and probabilistic target
models. Since the target moves around the city in a random pattern, the belief models that
construct relationships between intersections struggle to help the UAVs to follow the target.

The simulation animation shows that the UAVs improve their tracking ability throughout the mission. This is seen by observing that the distance from the target to any UAV is
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Figure 5.3: Markov target results

gradually reduced as mission time increases. Although the distance from any UAV to the
target was not a metric used to measure mission success, the measure is relevant because
the UAVs have to be close to the target to see it. Figure 5.3 shows the Monte Carlo results
measuring the minimum distance from the target to any UAV. The SM+KM belief model

Average minimum distance from UAVs to target (meters)

was used to track a probabilistic target and the results were gathered from 10 simulations.
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Figure 5.4: Average minimum distance from UAVs to the target (meters).
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5.1.4

Single Target Result Analysis
There are trends in the results from single target tracking. The most notable trend

seen is that the methods that use observation data to learn and predict behavior perform the
best. In each case, the algorithm that produced the SM+KM model outperformed all other
algorithms tested. As mentioned in Section 5.1.3, results from tracking the Markov target
are different from the others. The Markov target does not have to pass through any specific
intersections, therefore the SM and ML models really struggle to help the UAVs to observe
the target. Looking at Figures 5.1 and 5.0, the period with the greatest improvement is
within the first 1000 time steps of the simulation. With only one exception, the starting
performance of the KM model was close to the same as the final performance. Figure 5.3
shows that the minimum distance from the target to any UAV reduces over the length of
the mission. Note that the minimum distance from a UAV to the target is the UAV height
above ground.
5.2

Multi-Target Results
Figure 5.4 show the results from tracking three targets. As explained in Sections 2.3

and 4.2.2, the belief models for each target are maintained separately and are combined and
normalized. The targets are equally weighted. The performance tracking three targets is
significantly reduced from the single target case. The algorithm that does not produce a
belief model is still the poorest performer among those tested. The results from fixed paths
are not included in the figures because selecting the best performer from among them is not
clear. A fixed target that performs well for one target type does not perform well for the
others.
5.2.1

Multi-Target Result Analysis
The results for multiple target tracking indicate some subtle trends. If the results for

the Markov target are not considered, the ML and SM algorithms improve over the simulation
time. The proportion of time that the system observes the Markov target actually decreases
throughout the simulation. Considering only the deterministic and probabilistic targets,
the ML and SM algorithms improve performance the most during the first 1000 time steps.
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Figure 5.5: Percentage of time that three UAVs observe three targets.

Unlike the single target results, there is no clear best algorithm to track the targets. The
SM+KM algorithm performed well for each target and at simulation end, the ML, SM and
SM+KM had similiar performance.
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Chapter 6
Conclusion
6.1

Concluding Remarks
The purpose of this thesis was to enhance an existing cooperative control algorithm

with a language modeling algorithm normally used in the computer science community for
sequential data to improve over time the tracking performance of one or more ground targets
in a dense urban environment. Results from simulations involving a single target indicate
that the Sequence Memoizer, the language modeling algorithm used, increases target tracking
performance for targets over the length of the mission. Targets are easier to track in an
urban environment when they behave according to predefined spatial relationships. The
predefined spatial relationships help the belief models to predict target behavior. Targets
that lack spatial relationships and wander around the urban environment are difficult to
predict and track. Portions of this work have been published in [6] and [7].
The emphasis of this thesis was the single target tracking, however multiple target
tracking was also examined. Results involving multiple targets indicate that there is still
more work to be done for machine learning to be useful for tracking multiple targets. The
results indicate that tracking multiple targets may actually introduce competing objectives
and reduce the overall performance of the system. Future work that may improve multiple
target tracking is explored in Section 6.2.
6.2

Future Work
The project upon which this thesis was based shows promise for future work. The

research conducted for the single target case can expand to add the ability of changing the
camera direction. If a UAV is not directly over a target, then pointing the camera may
reward a UAV for observing the target from another angle. Another addition to the work
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may allow the UAV to adjust the weight of the belief models. For example, the SM+KM
model has some of the strengths of both belief models. Perhaps a better approach would be
to heavily depend upon the KM model early in the mission. At some time later, the UAV
would gradually introduce the SM belief model, eventually only depending upon this model
to predict behavior.
Further experimentation should also be performed for the multiple target case. One
avenue of experimentation would be to adjust the target priority based upon their behavior.
This would involve developing the ability to categorize the target according to its behavior.
Targets like the Markov target may have negatively affected tracking of the other two targets.
Other approaches that could increase performance might included organizational adaptations
of sport strategies. A zone strategy might put more UAVs in high traffic/speed areas and
fewer UAVs in low traffic/speed areas. Spreading out the UAVs according to environmental
factors may offer a slight mission advantage.
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