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We shall define a Schrödinger operator for a one-dimensional simplicial complex (a graph)
1 Γ without ends (that is, at least two and only finitely many edges meet at any vertex), which acts on functions of vertices T or edges R:
Here the coefficients are real, symmetric, and non-zero only for nearest neighbours
The coefficients b T :T = W T and d R:R = W R are called the potential, m T is the number of edges at a vertex, and ∂ is the boundary operator. Definition 1. The Wronskian of a pair of solutions of Lψ i = λψ i , i = 1, 2, is the skew-symmetric bilinear expression
Here R = (T T ′ ) is an oriented edge,
Theorem 1. The Wronskian of a pair of solutions is well defined as a 1-chain on Γ, whose boundary is equal to zero: ∂W = 0.
The proof follows in both cases by considering the quantity (
We consider a graph Γ having k 'tails' (z 1 , . . . , z k ), k ≥ 1: the tails z j are half-lines with edges R jn , n ≥ 1, and vertices T j,n−1 , ∂R jn = T jn − T j,n−1 . Suppose that the Schrödinger operator is 'finitary', that is, for n > n 0 and all j we have L = L 0 + 2 in both cases.
The equation Lψ = λψ has solutions in z j as n → ∞ of the form ψ
. A basis of real solutions for λ ∈ R is:
These solutions are defined only on the tails. We introduce a 'phase space' R 2k with basis (C 1 , S 1 , . . . , C k , S k ) and a skew-scalar product
The operator L determines the subspace Λ
λ , which can be extended to the whole graph Γ as the solution
in the tail z j for n > n 0 .
Theorem 2. 2 The subspace Λ ∞ λ is Lagrangian, that is, the scalar product on it is equal to zero.
The proof follows from Theorem 1. In fact, for any pair of solutions ψ 1 , ψ 2 on Γ we have W = k j=1 κ j z j + (finite), where the z j are the tails. Only the differences z i − z j can be extended to cycles on Γ modulo ∞. Therefore we have W = k l≥2 µ l (z 1 − z l ) + (a finite cycle) = k j=1 κ j z j + (a finite chain). Hence the theorem follows:
We represent the graph Γ in the form Γ = Γ ′ ∪ K 1 ∪ · · · ∪ K s , where the K l are trees growing from the vertices ('nests') T l ∈ Γ ′ , with Γ ′ a finite graph without ends ('the base'), s ≤ k. The spectrum of the operator L in the Hilbert space L ε 2 (Γ) = H ε , ε = 0, 1 (vertices and edges) can be divided into a continuous part |λ| ≤ 2 (scattering zone) and a discrete spectrum in the zones λ < −2, λ > 2. Points of the discrete spectrum inside the zone |λ| ≤ 2 are possible only if localized on Γ ′ , where λ = λ ′ is a singular eigenvalue. The algebraic properties of the scattering zone (unitarity) are entirely determined by Theorem 2. For |λ| > 2 we have a + a − = 1, a ± ∈ R. We consider a Lagrangian plane Λ 
