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ABSTRACT.
-We develop a regression model specification test that directs maximal power toward smooth transition functional forms, and is consistent against any deviation from the null specification. We provide new details regarding whether consistent parametric tests of functional form are asymptotically degenerate: a test of linear autoregression against STAR alternatives is never degenerate. Moreover, a test of Exponential STAR has power attributes entirely associated with the choice of threshold.
In a simulation experiment in which all parameters are randomly selected the proposed test has power nearly identical to a most-powerful test for true STAR, neural network and SETAR processes, and dominates popular tests. We apply the test to U.S. output, money, prices and interest rates. Smooth Transition Autoregression (STAR) models have gained significant pop ularity as a means to transcend well known explanatory and forecasting limita tions of linear and binary regime switching models. See Chan and Tong [1986a,b] , Terasvirta [1994] , Luukkonen et al. [1988] , Lin and Terasvirta [1994] , van Duk et al [2002] , Lundberg et al. [2003] and Lundberg and Terasvirta [2005] .
The standard setup models a time series {yt} as a two-regime autoregression gauges the speed of transition: y = 0 implies no transition in which case yt is a linear AR; and small (large) y > 0 implies slow (fast) transition.
Tests of linearity against STAR alternatives, however, have received almost no attention in the theory literature, although a standard practice dominates the applied literature. Since a test of ? = 0 is not nuisance parameter-free the standard practice is to exploit y = 0. The hypothesis is indirectly tested by performing a truncated Taylor approximation of F(yt_d, y, c) around 7 = 0. This leads to a simple sec ond or third order polynomial auxiliary regression in the spirit of Ramsey [1970] and standard F-tests of parametric zero-restrictions are used to determine whether the process is linear AR, or exponential or logistic STAR. See Luukkonen et al. [1988] , Saikkonen and Luukkonen [1988] , Lin and Terasvirta [1994] , Terasvirta [1994] , Gonzalez-Rivera [1998] , Escribano and Jorda [2000] , Rothman et al. [2001] , Lundberg and Terasvirta [2002, 2005] , and Lundberg et al. [2003] , to name a few.
In order for the polynomial regression to have meaning in a STAR framework, however, the true data generating process is simply assumed to be a STAR. If no assumptions are made the test merely directs power toward low order polynomials. The test is therefore not a true test against smooth transition alternatives, per se.
The nuisance "delay" parameter d remains in the polynomial regression. If d is not simply assumed it is selected by minimizing the F-statistic /7-value. The statis tic has a non-standard limiting null distribution in the latter case (Davies [1977] , Stinchcombe and White [1992] ), yet chi-squared or F-distributions are universally used. Similarly, in many instances the threshold c is simply fixed (e.g. Gonzalez Rivera [1998] ).
Finally, most smooth transition models in the applied literature incorporate only one threshold variable yt_d, and in some cases only time t (Lin and Terasvirta [1994] , van Dijk et al. [2000] , Lundberg et al. [2003] ). Test consistency will require each stochastic variable that enters into the null specification (e.g. yt_v ..., y ) to enter into the weight function F(), cf. Bierens [1982, 1990] and Stinchcombe and White [1998] .
New STAR Test
In this paper we develop a consistent1 parametric test of STAR functional form. Consistent parametric tests have been proposed by Bierens [1990] , Bierens and Ploberger [1997] , Stinchcombe and White [1998] , Dette [1999] and Hill [2007] . See Yatchew [1992] , Hardle and Hall [1993] , Hong and White [1996] , Stute [1997] and Li, Hsiao and Zinn [2003] for (semi) nonparametric methods.
Inconsistency arises because only a finite number of moment conditions are actually tested. A failure to reject the null may simply be due to the fact that some alternative not covered by the test statistic is true. In a STAR framework, even if we agree that finite-order polynomials adequately represents exponential and logistic functional forms, a failure to reject the test may be due to some other smooth tran sition mechanism (e.g. the Normal STAR: see Chan and Tong [1986b] ).
Our main contribution is a score test that directs power toward a general Smooth Transition Non-Linear Autoregression with Auxiliary variables (STARX). Single equation ARX models have a myriad applications in macroeconomics and finance (e.g. Baillie [1980] ; Bierens [1987, 1991] ; Pena and Sanchez [2005] ). The test is consistent against any deviation from the null, and nests specifications popularly employed in the STAR and Artificial Neural Network [ANN] literatures. Consult Hornik, Stinchcombe and White [1989] , Bierens [1990] , Hornik [1991] and Lee, White and Granger [1996] for details on ANN models and their usage in econo mics. Whereas smooth transition models have simple behavioral interpretations2, neural nets are typically employed to absorb evident and otherwise unexplained nonlinearity (e.g. Donaldson and Kamstra [1996] ). A score test provides an intui tive sample check that smooth transition or neural net terms have not been omitted from a nonlinear ARX null specification. and deliver a supremum test over 7 in order to elevate small sample power.
In a second contribution we prove consistency of a test against an Exponential STAR alternative is based on the threshold c. This suggests the practice of fixing c may curtail small sample test power.
Of separate interest, as a third contribution we prove a score test of linear autore gression against standard ANN or STAR alternatives is never degenerate except in a trivial case. This provides far more information concerning test degeneracy than previously characterized in Bierens [1990] and de Jong [1996] , and provides a natural setting for the optimal tests of Andrews and Ploberger [1994, 1995] who simply assume non-degeneracy.
There are, however, some notable limitations. Although we permit non-stationary time series our test evidently cannot distinguish between non-stationarity (e.g. a unit root or stochastic break) and nonlinearity. See Kapetanios, Shin and Snell [2000] and Kapetanios and Shin [2003] for tests in this genre. It also cannot handle some unbounded forms of global non-stationarity including linear trend in variance.
A simulation study demonstrates our test dominates standard tests, and vastly dominates the STAR polynomial regression test. In fact, the power of the proposed test against STAR, ANN and SETAR alternatives nearly matches that of uniformly most-powerful tests. Finally, we apply the test to a basket of U.S. macroeconomic variables.
In Section 2 we detail the STARX framework. Sections 3 and 4 contain the score statistic and construct smooth transition moment conditions. Asymptotic theory is developed in Section 5, and Section 6 characterizes test degeneracy. Sections 7 and 8 contain the simulation and empirical studies. Assumptions and proofs are in the appendices, and all tables are placed at the end. It would be straightforward to permit different lagspj and/?2 in the two regimes, and to allow yt andx, to have different lags. Similarly, we could easily generalize e, to a finite-order moving average process producing a smooth transition ARMAX model (cf. de Jong [1996] ). Either generalization would only further complicate notation3.
3. Since none of the following theory requires px= p2= p, we investigate p\ ? p2 in the simulation study of Section 7.
Persistence: v-Stability
In order to have an accessible asymptotic theory applicable to heterogeneous nonlinear ARX data {zf}, we utilize Bierens ' [1983, 1987, 1991, 1994] The property does not characterize processes with a non-negligible infinite past (e.g. a unit root process), it encompasses seasonality, bounded trend in mean and variance, and stochastic breaks. In practice the analyst will need to pre-test for unbounded trend and unit roots and filter the series appropriately. By standard mean-value-theorem arguments an estimator of the asymptotic vari ance of sn(?, 0,0) is
The score statistic under //0 is simply r? (9) = ?*?(*, o, e)T (er1 ?? (<U e).
We will show Tn(Q)->%2(0 when model (2) 
STARX TEST THEORY
In this section we derive the weak limit distribution of the STARX score test sta tistic TJ?).
A weak limit is required since 0 is unknown (see Billingsley [1999] ). Define (4) 1^ (0), where e, = y, -f(tf, z,_x)
We therefore need only consider K(9)~1/2\[nsn(?, 0,9).
In order to optimize small sample power we propose a supremum or average score statistics over 0. This requires treating V(Q)~l 4nsn(?, 0,9) as a random function of 0. We will show the vector V(Q)~ jnsn(?, 0,9) converges weakly to a Gaussian element of the space of continuous functions C [@] . Gaussian elements of C[0] are completely characterized by their mean and covariance functions V(,), the latter defined for our purposes as Assumption C inf9e0 Xm?n (F(0)) > 0 .
Weak Convergence
The null hypothesis in its most general form is simply f(?, zt_x ) is a version of
In the framework of (3) this translates to ? = 0. In general, Andrews and Ploberger [1994, 1995] In this section we analyze the set of all x for which V(Q) is singular. Define the set of parameters x that render K(0) singular:
A proof that Sj has Lebesgue measure zero, similar in spirit to Lemma 2 of Bierens [1990] and Lemma 2 of de Jong [1996] , is easy to deliver in the present environ ment and is therefore omitted for the sake of brevity. Our aim is to provide fresh insight into the contents of S?.
Neural Network Tests
Consider the case w(8, zt_x ) = 1 (hence 0 = x). Model (3) reduces to a single layer feedforward neural network form yt = /( > h-\ )+? x F(*%-\ )+s/
In this case the set S from Lemma 1 and Sq are identically those considered in Bierens [1991] . Assume the conditional variance is positive (a mild assumption).
The following is a somewhat trivial argument, but important to note. Remark: Bierens [1990] and de Jong [1996] show the set Sq has Lebesgue mea sure zero, but it is not known whether x eS0 corresponds to x e S. Under H{ and Assumption D we now know Sq c S. In other words, degeneracy is actually a secondary problem: the test Tn(Q) fails to work in every sense possible.
Smooth Transition Tests
We can go further for linear specifications under the null when the chosen weight F(x'zt_x ) has a non-zero derivative with positive probability. This covers standard ESTARX and LSTARX smooth transition functions F(xzt_x ).
Denote by
where R0 is the interval in Assumption B on which F is analytic and non-polyno mial. Write F'(u) = (dldu)F(u). [1996] exploit Lemma 1 to deduce that the set of such x has Lebesgue measure zero. We prove that no such xeS^ exists for exponential F(u) = exp {u}, logistic
Remark 2: The result can be extended to other specifications for w(d, zt_x) and f(?, zt_x) under appropriate modifications to the line of proof. Remark 3: In a test of linear ARX against a general nonlinear alternative, the non-singularity Assumption C is superfluous, and may simply be replaced with the mild heteroscedasticity Assumption D.
Remark 4: In maximum likelihood settings the functional ave * Tn(Q) can be interpreted as the limit of a (Gaussian) weighted average power optimal test, where power is directed toward alternatives near the null (Andrews and Ploberger [1994] ). Similarly, sup9e0* Tn(Q) directs power toward distant alternatives but is only known to be asymptotically admissible (Andrews and Ploberger [1995] ). In both cases the covariance matrix is required to be uniformly positive definite in the nuisance parameter space: inf6e0* ^mjn(^(6)) > 0. Consistent CM tests of linear autoregression against a smooth transition alternative therefore provide a natural setting for Andrews and Ploberger's [1994, 1995] 
. 3 (or 4). LM tests for each d is performed,
and the test statistic with the smallest /7-value based on the chi-squared distribu tion is selected. See Luukkonen et al. [1988] and Terasvirta [1994] . These are the LPOLY and EPOLY tests, respectively.
Tests of Nonlinearity
We perform the neural test of neglected nonlinearity (Lee et al, 1996) , the Bierens [1990] A standard LM test of H0: ?i ,-=0 is performed.
Most Powerful Tests
By appealing to the Neyman-Pearson lemma most-powerful tests against STAR and ANN alternatives are easy to generate, and will help gauge the strength of the proposed STAR test. say. We compute supeg@B T?(<\>, 9), the MP-LSTAR and MP-ESTAR tests9.
9. The SETAR process is simply an LSTAR with x = co . Thus, the logistic sup-MP-STAR test (which directs power toward distant alternatives, cf. Andrews and Ploberger, [1994] ) should come close to a most powerful test against a SETAR alternative.
Results
Test results are reported in Table 1 
EMPIRICAL APPLICATION
We apply all tests in the simulation study (except the MP tests) to macroeco nomic processes modeled in Rothman et al. [2001] as a Logistic Smooth Transition VECM process. The variables studied are the logarithm of nominal, seasonally adjusted Ml (m), the logarithm of unadjusted output measured by the industrial production index (y), the logarithm of the producer price index (p), the commercial paper rate (r), the 90-day Treasury bill rate (rb), and the rate spread rb -r All data were taken from the Saint Louis Federal Reserve data base, are monthly for the period 1959:01 -2003:08, and seasonally adjusted at the source when applicable. Based on augmented Dickey-Fuller tests all variables, except for the rate spread, are differenced {Am, Ay, Ap, Ar }. Evidence suggests the Treasury bill and com mercial paper rates are cointegrated of order one such that the spread is 1(0). The sample size is 536 months, before lag and differencing adjustments. Test results are reported in Table 2 . The sup-STAR tests produce highly significant evidence in favor of smooth transition nonlinearity in money growth, inflation, and fluctuations in the commercial paper rate and the rate spread. The strongest evidence points to Logistic-STAR nonlinearity in each univariate series {Am, A, Ar rb -r }.
By comparison, the polynomial regression tests provide weaker evidence of STAR nonlinearity, and do not detect a smooth transition structure in the rate spread series. At the 5% level the neural test of neglected nonlinearity only finds logistic nonlin earity in the commercial paper rate and exponential nonlinearity in the rate spread. The RESET test fails to detect nonlinearity in any series. 
CONCLUSION
We present a new test of regression model specification against a general class of Smooth Transition Autoregressions. The test obtains an asymptotic power of one against any form of model mis-specification, and delivers a nonlinear STARX alternative that is guaranteed to improve the model fit. The test solves major short comings of the seemingly universal practice of linearizing the transition function and performing F-tests on polynomial regression coefficients. The conventional test is not consistent against a general alternative, it is ineffective against non exponential or non-logistic smooth transition forms, and uses the wrong limit dis tribution in cases when the p-value is optimized in order to select a delay param eter. Our test performs impressively well against conventional tests of functional form, non-negligibly dominates the conventional STAR test, and nearly matches the empirical power of a Most Powerful test.
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The ?-stability condition has since been categorized under Near Epoch Dependence (Davidson [1994] ). The only differences between NED and ?-stability are (/) ?-stability imposes uniform boundedness in r; and (ii) NED uses a two sided future-past lag of the shock, and divides the right-hand-side into time-depen dent constants dt (not necessarily bounded) and lag-dependent coefficients v(m) (Davidson [1994] ):
Neither property characterizes processes with a non-negligible infinite past (e.g. a random walk). For all practical purposes the two concepts are identical for glob ally stationary, one-sided processes. Indeed, although there are few results estab lishing which processes are ?-stable, all results establishing NED for one-sided time series with sup,eZ dt < oo apply to ?-stability, including ARFIMA (p, d, q) and FIGARCH(p, d, q) Step 1 : By construction Xmin (9) = infrV=1 E[z2 (r'gt (9) set under a continuous mapping is compact, hence Xm{n ( ) is compact on 0^. Therefore the image of Xm[n ( ) is closed and bounded, and ^min() admits a unique minimum on ?\ . This implies inf0G0* A,min(0) = min?G0* A,min(0).
Step 2 For fixed r and x e S?, (6) defines a functional identity with respect to zt_x with probability one. Differentiating both sides of (6) with respect to zt_x, multiplying by zM, and using identity (6) 1/2 =0^(1) follows from Lemmas A.5iv and A.6.vi, and AssumptionCThussupe 0^ |f(9)"1/2-F(9)"1/2| xsup0G0jV^w(<|),O,9)| =op(l)
by Lemmas A.2 and A3, Cramer's Theorem and the mapping theorem.
Step 2 Now use the triangular inequality to conclude each term on right-hand-side of (11) is op(l).
Finally, Lemma 1 guarantees for any S the set S = {x g RPk+] ; r|(9) * 0 and P(xfzt_x e R0) = 1} has Lebesgue measure zero.
Because V(Q) is uniformly positive definite in 0^ so are V(Q)~l and F(9)~1/2, hence F(9)~1/2r|(9) * 0 for every 9 e 0^ except xeS.
