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Time and risk preferences are known to vary considerably across individuals but less is known about the determinants of these individual differences.  This paper examines whether preferences vary by geographical location.  The motivation for examining geographic heterogeneity is the higher level of mortality experienced in Glasgow over and above that explained by deprivation, sometimes referred to as the ‘Glasgow effect’.  Data were collected from 3,702 individuals across Glasgow, Manchester and Liverpool between July and November 2011.  The results show evidence of geographic preference heterogeneity.  Contrary to our hypothesis, individuals in Glasgow have a lower rather than higher time preference rate.  Individuals in Glasgow are on average more risk seeking compared to Liverpool and more likely to be at the tail end of the distribution (very risk seeking) compared to Manchester.  Differences in risk preferences may help explain some of the differences in mortality associated with risky health behaviours such as drug and alcohol use.  However, individuals in Glasgow were also more future oriented suggesting that they are less likely to engage in risky healthy behaviours.  As the differences in time and risk preferences work in opposite directions in terms of health investments it less likely that these differences can help explain excess mortality in Glasgow.  





Time and risk preferences are key parameters in economic models determining consumption and savings over the lifecycle.  They play an important role in an individual’s decision to invest in education, pensions, health etc.  Initially, interest in individual differences in time and risk preferences was limited as standard economic models assume preferences to be exogenous and stable and uniform across populations.  However, there is a growing interest into the nature of time and risk preferences within both the theoretical and empirical literature.  The concept of endogenous preferences has been introduced in some economic models.  For example, Bisin and Verdier (2001) argue that social environment has an impact on preferences through imitation and learning from role models such as teachers and peers.  The growing empirical literature suggests that time and risk preferences are not uniform across populations but vary considerably across individuals (Frederick et al., 2002).  Relatively little is known about the determinants of these individual differences.  There is some evidence that time and risk preferences are a function of individual characteristics such as age, gender and education (see for example, Cairns and van der Pol, 2000 and Barsky et al, 1997).  
The interest in this paper is whether there are geographic differences in individual time and preferences.  Little is known about how preferences are formed and how preferences may vary across geographic location is therefore unclear.  However, a number of hypotheses can be generated.  It could be hypothesised that preferences are determined by the genetic makeup of an individual and remain stable over the lifetime.  Carpenter et al (2011) show that genotypes are associated with time and risk preferences.  Geographic variation in genetics may therefore result in geographic preference heterogeneity.  If preferences are assumed to be endogenous, geographic differences in individual characteristics such as education and income as well as characteristics of the social environment may result in geographic preference heterogeneity.  The impact of the social environment on preferences is of particular interest as it could be argued that the social environment is most likely to vary across geographic locations.  It has been hypothesized in the economics literature that social environment has an impact on preferences through imitation and learning from role models such as teachers and peers (see for example, Bisin and Verdier (2001)).  Social connection of a society may also have an influence.  It is hypothesized that the social connection in a collectivist culture may provide a “cushion” in that their networks will protect them against catastrophic outcomes (Hsee & Weber 1999).  This means that individuals can afford to be more risk-seeking and/or more patient.  Only a few previous studies have explored geographic preference heterogeneity, mainly across countries (Poulous and Whittington, 2000, Wang et al, 2011, Rieger et al, 2011, Cairns and van der Pol, 2000).  Evidence of geographic preference heterogeneity was found.
The motivation for examining geographic heterogeneity is the higher level of mortality experienced in Glasgow compared to elsewhere in the UK even after adjusting for differences in socio-economic status.  The causes for this effect remain unclear and so a large body of work has been undertaken to investigate this excess mortality (ScotPHO, 2014).  Walsh et al. (2010a) compared Glasgow with Manchester and Liverpool, cities with similar levels of deprivation, and found that mortality in Glasgow was significantly higher.  This was particularly so for causes of death related to health behaviours.  Almost half of the excess mortality for those aged under 65 years was due to deaths for alcohol-related causes (32%) and drug-related poisoning (17%).  This may suggest that differences in investments in health capital (health behaviours) may help explain higher levels of mortality in Glasgow.  Given that in economic models time and risk preferences are key parameters determining level of health investments and consequently level of health, geographic heterogeneity in preferences may help explain higher levels of mortality in Glasgow.  Time and risk preferences have been shown to be correlated with a range of health behaviours (see for example Madden et al., 1997, Rossow, 2008, and Khwaja et al., 2006, Barsky et al., 1997 and Pfeifer, 2012).  
Preference heterogeneity has been raised previously as a potential explanation for higher levels of mortality in Glasgow (Bell and Blanchflower, 2007), but there is no empirical evidence of any differences in preferences between Glasgow and other cities within the UK or more widely.  This study examines whether individuals’ time and risk preferences in Glasgow are different from those in other UK cities with similar levels of deprivation (Manchester and Liverpool).  Geographic heterogeneity in time preferences is explored in terms of the rate of time preference but also the extent of present bias.  Present bias has been observed in many empirical studies suggesting that individuals attach enhanced significance to immediate outcomes and represents a violation of the Discounted Utility (DU) model (Frederick et al., 2002).  Present bias is of particular interest in the context of health behaviours as individuals often plan future healthy choices but fail to follow through with these choices when the time arrives.  

2. Methods
Time and risk preferences are not readily observed and the economic literature therefore tends to rely on stated preference methods.  This study collects primary data as no suitable data on individuals’ time and risk preferences are available to explore geographic heterogeneity in the context of excess mortality in Glasgow.  
2.1. Time preferences
The stated preference method used in this study to elicit time preferences for health is similar to the one used in Cairns and van der Pol (2004).  Time preferences for health are elicited as these are most relevant in the case of health investments. Standard economic theory generally assumes that individuals exhibit a single time preference which governs behaviour in all contexts.  Empirical evidence has challenged this assumption (see for example, Cairns, 1992, Chapman and Elstein, 1995, Cropper et al., 1994, Lazarro et al., 2001).  
The basic format is a discrete choice between 20 days of ill-health in 2 years from now and x days of ill-health in 7 years from now.  The same moderate health state as in the study by Cairns and van der Pol (2004) is used.  The health state is described as follows: You will experience a spell of ill-health in which you will suffer from muscle and joint pain, headaches and unrefreshing sleep. You will also have impaired concentration severe enough to cause you problems with performing your usual activities (e.g. study, housework, family or leisure activities).  In the Discounted Utility (DU) model, the intertemporal utility function which expresses the satisfaction or utility as a function of outcomes at different points in time can be expressed as:
				(1)
where V is the present value, v is the period value function,  is the individual’s time preference rate, x is the outcome and t is the time period.
Assuming a linear utility function, the time preference rate () offered in the choice is equal to:
 					(2)
In the first choice x is equal to 26 days which implies a rate of 0.057.  Indifference points are elicited using an iterative procedure whereby x in the follow-up choice is varied depending on the answer to previous choice.  This method, sometimes referred to as titration method, has been used extensively within the time preference literature (Frederick et al., 2002).  Individuals are presented with additional follow-up choices until their responses indicate an implied time preference rate within an arbitrarily chosen interval of 0.0174, or their responses indicate an implied time preference rate less than -0.083 or greater than 0.196.  The choice of range was based on previous research in a representative sample of the general public (Cairns and van der Pol, 2000).  
The range offered included negative time preference rates as these are common in the case of health losses (van der Pol and Cairns, 2000).  Individuals may exhibit negative time preference because of the anticipation of future unpleasant consequences (dread) (Loewenstein, 1987, Loewenstein and Prelec 1991).  The choices may therefore reflect both the discounted value of the loss and dread (Harris, 2012).  It is not possible to distinguish between these two effects.  However, the two effects work in the same direction in terms of pattern of response and their impact on health investments.  Individuals with greater feelings of dread and a lower time preference rate are more likely to choose the more immediate option in the choices.  It can also be hypothesised that individuals with greater feelings of dread and a lower time preference rate are more likely to invest in their health.  
2.2. Alternative time preference models
One of the key axioms of the discounted utility model is stationarity. It refers to the assumption that preference between two outcomes depends only on the absolute time interval separating them.  However, in practice preferences between two delayed outcomes often switch when both delays are incremented by a given constant amount (Frederick et al., 2002).  This is referred to as decreasing timing aversion or the common difference effect. Alternative, hyperbolic, discounting models have been developed to accommodate this effect.  These are of particular interest in the context of health investments as individuals often plan future healthy behaviour but fail to follow through with this when the time arrives.  This time inconsistency is reflected within hyperbolic discounting models.
Economists have shown a greater interest in a quasi-hyperbolic model which incorporates a bias for the present (an immediacy effect) but maintains the stationarity condition for future delays between outcomes (Laibson, 1998).  The intertemporal utility function in the case of the quasi-hyperbolic model can be expressed as:
		0<1 			(3)
The  parameter determines how much the function departs from the traditional model.  If =1 the discounting function is the same as the discounted utility model.  Psychologists have favoured hyperbolic models that imply a monotonically decreasing rate of time preference.  Popular hyperbolic models are the Mazur model (1987) and the Harvey model (1986).  The intertemporal utility function in the case of the Loewenstein and Prelec’s generalised hyperbolic model can be expressed as:
					(4)

The g parameter determines how much the function departs from the traditional model.  As g approaches zero the discounting function approaches the discounted utility model.  Loewenstein and Prelec’s two-parameter model encompasses a number of hyperbolic models which have appeared in the literature.  For example, setting g = 1 yields the model implied by Harvey (1986).  Alternatively, setting h/g = 1 yields the model proposed by Mazur (1987).  
To explore alternative discounting models time preference rates for two further periods of delay are elicited.  To test for present bias time preferences for a period of delay from now to 5 years is also elicited.  To test for a delay effect time preferences for a period of delay from 2 to 11 years is also elicited.  
2.3. Risk preferences
Lotteries are the most commonly used method in the economics literature to estimate risk preferences.  However, due to constraints on survey length (a range of hypotheses were explored within the same survey), this was not possible.  Risk preferences are therefore elicited using a general risk question which has been included within a number of household surveys such as Understanding Society in the UK.  The question asks individuals how willing they are to take risks in general.  Individuals indicate their willingness on a scale from 1 (unwilling to take risks) to 10 (fully prepared to take risks).  Dohmen et al. (2011) showed that this general risk question accurately predicts behaviour within incentive compatible lottery experiments.  Although evidence suggest that risk preferences are domain specific (van der Pol and Ruggeri., 2008), Dohmen et al (2011) show that general risk preference is associated with health behaviours (smoking).
2.4 Method of analysis
Regression analysis is used to explore whether time preferences vary by city whilst controlling for age, gender, marital status, education, employment status, social grade, ethnicity, length of residence in city, area based deprivation and religion.  Full details and definitions of the covariates can be found in Walsh et al (2013).  It is also investigated whether time preference rates vary across the three questions: delay from now to 5 years in the future; delay from 2 to 7 years in the future; and delay from 2 to 11 years into the future.  Dummy variables are included for the first and last question.  The first dummy variable (delay from now to 5 years in the future) tests for present bias.  If individuals attach enhanced significance to outcomes occurring now (immediacy effect), the sign of this dummy variable is positive.  The second dummy variable (delay from 2 to 11 years in the future) tests the relationship between time preference and period of delay.  If the hyperbolic model holds time preference rates decrease as a function of delay and the dummy variable has a negative sign.  If the standard discounted utility model holds, both dummy variables should not be statistically significant.  Interaction terms between present bias and city and between delay effect and city are included to examine whether the delay effect and present bias are greater in Glasgow compared to Manchester and Liverpool.  As some individuals may have implied rates outside the range of rates offered (-0.0830 to 0.1960), censored regression techniques (tobit) are used.  Robust standard errors are estimated to adjust for clustering of observations within individuals.  Ordered probit regression analysis is used to explore whether risk preferences vary by city whilst controlling for age, gender, marital status, education, employment status, social grade, ethnicity, length of residence in city, area based deprivation and religion.  Ordered probit analysis is used as risk preferences are measured using a categorical variable.  
The above analyses test for differences in mean preferences across the three cities.  Additional analyses are conducted to examine differences in the distribution of preferences across cities.  It could be the case that the mean is the same across cities but relatively more individuals in Glasgow are at the tail ends of the distribution.  This would be important as it could be argued that the tail end of the distribution (very risk reeking and very present oriented) is most likely to be associated with low health investments.  Probit regression analysis is therefore used to test whether there are differences in the tail end of the distribution across cities whilst controlling for age, gender, marital status, education, employment status, social grade, ethnicity, length of residence in city, area based deprivation and religion.  The dependent variable takes on the value of one if risk preferences are equal to ten and zero otherwise.  Sensitivity analyses are conducted where risk category nine is also coded as one and where risk categories eight and nine are also coded as one.  In case of time preferences the dependent variable takes on the value of one if the time preference rate is greater than 0.1960 in all three time preference questions and zero otherwise.  
Interactions between time and risk preferences are also explored.  In standard economic theory time is assumed to have no impact on risk preferences and risk no impact on time preferences.  More recently theoretical papers have rejected separability of time and risk preferences (Halevy, 2008).  Halevy (2008) argues that present bias may be the result of present outcomes being certain and the future outcomes uncertain.  A few studies have examined the correlation between time and risk preferences with some studies showing a significant correlation between time and risk preferences and other studies showing no significant correlation (see for example Anderhub et al.,2001, Barsky et al., 1997, Van der Pol and Ruggeri, 2008). To explore the interaction between time and risk preferences, it is first assessed whether time and risk preferences are correlated by including risk preferences in the time preference regression model.  Time preferences are also analysed separately for individuals who are less willing to take risk, that is more risk averse, (response to risk question <5) and for individuals who are more willing to take risk, that is more risk seeking, (response 5).  This explores whether present bias and the delay effect varies across risk seeking and risk averse individuals.  These analyses also explore whether differences across cities in time preferences are similar across risk averse and risk seeking individuals.  Similarly, risk preferences are analysed separately for individuals exhibiting negative time preferences and for individuals exhibiting positive time preferences.  

2.5. Data 
The data were collected as part of a larger survey (Walsh et al., 2013).  The survey included a series of questions including social capital questions, political questions, human values scale, life orientation test, sense of coherence scale and generalised self efficacy scale (Walsh et al., 2013).  Household surveys were conducted with adults aged over 16 years in Glasgow, Manchester and Liverpool.  The data were collected at the respondents’ home using computer assisted personal interviews (CAPI) between July and November 2011.  Ethics approval was obtained from the University of Glasgow Medical Faculty Ethics Committee (project reference no. zFM06910). A total of 3,702 interview were conducted, 1,289 in Glasgow, 1,202 in Liverpool and 1,211 in Manchester.  The households were randomly selected but stratified by deprivation deciles to ensure that areas of all levels of deprivation were included.  The overall response rate was 55%.  Table 1 shows the descriptive statistics of the sample.  The samples have been shown to be broadly representative of the cities’ populations (Walsh et al., 2013).  

3.  Results
Table 2 shows the regression results for time preference.  The Table shows that contrary to the main hypothesis individuals in Glasgow have a lower implied time preference rate compared to Manchester and Liverpool.  For the 2 to 7 year delay the time preference rate is 0.181 higher in Manchester compared to Glasgow and 0.133 in Liverpool compared to Glasgow.  Evidence is found of a delay effect with time preference rates being lower for the longer period of delay.  There are some differences between the cities with the delay effect being much smaller in the case of Liverpool compared to Glasgow and Manchester.  The delay effect in Liverpool is close to zero.  The coefficient on present bias is not statistically significant.  In line with previous literature older individuals have higher rates of time preference whilst university educated individuals have lower rates of time preferences.  
Negative time preferences are common in the case of health losses due to the disutility associated with anticipation of future ill health (dread).  This was also found in this study with a relatively large proportion preferring to experience ill health sooner rather than later.  This was also found to vary across the cities.  On average, 62% of respondents in Glasgow had negative time preferences compared to 48% in Liverpool and 43% in Manchester.  
Table 3 shows the regression results for risk preferences.  The results show that individuals in Liverpool are more risk averse compared to Glasgow after controlling for individual characteristics.  The difference between Manchester and Glasgow is not statistically significant.  In line with previous literature older individuals and females are more risk averse whilst university educated individuals are more risk seeking. 
Table 4 shows that the results in terms of city differences in the tail end of the time preference distribution are similar to the mean results.  Individuals in Glasgow are less likely to be very present oriented compared to individuals in Liverpool and Manchester.  In case of risk preferences, whilst the difference in mean risk preferences between Glasgow and Manchester was not significant the results in Table 4 show that individuals in Glasgow are more likely to be very risk seeking compared to Manchester.  That is, there are differences in the distribution of risk preferences.  The sensitivity analyses (available on request) show the same results for Manchester irrespective of whether risk categories eight and/or nine are also included.  The difference between Glasgow and Liverpool is significant at a 10% level only and changes from positive to negative in the sensitivity analyses.  




This paper explored geographic time and risk preference heterogeneity in the context of the higher level of mortality experienced in Glasgow over and above that explained by deprivation.  Time and risk preferences were compared across three UK cities with similar levels of deprivation: Glasgow, Liverpool and Manchester.  Differences in time and risk preferences are a plausible hypothesis for the excess mortality in Glasgow given that time and risk preferences have been shown to be correlated with a range of health behaviours including drug and alcohol use and given that almost half of the excess mortality for those aged under 65 years was due to deaths for alcohol-related causes and drug-related poisoning.  The results showed that there were geographic differences in time and risk preferences.  Contrary to our hypothesis, individuals in Glasgow exhibit lower rather than higher rates of time preference.  Individuals in Glasgow were on average more risk seeking than individuals in Liverpool.  The difference in mean risk preferences between Glasgow and Manchester was not statistically significant.  However, individuals in Glasgow were more likely to be at the tail end of the distribution (very risk seeking) compared to individuals in Manchester.
Interactions between time and risk preferences were also investigated.  Present bias and the delay effect were found in individuals who more willing to take risk (risk seeking) only suggesting that risk seeking individuals are more likely to be hyperbolic discounters compared to individuals less willing to take risks (risk averse).  This has to our knowledge not been explored previously and which contributes to the more recent literature on the relationship between time and risk preferences.  The interaction between time and risk preferences was also important in terms of geographic heterogeneity.  Differences in risk preferences across cities varied depending on whether individuals exhibited negative or positive time preference.  Differences were found for individuals with positive time preference only, individuals were more risk seeking in Glasgow compared to Manchester and Liverpool and both differences were statistically significant.  This is an important finding if there is an additive effect on health investments.  For example, being risk seeking in addition to having positive time preference may further increase the likelihood of engaging in unhealthy behaviours.  Evidence suggests that, individually, time and risk preferences are correlated with a range of health investments.  However, little is known about the joint effect of time and risk preferences on health behaviours.  
A relatively large proportion of respondents exhibited negative time preferences compared to previous studies with similar stated preference questions (Cairns and van der Pol, 2000 and 2004).  The main difference between the studies is mode of data collection.  Cairns and van der Pol (2000) used postal questionnaires and Cairns and van der Pol (2004) used a web-based questionnaire.  Both studies had relatively low response rates and therefore a non-response bias may have caused the difference in the proportion of respondents exhibiting negative time preference between the studies.  
There are some limitations to this study.  First, there are limitations inherent in the stated preference approach, specifically there are concerns over the validity of responses compared with values derived from observed behaviour.  However, it is difficult to observe choices that reflect time and risk preferences and then control for the large number of possible influences.  Secondly, the method in this study used to elicit time preference is subject to an anchoring bias (Cairns and van der Pol, 2004).  However, the aim was to compare time preference rates across the three cities rather than estimate the population’s time preference rate.  An anchoring bias will not have influenced the comparison as long as bias is similar across the three cities.  Thirdly, due to survey constraints risk preferences were elicited using a general risk question rather than lotteries and did not consider health outcomes.  However, the general risk question has been shown to be correlated with both incentive compatible lottery experiments and health behaviours (Dohmen et al., 2011).  Fourthly, time preferences were elicited for health outcomes whilst the risk question was more general.  Stronger interaction effects between time and risk preferences may have been found when time and risk preferences are elicited for the same outcome.
It was not possible to explore whether and by how much differences in time and risk preferences reduce differences in mortality between cities.  Future linkage between survey data and health records may allow investigation of differences in mortality as a function of time and risk preferences in the future.  Alternatively, differences in health behaviours across the cities could have been examined.  Data were collected on smoking behaviour but smoking levels have been shown to be similar across cities (Walsh et al., 2010b).  Given that excess mortality has in part been shown to be due to deaths for alcohol related causes and drug related poisoning, examining differences in drug and alcohol use could have provided more important insights.  However, obtaining reliable survey data on drug and alcohol use is very challenging (Catto et al., 208) and, due to restrictions on survey length, not feasible in this study.  
There was some indication that individuals in Glasgow were more risk seeking which may help explain some of the differences in mortality associated with risky health behaviours such as drug and alcohol use.  However, individuals in Glasgow were also more future oriented suggesting that they are less likely to engage in risky healthy behaviours.  As the differences in time and risk preferences work in opposite directions in terms of health investments it less likely that these differences can help explain excess mortality in Glasgow.  This will depend on the extent to which these effects cancel each other out.  Also, evidence suggests that the excess mortality in Glasgow is a relatively recent phenomenon (Walsh et al., 2010a).  For the risk preference hypothesis to explain part of the excess mortality, it is necessary that risk preferences have changed recently and in Glasgow only.  The question arises whether this is plausible. Further research exploring determinants and trends in risk preferences is required.  If risk preferences could plausibly explain part of the excess mortality, the question arises whether risk preferences are amenable to change.  Risk preferences are likely to be shaped in childhood and interventions aimed at educating children and their parents to be more sensitive to risk would be appropriate, if feasible.  
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Descriptive statistics of sample
	Glasgow	Liverpool	Manchester
	N (%)		N (%)		N (%)	
Age						
   Age 16-29	299	23.2	255	21.2	340	28.1
   Age 30-44	323	25.1	270	22.5	316	26.1
   Age 45-64	371	28.8	352	29.3	280	23.1
   Age 65+	295	22.9	325	27.0	271	22.4
   Missing 	1	0.1	0	0.0	4	0.3
Gender						
   Male	531	41.2	500	41.6	568	46.9
   Female	757	58.7	702	58.4	639	52.8
   Missing	1	0.1	0	0.0	4	0.3
Marital status						
   Other	896	69.5	792	65.9	805	66.5
   Married/civil partnership	393	30.5	410	34.1	406	33.5
Education						
   No university degree	1,153	89.4	1,028	85.5	1,062	87.7
   University degree	133	10.3	174	14.5	144	11.9
   Missing	3	0.2	0	0.0	5	0.4
Employment status						
   Employed	491	38.1	391	32.5	373	30.8
   Unemployed	149	11.6	110	9.2	180	14.9
   Ill/disabled	110	8.5	113	9.4	79	6.5
   Retired	341	26.5	381	31.7	309	25.5
   Looking after home/family	103	8.0	104	8.7	135	11.1
   In education/training	95	7.4	103	8.6	115	9.5
   Missing	0	0.0	0	0.0	20	1.7
Social grade						
   A	16	1.2	27	2.2	15	1.2
   B	110	8.5	112	9.3	134	11.1
   C1	317	24.6	338	28.1	278	23.0
   C2	267	20.7	234	19.5	193	15.9
   D	283	22.0	280	23.3	177	14.6
   E	233	18.1	161	13.4	313	25.8
   Missing	63	4.9	50	4.2	101	8.3
Ethnicity						
   Member of ethnic minority group	132	10.2	78	6.5	349	28.8
   Missing	0	0.0	1	0.1	0	0.0
Length of residence						
   Time in city not known 	333	25.8	242	20.1	405	33.4
   Possibly long-term resident	956	74.2	960	79.9	806	66.6
Deprivation quintile						
   1 (most deprived)	260	20.2	236	19.6	236	19.5
   2	264	20.5	247	20.5	257	21.2
   3	265	20.6	249	20.7	224	18.5
   4	260	20.2	231	19.2	257	21.2
   5 (least deprived)	240	18.6	239	19.9	237	19.6
Religion						
   Religion	705	54.7	923	76.8	814	67.2
   No religion	584	45.3	279	23.2	395	32.6
   Missing	0	0.0	0	0.0	2	0.2
Time preferences						
Delay 0 to 5 years						
   < - 0.0830	677	52.5	506	42.1	353	29.1
   -0.0830 to 0.1960	176	13.7	349	29.0	386	31.9
   > 0.1960	433	33.6	347	28.9	456	37.7
Delay 2 to 7 years 						
   < - 0.0830	691	53.6	487	40.5	354	29.2
   -0.0830 to 0.1960	175	13.6	351	29.2	390	32.2
   > 0.1960	420	32.6	364	30.3	449	37.1
Delay 2 to 13 years 						
   < - 0.0830	712	55.2	439	36.5	342	28.2
   -0.0830 to 0.1960	152	11.8	307	25.5	347	28.7
   > 0.1960	422	32.7	456	37.9	504	41.6
Risk preferences						
   1 (unwilling to take risk)	137	10.6	199	16.6	79	6.5
   2	55	4.3	124	10.3	61	5.0
   3	87	6.8	94	7.8	76	6.3
   4	124	9.6	92	7.7	96	7.9
   5	149	11.6	139	11.6	166	13.7
   6	174	13.5	129	10.7	228	18.8
   7	149	11.6	92	7.7	191	15.8
   8	175	13.6	124	10.3	184	15.2
   9	140	10.9	101	8.4	83	6.9

















Present bias  Liverpool	-0.018**	-1.97	-0.018**	-1.97








































































Regression results tail end of preference distribution




































Time preference models by risk preferences






Present bias  Liverpool	-0.018**	-1.97	-0.008	-0.56	-0.022*	-1.91




































Risk preference models by time preferences





























Notes: * p<0.1; ** p<0.05; *** p<0.01
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