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Abstract
We investigate the power of market mechanisms { and auctions in particular { to compute various functions. The speci c contributions of this paper are twofold. From the conceptual standpoint, we identify a new type of computational resource in a distributed setting { namely willingness of various parties to disclose information necessary for the computation. From the technical standpoint, we present a number of results concerning the communication complexity of rational computation. The proof technique in these theorems is novel, in that it calls for constructing innovative auction mechanisms and studying their equilibria strategies.
Introduction
In this paper we look at markets as computing devices. This may seem odd at rst, since market mechanisms are usually thought of as optimizing some economic value such as social welfare or seller revenue. However, it is the case that as a side e ect of such optimization certain functions are computed (such as the maximum among all bidders valuations for a good). Here we reverse the considerations; we ask what functions are in principle computable by markets, and only as a side consideration we may ask about the economic aspects of such computations. The paper makes two speci c contributions. The rst is conceptual, de ning the notion of rationally computable functions. The second is technical, providing various results on the communication complexity of rational computation. 1 To understand the spirit of this paper, recall that foundational work in computer science can in large measure be thought of as the study of methods for overcoming fundamental resource constraints on computation. The traditional resources have been computation time and storage space. Recently, inspired by the ubiquity of computer networks, a third resource has come to the fore { communication bandwidth. These three types of resource have given rise to corresponding notions of computability and complexity, namely time-, space-, and communication complexity. Rational computability is concerned with a new type of resource constraint. It too is motivated by networking, but in particular by Internet-like networks in which multiple parties interact without necessarily sharing the same objectives or information. The particular resource we concentrate on here is willingness to disclose.
To get a concrete feel for these concepts, imagine a simple situation in which two parties, A and B, hold two private numbers, and a third party { C { wishes to compute the maximum of these two numbers. What happens if either A or B decide not to disclose their values to C for whatever reason? Ordinarily one might say that C is out of luck, unless C has some authority over A and B. However, it turns out that even in a democratic setting, albeit a capitalistic one, there are circumstances under which C can indirectly elicit the needed information. Consider the case in which the two numbers represent the values for A and B of some object which C possesses, and furthermore that A and B are rational in the economic sense (which we will formally de ne later). C could now set up an auction for the item in such a way that, by following bidding strategies that best serve their individual interests, A and B will necessarily reveal to C information that is su cient to compute the maximum of the two values. In this case we will say that the MAX function is rationally computable.
The design of auctions to elicit certain information from individuals requires the use of game theory, and in particular of the area called 'mechanism design'. Mechanism design, to which auction theory belongs, is a part of game theory concerned with`information economics'. Loosely speaking, a market (or an auction; we'll use the terms interchangeably) is viewed as procedure with which to elicit private information from various parties about their values for items which they ordinarily would not disclose; market design is an exercise in \incentive engineering".
As we will discuss, it follows from well-known results in mechanism design that every computable function is also rationally computable. However, this computation can be expensive in terms of the more traditional computational resources, such as time, space or communication. The technical results in this paper concern the communication complexity of rational computation. For example, we are able to show that, under certain assumptions, a single bit of communication is su cient to compute the MAX function. This may not seem that surprising given the intended economic function of auctions; what is more surprising is that the same result holds for the MIN function. Some of the other results we give concern the rational computation of the k?th order statistic, the rational computation of arbitrary functions, as well as the potential tradeo between minimizing communication and maximizing revenue.
The proofs of these results involve techniques that are novel in two respects. For most computer scientists they are novel in that they involve de ning auctions and computing the equilibria strategies in those auctions. For game theorists the proofs are novel since they require constructing mechanisms that are not geared towards attaining a standard economic objective.
The rest of the article is organized as follows. In Section 2 we brie y review relevant material on auction theory, which is the most basic and central theory in mechanism design. In Section 3 we present the notion of rational computation in a distributed system, and the basic result regarding rational computability (namely, that all computable functions are rationally computable). In Section 4 we present several results on the communication complexity of rational computation, using auctions of only a single good. In Section 5 we look at the degree to which using multiple goods can decrease the communication complexity of rational computation. In Section 6 we discuss a tradeo between expected seller revenue and communication complexity of rational computation.
A mini-primer on auction theory
In this section we provide the reader with the requisite knowledge of auction theory, including several speci c well-studied basic auction mechanisms. Some of the technical and conceptual assumptions we take are presented in this section.
Framework and principles
Following Monderer and Tennenholtz 4] we now present some background of auction theory which is necessary for this paper.
Consider a seller who wishes to sell a particular good, where there are n agents denoted by 1; 2; : : : ; n who wish to buy this good. An auction is a procedure in which participants submit messages (typically monetary bids) for the good. The auction's rules specify the type of messages, and as a function of the messages submitted by the participants they determine the winner and the payments to be made by the participants (to the auction organizer). Formally, an auction procedure for n potential participants, N = f1; 2; : : : ; ng The distribution ofv i is denoted by F i . That is, F i (v) = Prob(v i v). The probability measure induced by F i on R + is denoted by P i . Let P denote the product probability measure of (P i ) i2N on R N + and let P ?i denote the product probability measure de ned by (P j ) j2Nnfig Under the assumption that economic agents use equilibrium strategies, if the auction game G = G(n; A; u = (u i ) n i=1 ; F = (F i ) n i=1 ) has a unique equilibrium pro le b = (b 1 ; b 2 ; : : : ; b n ), then the seller expected revenue in this equilibrium is denoted by R G . When the auction game has more than one equilibrium pro le, we denote by R G the revenue of the seller in the worst case, that is the greatest lower bound of the revenues obtained in some equilibrium.
As in most work in auction theory, we will assume that the agents are risk-neutral. We assume that an agent with valuation v i who obtains a good and pays x i has a utility u i (v i ? x i ) = v i ? x i . Similarly if the agent does not get the good but pays x i then his utility is ?x i . We assume that thev i 's are i.i.d over a nite interval, and in particular that the agents' valuations are independent from one another. For ease of presentation, we further assume that F i is the uniform distribution on the interval 0; 1]. In addition, in the sequel we restrict ourselves to the study of symmetric equilibria.
Some classical auctions
In this section we discuss some classical auction mechanisms. Beside serving as concrete examples of the more general discussion in the previous subsection, these auctions will be used later in the paper.
First Price Auction: One of the most popular auction mechanisms is the rst-price, sealed bid auction. In such an auction, each participant submits a bid in a sealed envelope. The agent with the highest bid wins the object and pays his bid, all other participants pay nothing. Ties are broken with some lottery mechanism. In a rst-price auction, M = R + feg, and for x 2 R N + , g i (x) = 0, if x i < w(x) = maxfx j : j 2 Ng, and g i (x) = 1 k(x) if x i = w(x) and k(x) denotes the number of agents j for which x j = w(x). Also, c i (x) = x i and d i (x) = 0. 2 In the following sections we will use the standard equilibrium analysis of rst-price auctions. Under our assumptions, we get that in equilibrium b(v) = n?1 n v for all v 2 0; 1]. Second-price auction: The second-price auction, or the Vickrey auction, is a sealed bid auction, where each participant submits a bid in a sealed envelope, the winner is the one with the highest bid and he pays the second highest bid. For example, in a second-price auction if the three highest bids were 10; 9 and 8, then the winner is the one whose bid was 10, and he pays 9.
It can be easily veri ed (and it is well-known) that in a second-price auction, the strategies b i (v i ) = v i (i.e., bidding one's true value) are dominant for each agent.
English auction: The English auction is the most popular open (\outcry") auction. In such an auction, there is an initial reservation price (which can be zero) and at each time every player can increase the bid publicly. The auction is over if for a certain ( xed in advanced) time period no one increases the bid. The agent with the last bid wins the object and pays the last bid. In this paper we use the Japanese version of the English auction. In this version, the auctioneer initially calls for a very low price and then continuously increments the asking price; an agent submits a message (e.g. a single bit) only when he wishes to quit the auction. The agent who remains the last pays the current asking price. Under the assumptions made in this paper, in both English auction and second-price auction the good will be sold to the agent with the highest valuation, in a price that equals the second-highest valuation.
Dutch Auction: In a Dutch auction, the auctioneer initially calls for a very high price, and then continuously lowers the price until some bidder stops the auction and claims the good for that price. Dutch auctions are strategically equivalent to rst-price auctions, and their analysis (and in particular, the expected revenue of the seller) coincide.
Rational computation
The usual study of auctions concentrates on the economic aspect of the mechanism { for example, whether the auction maximizes seller revenue { and any information computed in the process is subservient to this primary goal. We now reverse these considerations.
Let V i denote the set of possible types/valuations of agent i. Consider a function f : V 1 V 2 V n ! R. The interpretation of this function is that it maps any assignment of the formv i = v i (1 i n) to a real number. We are interested in nding an auction mechanism such that when the agents follow equilibrium strategies of its associated game, the seller is able to compute f for any possible input. If such a mechanism exists then we will say that f is rationally computable. More precisely, since the game may have more than a single equilibrium, we will require that there be a mechanism such that f is computable in all equilibria of the game.
Throughout most this paper we assume that: Assumption 1 Unlike the agents holding the arguments to the computation, the computing agent himself is non-economic.
One way to think of it is that the computing agent is given a good for the purposes of computation, but whatever he retains at the conclusion of the computation { whether it is the good, or any amount of money { is con scated. Alternatively, we can assume that the seller has no value for either the good being sold or for money. This means that we are not only subjugating the consideration of economic optimization to that of function computation, but for the most part we mostly ignore the former. The only exception in this paper will be Section 6.
The most basic question one may ask, given the notion of rational computability, is which functions are rationally computable. The answer is that every function is:
Theorem 1 Any computable function is rationally computable. This is a \cheap" theorem, in that it is a simple application of a famed result in game theory. Speci cally, the theorem is obtained by making use of a second-price (or Vickrey) auction, and of the fact that truth telling is a dominant strategy in this auction. The exact analysis follows the analysis of standard Vickrey auctions (see 7]).
look speci cally at the interaction between it and communication complexity. Various mechanisms that rationally compute the same function can vary dramatically in the communication they require among the agents. The question will be which among these requires the least amount of communication. In general, it will not be the second-price auction.
By communication complexity we mean the number of bits required to be transmitted in order to compute the function 2]. However, there are a few points to emphasize. Assumption 2 When measuring communication complexity we consider the behaviors of agents in equilibrium. That is, we care about the expected number of bits sent only when agents behave rationally.
Unlike the previous assumptions, this is not an assumption of convenience which one might relax subsequently, but rather an integral part the philosophy of rational computation. Analysis of the communication requirements of rational computation depends crucially on properties of the communication medium. Throughout this paper we will make two assumptions; both of these can be relaxed or modi ed, in which case new analysis will be required. This assumption is motivated in part by modern technology which exhibits such asymmetry between upload and download capabilities, including satellite communication and cable modems. Another reason is that, in most uses we will make of this assumption, the seller's messages can be replaced by the use of a global clock whose initiation point and rate of change are common knowledge among the agents.
The replacement of seller broadcasts by a global clock can be illustrated by the Japanese version of a standard English auction. As we mentioned, in such an auction the auctioneer continuously increases the current price, and the agents must announce when they wish to (irrevocably) quit the auction.
The auction closes when only one agent remains; this agent gets the good for the current price. The naive implementation of this basic auction calls for many messages on the part of the seller. However, the auction can also be implemented using a global clock, where the initial price is associated with time t = 0 where the auction starts, and the current price is associated with the time which elapsed from the beginning of the auction. In this case the shared global clock removes the need for auctioneer message. We will use this device and similar ones in several of the auctions we consider in this paper.
In this section we present several results on the communication complexity of rational computation. We start from the basic max and min functions, move on to the problem of computing any kth-order statistic, and nally consider rational computation of arbitrary computable functions.
In the following we denote by maxprice a number guaranteed to be higher than the highest valuation (recall that by assumption about the bidders' valuations such a number exists).
Proposition 1
The function max can be rationally computed with communication complexity of one bit.
Proof: 4 We implement a Dutch auction in an e cient manner. We do this by associating the initial clock value with maxprice, and the time elapsed since the beginning of the auction with the price decrement. That is, after l time units the price is maxprice -l. The agents are required to send a bit when the price they are willing to pay is reached. In order to compute the maximal value we need to make use of the equilibrium equation for rst-price auctions. The idea is that in equilibrium the rst bidder to jump in is indeed the one with the highest valuation, and while that valuation isn't equal to his bid amount (the former is higher) the real valuation can be reconstructed from the bid. This follows from the fact that in our symmetric setup an agent's bid in equilibrium is a monotonic increasing 1-1 function (see 3]).
It is perhaps not surprising that auctions can e ciently reveal maximal valuations, given that they are usually geared towards maximizing revenue. However, we can also show the following: Proposition 2 The function min can be rationally computed with communication complexity of one bit.
Proof: We start by using the Japanese version of the English auction, in which the price gradually increases and the agents announce when they wish to (irrevocably) leave the competition. However, we modify the mechanism by stopping the ascension of prices as soon as the rst drop-out is announced, and selling the good at the current price to one of the remaining bidders selected at random. As in the Japanese auction, in this modi ed auction it is a dominant strategy for an agent to drop out from the auction exactly when the price reaches his actual valuation. It is clear that dropping out after the price has increased beyond an agent's valuation is a dominated strategy: it will lead to a negative expected payo , while dropping out when the asking price has reached the agent's valuation will lead to a zero payo . Similarly, quitting the auction before the asking price has reached the agent's valuation is also dominated, because it will yield a zero payo , while there is a positive expected payo if the agent does not quit before arriving at its valuation (since others might quit before of that).
Having looked at the 1st and n-th order statistics, it is natural to look for e cient protocols for the computation of any k-th order statistic. 5 We can show:
Proposition 3 The k-th order statistic, k > 1, can be rationally computed with communication complexity of n ? k + 1 bits.
Proof: The proof follows the ideas of the previous one. A Japanese version of the English auction is run until we reach the desired information (i.e., we have n ? k + 1 dropouts), and the winner is randomly selected among the remaining agents and pays the price at the time the auction stopped. The proof that it is a dominant strategy for an agent to drop out only and exactly when the price has reached his valuation is similar to the proof on Proposition 2. The result easily follows now from the fact that the n?k+1-th dropout is of the agent with the the k-highest valuation.
Notice that the computation of the k-order statistic using the above technique for small k is relatively expensive; we will return to that in the next section.
We have so far looked at the communication complexity of rationally computing a particular class of functions. Is there something we can say about the a broader class of functions? Here we consider the broadest such class:
Theorem 2 Any computable function can be rationally computed with communication complexity of n bits.
Since trivially n bits are also a lower bound (for the computation of arbitrary function), the above theorem presents a tight bound.
Proof: We appeal to the standard Vickrey construction, since truth-telling is a dominant strategy there; since the communication requirements of this sealed-bid procedure are high, we introduce an alternative auction in which truth-telling is also a dominant strategy, but which requires less communication. We make use of the \commitment power of the seller," a concept widely discussed in the auction literature. We use an English auction, in its Japanese version, with a major modi cation. In this new version the seller selects a random valuation that he keeps hidden from the bidders, but to which he is rmly committed. 6 In the auction the good is sold to the agent who drops out last, assuming that he drops out at a valuation that is greater than the seller's valuation. In this case the selling price is the maximum between the price in e ect when the second-to-last agent dropped out and the seller's valuation. We show that in this mechanism all agents will reveal their valuations in equilibrium (using one bit each to announce the drop-out), and then of course any function can be computed based on this information. If an agent declines in an asking price which is higher than his valuation then it may get the good only if its valuation is lower than the second-highest valuation (including the seller's valuation), and his quitting-price is higher than this valuation; this implies such deviation is irrational (as in standard Vickrey auctions). If an agent declines in a price which is lower than his valuation, then this does not cause him any savings but he might lose the good that he could win for a price lower than its valuation.
5 Rational computation using multiple units of good
We have so far considered mechanisms in which the seller has one good to be auctioned o among the agents. As we have mentioned, the space of auctions and economic mechanisms is much richer. Here we consider a modest and natural extension of this setting, in which the seller can auction o more than one item. In particular, we consider auctions for l 1 identical goods (these are called \multiple units of good" auctions), in which each agent can buy at most one good. The de nition of rational computability under this extended setting is generalized in the obvious way. Given a set of l multiple-units of a good, and a function f (which is de ned as before on the possible agents' valuations for the good), we will say that f is rationally computable with l multiple-units of good, if there is an auction of at most l of the units, such that if the agents play the equilibrium of this auction, the seller is able to compute the value of f (for any given tuple of valuations the agents may have).
Since auctions of multiple items are a strict extension of auctions with a single item, from Theorem 1 and Theorem 2 we know that we cannot obtain new results regarding either the class of all rationally computable functions, or the communication complexity of the rational computation of arbitrary functions. However, the more interesting news is that by having multiple units of good we do not obtain any saving in the communication complexity of rational computation, relative to the single-unit case.
Theorem 3 Given n agents, and l 1 units of good. Any function that is rationally computable with l multiple units of good, with communication complexity of k bits, is also rationally computable (by selling only a single unit of that good) with communication complexity of k bits Proof: Given an auction A for l units of good, under which the function f is rationally computable with communication complexity of k bits, we will construct an auction mechanism A 0 in which there is only one unit of good, such that the equilibrium strategies in A and A 0 are identical. First, in A 0 , the seller randomly selects an agent, based on the uniform probability function (and keep its identity con dential). Then, in A 0 , the auction A is executed as if there were l units of good. If the agent who was selected in the rst stage is one of the winners of items in A then it will get the good and will pay as in A. If the agent who was selected in the rst stage is not one of the winners of items in A, then the good will not be allocated to any agent, and no payments will be made. All agents that di er from the selected agent will not be allocated the good and will pay nothing. Assume now that all agents, excluding i, choose the same equilibrium strategies in A and in A 0 , then the expected payo of each strategy of agent i in A 0 , for any valuation it may have, is 1 n times its expected payo in A. Hence, agent i's best response in A 0 will be its equilibrium strategy in A. Notice also that an equilibrium of the modi ed game can be transformed into an equilibrium of the original game. The rest of proof easily follows.
In the previous section we showed that the k-th order statistic can be rationally computed with n ? k + 1 bits, and remarked that for small k this was not very comforting. Now, using Theorem 3, we can show an alternative bound:
Proposition 4 The k-th order statistic, for any 1 < k < n, is rationally computable with n multiple units of good, with communication complexity of k bits.
Proof: First o , to ensure that each agent participates in the auction (this property is called individual rationality in game theory) each agent is o ered a one-time, xed compensation for participating. The amount of compensation is selected to be larger than the highest possible valuation (recall that the agents' valuations are i.i.d. over a nite interval). The seller then generates a random secret valuation val seller drawn from the same distribution. The n goods are now put up for sale, one for each bidder. A Dutch auction commences with a high price, and bidders jump in when they wish to buy their good at the present price. As in previous proofs, this auction is implemented e ciently using a global clock. This continues until the rst k bidders have bid; the remaining n ? k bidders are automatically assigned the bid of the k-th bidder. At this point each of the bidders has a standing bid. The good-allocation policy is now as follows: each bidder gets his unit of good at the price of his standing bid if that bid is greater than val seller =2, and otherwise he neither gets the good nor pays anything. In this protocol, each agent participates in a bilateral rst-price/Dutch auction against the seller.
The comparison with val seller =2 coincides with what happens in a bilateral rst-price/Dutch auction, i.e. in the symmetric equilibrium of rst/Dutch auction with two participants, where valuations are drawn from the uniform distribution on 0; 1], bidding half the valuation is the equilibrium strategy. In addition, if in the bilateral auction the agent deviates, and submits a bid which is higher than half the valuation, then its expected payo is monotonically decreasing in the deviation size (this follows from the equilibrium analysis of rst/Dutch auctions). Hence, the fact the k-th highest bid will be assigned to the remaining n ? k agents will not cause them to behave differently than in rst/Dutch auction (and send a bit in an earlier time). The fact that the agents with the k-highest valuations will be the ones to send bits is therefore a direct implication of the fact that the bidding strategy in rst/Dutch auctions is monotonic increasing. The recovery of the k highest agents' valuations is straightforward.
Corollary 1 The k-th order statistic, for any 1 < k < n, is rationally computable with communication complexity of min(k; n ? k + 1) bits.
Trading o communication and revenue
The discussion in the previous sections emphasized the communication complexity of rational computation, and took the demotion of economic considerations (such as maximizing seller revenue) to the extreme of completely ignoring them. We now brie y look at whether there is an inherent tradeo between communication considerations and revenue considerations. Beside the pure intellectual reason for looking at this question, there is a practical motivation. Even when the overriding consideration is revenue maximization, minimizing communication may be important when communication is either costly or error prone. The ideal in such case would be to have our cake and eat it too { simultaneously maximize revenue and minimize communication.
We don't have the nal answers on the extent to which such a tradeo exists. As it turns out, some of the auctions we described in the previous sections lead also to optimal revenue. However, in certain cases the suggested mechanism leads to less than optimal revenue. In particular, it is easy to see that the mechanism prescribed for the computation of the min function in Section 4 leads to a sub-optimal revenue. However, we can show:
Proposition 5 The min function can be rationally computed with communication complexity of two bits, while obtaining a revenue that approaches the maximal revenue as the number of agents tends to 1.
In other words, at the price of a single additional bit we retain rational computability while also guaranteeing near-optimal revenue.
Proof: We introduce the following mechanism. We start with (a Japanese version of) an English auction, which is run until the rst message (dropping out) is heard. This step is followed by a Dutch auction (where, as before, bids are associated with appropriate clock values), where agents are required to bid at least as high as v min , where v min is the price at which the English auction stopped, and the agent who dropped out is not allowed to participate). If we reach v min in the Dutch auction then the good is sold for v min to a randomly selected participant of that auction (i.e., v min is in fact a reservation price for the Dutch auction). It is clear that leaving the auction before arriving at the agent's valuation is irrational { it leads to a zero payo , while other options have an expected positive payo . The same is true for staying in the auction after the asking price is higher than the agent's valuation; this results in a negative expected payo . This implies that the minimal valuation will be correctly computed. The remaining Dutch auction makes participation rational and requires only one additional bit, so we get a communication complexity of two bits. The fact we approach the optimal revenue is a direct implication of the revenue equivalence principle 5] and the results on the asymptotic revenue in auctions 4].
Conclusion
In this paper we introduced the notion of rational computability in distributed systems, and studied the communication complexity of rational computation. We believe that this work bridges part of the gap between work in computer science (where issues such as communication complexity play a major role) and work in information economics (where the design of a mechanism to be used by non-cooperative agents plays a major role). Our work extends the theory of mechanism design by emphasizing function computation over e.g., revenue maximization, and contributes to the theory of computation in distributed systems by dealing explicitly with agent incentives.
Our paper is thus complementary to work on Market Oriented Programming MOP] 6], where there is no accounting for strategic behavior on the part of agents, and thus no analysis of strategic equilibria. Indeed, it is interesting to note that MOP was inspired by general equilibrium theory where the agents' strategic behavior is secondary, while our work is inspired by the game-theoretic approach where the agents' incentives for information revealing play a major role (the reader may wish to consult 1] for a discussion of these two basic complementary perspectives).
We see this work as initiating a new line of research. Throughout the development we have made several assumptions in order to derive concrete results. These assumptions can be modi ed or relaxed, which will call for new analyses. These assumptions include the independent private value assumption, as well as other assumptions about the distribution of valuations and about the structure of utility functions and equilibria, the fact that the seller has no economic motivation (except for the discussion in the previous section), the fact that agents have no budget constraints, and, importantly, the public and asymmetric nature of the communication medium. We hope to relax some of these assumptions, and address extensions of this work in the future, and that others will join in the investigation of the connection between protocol design and mechanism design.
