We study the necessary and sufficient conditions on Abelianizable first class constraints. The necessary condition is derived from topological considerations on the structure of gauge group. The sufficient condition is obtained by applying the theorem of implicit function in calculus. Since the sufficient conditions are related to the geometrical structure of the constraint surface and the existence of proper gauge fixing conditions, we conclude some general properties of non-Abelianizable first class constraints. *
satisfying the algebra
in which the structure functions U k ij 's are generally some functions of phase space coordinates. First class constraints are generators of gauge transformation: δ φ i F (z) = {F (z), φ i } [1] . Since U k ij are functions of phase space coordinates, the full generator of gauge transformation is a nontrivial combination of first class constraints [2] . This combination is the simplest if first class constraints are Abelian i.e. when the Poisson brackets of these constraints with each other vanish identically.
Abelianization of first class constraints has two more important consequences. First, following Dirac's arguments, quantization of a set of first class constraints satisfying the algebra (1), where U k ij 's are not c-numbers, requires a definite operator ordering [1] . That is because in Dirac quantization, physical states are defined as null eigenstates of the operatorsφ i 's,φ i |phys = 0, (2) in which the operatorφ i 's are defined corresponding to the constraints φ i 's. Definition (2) and the algebra (1) are consistent if the operatorsÛ k ij 's, defined corresponding to the structure functions U k ij 's, sit on the left of the operatorsφ i 's similar to Eq.(1). The existence of such an operator ordering is not evident generally. Apparently, when first class constraints are Abelian, no such operator ordering should be considered. Second, in BRST formalism, the algebra (1), in general, leads to a complicated expansion of the BRST charge in terms of the ghosts. When first class constraints are Abelian, the generator of BRST transformation can be recognized in the most simple way [3] .
Different methods for Abelianization of first class constraints are studied. Example are, Abelianization via constraint resolution [3, 4, 5] or via generalized canonical transformation for general non-Abelian constraints (that satisfy a closed algebra) [6] . In reference [7] the authors study Abelianization via Dirac's transformation. In this method, one assumes that linear combinations of non-Abelian first class constraints (satisfying a closed algebra) exist that converts the given set of non-Abelian constraints to an equivalent set of Abelian constraints. In this way the problem of Abelianization is led to that of solving a certain system of first order linear differential equations for the coefficients of these linear combinations. In [8] , it is shown that mapping each first class constraint to the surface of the other constraints, results in Abelian first class constraints. In [9] it is shown that the maximal Abelian subset of second class constraints can be obtained in the same way.
The domain of validity and/or applicability of the above methods can be determined by studying the necessary conditions on Abelianizable first class constraints. Topology of gauge group at each point p of the phase space, which is uniquely determined by the structure coefficients U k ij (p), prepares the necessary tools to this aim. In fact, if at some point p, a non-Abelian set of first class constraints can be made Abelian, the corresponding gauge group should be topologically equivalent to the Abelian gauge groups, i.e the group of Euclidean translations.
In [4] a method for Abelianization of first class constraints is proposed, which is based on the theorem of implicit differentiation (or the theorem of implicit function) and gives a sufficient condition on Abelianizable first class constraints. According to that theorem, if at some point p, dφ is maximal (see section 3), one can in principle, solve the equations
, are Abelian. Therefore, maximality is the sufficient condition for constraints to be Abelianizable. Using these results, we conclude that U k ij (p)'s determine whether the maximality condition is satisfied at p or not.
Violation of maximality causes serious problems. For example, the norm of the constraint surface is not well defined in the neighborhood of maximality-violated regions.
Furthermore, the necessary condition on subsidiary constraints (gauge fixing conditions) ω i 's, i.e. det({φ i , ω j }) p = 0, can not be satisfied if maximality is violated at p. In addition, the equivalence of Lagrangian and Hamiltonian formalism for constraint systems is proven under the assumption that primary constraints satisfy the maximality condition all over the phase space [10] .
The organization of paper is as follows. In section 2, we study the topological conditions on Abelianizable first class constraints. In section 3, we review the Abelianization method of ref. [4] and discuss the maximality condition. Section 4 is devoted to summary and conclusion. 
where U k ij (z µ ) are some functions of phase space coordinates z µ 's. {φ i , φ j } stands for the Poisson bracket of φ i and φ j defined as follows:
where J µν = {z µ , z ν } is a full rank antisymmetric tensor, e.g the symplectic two form,
The gauge transformation of any function of phase space, F (z) is given by δ
{F, φ i }| Φ where Φ is the constraint surface corresponding to the constraints φ i = 0,
. Using Eq. (3), and the Jacobi identity for Poisson brackets, one can show that for an arbitrary analytic function of phase space coordinates F (z),
Consequently, δ φ i 's are elements of a Lie algebra with structure coefficients −U k ij 's:
The corresponding Lie group is called the gauge group and the gauge orbits are the integral curves of δ φ i (p)'s. The main concept in our study is the concept of equivalence of two sets of constraints.
Two sets of constraints are said to be equivalent at some point p of the phase space if 1) the corresponding constraint surfaces are similar at some neighborhood of p and 2) the resulting gauge transformations are equivalent [4, 11] . These conditions are fulfilled using the following definition of equivalence: If two topological spaces are homeomorphic, their topological invariants should be the same. It is important to note that this is a necessary and not a sufficient condition.
Example of topological invariants are connectedness and compactness [12] . equivalent set of Abelian constraints. The gauge group of Abelian constraints is homeomorphic to the group of Euclidean translations, i.e. R N , where N is the number of first class constraints. These are simply-connected and non-compact spaces. Consequently, the necessary (not sufficient) condition on constraints φ i 's to be Abelianizable at some point p is that the corresponding gauge group determined by U k ij (p)'s should be, simplyconnected and non-compact. For example, if U k ij (p) are the structure coefficients of some compact group e.g. SO(N), then the corresponding constraints can not be made Abelian at p.
As an example consider the SO(3) gauge invariant model [13] where first class con-
Levi-Civita tensor. Consequently the gauge group is compact (homeomorphic to S 2 ) and Abelianization of L i 's is impossible.
Maximality, A Sufficient Condition
Here we review the Abelianization method introduced in [4] . Assume a set of first class constraints φ i , i = 1, · · · , N and the corresponding constraint surface Φ. Consider a point p ∈ Φ, where dφ is maximal. Maximality here means that there exist a subset of phase space coordinates,
In this case according to the theorem of implicit differentiation (or theorem of implicit function), one can in principle, solve equations 
is independent of z i 's because {z µ , z ν } = 0, ±1 (see Eq. (5)). Since the left hand side of Eq.(9) vanishes on the constraint surface (where z i = z i (z ′ a )), one concludes that it vanishes identically and consequently ψ i 's are Abelian [4] . Using the chain rule of partial differentiation, one can determine explicitly the gradient of constraints ψ i 's in terms of the gradient of φ i 's, though ψ i 's are implicitly known. This has two consequences. Firstly, one can explicitly verify the equivalence of gauge transformations generated by ψ i 's and φ i 's. Secondly, it determines the homeomorphism mentioned in section 2 between the tangent spaces (or gauge groups).
The violation of maximality condition has various geometrical consequences. For example, at any point p where maximality is not satisfied, the dimensionality and the norm of the constraint surface is not well-defined. Furthermore, the tangent space of the constraint surface at p is not homeomorphic to the tangent space at the regular points (where maximality is satisfied), though tangent spaces at regular points are all homeomorphic to each other.
In maximality-violated regions, the condition det({φ i , ω j }) = 0 on the subsidiary constraints (gauge fixing conditions) ω i 's, can not be satisfied for any choice of analytic
is vanishing if,
Although maximality is a sufficient condition for Abelianization of first class constraints, it is not a necessary condition. For example consider the constraints of the Friedberg model [14] φ 1 = p z and φ 2 = xp y − yp x . These constraints form a set of Abelian constraint though they do not satisfy the maximality condition at the origin.
To emphasize the topological considerations discussed in section 2, let us consider again the SO(3) gauge model. One can easily verify that the constraints L i 's do not satisfy the maximality condition at any point of phase space. But, since maximality is not a necessary condition, using mere this result, one can not conclude that L i are not Abelianizable.
Conclusion
We found that first class constraints can be classified as Abelianizable and non-Abelianizable constraints. These classes are identified by topological invariants (e.g. compactness) of the corresponding gauge groups. The topology of a gauge group is uniquely determined by the structure coefficients of the gauge generators' algebra which are simply the structure functions of the constraint algebra calculated at some particular point of phase space.
Since maximality of constraints at any point of phase space is sufficient for existence of an equivalent set of Abelian constraints at that point, we inferred that non-Abelianizable constraints do not satisfy the maximality condition. We studied the SO(3) gauge model as an example in which the corresponding gauge group is compact and simply connected.
Since Abelian gauge groups are non-compact, we concluded that first class constraints of SO(3) gauge model can not be made Abelian and consequently do not satisfy the maximality condition, as can be verified directly.
Maximality is also the necessary condition for the existence of a proper set of subsidiary constraints (gauge fixing conditions), which can not be satisfied in the case of non-Abelianizable first class constraints. Therefore, it is important to study the geometrical structure of gauge orbits passing through maximality-violated points and reconstruct the conditions on subsidiary constraints in such regions.
Furthermore, since the equivalence of Lagrangian and Hamiltonian formalism is proven assuming that primary constraints satisfy the maximality condition, it is important to study the existence of gauge theories with primary non-Abelianizable first class constraints, and study the equivalence of Lagrangian and Hamiltonian formalism in such models.
