The use of a conditional probability model for the identification of bacteria is illustrated by a pilot study on a group consisting mainly of bacteria of the family Enterobacteriacae. It is shown that such models may be untrustworthy unless more stringent criteria are used about the basic data and about the results than is normally the case in studies of this kind, including the present one.
Identification of bacteria

Mathematical theory
Of the two approaches considered, i.e. likelihood and Bayesian probability, it was decided not to use the Bayesian approach because of (a) the controversial question of the validity and role of prior probabilities in diagnosis and identification (Lipkin, 1964; Boyle et al. 1966) ; (b) the impossibility of estimating them in this case. These points are discussed later. We recognize, however, that both approaches are subjects for debate amongst statisticians and others, and those readers who dislike the terms 'probability' or 'likelihood' may prefer to think of the quantities concerned merely as frequency ratios.
The application of the likelihood concept to the present study runs as follows: Suppose that in past experience, out of a total of N established strains of a certain bacterium, N, strains had responded with a specific result, rl say, to a particular test, t,. We define the likelihood of obtaining the specified result to the test with a further strain of the bacterium as N,/N, i.e. the proportion of strains which in the past has given that result. This is also known as the conditionalprobability of obtaining the particular result given the test and the strain.
If with a second test, t, say, the proportion of the same N strains giving some other specified result r2 is N,/N, the likelihood that a further strain of the bacterium will give the joint pattern r,, r2 as results for tests t,, t, is taken to be N J N x N,/N.
The extension to more than two tests is clear. If tests t,, t,, . . . , t, were performed on N established strains of a given bacterium, and N, gave result r, for test t,, N, gave result r, for test t,, etc., the likelihood of obtaining the pattern r,, r,, ..., rm if the set of tests t,, t2, . . . , t, is performed on a further known strain of the organism is taken to be This represents the likelihood of obtaining a specific test pattern given a known strain. Fisher's theory applied to the present case states that when faced with a choice of possible suspects arising from a given pattern of results with an unknown strain, we should make our decision by computing the likelihoods for the observed pattern for each of the possibilities, and then choose that bacterium which gives the greatest likelihood. In other words, we are to choose the suspect giving 'the greatest probability to the observed event' (Kendall & Stuart, 1963a) . In medical work, however, a choice of alternatives often involves a comparison of the risks to the patient entailed in each alternative. For example, selection of the most likely organism in a bacteriological investigation may dictate treatment with an antibiotic noted for its unpleasant or even dangerous side effects, whereas the next most likely would require something much milder and safer. Some workers investigating the clinical applications of likelihood or Bayesian probability have attempted to allow for similar considerations by requiring that a given degree of likelihood or probability ratio between first and second suspects be exceeded before accepting that an identification has been made (e.g. Fitzgerald & Williams, 1964; Boyle et al. 1966 ).
An important assumption of the theory is that the tests must all be statistically independent. Two tests are said to be independent when the outcome of either of them is unaffected by the outcome of the other. It was assumed in the present study that the tests satisfied this assumption.
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If sufficient statistics were available, then the ratios in equation (I) could be clothed in realistic numerical form. For example, if we knew that in 1000 verified strains of Salmonella typhi, 541 of them had failed to ferment arabinose, the ratio to use in the event of a negative result when an unknown organism was tested for fermentation of arabinose would be 541/1ooo = 0.541; if the result were positive the ratio to use would be (IOOO-~~I)/IOOO = 0-459. However, data such as these do not exist as yet, and it was necessary to use some relatively arbitrary values for the ratios concerned.
It was decided that for tests having only two possible outcomes (or ' two-valued' tests as they were called), if a result was 'very common' or 'nearly always expected' for a particular bacterium and test, the ratio value to use would be 0. result being valued at 0.05. A more variable result was given a value of 0.5, its corresponding opposite being given the same value. Similar considerations were applied to tests having three possible outcomes ('three-valued' tests). A section of the matrix of values used is given in Table 3 . The only justification we can put forward for the numbers used is that they appeared reasonable and led to fairly good results.
As an example of the use of Table 3 , consider the case where tests for production of indole, for motility and for production of H2S are applied to an unknown organism which is believed to belong to either the Providencia subgroup A or B or the Escherichia coli group. Let the results be +, + and -for the three tests respectively. Then, from Table 3 , the likelihood of the organism belonging to Providencia subgroup A is 0.95 x 0.95 x 0.95 = 0.857 (and similarly for Providencia subgroup B), and the likelihood for Escherichia coli is 0.95 x 0.5 x 0.95 = 0.451. As far as these tests go, the maximum likelihood approach would then have us choose one of the Providencia subgroups as the most likely possibility, rather than Escherichia coli. Further tests would then be needed to differentiate between the two subgroups.
In the example given above, so few tests or such a ratio of likelihoods would certainly be felt to be completely inadequate for purposes of differentiation. However, the questions of how many tests are needed for adequate differentiation, which ones to use, and what the criterion for a decision should be are points which must be settled if Identification of bacteria 2 1 9 a quantitative model for identification is to be meaningful. Some attempt was made to cope with these aspects, but the problems were by no means solved, and indeed very little consideration appears to have been given to them by any other workers attempting to apply probability theory to identification in this or related areas of medicine or biology.
Percentage relative likelihood A difficulty which arises immediately in using likelihood is the sizes of the likelihoods. Likelihood diminishes with increasing number of tests, and even with as few as 10 tests one may be dealing with quantities of the order of IO-~, 10-* or less. To avoid having to work with such small quantities, it was decided to express the scores arising from equation (I) above by scaling them so that the maximum for any particular set of suspects had a value of IOO %. 
Modal likelihood fraction
At an early stage in the study it became clear that the use of likelihood or relative likelihood on its own had some serious shortcomings. Both quantities assume that probabilities or likelihoods are comparable even when they apply to different populations. Again, it has already been noted that likelihood is in general a small quantity; when using it, one is always faced with having to differentiate between a likelihood which is small because it is inherently small for the particular suspect and set of tests, and one which is small, because the suspect is unlikely or atypical on the given test results. It is not enough to say that the likelihood of A is so many times greater or smaller than that of B; we need to know also the relative status of the likelihood of A within the set of likelihoods possible for A with the given tests, and similarly for B. Relative likelihood preserves the order of the set of suspects, but it masks the difficulties of small likelihoods and likelihood distributions referred to above. To see this at work, consider an example from one of the cases tested. The test results were On these results, Salmonella newport is twice as likely as S. paratyphi C (the correct answer) and nearly 16 times as likely as S. paratyphi B or S. typhimurium. But on further examination of the matrix of values, it became clear that the absolute likelihoods for the k s t four organisms given above were the greatest possible with the given tests.
Moreover, the procedure for selecting further tests (see below) showed that none of the remaining tests had any power to increase the discrimination. In other words, because S. paratyphi C and the others are more variable in their behaviour than S. newport as far as the given tests are concerned, they were being discriminated against because of their variability. This is clearly unrealistic. Other implications of this situation will be raised in the Discussion. Theory is available which could perhaps cope with this situation to some extent (e.g. Kendall & Stuart 1963 b) , but at the time of this study the authors were (and still are) unaware of any theory which would deal completely with the mixture of two-valued and three-valued tests being used. An empirical approach was therefore used which, nevertheless, has some statistical justification, as will be shown.
This approach was to compute what was called the modal likelihood fraction for each suspect. This was defined as likelihood for the given set of test results maximum likelihood possible for that bacterium with the given tests Thus in the previous example, the modal likelihood fraction for each of Salmonella newport, S. paratyphi C, S. paratyphi B and S. typhimurium was found to be 1.0. This showed that the likelihoods for each were the best possible with the given tests, and implied that it would be misleading to choose S. newport in preference to S. paratyphi C or even S. typhimurium, on the likelihoods given. Further tests were undoubtedly needed.
If we regard the ratios N J N in (I) as probabilities, the modal likelihood fraction expresses the ordinate, corresponding to the actual test results in the multivariate distribution associated with a given bacterium for a given set of tests, as a fraction of the mode of the distribution, hence the name. For a 'well-defined' organism, i.e. sharply differentiable over a set of tests, the distribution should be unimodal and the bulk of it should lie around the mode; the more evenly the distribution lies, the more diffuse the organism. On the assumption of reasonably well-defined organisms, the modal likelihood fraction is an attempt to compare the rarity of patterns within their distributions.
Selection of further tests
As well as using the matrix of ratios for the selection of possibilities, an attempt was made to use it for the selection of further tests aimed at improving the separation between suspects. Later work has shown that the method does not necessarily lead to an improvement in relative likelihood separation between suspects. However, a brief account of the approach is worthwhile in that it bears some resemblance to the method recently described by Rypka et al. (I 967) and it did prove possible to use it to discover the point at which further testing could lead to no improvement at all in separation.
Consider in Table 3 the example of the reactions for gelatin liquefaction and H2S production of the Bethesda-Ballerup group, Proteus vulgaris and P. mirabilis. We see that the gelatin liquefaction test cannot distinguish between the two Proteus species : the distribution of values with respect to positive and negative outcomes is exactly the same for both organisms, and, whatever the test result, we would gain no additional discrimination. However, testing for gelatin liquefaction is clearly of use in distinguishing the Bethesda group from the two Proteus species; a common result for one is uncommon for the other, and vice versa. On the same lines, the test for H,S production
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is useless for distinguishing between any of the organisms. The reasoning is the same with three-valued tests : testing for fermentation of glucose adds nothing to the discrimination between the three organisms, whereas the mannitol fermentation test can help to some extent. This reasoning led to consideration of the absolute diference between corresponding ratios as a measure of discriminating power. The power of a test to distinguish between two bacteria was defined as the sum of the absolute diflerences between corresponding ratios for allpossible outcomes to the test. Thus, for example, the power of the gelatin liquefaction test to distinguish between the Bethesda group and Proteus vulgaris would be:
and that of mannitol fermentation: (where we use the normal mathematical notation for an absolute value: 1x1 = x if x is positive, 1x1 = -x if x is negative). This would imply that mannitol fermentation is slightly better than gelatin liquefaction in this case.
For a set of bacteria, the power of a test to distinguish between them was obtained by making the calculation for all possible pairs in the set and summing the results. This consideration of all possible pairs of differences is comparable with the procedure of Rypka et al. (1967) and would lead to similar results in the case of non-variable characters. It also enlarges their method to multiple-valued tests. However, the variability of the characters led to a more complex situation than that envisaged by Rypka et al. and in fact it can be shown that with two-valued tests the procedure cannot be relied on to lead to an improvement in relative likelihood separation. We have been unable so far to demonstrate an analogous result for three-valued tests, but it is almost certain that the situation is the same for these also. The 'Discriminating Power', as it was called, had some usefulness; it gave a measure of the spread of the distribution of ratios for a test over a set of bacteria and was able to indicate when a test could not discriminate at all over a set of suspects. It also gave more power to a 'good' three-valued test than to a 'good' two-valued one, corresponding with what one would expect on heuristic grounds. However, apart from using it to decide when tests were useless, the method was not investigated to any depth and it is not proposed to discuss it further, though the Discussion shows that some method is necessary for determining the sequence in which tests are carried out.
Short description of programme and procedure
The programme was designed to take in first as data the matrix of values; each row was sum-checked to guard against reading and data-punching errors. Once the matrix had been read in, the details of the individual case followed. The first of these was a number to indicate whether the case was a new one or a continuation of a previous calculation. If a continuation, the programme expected the data output at the end of the previous run for this case before it would read in the new data, otherwise the programme went straight into reading in the new data. The new data consisted of a set of test numbers (each test was given a number between o and 20 inclusive), each test number being followed by a result number. With two-valued tests, this was zero for + and I for -; with three-valued ones, 'no change' was coded zero, 'acid' coded I , and 'acid+gas' coded 2. After the test/result statements came parameters to determine how many suspects to print out, and how many further tests to select. The programme then did its calculations and printed its answers. Then, according to the user's decision on studying the answers, it could either return to take in results of further tests for the same case or data for an entirely new case. There were various refinements built i n 4 . g . a case was automatically ended when only one bacterium was printed out or when there were no further tests with any discriminating power. The calculation for any given set of data took 20 to 40 sec., depending on the number of tests and the values of the various parameters.
The intention in this study was not so much to achieve identifications as to investigate the outcome of taking the 100% relative likelihood suspect to be the correct answer at various stages of testing. This is the straight maximum likelihood approach; as already noted, other workers have required arbitrary levels of likelihood ratio between first and second suspects to be exceeded before accepting the most likely suspect as the answer. There was therefore no particular criterion used for terminating specific investigations except when either the odds of first choice to second choice became so high that it appeared extremely unlikely that further tests would make any difference, or else the procedure for selection of further tests showed that no further discrimination was possible.
RESULTS
Cases investigated
Apart from several test cases used during the programme development, I 2 cases were investigated. These consisted of a known specimen of each of: Salmonella typhimurium, Shigella dysenteriae (not serotype I or 2), Salmonellaparatyphi A, S. paratyphi B and S. paratyphi C , Arizona arizonae, Escherichia coli, Shigella boydii, S. sonnei, Klebsiella pneumoniae, Providencia subgroup A and Proteus mirabilis. In each case an independent Reference Laboratory determination was available for comparison with the computed result. An example of the process (which also illustrates the output from the programme) is given in the Appendix. Table 4 gives a summary of results for the 12 cases.
D I S C U S S I O N
Even with so few cases, the examples already discussed and the results given in Table 4 reveal some undesirable features of the use of likelihood for this type of work. Further points (see below) indicate that methodological deficiencies can become extremely serious. It is worth noting that Bayes' theorem shares these deficiencies, over and above the difficulties arising out of the use of prior probabilities. The first point has already been indicated, namely that when using likelihood alone, the more variable organisms are discriminated against, because of their variability. What this amounts to is that a given set of tests may have insufficient discriminating power to effect a conclusive separation between the organisms it is supposed to cover, even under the most favourable circumstances. The operative words are 'insufficient' and 'conclusive', because the user has at least two options open to him: (I) to decide in advance what will be an acceptable likelihood ratio between first and second suspects for a decision and then check (by means of modal likelihood fraction or some other method) that the set of tests can meet this norm under the most favourable circumstances or under some defined deviation from them; (2) to accept the test set as it stands, and determine the worst misclassification which can occur, again under some defined set of circumstances, and then use the likelihood ratio level for which this occurs as the level to be exceeded before a decision can be made. Thus, if on the Salmonella example given earlier, this strain had contributed to the basic table of likelihoods and the true answer was known to be Salmonella typhimurium, and it was also known that the ratio of relative likelihoods of IOO : 6.58 was the highest for any misclassification under optimum circumstances, then the criterion would be that the ratio between first and second suspects must be at least 100 : 6.58 before a decision could be made.
Whatever procedure is adopted, the blind use of a set of tests combined with either simple maximum likelihood choice or an arbitrary discrimination level between likelihoods is untenable and inconsistent. Unfortunately this appears to have been the standard procedure in all the published work known to the authors on the use of conditional probability for diagnosis and identification, not just in bacteriology but in medicine generally. Criteria for discrimination are not based on a critical evaluation of the basic data, as they should be.
A second criticism which can be made is that results depend on the order in which tests are done. For instance, in case 5 (Table 4) the correct organism started off after five tests as the 'most likely' (though it was in fact one of a set of seven suspects all with IOO % relative likelihood); after two more tests it had a relative likelihood of 50 %, becoming 100% again after eight more tests. Had the tests been made in a different order with different groupings, the sequence of percentages would have been different: the correct organism would have remained at 100 % throughout. It is interesting to see from Table 4 that the complete set of tests was in this case shown to be inadequate for an unequivocal separation on the given results. In this case, even if one were prepared to accept a 2 : I ratio as a basis for decision, confirmatory tests would probably have been desirable after the 50% relative likelihood level had been reached, and a mistaken identification would have been avoided.
But whereas in this example the effect of the sequence was unimportant, in other examples it was more serious, and this brings the third criticism, the possible vulnerability of the procedure to errors in data. In case 2 (Table 4) , the correct result started off with a relative likelihood of less than 10% after five tests; the level rose to 21 ss/o after six more tests and remained at this level through four confirmatory tests. Only with the final three tests did the identification become dubious with a rise to 84%. Had one been discriminating at a ratio of 5 : I (not an unreasonable level, perhaps), it would have been tempting to consider the identification confirmed after the fourth set of tests. The point about this example is that one of the test results was found later to have been erroneously coded. The result for sucrose fermentation was coded as 'acid+gas', whereas the true result was 'no change', and the systematic depression of the results for Salmonella paratyphi A was due entirely to this one error. With the correct result for the test, the outcome after the second group of tests would have been IOO : 25 in favour of S. paratyphi A against Escherichia coli, with a modal likelihood fraction of 0.013 for the former; this ratio would have persisted until the fifth group of tests, when the final ratio between these two would have been IOO :6. The original results favoured E. coli, and, what is more, had these results been taken in a different order, the ratio of IOO : 84 would have been arrived at earlier in the sequence, giving a final ' confirmed ' ratio of I 00 : 84 for Escherichia coli against Salmonella paratyphi A. Another case (number 9) had an unusual result (urea hydrolysis negative) The two previous criticisms make it clear that the practical use of this technique requires rigorous data-checking, and also requires a criterion for deciding the sequence in which tests are to be carried out. Such a sequence will of necessity be dynamic, in that fresh tests will need to be determined at any stage on the basis of results up to that stage. To what extent the methods of Rypka et al. (1967) already referred to, or those of Gyllenberg (1964)~ can be used has yet to be seen, but it is possible that the lack of resolution of these methods where variable characters are concerned may render them unsuitable. A more promising approach may be to evaluate at each stage the increase either in probability difference or in probability ratio between first and second suspects for all possible outcomes of all remaining tests and then to choose the test(s) giving the greatest minimum increase-in other words, choose those tests whose most unfavourable outcome is better than that of the other tests. Whatever technique is adopted should be tested by growing strains, dividing the cultures and investigating one half by orthodox laboratory methods and the other by following the computed sequence. Only by such practical investigations can a theoretical method prove its worth.
A final criticism which can be levelled is that the procedure as given (and this is true of any study using either unaided Bayesian probability or (relative) likelihood) is incapable of recognizing a strain from outside its basic reference set. Any such strain will be identified as the member of the reference set which most resembles it, even if the resemblance is derisory.
As against the criticisms, it is true that the maximum relative likelihood choice would have had some success. Six of the twelve specimens would have been unequivocally identified, and a further three would have been among the choices with IOO yo relative likelihood. One case would have been identified unequivocally if it had not been for a data error, one was incapable of being identified on the test results, and one case would have been misidentified even if an erroneous test result had not been included. But a higher success rate is needed if the procedure is to be practical. Bearing in mind the points previously made, one is left with the uncomfortable feeling that good luck played its part as much as good judgement. Perhaps more realistic frequency ratios might have improved the performance in the marginal cases. But the acquisition of such data would call for a national or international effort, as has been noted in another context (Bogdanescu & Racotta, I 967) .
Conclusions
All in all, we submit that the present study, limited as it was, shows that the use of conditional probability for bacteriological identification is unlikely to prove satisfactory unless the basic data are critically evaluated beforehand and further investigations are made of the techniques of decision-making based on conditional probability. In addition, a rationale for the determination of test sequences is also needed.
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