Numerical Simulation of Compressible Flows with Interfaces by Aslani, Mohamad
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2017
Numerical Simulation of Compressible Flows with
Interfaces
Mohamad Aslani
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Aerospace Engineering Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Aslani, Mohamad, "Numerical Simulation of Compressible Flows with Interfaces" (2017). Graduate Theses and Dissertations. 16504.
https://lib.dr.iastate.edu/etd/16504
Numerical simulation of compressible flows with interfaces
by
Mohamad Aslani
A dissertation submitted to the graduate faculty
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
Major: Aerospace Engineering
Program of Study Committee:
Jonathan D. Regele, Major Professor
Paul A. Durbin
Anupam Sharma
Thomas Ward III
Travis R. Sippel
Iowa State University
Ames, Iowa
2017
Copyright c© Mohamad Aslani, 2017. All rights reserved.
ii
DEDICATION
To my family.
iii
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
CHAPTER 1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Finite disturbance interaction with flames . . . . . . . . . . . . . . . . . . . . . 2
1.2 Numerical simulation of compressible multicomponent flows . . . . . . . . . . . 5
1.3 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
CHAPTER 2. NUMERICAL SIMULATION OF A FINITE DISTURBANCE
INTERACTING WITH LAMINAR PREMIXED FLAMES . . . . . . . . 10
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Governing equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Finite disturbance model . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.3 Initial and boundary conditions . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.4 Case parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Numerical method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.1 Interaction in one-dimension . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.2 Interaction in two-dimension . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
iv
CHAPTER 3. A LOCALIZED ARTIFICIAL DIFFUSIVITY METHOD TO
SIMULATE COMPRESSIBLEMULTIPHASE FLOWS USING THE STIFF-
ENED GAS EQUATION OF STATE . . . . . . . . . . . . . . . . . . . . . . 36
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 Mathematical model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.1 Mass, momentum, and energy conservation laws . . . . . . . . . . . . . 39
3.2.2 Stiffened gas EOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.3 Mixture rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.4 Speed of sound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.5 Euler equations with artificial diffusivity terms . . . . . . . . . . . . . . 42
3.3 Consistent interfacial artificial diffusion (AD) terms . . . . . . . . . . . . . . . 43
3.3.1 AD terms for phase density and volume fraction . . . . . . . . . . . . . 43
3.3.2 Momentum equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.3 Energy equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.4 Summary of interfacial AD fluxes . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Numerical implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.1 Spatial derivatives and time integration . . . . . . . . . . . . . . . . . . 47
3.4.2 Localized artificial diffusivity: LAD scheme . . . . . . . . . . . . . . . . 47
3.5 Test problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5.1 1-D Air-Water interface advection . . . . . . . . . . . . . . . . . . . . . 51
3.5.2 Multi-phase Riemann problem . . . . . . . . . . . . . . . . . . . . . . . 54
3.5.3 2-D advection of a water column . . . . . . . . . . . . . . . . . . . . . . 55
3.5.4 2-D shock-helium bubble interaction . . . . . . . . . . . . . . . . . . . . 55
3.5.5 2-D shock-water cylinder interaction . . . . . . . . . . . . . . . . . . . . 57
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
CHAPTER 4. NUMERICAL SIMULATION OF MULTIPHASE FLOWS
USING ADAPTIVE WAVELET COLLOCATION METHOD . . . . . . . . 64
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2 Governing Equation: multi-component Navier-Stokes equations . . . . . . . . . 66
v4.3 Parallel Adaptive Wavelet Collocation Method . . . . . . . . . . . . . . . . . . 69
4.4 Multicomponent hyperbolic solver for PAWCM . . . . . . . . . . . . . . . . . . 71
4.5 Test problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.5.1 1-D air-water interface advection . . . . . . . . . . . . . . . . . . . . . . 74
4.5.2 Two-fluid Couette flow problem . . . . . . . . . . . . . . . . . . . . . . . 76
4.5.3 2-D stationary water column with surface tension . . . . . . . . . . . . . 76
4.5.4 2-D shock-water column interaction . . . . . . . . . . . . . . . . . . . . 77
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
CHAPTER 5. SUMMARY AND DISCUSSION . . . . . . . . . . . . . . . . . . 81
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
APPENDIX A.TEMPERATURE CALCULATION . . . . . . . . . . . . . . . 97
APPENDIX B. SIMPLIFIED EQUATIONS: TWO-FLUID MODEL IN 2D . 98
APPENDIX C.GENERAL EQUATION OF STATE FOR COMPRESS-
IBLE SIMULATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
vi
LIST OF TABLES
Table 1.1 Summary of existing interface tracking methods . . . . . . . . . 6
Table 2.1 Thermo-physical properties . . . . . . . . . . . . . . . . . . . . . 15
Table 3.1 Thermo-physical stiffened gas EOS properties [12, 15] . . . . . . 40
Table 4.1 Fitting parameters for stiffened gas equation of state [15] . . . . 67
Table 4.2 Non-dimentional laws used to derive the system of equations 4.9 69
vii
LIST OF FIGURES
Figure 1.1 Numerical simulation of a perturbed Hydrogen flame. Darrieus-
Landau instability induces cusps at the flame front (left). Numerical
simulation of Rayleigh-Taylor instability (two-fluid system with den-
sity gradients and no reaction), contours showing temperature profiles
(right)[19] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Figure 1.2 Schlieren images of a shock-flame interaction (Shock Mach num-
ber 1.9) from [25]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Figure 1.3 Grid adaptation to localized structures of the flow in a two-
dimensional indirect detonation initiation using adaptive wavelet collo-
cation method [29] (the contour colors show temperature profile) . . . 5
Figure 1.4 The volume fraction distributions of the shock-water-column in-
teraction solved by a second-order MUSCL solver and the THINC solver
using different β parameter in the model (indicated by present in the
image) at t = 400 µs. The image is from [52] by Nonomura et.al. . . . 8
Figure 2.1 Fluid density just before the interaction occurs showing the initial
finite disturbance and flame locations. . . . . . . . . . . . . . . . . . . 17
Figure 2.2 Initial conditions for the 2D computational domain depict the
relative location of a compression wave and flame. . . . . . . . . . . . 18
Figure 2.3 Summary of the cases included in this study. Each Roman nu-
meral indicates a case with a pressure ratio and perturbation amplitude. 19
Figure 2.4 The convergence tests of the compression wave interaction with
a flame at three resolutions indicated by the jmax . . . . . . . . . . . . 21
viii
Figure 2.5 Position-Time plots showing Pressure contours, the dashed line
indicates the location of the flame . . . . . . . . . . . . . . . . . . . . . 22
Figure 2.6 Evolution of Y˜ = 0.5 Iso-contours. . . . . . . . . . . . . . . . . 24
Figure 2.7 Spike location (Ls), bubble location (Lb), and ratio of mixing
region amplitude a/a0 . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Figure 2.8 Global Heat release rate (left) and flame length (right) . . . . . 26
Figure 2.9 Vorticity contours for different compression waves (stamped in
sub-figure (a)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Figure 2.10 Globally integrated Baroclinic vorticity and Enstrophy terms . 30
Figure 2.11 Time evolution of globally integrated heat release rate for three
initial leading shock pressures and different compression waves. . . . . 30
Figure 2.12 Time evolution of flame length for three initial leading shock
pressures and different compression waves . . . . . . . . . . . . . . . . 31
Figure 2.13 Time evolution of the globally integrated heat release rate for
three initial perturbation amplitudes for each compression wave duration. 33
Figure 2.14 Time evolution of flame length for three initial perturbation am-
plitudes for each compression wave duration. . . . . . . . . . . . . . . . 34
Figure 3.1 Solution to the Shu-Osher problem (left) and the zoomed-in area
(right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Figure 3.2 Solution to the gas-liquid advection problem after one period for
four different user-defined diffusion coefficients and three different grid
resolutions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Figure 3.3 Maximum wiggle percentage and interface thickness versus user-
defined diffusion coefficients for three grid resolutions. . . . . . . . . . 53
Figure 3.4 Pressure and velocity error for the 1-D advection problem after
one period for different user-defined Cα coefficients. . . . . . . . . . . . 53
Figure 3.5 Solution to the gas-liquid Riemann problem at t = 0.2 for density
(left) and pressure (right). . . . . . . . . . . . . . . . . . . . . . . . . . 54
ix
Figure 3.6 Iso-contours of volume fraction for the liquid cylinder advec-
tion problem using the proposed LAD scheme (left) and second-order
MUSCL (right). The initial condition is plotted with black and the so-
lution after one period is red. The middle line is defined as αl = 0.5
and the inner and outer dashed-lines are 0.99 and 0.01, respectively. . 55
Figure 3.7 Schematic of the shock-helium bubble computational domain. . 56
Figure 3.8 Gradient of density at t = 0.6 showing the structure of twin
regular reflection-refraction (TRR) . . . . . . . . . . . . . . . . . . . . 57
Figure 3.9 Snapshots from the Quirk and Karni experiment [54] (left) and
numerical Schilieren images (right). Grey curves in the numerical images
indicate the initial location of the Helium bubble. . . . . . . . . . . . 58
Figure 3.10 Left: jet, upstream and downstream locations of the helium bub-
ble compared with the results in [82, 95]. The number of grid points for
the solid line is 350×100, dashed line is 700×200, and dash-dotted line
is 1400 × 400. A schematic of their location on the bubble is depicted
on the right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Figure 3.11 Schematic of the shock-water cylinder computational domain. . 59
Figure 3.12 Vorticity (positive is red and negative is blue) on top and con-
tours of pressure representing the wave structure on bottom for shock-
water cylinder problem at t = 46µs. . . . . . . . . . . . . . . . . . . . . 60
Figure 3.13 Infinite fringe double exposure holographic interferograms of Igra
and Takayama [53] (left) and numerical Schlieren (right) for the shock-
water cylinder interaction. The initial incident time is used for reference
or t = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Figure 3.14 Numerical Schieleren (top) and filled pressure contours (bottom)
for two grid sizes of 1100 on left and 2200 × 1000 on right. Blue iso-
contours indicate αl ≥ 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . 62
Figure 4.1 Minmod limiter (blue line) as a function of solution difference r 72
xFigure 4.2 Density and volume fraction distribution for the 1-D advection
problem after one period for different resolutions. . . . . . . . . . . . . 75
Figure 4.3 Error in pressure and velocity for the 1-D advection problem
after one period for different resolutions. . . . . . . . . . . . . . . . . . 75
Figure 4.4 Two fluid Couette problem. Domain and initial condition (left)
and the comparison of the velocity distribution (right) . . . . . . . . . 76
Figure 4.5 Pressure distribution across the domain (y = 0). Since We = 1,
the pressure jump is one across the unity radius column ([p] = 1) . . . 77
Figure 4.6 Error in pressure for two methods. The old method refers to 4.22
and the new method refers to 4.23. . . . . . . . . . . . . . . . . . . . . 77
Figure 4.7 Two dimensional domain showing the relative location of the
water column and the shock wave . . . . . . . . . . . . . . . . . . . . . 78
Figure 4.8 The evolution of the shock-water column interaction problem.
The top half shows the grid and the bottom half shows the pressure
contours. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
xi
ACKNOWLEDGEMENTS
I would like to take this opportunity to express my thanks to those who helped me with
various aspects of conducting research and the writing of this thesis. First and foremost,
Dr. Jonathan D. Regele for his guidance, patience and support throughout this research and
the writing of this thesis. His insights and words of encouragement have often inspired me
and renewed my hopes for completing my graduate education. I would also like to thank my
committee members for their efforts and contributions to this work: Dr. Paul Durbin, Dr.
Anupam Sharma, Dr. Thomas Ward, and Dr. Travis Sippel.
xii
ABSTRACT
Interfaces separating fluids in a compressible flow are present in a number of engineering
applications. Shocks and expansions in such flows distort interfaces and create complex flow
features. Due to limitations of experiments, numerical simulations of compressible interfa-
cial flows play an important role in the design and development of devices operating under
these conditions. In this work, two types of compressible interfacial flows are studied using
state-of-the-art numerical techniques. First, a finite disturbance interacting with a premixed
laminar flame is numerically simulated using the Parallel Adaptive Wavelet Collocation Method
(PAWCM). Parameters of the simulation are perturbation amplitude of the flame, pressure ra-
tio, and compression wavelength of the finite disturbance. These parameters are shown to
have major impact on the interaction as shown in the evolution of flame lengths and globally
integrated heat release rates. These results reveal a wide range of behaviors that could exist
in such an interaction not previously observed in the classical reactive Richtmeyer-Meshkov
instability. Another type of interfacial flow studied in this thesis is an immiscible interface in
a multicomponent or multiphase flow. In such a situation, the properties of each fluid could
change drastically across the interface and introduce unique difficulties for numerical methods.
The proposed algorithm for interface capturing of compressible multicomponent and multi-
phase flows is based on artificial diffusion fluxes. Given equilibrium conditions at the interface,
physically consistent artificial diffusion fluxes are derived and used in two different approaches.
First, a high-order localized artificial diffusivity method using these interfacial fluxes in intro-
duced. Numerical investigations demonstrate the capability of the method to resolve essential
flow features in shock-helium bubble and shock-water column interactions. Second, a low-order
total variation diminishing (TVD) scheme is developed in the context of PAWCM. This ap-
proach enables the calculation of curvature necessary for surface tension modeling. A number
of test cases are presented to demonstrate the capabilities of this scheme.
1CHAPTER 1. INTRODUCTION
This research has been motivated by the emergence of applications of compressible flows
distinguished by a gas-gas, gas-liquid, or gas-solid interface. Flows containing such interfaces
are present in a broad range of scientific, engineering, and medical applications such as combus-
tion, supersonic jets, shock lithotripsy (breaking up kidney stone), cavitation, and liquid-metal
atomization. Since little has been experimentally known about these processes, numerical
simulations play an important role in understanding their behavior.
Combustion is a primary energy source used in internal combustion engines, jet engines,
land-based gas-turbines, afterburners, ramjets, scramjets, and rocket engines. It is an exam-
ple of an engineering application in which it is important to study instabilities occurring at a
flame interface due to interaction with other flow features. Although the flow regime in liq-
uid or solid rocket motors, ramjets and afterburners may be subsonic, some of the flow may
experience significant compressible effects [1]. For example, many of the applications listed
above accelerate flow to sonic conditions at the throat of a nozzle. The conditions required
to produce sonic behavior can involve both subsonic and supersonic flow [1]. In this context,
shock-flame interactions have been extensively studied as reviewed by Oran, et.al. [2, 3, 4, 5, 6].
There has recently been increasing interest in the effect of rarefaction wave (expansion wave)
interaction with a laminar flame front [7], another common event in these devices. Combustion
devices with complex geometries can experience a finite disturbance wave that interacts with a
flame. This type of interaction develops at a gas-gas interface of two miscible fluids subject to
a Level-2 mixing [8]. The physics of the interaction is coupled with both transport phenomena
and the kinetics of the combustion. Compressibility effects such as baroclinic torque and di-
latation enhance mixing of reactants with air, producing irregular flames and the possibility of
more efficient combustion. Examining these phenomena will provide a better understanding of
2mixing and heat release rates, ultimately leading to the more accurately designed combustion
components necessary for advanced propulsion.
An interface between two immiscible fluids with drastically different flow properties (speed
of sound, for example) could exist in a multicomponent fluid flow. Numerical simulations of
compressible multicomponent flows are becoming more popular in efforts to better understand
interactions that are present in some examples, including variable phase turbines, supersonic
liquid droplets and jets and erosion due to cavitation.
The advent of diffuse interface methods involves use of a single fluid solver capable of
handling discontinuities and modified to handle multicomponent fluids under given interfacial
conditions [9, 10]. The discontinuous interface of two immiscible fluids is smeared across a cou-
ple of numerical grid points, producing what is commonly referred to as the (artificial) mixture
zone. In this mixture zone, the two fluids share properties in the equation of state necessary to
calculate pressure or temperature. There are a series of publications in the literature describ-
ing the possibility of introducing spurious oscillations into the solution and associated remedies
for proper treatment of this zone [11, 12, 13]. Basically, these models attempt to enforce the
equilibrium conditions (in velocity, pressure, and/or temperature) intrinsic in the five-equation
model. In the case of a TVD second-order method, excessive dissipation due to the upwind
nature of these methods can result in poor resolution and possibly wrong representation of
the interface. Sharpening techniques as well as higher-order methods have been proposed to
counter the numerical dissipation at such an interface [14, 15, 16]. Due the broad range of
instabilities occurring within this infinitesimally small region, implementation of high-order
methods becomes intriguing. Also, in the presence of boundary layers and recirculating regions
(for example, in a liquid jet-cross flow simulation), high-order methods are required to resolve
the wide range of energy spectra present in such flows.
1.1 Finite disturbance interaction with flames
A well-known example of an interface in compressible flows is a flame. Flames are prone to
a wide range of instabilities, from intrinsic Darrieus-Landau [17] to Rayleigh-Taylor instabili-
ties [18] (see Fig. 1.1). Such instabilities play an important role in designing and development
3Figure 1.1: Numerical simulation of a perturbed Hydrogen flame. Darrieus-Landau instability
induces cusps at the flame front (left). Numerical simulation of Rayleigh-Taylor instability (two-
fluid system with density gradients and no reaction), contours showing temperature profiles
(right)[19]
of state-of-the-art confined combustion systems. A variety of applications, including propul-
sion, power generation, heating systems, industrial furnaces, and inertial confinement fusion
are influenced by combustion instabilities because unsteady oscillations and large amplitude
structural vibration can cause such systems to develop increased heat flux at the walls, and
exhibit flame blow-off, or even catastrophic failure of a unit.
Combustion instability incorporates a variety of mechanical (kinematic and dynamic) and
chemo-thermal phenomena. In the case of laminar flow, a flame is sustained by molecular and
thermal diffusion [20] and its behavior of the flame is highly dependent on transport processes
occurring at an infinitesimally small region. The flame morphology is non-linearly coupled with
the kinetics of combustion. The flame’s behavior could be significantly altered when it interacts
with other flow features such as vortices [21] or, acoustic [22] or shock waves [3] present in the
system. These interactions are sometimes useful, e.g., a common way to create an explosion
in industrial systems is to accelerate a flame to a supersonic speed using multiple shock waves
that initiate the detonation [23].
In an internal combustion engine or a gas-turbine, ramjet or a scramjet combustor, flames
can be disturbed by an assortment of compression waves generated by spontaneous ignitions,
4Figure 1.2: Schlieren images of a shock-flame interaction (Shock Mach number 1.9) from [25].
flow interactions with walls or moving boundaries, etc. An important interaction in such flows
occurs when a finite disturbance impacts a flame. The physical quantities defining the behavior
of the flame at this scale are not well understood, because most studies provide only a picture
of how flames interact with acoustic, shock, and expansion waves.
Thermo-acoustic wave instabilities have been the topic of numerous studies [24, 1]. It is
well-known that heat release fluctuations can act as a source for driving acoustic/compression
waves in the system and any mechanism that can cause such fluctuations would trigger pressure
wave production that will be sustained once they are in phase with the source. Single acoustic
wave interactions with laminar flames, however, have only minor impact on flame behavior and
do not lead to drastic changes in heat release. Shock-flame interactions have been previously
studied numerically, theoretically, and experimentally (see Fig. 1.2) in the context of reactive
Richtmeyer-Meshkov instability [25, 2, 3, 4, 26, 5, 27]. where it was shown that shock waves
can radically transform a flame surface through hydrodynamic instabilities leading to flame
acceleration in many instances.
The primary mechanisms anticipated to play a role in these compression wave-flame inter-
actions should result from chemical kinetics and hydrodynamic instabilities such as Richtmyer-
Meshkov, Kelvin-Helmholtz, Rayleigh-Taylor, and Darrieus-Landau. When a source of pressure
gradient like a shock wave interacts with a source of density gradients like a flame, vorticity is
produced due to the misalignment of these gradients. The mechanism of vorticity generation
is accounted for by the baroclinic torque in the vorticity evolution equation.
5Figure 1.3: Grid adaptation to localized structures of the flow in a two-dimensional indirect
detonation initiation using adaptive wavelet collocation method [29] (the contour colors show
temperature profile)
Simplified numerical models are unable to accurately capture physical phenomena in highly
nonlinear cases and models are required to directly evaluate the physical equations. A wide
range of other physical mechanisms are present in these flows and, following previous studies
[2], a number of assumptions and simplifications, especially regarding combustion kinetics,
can be made to isolate desired mechanisms from others. Wavelets are famous for intrinsic
properties such as compression, denoising, and, most importantly multi-resolution capability.
In Chapter4, numerical simulation have been performed in the context of the Parallel Adaptive
Wavelet Collocation Method (PAWCM) [28]. PAWCM can significantly reduce computational
costs while allowing flame and shock interfaces to be resolved under prescribed conditions (see
Fig. 1.3).
1.2 Numerical simulation of compressible multicomponent flows
A well-established starting point for the governing equations in a two-component fluid sys-
tem is the five-equation model [30, 31], a modified version of the seven-equation model of Baer-
Nunziato [32], originally proposed to study deflagration-detonation transition in high-energy
reactive materials. The five-equation model is based on the assumption that the relaxation
time (the time required for each phase to reach an equilibrium state with another phase) is
small (relaxatrion → 0) compared to other characteristic times of the flow. The immiscibility
6Table 1.1: Summary of existing interface tracking methods
Method Reference(s) Properties
Arbitrary Lagrangian Eulerian (ALE) [33, 34, 35, 36] Unstructured deforming meshes,
computationally complex
Front tracking methods [37, 38, 39] Cell modification in discontinuous interfaces,
large topological change is difficult
Ghost fluid and level set methods [40, 41, 42] Interface of a band of cells near the interface
condition across the interface introduces severe difficulties for numerical methods, especially for
compressible solvers in which discontinuities in density, pressure, and velocity could be simul-
taneously present due to shock waves. There two major methods, similar to those developed
to solve problems involving shock waves, to treat compressible multicomponent interfaces, viz.,
sharp interface (SIM) or interface-tracking methods and diffused interface (DIM) or interface-
capturing methods.
In SIM, the interface is treated as discontinuity with appropriate jump conditions. Examples
include Arbitrary Lagrangian Eulerian (ALE) [33, 34, 35, 36], front tracking methods [37, 38,
39], Ghost fluid, and level set methods [40, 41, 42]. Table 1.1, summarizes these methods along
with their respective properties. In general, interface-tracking methods have been shown to be
computationally complex and costly, and maintaining numerical stability and large topology
deformations is challenging in this method.
In DIM, the interface is treated as an embedded boundary where appropriate mixture rules
are needed to calculate properties such as pressure, temperature, etc [43]. A difficulty with
DIM is the occurence of spurious oscillations due to inconsistent mixture rules[44]. The primary
source of these oscillations is EOS parameters that non-linearly enter the governing equations.
The study of these oscillations has been the topic of numerous studies in which appropriate and
consistent mixture rules are introduced to prevent them. For example, in a liquid-gas system
with a stiffened-gas equation of state, the fitting parameters (γ and pi∞) require, usually for
the volume fraction method, a non-conservative advection equation to satisfy the equilibrium
conditions at the interface. These conditions are EOS dependent and will change if another
EOS is used in the model. For instance, Shyu et.al [13], used the van-der Walls EOS for the gas
7phase with a stiffened gas equation of state and derived a seven-equation model that satisfies
the equilibrium conditions across the interface.
The main drawback with DIM is the excessive smearing of the fluid interfaces due to nu-
merical diffusion from the hyperbolic solver[45]. To counteract this diffusion, the literature
describes a number of approaches falling into two groups. In the first group, a high-order
method, e.g., the Weighted Essentially Non-Oscillatory (WENO) scheme [14, 15] (commonly
used for single component flows), is used. Due to minimal diffusion introduced by these meth-
ods, the interface is captured across a number of grid points without excessive smearing. A
second major approach uses a series of correction terms along with the governing equations to
sharpen volume fraction and density profiles. Examples include anti-diffusion [46], pseudo-time
sharpening techniques [47, 48], and reconstruction-based interface sharpening approaches (Tan-
gent of Hyperbola for INterface Capturing) [49, 50, 51]. While all these methods have achieved
success in a number of test problems, the following issues exist with sharpening techniques:
- Non-conservation nature of sharpening technique
- Extra calculation in a pseudo-time step
- Breakdown of the second-law of thermodynamics
- Problem-dependent free parameters (see Fig. 1.4 for an example)
- Nonphysical shapes and profiles
- Extension to more than two components
- Consistent sharpening of all variables (not just densities and volume fractions)
Although some of the recent methods have been successful in addressing some of these issues,
a number of the these issues have not been extensively studied.
In this study, consistent artificial diffusion fluxes to be used with any artificial diffusivity
method are derived. These fluxes guarantee that required interfacial equilibrium conditions
are satisfied and spurious oscillations are eliminated. The fluxes are used in two different
approaches: first in a second-order TVD method in the context of PAWCM and second, in a
high-order localized artificial diffusivity (LAD) scheme. In the first approach, the sharpening
8Figure 1.4: The volume fraction distributions of the shock-water-column interaction solved by
a second-order MUSCL solver and the THINC solver using different β parameter in the model
(indicated by present in the image) at t = 400 µs. The image is from [52] by Nonomura et.al.
technique of Shukla et.al [48] is used to sharpen the interfaces and a continuum surface force
method is employed to model interfacial forces. In the second method, a sixth-order finite
difference method with a LAD scheme is introduced to solve the Euler equations. Due to
the severe computational cost of three-dimensional simulations, the numerical simulations are
performed in 2-D and compared with column helium and water column interactions with shock
waves in [53, 54]. Similarly, test problems described in the literature usually contain two-
dimensional or axisymmetric approximations [55].
1.3 Thesis outline
In Chapter 2, numerical simulation of a finite disturbance interacting with a laminar pre-
mixed flame is studied. The problem is treated as a single-component compressible flow. The
developed compressible Navier-Stokes solver in PAWCM incorporates mass, momentum, and
thermal diffusion and a simple model for combustion. The essential parameters of this inter-
action are described and their influeces on the behavior of the flame is studied. Chapter 3
describes the derivation of a consistent artificial diffusion flux for simulation of compressible
multicomponent flows using the stiffened-gas equation of state. The system of Euler equations
9are solved using a sixth-order finite difference method and the hyperbolic solver is based on
the LAD scheme. The results are compared with the experiments of Quirk and Karni [54] and
Igra and Takayama [53] for shock-helium and shock-water column interactions. Using artificial
diffusion fluxes developed in Chapter 3, a TVD second-order multicomponent hyperbolic solver
is developed for PAWCM in Chapter 4. The solver is tested using multiple test cases.
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CHAPTER 2. NUMERICAL SIMULATION OF A FINITE
DISTURBANCE INTERACTING WITH LAMINAR PREMIXED
FLAMES
A paper submitted to the Journal of Combustion and Flame
Mohamad Aslani1, Jonathan D. Regele2
Abstract
Compression waves can be generated during combustion processes and subsequently interact
with flames to augment their behavior. The study of these interactions thus far has been limited
to shock and expansion waves only. In this study, the interaction of finite compression waves
with a perturbed laminar flame is investigated using numerical simulations of the compressible
Navier-Stokes equations with single-step chemical kinetics. The interaction is characterized
using three independent parameters: the compression wavelength, the pressure ratio of the
disturbance, and the perturbation amplitude of the flame interface. The results reveal a wide
range of behaviors in terms of flame length and heat release rate that could occur during such an
interaction. The results are compared to the classical reactive Richtmeyer-Meshkov instability
and the role of baroclinic torque and vorticity generation are shown to be primary drivers of
the flow instability.
1PhD candidate, Department of Aerospace Engineering, Iowa State University
2Assistant professor, Department of Aerospace Engineering, Iowa State University
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2.1 Introduction
Shock waves drive flow features far more dynamically than standard combustion instabili-
ties [26]. For instance, the primary mechanism of instability in supersonic combustion devices,
such as pulsed detonation engines or wave rotor combustors, is the interaction of (reflected)
shock waves with the burning medium, already wrinkled by the Darrieus-Landau (DL) insta-
bility [56, 57, 58, 59, 29]. Since the deformed flame front is a source of density gradients, its
interaction with a pressure gradient region due to a shock wave produces baroclinic torque
(∇p×∇ρ/ρ2). This form of instability, as an example of shock induced Rayleigh-Taylor insta-
bility, was predicted by Richtmeyer [60] and demonstrated experimentally by Meshkov [61] and
thus referred to as Ritchmyer-Meshkov instability (RMI). The induced RMI can trigger inflec-
tional multi-mode instabilities like Kelvin-Helmholtz (KH) and thus turbulence and mixing is
enhanced in the resulting fluid flow [62, 63].
Shock wave interaction with a curved flame was initially investigated experimentally by
Markestein [64] in a shock tube. As shown in this primary study, flow features are mainly driven
by baroclinic vorticity and thus, this interaction is commonly referred to as reactive RMI. In
an attempt to understand the role of shock waves and hot spot generation in deflagration to
detonation transition, Khokhlov et al. [4, 2, 5] analyzed reactive RMI by performing two-
dimensional numerical simulations using one-step kinetics of shock waves impacting premixed
flames. They showed that fewer small scale structures (perturbations) exist in a reactive RMI
versus the regular non-reactive RMI, as reported also by more recent studies in [65, 27, 66]. An
analytical study by Massa et al. [67] provided a linear analysis of this interaction, which showed
that the absence of high wave number disturbances (small features in the flow) is due to the
scaling between convective and reactive processes which only appears after the development of
the mushroom shape.
In practical situations, flames might interact with expansion waves as well. Studied by
Kilchyk et al. [7], flame length modulation in expansion-flame interaction is shown to be the
primary source of an increase in burning rate. Nevertheless, gas dynamical effects such as pres-
sure and temperature gradients, which drop across an expansion fan, adversely affect reaction
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rates. As the flame length behaves non-linearly, the overall burning rate is a competition of
these two flame dynamics.
In more realistic situations, finite disturbances consist of both compressive and expansive
phases. While the literature provides adequate information about how compressive (shock)
and expansive waves interact with the flames, little is known about the combination of these
two waves in a common compression wave. The study of such interactions is important in
understanding the generation of instabilities that lead to turbulence and further mixing of the
fluids.
The objective of this study is to understand the behavior of a perturbed laminar flame
front when it interacts with a finite amplitude disturbance composed of a shock wave followed
immediately by an expansion wave. The parameters that control the amplitude and duration
of the disturbance is the leading shock pressure ratio and the trailing expansion wavelength
(compression wave duration), respectively. The wavelength is normalized by the flame thick-
ness, which is a characteristic length scale for this problem. Another key parameter is the
perturbation amplitude of the flame front normalized similarly with the flame thickness. As is
common in other studies of shock flame interaction [26, 5, 68, 69] as well as flame acceleration
and deflagration to detonation transition (DDT) [26, 70], single-step kinetics is used to model
the reaction.
Mazaheri et al. [71, 72, 73] showed that high-resolution simulations are required to study
diffusion and hydrodynamic instabilities. The existence of localized structures like shock waves
and reaction fronts requires a numerical tool to adaptively resolve the structure of the flow. In
this paper, high resolution simulations of finite amplitude disturbance interactions with flames
are performed using the Parallel Adpative Wavelet Collocation Method (PAWCM) [28].
The paper is organized as follows: in section 2.2, the governing equations are described
followed by the proposed model for finite amplitude disturbances and the initial and boundary
conditions. In section 3.4, the numerical framework is detailed. Finally, the results are presented
and discussed in section 2.4.
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2.2 Problem statement
2.2.1 Governing equations
The physical model in this study is based on the two-dimensional, unsteady, compressible,
reactive Navier-Stokes equations. Combustion is modeled using single-step (i.e. R(reactants)
−→ P(products)) Arrhenius kinetics. The system of equations can be expressed:
∂U
∂t
+ ∂F
∂x
+ ∂G
∂y
= ∂Fd
∂x
+ ∂Gd
∂y
+ S, (2.1)
where U is the vector of conservative variables, F and G are convective fluxes, Fd and Gd are
diffusive fluxes, and S is the combustion source term. These terms are
U =
[
ρ ρu ρv ρet ρY˜
]T
, (2.2a)
F =
[
ρu ρu2 + p ρuv ρuet + up ρuY˜
]T
, (2.2b)
G =
[
ρv ρuv ρv2 + p ρvet + vp ρvY˜
]T
, (2.2c)
Fd =
[
0 τxx τxy uτxx + vτxy + qx dx
]T
, (2.2d)
Gd =
[
0 τyx τyy uτyx + vτyy + qy dy
]T
, (2.2e)
S =
[
0 0 0 Qω˙ − ω˙
]T
, (2.2f)
where ρ is the density, u and v are the velocities in x and y-direction, p is the pressure, ρet is the
total non-chemical energy per unit volume, and Y˜ = Yf/YR is the normalized fuel mass fraction
(Yf is the mass fraction of reactants and YR is the mass fraction of the fuel in the stoichiometric
mixture) that changes between zero (products or Yf = 0) and one (unburned stoichiometric
reactants or Yf = YR) [21]. Transport terms are modeled using molecular diffusion laws:
τxx = µ
(4
3
∂u
∂x
− 23
∂v
∂y
)
, τyy = µ
(4
3
∂v
∂y
− 23
∂u
∂x
)
,
τxy = τyx = µ
(
∂v
∂x
+ ∂u
∂y
)
,
(2.3)
qx = k
(
∂T
∂x
)
, qy = k
(
∂T
∂y
)
, (2.4)
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dx = d
(
ρ
∂Y˜
∂x
)
, dy = d
(
ρ
∂Y˜
∂y
)
, (2.5)
where µ is the viscosity, k is the thermal conductivity, and d the is mass diffusivity. The
power-law relation for temperature (T ) dependent kinematic viscosity, heat conductivity, and
mass diffusivity is assumed:
µ
µ0
=
(
T
T0
)m
,
k
k0
=
(
T
T0
)m
,
d
d0
=
(
T
T0
)m
, (2.6)
where m = 0.7 (typical value for hydrocarbon mixtures [72, 2]). The mechanism in this study
resembles stoichiometric methane-air mixtures. The focus of this work is on developing a model
that captures the important flow instability features of this interaction. Thus, the reaction rate
is modeled with single-step Arrhenius kinetics with pre-exponential factor B and activation
temperature Ta,
ω˙ = ω˙R/YR = BρY˜ exp
(
−Ta
T
)
. (2.7)
The source term Qω˙ added to the energy equation accounts for the change in chemical energy,
where Q is the chemical heat per unit mass of the fuel. Finally, the system of equations is
closed by the ideal gas law,
p
γ − 1 = ρet −
1
2ρ(u
2 + v2), (2.8)
with constant specific heat ratio (γ) for the mixture.
This problem includes geometrical and non-geometrical length scales. In classical, impulsive,
asymptotic RMI, the interface wavelength (λ), which shows that the normalized growth rate
linearly scales with the associated disturbance wave number (k = 2pi/λ), is a geometrical length
scale. The half reaction length (L1/2), or the induction length, can also be a relevant length
scale if detonation phenomena is of interest. In flame deflagrations, such as laminar premixed
flames, the flame thickness łf ≡ λT /ρcpsL is an obvious length scale. Thus, in this study, the
flame thickness lf is chosen as the physical scale of interest. Other length dependent scales like
perturbation amplitude and compression wavelength are then characterized by this length.
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Table 2.1: Thermo-physical properties
p0 (initial pressure) 101.3 kPa ρ0 (initial density) 1.2 kgm−3
T0 (initial temperature) 298 K γ (adiabatic index) 1.2
Ta (activation temperature) 30T0 Q (heat release rate) 25.33RT0
µ0 (viscosity coefficient) 1.2× 10−6 kg m−1 s−1 lf (flame thickness) 10−3 m
k0 (thermal conductivity) 0.032 W m−1 K−1 d0 (mass diffusivity) 10−6 m2 s−1
sL (laminar flame velocity) 3.9× 10−1 m s−1 Tp (temperature of products) 2230 K
The system of governing equations is non-dimensionalized with respect to the state of
the unburned reactants where characteristic velocity is chosen to be the speed of sound in
the reference state c0 =
√
γp0/ρ0. This procedure leads to appearance of Reynolds (Re =
ρ0c0lf/µ0), Schmitt (Sc = µ0/ρ0d0), and Prandtl (Pr = cpµ0/k0) numbers, which remain
constant independent of thermo-physical conditions. The system is characterized by unity
Lewis (Le = Sc/Pr) and Schmitt numbers, i.e. equal rates of heat, mass, and momentum
diffusion (typical in stiochiometric methane-air mixtures). The simplified reaction-diffusion
mechanism along with the aforementioned assumptions have been used in literature to study
deflagration to detonation transition [2, 3], shock-flame interactions [4], flame acceleration in
channels [5, 23], and 2-D gaseous detonations [71]. Table 2.1 summarizes the values of the
physical parameters used in this study. The Reynolds number is approximately Rea = 2× 104
using the values given in this Table.
2.2.2 Finite disturbance model
The proposed model for the finite disturbance is composed of a compression wave in the
form of a shock wave followed by a centered expansion fan. In Figure 2.1, the density of the
initial condition is plotted and shows the position of the compression wave relative to the flame.
As shown, the expansion wave is spread out to reach the shock wave and the disturbance is
located on the unburned part (high density) traveling to the right towards the flame that is
moving relatively slowly to the left. In this way the two extreme cases of disturbance are unified
in a measurable fashion. The compression wave is characterized by the pressure ratio (Mach
number) of the leading shock wave and a ratio α. This ratio is defined as the length of the
expansion fan (λ) divided by the flame thickness, i.e. α ≡ λ/lf . Therefore, small values of α
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resemble a short duration disturbance. As α increases, the length of the disturbances increases
and in the limit that α approaches infinity, then an infinite length disturbance or a shock wave
is modeled. The shock wave is modeled as a discontinuity in density, velocity, and energy and
the corresponding conditions are obtained directly from the Rankine-Hugoniot relations for the
given pressure ratio (or Mach number). Distribution of density and velocity across the centered
expansion fan are also given by the isentropic conditions given the post-shock conditions. The
Rankine-Hugoniot density and velocity jump conditions relate the post-shock and undisturbed
conditions for a given pressure ratio, p21 = p2/p1:
ρ2
ρ1
= γ − 1 + (γ + 1)p21
γ + 1 + (γ − 1)p21 =
u1
u2
. (2.9)
The fluid velocity behind the shock (up = u2) given the speed of sound c1 is:
up =
c1
γ
(p21 − 1)
 2γγ+1
p21 + γ−1γ+1
1/2 . (2.10)
The above density and velocity values are used in expansion wave relations (isentropic) to find
the distribution of velocity, density and pressure given the characteristic length ratio (α = λ/lf )
for 0 ≤ x ≤ αlf :
u(x) = up − up
αłf
x,
ρ(x)
ρ2
=
(
1− γ − 12
|u(x)|
c2
)2/(γ−1)
,
p(x)
p2
=
(
1− γ − 12
|u(x)|
c2
)2γ/(γ−1)
.
(2.11)
2.2.3 Initial and boundary conditions
Simulations of the finite amplitude disturbance interaction with a laminar premixed flame
are performed in one and two dimensions. For 1-D simulations, the initial condition is similar to
the one plotted in Fig. 2.1, in which a disturbance travels from unburned gas into the flame on
the right. The right and left boundaries are extrapolated to ensure no reflected waves interfere
with the interaction.
17
D
en
si
ty
Location
Flame thickness
Expansion fan
Compression 
wavelength
Shock wave
Flame
Figure 2.1: Fluid density just before the interaction occurs showing the initial finite disturbance
and flame locations.
For 2-D simulations, a schematic of the computational domain is given in Figure 2.2. Peri-
odic boundary conditions are imposed in the spanwise direction while the left boundary uses
the tail of the expansion fan conditions to mimic an inflow boundary condition and the bound-
ary on the right uses a zero-gradient outflow boundary condition. The length of the domain in
the stream-wise direction, Ly, is chosen large enough that the evolution of the flame after the
wave passage is studied without reaching the boundaries. Numerical experiments showed that
Ly/lf = 80 is sufficient for this purpose.
Similar to 1-D, the 2-D simulations are initialized with reactants on the left and products
on the right side of a sinusoidally perturbed flame given by yp = a cos(2piy/Lx), where a is
the perturbation amplitude. Initialized in this way, the flame moves downward towards the
compression wave at a speed roughly equal to the laminar flame speed. If pressure across the
laminar flame is assumed to be constant, then the velocity on reactant side (left side of the
flame) is uR = sL(ρR− ρP )/ρ0, where sL is the laminar flame velocity for methane-air mixture
and ρP is the density of products. Table 2.1 includes the values used for these parameters.
Khokhlov et al. [4, 3] initialized a flame using a jump discontinuity separating reactants and
products. However, in this study, the flame profile is initialized using steady one-dimensional
profile with the assumption that for unity Lewis number, the local flame speed is nearly identical
for disturbed and undisturbed flamelets. This method is favorable because it will reduce the
errors associated with the jump-like initial distributions.
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Figure 2.2: Initial conditions for the 2D computational domain depict the relative location of
a compression wave and flame.
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Figure 2.3: Summary of the cases included in this study. Each Roman numeral indicates a case
with a pressure ratio and perturbation amplitude.
Finally, it is important to note that in order for the expansion fan to be right behind
the shock wave when the interaction occurs, a buffer zone with the size δ1 is added between
the shock wave and the expansion fan. This buffer zone (with the corresponding post-shock
conditions) makes sure the shock wave is not weakened by the following expansion wave and
allows the two wave to coalesce when the interaction occurs. If the distance from the shock
wave to the flame is δ2 (see Fig. 2.2), then δ1 = δ2 ((c2 + up)/cs − 1)), where cs is the shock
speed.
2.2.4 Case parameters
Figure 2.3 summarizes the five different combinations of pressure ratios and perturbation
amplitudes that are studied. Case (I), where pressure ratio and perturbation amplitude are 3
and 2.5, is chosen as a base case. Cases (II) − (V ) increase and decrease the pressure ratio
and perturbation amplitude relative to case (I). For each case, four different compression wave
durations (compression wavelength) are used to cover the range α ∈ [10−1, 100, 101,∞]. Thus,
there are twenty cases distinguished by the pressure ratio, perturbation amplitude, and α. The
length of the domain in the span-wise direction is Lx/lf = 10. Preliminary simulations, similar
to the ones reported by Khokhlov et al. [3], have been performed with larger and smaller values
for Lx to make sure the resulting interactions are not dependent on the channel height.
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2.3 Numerical method
All simulations are performed using the Parallel Adaptive Wavelet Collocation Method
(PAWCM) [28]. This method is based on second generation wavelets [74] constructed on an
interval with a distribution of collocation points. The collocating points create a set of nested
grids with arbitrary interpolating points. Thus, wavelet decomposition of a function can be seen
as a multi-resolution representation of a function. The maximum level of resolution added to the
based grid (if needed) is indicated by jmax. Thus, the effective resolution in a one-dimensional
case is M × 2(jmax−1), where M is the resolution of the base grid without adaptation.
In the PAWCM, the partial differential equations are solved in physical space on an adaptive
nested computational grid where derivatives are calculated in physical space using a second
order centered stencil. Since central schemes are not generally stable at discontinuities, the
PAWCM utilizes a discontinuity locator function calculated based on wavelet coefficients to
add localized artificial viscosity [75]. Using this approach, any discontinuity (including shock
waves) is smoothed over several points and spurious oscillations are reduced to the order of the
threshold parameter.
Once the adaptive grid is generated and the corresponding fluxes are calculated, the so-
lution is evolved in time using a Crank-Nicolson implicit time integration method, which is
unconditionally stable and second-order accurate O(∆t2)[76]. For the purpose of accuracy,
time steps are restricted to Courant-Friedrichs-Lewy (CFL) condition of 0.6.
In order to measure the dependency of the solution on the grid resolution, the location of the
spike and the average heat release rate is studied using two-dimensional simulations with three
grid resolutions of jmax = 6, 7 and 8 and two compression waves of α = ∞ and 0.1. The base
grid for all cases is M = 80× 10. These results are plotted in 2.4. The plot for the evolution of
the perturbation amplitude indicates that this value has converged well. The heat-release rate
plot, however, suggests a level of uncertainty in this value. This level of uncertainty (O(10−3))
is lower than the general trends reported in the paper. In the rest of the paper a base grid of
M = 80× 10 with jmax = 8 are used. This resolution is equivalent to 64 numerical grid points
across the laminar flame thickness (lf ).
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Figure 2.4: The convergence tests of the compression wave interaction with a flame at three
resolutions indicated by the jmax
2.4 Results
2.4.1 Interaction in one-dimension
To better understand the interaction of a compression wave with a flame, simulations of
compression waves impacting a laminar flame are first performed in one-dimension with a
pressure ratio p2/p1 = 3.0 and for all four values of α. The initial condition for this problem
corresponds to the Fig. 2.1. Figure 2.5 shows the pressure contours in position-time (x − t)
diagrams for all of the compression waves where the white dashed line shows the location of
the flame (Y˜f = 0.5) and its evolution after the interaction. For the α = 0.1 and 1 cases, it can
be seen that the flame interacts with the impacting wave for a short time and then, following
the wave passage, it does not move downstream any further.
In the α = 10 case, the flame experiences a longer period of interaction and moves down-
stream a considerable amount during the interaction. The cases with α ≤ 1 move downstream
as well, but the duration of interaction is much shorter and the deceleration of the flow is much
more obvious. The flow in the α = 10 case will eventually decelerate to zero velocity too, but
the simulation would need to be run longer. It’s only in the shock induced case α =∞ that a
sustained flow is introduced to move the flame to the right at a constant speed. However, the
long duration of interaction for the α = 10 case suggest that this pressure gradient region will
have further effects on the geometry of a multidimensional flame, e.g creating extra baroclinic
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(a) α = 0.1 (b) α = 1
(c) α = 10 (d) α =∞
Figure 2.5: Position-Time plots showing Pressure contours, the dashed line indicates the loca-
tion of the flame
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vorticity. These effects, of course, are not apparent in one-dimensional studies and will be
studied in the next section.
2.4.2 Interaction in two-dimension
As described in Section 2.2, five different combinations of pressure ratio and perturbation
amplitude are studied, which are summarized in Fig. 2.3. The base case, case (I), is chosen
such that the pressure ratio and perturbation amplitude are 3 and 2.5, respectively.
2.4.2.1 General flow features in two-dimensions (Case I)
In Figure 2.6, the evolution of the interface is shown using contour lines of Y˜f = 0.5 at six
intervals indicated by the acoustic time for each value of α. The interfaces are observed to start
rolling back (t = 5) after the passage of the compression waves. Although this occurs in all
cases, the generated bubbles are significantly larger for the α = 10 and ∞ cases (t = 10). The
generated mushroom-like bubbles evolve further downstream and the surface area of the flame
increases (t = 15 to 25). For α = 0.1 and 1, this increase is moderate and mainly supplied
by the bubble growth and rolling, compared to the α = 10 and ∞ cases where the amplitude
of the mixing region increase as well as the bubble. At t = 30, α = 0.1 and 1 cases are in a
quasi-steady regime and experience little movement or deformation. However, the α = 10 and
∞ cases are translated into a chaotic and turbulent regime. At this stage, the amplitude of
mixing for the α = 10 case is significantly larger than the other cases.
To quantify this difference in behavior, the location of spike and bubble are computed. Ac-
cording to the Richtmeyer-Meshkov literature [62, 77] the bubble (Lb) and spike (Ls) locations,
are defined as the position where Y¯ ≤ 0.99 and Y¯ ≥ 0.01, respectively. Here Y¯ is the spatially
averaged volume fraction of the fuel in the spanwise direction. Using the above definition, the
amplitude of the mixing region can be defined as a = |Lb −Ls|/2. The time evolution of these
quantities is shown in Fig. 2.7 where the mixing region is normalized by the initial disturbance
amplitude, a0. The spike and bubble locations for the shock wave case follow a linear tra-
jectory, which is also seen in Richtmeyer-Meshkov instability[62]. The spike location for the
other finite α cases reach a some final position after the interaction is complete. However, the
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Figure 2.6: Evolution of Y˜ = 0.5 Iso-contours.
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Figure 2.7: Spike location (Ls), bubble location (Lb), and ratio of mixing region amplitude
a/a0
bubble location in the α = 1 and 10 cases follow a square root-like trajectory with time where
the slope of the increase is higher for the α = 10 case than the α = 1 case. The amplitude
of mixing region (Fig. 2.7c) verifies quantitatively what was observed in Fig. 2.6. Namely, the
rate of increase for the α = 10 case is higher than the other cases and the slopes for the change
in amplitude for the α = 1 and α =∞ cases become equal after t = 12.5.
The global heat release, flame length, and burning speed are also useful quantities to describe
the interaction. In order to find the global heat release rate, the reaction rate is integrated over
the two-dimensional domain and scaled by the heat release coefficient, e.g. qH = Q
∫
A ω˙dA.
In Fig. 2.8a, the global heat-release rate is plotted for all four cases of α versus time. As it
can be seen, for all cases, heat release increases initially due to the head-on collision by the
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Figure 2.8: Global Heat release rate (left) and flame length (right)
leading shock wave. As expected, this increase is greater for α = 10 and ∞ cases where the
flame experiences reactants with higher pressure and temperatures for a longer time compared
to α = 0.1 and α = 1. After t = 7.5, the increase in global heat release rate for the shock
wave case surpasses the α = 10 which resembles the importance of the increase in pressure and
temperature in reaction rate equation. There is not a significant change in global heat-release
rate for α = 0.1 and 1 cases. The interaction time for both of these cases is so small that any
initial increase in pressure and temperature due to the shock wave is immediately canceled by
the reverse effects of the expansion wave.
To find an average flame length, the contour lines of Y˜f = 0.5 are integrated and divided
by the initial length of the flame (ł0). As it is shown in Fig. 2.8b, the flame length remains the
same up to t = 7.5 for all cases. After this time, the rate of increase for the α = 10 case becomes
significantly higher compared to other cases. Flame lengths remain equal for the α = ∞ and
α = 1 cases up to t = 17 and both are greater than the α = 0.1. After t = 17, the slope of the
increase in the flame length drops for α = 1. At the end of the simulation(t = 30), flames are
around 2.5, 4.5, 13, and 7.5 times their initial lengths for α = 0.1, 1, 10, and ∞, respectively.
There is a wide range of behavior when the finite disturbance interacts with the burning
medium. To understand this non-linear behavior, one needs to study the primary role of RM
instability, which is the vorticity term. In Fig. 2.9, vorticity contours for each of the four
compression waves are plotted at six consecutive times. Vorticity is initially deposited into the
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interface due to the misalignment of the leading shock pressure gradients and flame interface
density gradients (t = 5). Depending on the intensity of the deposited vorticity, the interfaces
start to roll up and create bubbles with a variety of sizes. For α = 0.1 and α = 1 cases, the
initially generated vorticity diffuses gradually and is not intensified further (t > 20). In the
shock wave case, the vorticity remains for a longer period compared to previous cases, but after
t = 10, it only increases around the mushroom-like region of the interface. However, for α = 10
case, vorticity is being deposited into the interface for a long time after the initial impact of
the shock. This happens all around the interface including in the mushroom-like region.
It can be shown that in a two-dimensional inviscid simulation the time rate of change in
circulation (Γ) is equal to the integral of baroclinic vorticity production term:
∂Γ/∂t = ∂
∂t
∫∫
ωdA =
∫∫
(∇P ×∇ρ/ρ2)dA . (2.12)
This means that there is a direct connection between the vorticity generated in the flow and
baroclinicity. To explore this connection, the magnitude of the baroclinic vorticity is integrated
globally in the mixture region, as shown in Fig. 2.10a. As expected, this source term for vorticity
is initially equal for all cases up to t = 10 and subsequently it increases rapidly for the α = 10
case. In contrast, this term remains nearly constant for the shock case and reduces significantly
for the α = 0.1 and 1 cases.
In these simulations, it has been shown that the small scale motion does not follow the
Kolmogorov scaling [77]. However, the micro-scales are represented by the mean square vorticity
(enstrophy) and thus justifications based on two-dimensional simulations are in-line with the
turbulent features of the flow. Another related quantity to vorticity is Enstrophy. Mass-
weighted Enstrophy is calculated by integrating vorticity in the mixing region over the full
domain,
E =
∫∫
ρ(∇× u)2dA . (2.13)
Figure 2.10b shows the evolution of domain Enstrophy. An initial peak is observed followed
by a decay in all cases. At later times, Enstrophy increases rapidly for the α = 10 and ∞
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cases and it converges for the α = 0.1 and 1 cases. Since Enstrophy is a measure of small
scales being generated in the flow, this plot confirms the existence of turbulence and mixing
(nonlinear behavior) in α = 10 and ∞ cases and the lack of these features in the rest of the
cases.
2.4.2.2 Effects of pressure ratio (Case II and III)
In order to study the effect of the leading shock wave strength, the interaction of a perturbed
flame, with a perturbation amplitude of a = 2.5 with three pressure ratios of 1.5, 3, and 4.5
are studied for each of the four values of α. The resulting global heat release rates are plotted
in Fig. 2.11. As it can be seen, higher pressure ratios result in a higher global heat release
rate. For the lowest pressure ratio of p2/p1 = 1.5, the heat release rate decreases for α = 0.1
and 1 and converges to a nearly constant rate in the α = 10 and ∞ cases. For the highest
pressure ratio, an initial increase in heat release is observed due to the increase in pressure and
temperature (from t = 1 to 4), which causes a notable peak in heat release rate for cases with
α ≤ 10. For the finite α cases the heat release rate decreases until around t ≈ 10 when the heat
release increases again. This second increase is caused by an increase in flame length, which
is maintaied until the end of the simulation. Greatest increase of around 30 times the original
heat release rate is observed for the pressure ratio of 4.5 in the shock case.
The flame length evolution for each of the pressure ratios is plotted in Fig. 2.12. In all cases,
higher pressure ratios result in a greater increase in total flame length of the flame and plays
a major role in the increase in global heat release rate observed in Fig. 2.11. The difference
in pressure ratio of 4.5 and 3.0 is more significant for shorter waves. Overall, the relative
growth rate of the flame surface length increases more rapidly with increased pressure ratio for
decreasing compression wave length (small α).
2.4.2.3 Effects of perturbation amplitude (Case IV and V)
To study the effects of perturbation amplitude on the interaction, three different values
for amplitude, a = 1.25, 2.5, and 5 are simulated for each of the four different compression
wave durations (α = 0.1, 1, 10 and ∞) with a constant pressure ratio of 3 (see Fig. 2.3). The
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Figure 2.9: Vorticity contours for different compression waves (stamped in sub-figure (a))
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Figure 2.10: Globally integrated Baroclinic vorticity and Enstrophy terms
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Figure 2.11: Time evolution of globally integrated heat release rate for three initial leading
shock pressures and different compression waves.
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Figure 2.12: Time evolution of flame length for three initial leading shock pressures and different
compression waves
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resulting global heat release rates are plotted in Fig. 2.13. Similar to the behavior with increased
pressure ratio in the preceding section, the two shorter compression waves of α = 0.1 and 1
show very localized peaks in heat release rate with low perturbation amplitudes(a = 1.25).
For the smallest amplitudes of a = 1.25, the duration of the initial shock-flame interaction
decreases relative to the a = 2.5 case, which causes the heat release rate to peak around t = 3
for both α = 0.1 and 1 cases. The heat release rate drops rapidly thereafter for these cases as
the expansive part of the wave passes through the flame and reduces the temperature. For the
longer duration compression waves α = 10 and ∞, the peak in heat release rate occurs at a
similar time t ≈ 3, but the heat release rate drops off much more gradually or not at all as in
the shock-induced case.
For larger perturbation amplitudes, the time it takes for the leading shock wave to pass
through the flame is increased. This is easily observed in the longer duration compression
(α = 10) and shock wave (α→∞) cases where the initial localized peak in heat release occurs
around t ≈ 7. For the shorter duration cases (α ≤ 1) there is no notable peak in heat release.
In fact, for the α = 0.1 case the heat release decreases before it begins to rise again. It should
also be noted that the fluctuation in the heat release rate increases for larger perturbation
amplitude.
The results for the flame length are plotted in Fig. 2.14. A notable observation is that
for each value of α, after the initial transient behavior has concluded, the flame length grows
almost linearly with very similar slopes regardless of the initial perturbation amplitude. In all
cases, flame length increases. This increase is highest in the α = 10 case, as observed previously
as well, which confirms the importance of the vorticity production terms.
2.5 Conclusion
Numerical simulations of compression waves impacting laminar premixed flames are per-
formed by solving the reactive Navier-Stokes with one-step Arrhenius kinetics. The compression
wave is modeled as a shock wave immediately followed by an expansion wave. It is found that
the expansion wave duration and the strength of the leading shock wave are two parameters
that have deterministic effects on the physics of the interaction. One-dimensional simulations
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Figure 2.13: Time evolution of the globally integrated heat release rate for three initial pertur-
bation amplitudes for each compression wave duration.
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Figure 2.14: Time evolution of flame length for three initial perturbation amplitudes for each
compression wave duration.
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showed that the interaction of the pressure gradient with the flame after the wave passage for
the α = 1 and 10 cases occurs over a finite period of time relative to the α = 0.1 and shock
wave cases. Two-dimensional simulations showed that a finite disturbance of α = 0.1 and 1,
cause minimal change in the heat release rate compared to the longer waves with α = 10 and
∞.
Rapid vorticity generation is observed for α = 10 cases, which causes extensive flame
stretching and roll up and ultimately stretches the flame length to be considerably longer than
shock induced cases. While the overall heat release rate is greater for the shock induced cases,
this is primarily due to faster kinetics caused by an increase in temperature after the shock
wave’s passage. Thus, it is the compression wave interaction with a flame that causes a greater
increase in flame surface length and overall mixing. The baroclinic vorticity production term is
shown to be the primary source for the time rate change of circulation in these two-dimensional
simulations. It was also shown that the α = 10 case has the greatest amount of baroclinic torque
compared to other cases, which explains why this case increased the flame surface length the
greatest amount.
The effects of shock wave pressure ratio and the initial flame perturbation amplitude were
investigated. Higher pressure ratios are observed to cause increases in both heat release rate
and flame length at later times. An increase in perturbation amplitude prolongs the shock-
flame interaction. In shorter duration compression waves (α ≤ 1) an increase in perturbation
amplitude causes the initial peak in heat release rate to become more localized and higher,
whereas when the perturbation amplitude becomes larger the heat release rate during the
initial interaction becomes less. Regardless of the initial transient dynamics, for longer time
durations, an increase in perturbation amplitude leads to a larger increase in heat release rate
while the flame surface length grows linearly at similar rates.
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CHAPTER 3. A LOCALIZED ARTIFICIAL DIFFUSIVITY METHOD
TO SIMULATE COMPRESSIBLE MULTIPHASE FLOWS USING THE
STIFFENED GAS EQUATION OF STATE
A paper submitted to the International Journal for Numerical Methods in Fluids
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Abstract
The development of numerical approaches to perform direct numerical simulations of com-
pressible multiphase flows has been an active field of research for several years. Proper treat-
ment of fluid interfaces is crucial as important physics occur in this infinitesimally small region.
Furthermore, the compressibility of the fluid requires proper treatment of discontinuities. Arti-
ficial diffusivity is among a number of methods widely used for compressible flows. The present
study develops a general form of consistent artificial diffusion fluxes and extends the local-
ized artificial diffusivity method for high-order central schemes to solve multiphase flows with
an interface capturing method. These fluxes ensure an oscillation-free interface for pressure,
velocity, and temperature without employing a sharpening technique. Moreover, high-order
representation of all scales in the flow helps capture the wide range of instabilities inherent in
these flows. The goal is to develop an approach capable of performing high fidelity simulations
supported by physics-driven validation. This is achieved by solving the five-equation model
with the stiffened gas equation of state using the proposed method for multicomponent and
multiphase flows on a variety of one and two-dimensional problems.
1PhD candidate, Department of Aerospace Engineering, Iowa State University
2Assistant professor, Department of Aerospace Engineering, Iowa State University
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3.1 Introduction
Compressible multiphase flows are present in many engineering applications, such as su-
personic combustion, erosion due to cavitation, and breakup of liquid jets at high speeds.
Commonly prone to oscillations and numerical errors, discontinuities such as shock waves and
material interfaces with high-density ratios can be challenging for numerical simulations. More-
over, high accuracy is required to capture the wide range of instabilities that may be present
in these flow (e.g. Kelvin-Helmholtz to Richtmyer-Meshkov).
In the Eulerian framework, the simulation of compressible interfacial flows is typically di-
vided into two major groups, namely interface tracking and capturing. Examples of tracking
methods include all forms of level set [78, 41, 40], as well as front-tracking methods [79, 80, 81].
Although these methods have been used to study a wide range of problems [82, 83], they are
geometrically complex and computationally expensive. Interface capturing methods, on the
other hand, are relatively straightforward to implement and can handle complex topological
changes. Moreover, they easily extend to multiple phases, higher dimensions, and higher orders
of accuracy [15, 12].
In an interface capturing method, similar to shock capturing, the assumed sharp interface
between the two fluids is relaxed across a number of grid points, converting it to an artificial
mixture zone. However, this interface is prone to spurious oscillation errors. These errors oc-
cur due to different properties of fluids entering the equation of state (EOS) and violating the
equilibrium condition at the interface and creating pressure, velocity or temperature oscilla-
tions. In the context of interface capturing methods, Abgrall [11] was the first to highlight and
fix pressure and velocity oscillation errors in the interface of a gas-gas system with different
thermophysical properties. Later, Shyue [43, 13, 84] extended the same approach to gas-liquid
or gas-solid systems using Mie–Grüneisen and modified van der Walls EOS. Usually an extra
(usually non-conservative) equation for specific heat ratios and fitting parameters in EOS or
mass fractions are required to preserve equilibrium at the interface. A similar methodology was
developed that uses an advection equation for the volume fraction to transport the properties of
the stiffened gas EOS [31]. Allahyari and Johnsen [12] further extended the ability to calculate
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oscillation-free temperature profiles by using an isothermal interface. However, temperature is
often ignored [15, 85] because it is important only when thermal conduction is modeled.
Another difficulty arising in interface capturing is the smearing of fluid interfaces. A variety
of high-order methods [15, 14, 77], anti-diffusion techniques [86, 46] and interface sharpening
methods [48, 47, 87, 51] have been developed to resolve this problem. Caution is required when
using interface sharpening techniques as unphysical terms introduced into governing equations
may facilitate mass, momentum and/or energy loss in the system.
Adding artificial diffusion is a classical method to capture discontinuities in compressible
flows. More recently, in an extension to earlier work on hyperviscosity [88, 89] the idea of adding
localized artificial transport-like diffusion terms to the physical equations is gaining more in-
terest [90]. These methods are particularly interesting because of their simple formulation,
straightforward implementation, low computational cost and most importantly high-accuracy.
The latter is desirable for simulation of compressible flows with material discontinuities where
the flow regime is prone to instabilities and turbulence. Moreover, Johnsen et al. [91] per-
formed an extensive study on methods to solve compressible turbulent flows and concluded
that high-order upwind-biased schemes (finite volume WENO, for instance) could be dissipa-
tive for the broad range of scales that might exist in a flow compared to central difference
based methods, especially when considering viscous simulations where schemes like WENO are
a relatively expensive compared to central and Localized Artifical Diffusion (LAD) schemes
(see the comparison of the methods in [91, 92, 93, 94]).
Simulation of multiphase flows introduces a unique type of material discontinuity in which
the material density and thermophysical properties vary abruptly across the interface. Terashima
et al. [95] introduced artificial diffusion terms specifically designed for the interface of a gas-gas
system with different specific heat ratios. The assumption of pressure and velocity equilibrium
between the two phases when they advect under constant pressure and velocity are central
in all of the proposed methods. With these models in hand, a study of central schemes with
localized artificial diffusivity, which takes into account multifluid systems (arbitrary number of
gas and liquids), has yet to be proposed.
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The objective of the current study is to develop accurate and consistent artificial (numeri-
cal) diffusion terms (fluxes) for compressible multiphase and multicomponent flows that do not
produce oscillations in pressure and velocity in simulations of fluids with shocks and interfaces.
An interface capturing approach is used to resolve the fluid interface across several grid points.
While a stiffened EOS is used to close the system, the approach is general in that it applies
to a wide class of artificial diffusion methods for an arbitrary number of fluids, mass or vol-
ume fraction models, and different EOSs in which they all inherit the mechanical equilibrium
condition of the current method.
This article is organized as follows. In Sec. 3.2, the physical model is described followed by
a derivation of novel numerical diffusion fluxes in Sec. 3.3. In Sec. 3.4, the numerical method
along with the derived artificial diffusion terms are briefly described and finally verified using
a range of test problems in Sec. 3.5.
3.2 Mathematical model
3.2.1 Mass, momentum, and energy conservation laws
The compressible Navier-Stokes equations govern each individual component or phase. Most
of the usual closure models for interfacial variables result in equilibrium conditions at the
interface for pressure and velocity. This condition reduces the number of equations, resulting in
a model with a single unknown velocity and pressure for all components. If the volume fraction
of fluid k (α(k)) is used to differentiate it from other components, conservation equations for
mass, momentum and energy can be written in the following form (assuming no mass transfer,
i.e. immiscible fluids),
∂
∂t
(ρ(k)α(k)) + ∂(ρ
(k)α(k)uj)
∂xj
= 0, (3.1a)
∂ρui
∂t
+ ∂
∂xj
(ρuiuj + pδij) =
∂τij
∂xj
+ fi, (3.1b)
∂ρet
∂t
+ ∂
∂xj
(uj(ρet + p)) =
∂
∂xj
(uiτij −Qj) + ujfj , (3.1c)
∂α(k)
∂t
+ uj
∂α(k)
∂xj
= 0, (3.1d)
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where ρ(k)α(k), p, and et are scalars representing the density of component k, pressure and total
non-chemical energy (or briefly total energy). Velocity in the ith direction is ui and δij is the
identity tensor. The total density (ρ) is the summation of each individual component’s density
or ρ = ∑k ρ(k)α(k) and the total energy is the summation of internal and kinetic energies:
et = e+ ujuj/2. The viscous stress tensor (τij) and heat flux due to conduction (Qj) are
τij = µ
(
∂ui
∂xj
+ ∂uj
∂xi
− 23
∂uk
∂xk
δij
)
, (3.2)
Qj = −κ ∂T
∂xj
, (3.3)
where µ and κ are the dynamic shear viscosity and heat conductivity coefficient, respectively.
Any force applied to the fluid volume is represented by fj with the corresponding energy term
ujfj .
For two-component flows, the above system is the well-known quasi-conservative five-
equation model of Allaire et al. [31]. The non-conservative advection Eq. 3.1d for volume
fraction has been widely used in the literature [12, 15, 31, 85, 48, 47]. However, it can also be
replaced by mass fractions or a variety of EOS functions (see Terashima et al. [95]).
In interface capturing methods, the main role of the non-conservative volume fraction ad-
vection equation is to obtain an oscillation-free behavior across material interfaces [15]. In
this respect, appropriate mixture rules are required to prevent oscillations at the interface for
velocity, pressure, and temperature [31, 96, 12]. These mixture rules, however, may vary based
upon the EOS that is used.
3.2.2 Stiffened gas EOS
In this work, the stiffened gas EOS proposed by Le Métayer et al. [97] is employed. This
EOS provides an accurate and simple model for the simulation of compressible flows with
Table 3.1: Thermo-physical stiffened gas EOS properties [12, 15]
γ B(GPa) q(kJ/kg) c(kJ/kgK) a0(m/s)
Air 1.4 0 0 0.718 343
Water (O(102) MPa) 6.12 0.343 0 4.184 1450
Water (O(10) GPa ) 4.4 1 -1.167 1.816 2097
Helium 1.67 0 0 3.12 1008
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interfaces and has been validated against experiments [98]. With this model, the specific
internal energy is related to the pressure and density via:
e(p, ρ) = p+ γB(γ − 1)ρ + q, (3.4)
or to the temperature and pressure via:
e(p, T ) = p+ γB
p+B cT + q,
(3.5)
where γ, B, c, and q are fitting parameters to experimental data. Each fluid takes its own
fitting parameters (see Table 3.1 for a list of materials) and thus, this relation is valid for each
phase (gas, liquid or solid) everywhere in the domain except inside interfaces.
3.2.3 Mixture rules
Mixture rules are used to calculate fluid properties inside interface regions. Pressure and
temperature calculations in each phase are straightforward as properties associated with the
respective phase are constant. However, caution needs to be exercised inside the interface to
avoid oscillations in this region. The errors associated with improper calculation of pressure and
temperature have been studied extensively in the literature [31, 85, 96]. These analyses use the
mechanical equilibrium assumption [31]: “if an interface evolves under uniform pressure, and
velocity conditions, pressure, and velocity must remain uniform during time evolution". These
studies show that to find an oscillation-free interface, ρq and ρc need to transport conservatively
via the equation for ρ(k)α(k) and 1/(γ − 1), γB/(γ − 1), and B non-conservatively via the
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transport equation for α(k). In other words, the properties entering the EOS (γ,B, c,Q) need
to be calculated using
1
γ − 1 =
∑
k
α(k)
( 1
γ(k) − 1
)
, (3.6a)
γB
γ − 1 =
∑
k
α(k)
(
γ(k)B(k)
γ(k) − 1
)
, (3.6b)
B =
∑
k
α(k)B(k), (3.6c)
ρq =
∑
k
ρ(k)α(k)q(k), (3.6d)
ρc =
∑
k
ρ(k)α(k)c(k), (3.6e)
where ρ(k)α(k) and α(k) are calculated using Eq. 3.1a and 3.1d and the total density (ρ) as
previously mentioned.
3.2.4 Speed of sound
The speed of sound is needed to solve the hyperbolic system of equations. Wood’s formula
[99], which is used to find the speed of sound in the mixture zone given the speed of sound in each
phase (a(k)), is a harmonic average of the term ρ(k)(a(k))2. This approach can be problematic
due to the nonphysical nature of the mixture zone in interface capturing methods [85]. Periguad
et al. [85] proposed a convex average of these quantities which for the form of EOS used in this
study and mixture quantities described in Sec. 3.2.3, the speed of sound is calculated using
ρa2 = γB + γp, (3.7)
where the terms γ and γB are calculated using Eq. 3.6a and 3.6b.
3.2.5 Euler equations with artificial diffusivity terms
The goal is to use central schemes to model compressible fluids that share interfaces. Central
finite differences are not generally stable in this respect due to the jump conditions in pressure,
density and volume fraction. To regularize interfaces and shock waves across a number of grid
43
points and to evolve the simulation stably, artificial diffusivity terms are added to the right-
hand side of equations explicitly. If transport terms are eliminated, the mathematical model
including the terms to capture interfaces and shock waves may be written
∂ρ(k)α(k)
∂t
+ ∂
∂xj
(ρ(k)α(k)uj) =
∂F ρ
(k)α(k)
j
∂xj
, (3.8a)
∂ρui
∂t
+ ∂
∂xj
(ρuiuj + pδij) =
∂F ρuij
∂xj
+Rshρui , (3.8b)
∂ρet
∂t
+ ∂
∂xj
(uj(ρet + p)) =
∂F ρetj
∂xj
+Rshρet , (3.8c)
∂α(k)
∂t
+ uj
∂α(k)
∂xj
=
∂Fα
(k)
j
∂xj
, (3.8d)
where F ρ
(k)α(k)
j , F
ρuj
j , F
ρet
j , and Fα
(k)
j are artificial diffusion fluxes applied to the Euler equations
to capture fluid interfaces only. These flux terms are found in Sec. 3.3 and localized to interfaces
using the LAD scheme in Sec. 3.4.2.2. Additionally, Rshρui and R
sh
ρet are artificial diffusivity terms
to regularize shock waves. A typical LAD scheme has been employed [100] which is discussed
briefly in Sec. 3.4.2.1.
3.3 Consistent interfacial artificial diffusion (AD) terms
In this section, consistent interfacial AD terms are derived for the simulation of compressible
multicomponent/multiphase flows. The focus is on interfaces of fluids advecting under constant
velocity and pressure in which the mechanical equilibrium condition holds across the interface,
i.e. the closure model is [uj ] = 0, and [p] = 0. These conditions may change if mechanical
equilibrium conditions are adjusted inside the interface, such as when surface tension is present.
3.3.1 AD terms for phase density and volume fraction
AD terms for density and volume fraction conservation equations are used as a basis to
derive consistent terms for other equations. With the assumption of an interface advecting
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under constant pressure and velocity, density and volume fraction (Eq. 3.8a and 3.8d) can be
rewritten in the following semi-discrete form:
d(ρ(k)α(k))
dt
+ ujDj(ρ(k)α(k)) = Dj(F ρ
(k)α(k)
j ), (3.9a)
dα(k)
dt
+ ujDj(α(k)) = Dj(Fα
(k)
j ), (3.9b)
where Dj is a linear operator representing any central discretization scheme used for the ad-
vection terms. The velocity, uj , is taken out of derivatives because of the equilibrium condition
(i.e. continuity of the velocity across the interface).
The total density (ρ) is the summation of all component densities. It follows that a consis-
tent AD flux for total density is the summation of all AD density fluxes for each phase. This
may also be deduced once total mass conservation equation is written in semi-discrete form,
dρ
dt
+ ujDj(ρ) = Dj(F ρj ), (3.10)
and from Eq. 3.9a the following relation holds:
F ρj =
∑
k
F ρ
(k)α(k)
j . (3.11)
3.3.2 Momentum equation
Following the same approach, the momentum equation is written in semi-discrete form (in
the absence of any other force applied to the fluid volume, fj = 0),
ui
dρ
dt
+ ujuiDj(ρ) = Dj(F ρuij ), (3.12)
in which Dj(p) = 0 because [p] = 0. It is then clear that the right-hand side of the above
equation divided by ui is equal to the right-hand side of Eq. 3.10, or
F ρuij = ui
∑
k
F ρ
(k)α(k)
j = uiF
ρ
j . (3.13)
In other words, in order to properly diffuse the momentum equation at the interface, the
AD terms need to be the summation of fluxes applied to each individual component’s density
equation times the local velocity.
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3.3.3 Energy equation
First, the relation for internal energy (Eq. 3.6a, 3.6b and 3.4) is rewritten with the isobaric
assumption
ρe = p
∑
k
α(k)
( 1
γ(k) − 1
)
+
∑
k
α(k)
(
γ(k)B(k)
γ(k) − 1
)
+
∑
k
ρ(k)α(k)q(k), (3.14)
which combined with ρet = ρe + 12ρujuj and the conservation equation for the total energy,
yields
d
dt
(ρe+ 12ρuiui) + ujDj(ρe+
1
2ρuiui + p) = Dj(F
ρet
j ). (3.15)
Using Eq. 3.6a, 3.6b and 3.4, and the assumptions [uj ] = 0 and [p] = 0, the above equation
can be rewritten
p
d
dt
[∑
k
α(k)
( 1
γ(k) − 1
)]
+ d
dt
[∑
k
α(k)
(
γ(k)B(k)
γ(k) − 1
)]
+ d
dt
[∑
k
ρ(k)α(k)q(k)
]
+ 12uiui
dρ
dt
+ ujpDj
[∑
k
α(k)
( 1
γ(k) − 1
)]
+ ujDj
[∑
k
α(k)
(
γ(k)B(k)
γ(k) − 1
)]
+ ujDj
[∑
k
ρ(k)α(k)q(k)
]
+ 12ujuiuiDj(ρ) = Dj(F
ρet
j ),
(3.16)
which is true for each phase at all locations. The above equation breaks down to four sub-
equations so that the AD flux F ρetj is the summation of AD terms for each sub-equation. To
clarify this, these sub-equations are rewritten here with their corresponding AD terms,
p
d
dt
[∑
k
α(k)
( 1
γ(k) − 1
)]
+ ujpDj
[∑
k
α(k)
( 1
γ(k) − 1
)]
= Dj(F
ρet(1)
j ), (3.17a)
d
dt
[∑
k
α(k)
(
γ(k)B(k)
γ(k) − 1
)]
+ ujDj
[∑
k
α(k)
(
γ(k)B(k)
γ(k) − 1
)]
= Dj(F
ρet(2)
j ), (3.17b)
d
dt
[∑
k
ρ(k)α(k)q(k)
]
+ ujDj
[∑
k
ρ(k)α(k)q(k)
]
= Dj(F
ρet(3)
j ), (3.17c)
1
2uiui
dρ
dt
+ 12ujuiuiDj(ρ) = Dj(F
ρet(4)
j ). (3.17d)
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Since
(
1
γ(k)−1
)
,
(
γ(k)B(k)
γ(k)−1
)
, and q(k) are constant for each phase (k), using Eq. 3.9a and 3.9b,
AD fluxes for each sub-equation can be written
F
ρet(1)
j = p
∑
k
( 1
γ(k) − 1
)
Fα
(k)
j , (3.18a)
F
ρet(2)
j =
∑
k
(
γ(k)B(k)
γ(k) − 1
)
Fα
(k)
j , (3.18b)
F
ρet(3)
j =
∑
k
q(k)F ρ
(k)α(k)
j , (3.18c)
F
ρet(4)
j =
1
2uiuiF
ρ
j . (3.18d)
Finally, the summation of all above terms gives the energy equation AD flux
F ρetj =
[∑
k
(
p
γ(k) − 1 +
γ(k)B(k)
γ(k) − 1
)
Fα
(k)
j
]
+
[∑
k
q(k) + 12uiui
]
F ρj . (3.19)
It is important to note that these relations are specialized to the EOS given in the Sec. 3.2.
Other forms of stiffened gas EOS like Mie-Grunsein [84] or Tait [101] would require different
diffusion fluxes to be developed.
3.3.4 Summary of interfacial AD fluxes
The results of the above derivations are summarized for the momentum and energy equa-
tions:  F ρuij
F ρetj
 =
 ujF ρj
(Q+K)F ρj + (pΓ + Π)Fα
(k)
j
 (3.20)
where F ρj =
∑
k F
ρ(k)α(k)
j , Q =
∑
k q
(k),K = 12uiui, Γ =
∑
k 1/(γ(k)−1), and Π =
∑
k γ
(k)B(k)/(γ(k)−
1). The fluxes F ρ
(k)α(k)
j and Fα
(k)
j are found in Sec. 3.4.2.2, where they are combined with shock
capturing diffusion fluxes to describe the entire mathematical model described in Sec. 3.2.5.
Temperature is a secondary scalar in the simulation of Euler equations. However, when
heat diffusion is modeled, it is important to check whether the temperature calculated using
this approach is consistent with the AD flux in Eq. 3.19. This is illustrated in A.
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3.4 Numerical implementation
3.4.1 Spatial derivatives and time integration
AD fluxes in the previous section are valid for any central scheme, including high-order
explicit and compact central finite differencing schemes [102, 93, 103]. In this work, the spatial
derivatives are evaluated using central sixth-order finite differencing. Close to boundaries,
one-sided differencing is used.
A third-order O(∆t3), fully explicit TVD Runge-Kutta (RK) time integration scheme ad-
vances the solution Un to the next time step using [104]
U∗ = Un + ∆tF(Un),
U∗∗ = 34U
n + 14U
∗ + 14∆tF(U
∗),
Un+1 = 13U
n + 23U
∗∗ + 23∆tF(U
∗∗),
(3.21)
where U∗ and U∗∗ represent the solution vector at an intermediate time stage and F(U) is the
right-hand side of equations calculated using local solution vector U. The time step (∆t) is
limited by the convective-acoustic Courant-Friedrichs-Lewy (CFL) stability condition,dim∑
j
|uj |
∆xj
+ a
√√√√√dim∑
j
1
∆x2j
∆t = CFL ≤ 1, (3.22)
where u is the local absolute velocity of the fluid and the speed of sound, a, is calculated using
Eq. 3.7 for multiphase flow simulations.
Following the work of Cook et al. [90, 105] in the context of LAD schemes and high-order
central methods, an eighth-order low-pass spatial filtering scheme is used after each RK step.
This filtering scheme is important to ensure numerical stability. One-sided formulas are used
for the points close to boundaries. In the filtering scheme, there is a free parameter in which the
standard value of 0.495 is used. The properties of the filtering scheme are detailed in [106, 107].
3.4.2 Localized artificial diffusivity: LAD scheme
It is desirable to maintain high accuracy in regions where the solution is smooth and at the
same time maintain stability at discontinuities. To accomplish this goal in the framework of
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central schemes, localized artificial diffusion is added to the flow field. These schemes have been
designed to work with high-order central schemes (usually greater than 4th) in an attempt to
capture the smallest scales [88, 90, 93].
Here, the LAD approach to capture shock waves [94] and contacts with density differences
is extended to multiphase flows using the AD fluxes obtained in the previous section. The
proposed artificial diffusion terms maintain equilibrium across the multiphase fluid interfaces
with varying densities. Thus, in the presence of shock waves, regular numerical diffusion terms
for shock capturing are required.
3.4.2.1 LAD for shock capturing
The initial work of Cook [90] on artificial fluid properties for large-eddy simulations of
compressible turbulence mixing is central to understanding LAD schemes. In order to damp
out high wavenumber modes, at or close to the resolution limit, without corrupting lower modes,
artificial fluid properties are added locally. The scheme is refined further by Mani et al. [100]
and is being commonly referred to as the LES of turbulent flows with shocks. Following the
same approach, grid-dependent artificial fluid transport coefficients are introduced. Using the
same notation in Sec. 3.2.5, the artificial terms to capture shock waves are:
Rshρui =
∂ (µβ(∇kuk)δij)
∂xj
,
Rshρet =
∂ (µβ(∇kuk)uiδij)
∂xj
,
(3.23)
where ∇k = ∂/∂xk is a partial derivative operator, δij is the identity tensor and the spatial
derivatives are calculated using a central difference scheme. The coefficient of artificial bulk
viscosity, which localizes diffusion to shocks only is
µβ = CβρH(−∇kuk)
∣∣∣∣∣
dim∑
l=1
∂r(∇kuk)
∂xrl
∆r+2
∣∣∣∣∣, (3.24)
where r = 4, ∆ = (∆x∆y∆z)1/3 corresponds to the local grid spacing (for uniform grids
∆ = ∆x = ∆y = ∆z) and H is a Heaviside function that limits diffusion to shock waves (and
not expansion waves) [100]. The overbar indicates an approximate truncated Gaussian filter
(see [88, 90] for more details).
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Figure 3.1: Solution to the Shu-Osher problem (left) and the zoomed-in area (right).
Numerical experiments show that for the given spatial discretization and filtering scheme
in this work, Cβ = 1.0 is sufficient to capture a wide range of pressure ratios. Primary tests
were performed on a gas-gas Riemann problem with pressure ratios ranging from 2 to 20.
Additionally, the Shu-Osher problem [104] was solved to verify the shock-capturing scheme
behaves appropriately. Figure 3.1 shows the density profile after a shock wave impacts the
entropy wave (density fluctuations). For this case, the correct location and magnitude of the
post-shock density waves have been captured. There is good agreement with the resolved
WENO-5 simulation where there are no observed spurious oscillations. As noted in other work
[91] the deviation from the WENO-5 simulation located at x = −2.9 on the right plot is purely
an artifact of the initial condition.
3.4.2.2 LAD scheme for interfacial flows
Diffusion fluxes for material interfaces must be localized to the interface itself. As shown
in Sec. 3.3, when diffusion fluxes for density and volume fraction are constructed, consistent
fluxes are created for momentum and energy equations. Thus, the extension of the LAD scheme
to capture interfaces is straightforward once appropriate fluxes are calculated and localized to
interfaces. Numerical diffusion terms exist for multicomponent flows where the total density,
mass fraction, and a dummy advection equation for the EOS parameter is solved [95]. However,
for multiphase flows and the form of stiffened EOS used in this work, phase densities and volume
fraction must be diffused. This form for constructing artificial fluid properties follows the work
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of [95, 108] for multicomponent fluids and extends the LAD scheme to multiphase flows. The
diffusion fluxes are written
F ρ
(k)α(k)
j = β(k)ρ
∂ρ(k)α(k)
∂xj
,
Fα
(k)
j = β(k)α
∂α(k)
∂xj
,
(3.25)
where β(k)ρ and β(k)α are the coefficients for the artificial fluid properties for density and volume
fractions. β(k)ρ , which localizes the diffusion to locations where density gradients exist, is defined
β(k)ρ = CρH(|α(k)(1− α(k))|)
a
ρ
∣∣∣∣∣
dim∑
l=1
∂rρ(k)α(k)
∂xrl
∆r+1
∣∣∣∣∣. (3.26)
The above definition is similar to the total density equation in [95], however, the Heaviside
function is added to localize diffusion to the interface. The artificial fluid properties for the
volume fractions are defined
β(k)α = C1αa
∣∣∣∣∣
dim∑
l=1
∂rα(k)
∂xrl
∆r+1
∣∣∣∣∣
+ C2αa∆
(
[α(k) − 1]H(α(k) − 1)− α(k)[1−H(α(k))]),
(3.27)
where the first term ensures that diffusion is being added locally to the interface only and
the second term becomes non-zero when the volume fraction goes above or below zero. The
second term of β(k)α bounds the volume fraction to the desired unity range α(k) ∈ [0, 1], which
is especially important with stiffened gas EOS fitting parameters that have large values for
liquids and solids (see Table 3.1).
Numerical experiments have shown that setting Cρ = C1α = 0.2 and C2α = 100 results
in a well-defined interface. The suggested values for the user-defined coefficient is a function
of the spatial discretization and the filtering scheme. These values have been observed in this
work to give reasonable results, but may change for other LAD implementations. In the limit
that the grid spacing goes to zero (approaching continuum limit), the artificial fluid properties
approach zero and will not affect the invariance of the governing equations.
For convenience, it is useful to derive simplified equations for a binary system, i.e. five-
equation model, in a two-dimensional framework with the above AD terms. These equations
are listed in B.
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3.5 Test problems
The proposed LAD method is used to solve a variety of binary multicomponent and mul-
tiphase benchmark problems. To verify the effectiveness of the method, the LAD scheme is
compared against analytical solutions (if available) and experimental data.
For all problems, the acoustic CFL number is set to be 0.45 and the aforementioned values
for user-defined constants in the LAD scheme are used. If not specified explicitly, problems are
solved in a non-dimensional form by normalizing density and velocity with density and speed
of sound in ambient air, which is ρair = 1.204 kg/m3 and a0 = 343m/s, respectively. In this
way, the pressure and fitting parameter B are normalized with ρ0a20. For water, the value for
B that is O(102) MPa has been used (see Table 3.1) which is 2420 non-dimensional units.
Errors due to initial conditions remain undamped in high-order schemes. In order to mini-
mize these errors, the interface is initialized over at least three points using a tangent hyperbola
distribution.
3.5.1 1-D Air-Water interface advection
Advection of a gas-liquid interface under constant velocity and pressure is a fundamental
test case for multi-fluid flow. The outcome of this test illustrates the capability of the method
to maintain velocity, pressure or temperature equilibrium at the interface as well as preventing
overshoots that may contaminate the rest of the domain [15, 12]. This problem is also used
to determine the impact of user-defined constants in the diffusion terms on the quality of the
solution.
The advection test involves an air-water interface advecting under constant velocity, pres-
sure and temperature in a domain x ∈ [−1, 1] with periodic boundaries. The initial condition
is expressed
(ρ1α1, ρ2α2, u, p, α1) =

(828.903, 0, 1, 1/γair, 1) −1 ≤ x ≤ 0
(0, 1, 1, 1/γair, 0) 0 ≤ x ≤ 1.
(3.28)
Fig. 3.2 compares the solutions (after one period) in terms of volume fraction on a uniform
grid with 100, 200 and 400 grid points given four different values of diffusion coefficient C1α =
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Figure 3.2: Solution to the gas-liquid advection problem after one period for four different
user-defined diffusion coefficients and three different grid resolutions.
0.02, 0.1, 0.2, 1. These results are used to calculate a maximum wiggle amplitude [102],
Wmax(%) = 100× max (|α− 1|H(α− 1), |α|H(−α))∆α , (3.29)
and a non-dimensional interface thickness
δ
∆x =
∆α
∆x∂α∂x
, (3.30)
which represents the number of grid points across the interface.
Fig. 3.3 shows the maximum wiggle amplitude and interface thickness for different grid
spacing and user-defined coefficients. It can be seen that maximum wiggle amplitude decreases
with increasing model constant values. While the number of points used to resolve the interface
increase with increasing resolution, overall about 3-5 points are necessary to resolve the inter-
face. For C1α = 0.2, the normalized wiggle amplitude is approximately less than 0.3% and the
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Figure 3.3: Maximum wiggle percentage and interface thickness versus user-defined diffusion
coefficients for three grid resolutions.
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Figure 3.4: Pressure and velocity error for the 1-D advection problem after one period for
different user-defined Cα coefficients.
interface (about 99% of the profile) is represented over 4 grid points. This range is acceptable
for the simulations of interest in this paper. However, this may change if other differencing or
filtering schemes are used.
Pressure and velocity remain constant in this problem. However, spurious oscillations may
be produced at the interface due to the change in properties from the EOS. To check this
condition, the error in these variables are plotted in Fig. 3.4. As it is shown in these plots,
pressure, and velocity error are on the order of 10−11 and 10−12, respectively. This shows that
the proposed LAD scheme introduces minimal spurious oscillations at the interface and satisfies
the equilibrium assumption.
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Figure 3.5: Solution to the gas-liquid Riemann problem at t = 0.2 for density (left) and pressure
(right).
3.5.2 Multi-phase Riemann problem
The gas-liquid Riemann problem is a simple model for an underwater explosion. This
problem has been used as a benchmark test for the stiffened EOS in a variety of studies
because it incorporates two-phase flows in a compressible configuration [44, 43, 15, 12]. At the
initial condition, highly compressed air exists on the left and water at atmospheric pressure
is on the right. The initial condition in non-dimensional form (using the liquid as a reference
state) is given by:
(ρ1α1, ρ2α2, u, p, α1) =

(1.241, 0, 0, 2.573/γair, 1) −1 ≤ x ≤ 0,(
0, 0.991, 0, 3.059× 10−4/γair, 0
)
0 ≤ x ≤ 1,
(3.31)
Two grid sizes with 500 and 1000 points are used to simulate this problem and the results
obtained for total density and pressure are compared with the exact solutions in Fig. 3.5. The
simulation is run until t = 0.2 (non-dimensional units). The results show that the method
is able to predict the correct location of the transmitted shock and expansion waves and the
pressure remains constant across the interface. The case also demonstrates the capability of
the scheme to handle high pressure ratios.
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Figure 3.6: Iso-contours of volume fraction for the liquid cylinder advection problem using the
proposed LAD scheme (left) and second-order MUSCL (right). The initial condition is plotted
with black and the solution after one period is red. The middle line is defined as αl = 0.5 and
the inner and outer dashed-lines are 0.99 and 0.01, respectively.
3.5.3 2-D advection of a water column
In this problem, a water cylinder with diameter D = 1 advects under constant pressure and
velocity in a periodic two-dimensional domain. The initial condition is
(ρ1α1, ρ2α2, u, p, α1) =

(1, 0, 1, 1/γair, 1) air,
(0, 828.903, 1, 1/γair, 0) water,
(3.32)
where the computational domain is 5D × 5D and there are 20 computational points across
the diameter of the cylinder. This simple problem shows the benefits of high-order schemes in
maintaining the spherically symmetric flow fields around a water column. Fig. 3.6 shows the
iso-contours of volume fraction after one period of advection using the proposed LAD scheme
and a multifluid solver which uses a second-order MUSCL reconstruction scheme with a HLLC
Riemann solver following [30]. The cylinder remains circular and symmetric for the LAD
scheme, however, clipping errors due to grid anisotropy cause the MUSCL scheme cylinder to
appear stretched in the direction of motion (see Fig. 3.6). At least four times higher resolution
is needed to achieve the same accuracy using second-order MUSCL. In a two-dimensional
simulation, this number corresponds to a significant increase in computational time.
3.5.4 2-D shock-helium bubble interaction
A well-known [82, 95, 109, 105] multi-component test case is a helium cylindrical bubble in-
teracting with a Mach 1.22 normal shock wave. Fig. 3.7 shows a schematic of the computational
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Figure 3.7: Schematic of the shock-helium bubble computational domain.
domain. The initial gas conditions for this case are
(ρ1α1, ρ2α2, u, p, α1) =

(1, 0, 0, 1/γair, 1) pre-shocked air,
(1.3769, 0,−0.3336, 1.5698/γair, 1) post-shocked air,
(0, 0.1819, 0, 1/γair, 0) helium bubble.
(3.33)
The computational domain and the location of the cylinder and shock wave are given in Fig.
3.7. The left and right boundaries are extrapolated using the inside points and slip walls are
used on the top and bottom. The problem is solved with three different grid sizes with 50, 100,
and 200 points across the helium bubble.
The density gradient at t = 0.6 is shown in Fig. 3.8. As it can be seen, the scheme is able
to resolve the complex twin reflected-refracted (TRR) shock structure, the side shock and the
resulting expansion fan. It is important to capture the TRR structure because it is the primary
mechanism for depositing baroclinic vorticity at the interface, which further downstream will
cause folding of the interface and mixing.
Fig. 3.9 compares the numerical results to the experiments of Quirk and Karni [54] where
good qualitative agreement is observed. Similar shock/expansion wave structures are observed
in both the numerical simulation and experiment. Additionally, the compression and folding
of the bubble interface shows a similar behavior as well.
To quantify the problem, the downstream and upstream location of the bubble and the
air-jet penetrating into the bubble are tracked (see Fig. 3.10 for more details on these spots)
and compared with the front tracking method of Terashima et al. [82, 95]. Good agreement is
observed for both the jet and downstream locations. The simulation upstream location appears
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Figure 3.8: Gradient of density at t = 0.6 showing the structure of twin regular reflection-
refraction (TRR)
slightly downstream, although the slope of the lines (which is the velocity of upstream location)
matches closely.
3.5.5 2-D shock-water cylinder interaction
As a final demonstration of the method’s ability to perform high-fidelity simulations, the
interaction of a normal shock with a water column is presented. The full flow behavior includes
multiple different physical processes such as surface tension and viscous forces that span a wide
range of scales. However, since the objective is to demonstrate the capabilities of the existing
method, the Euler equations are used and surface tension and viscous effects are ignored. Thus,
only the early stages of droplet deformation may be captured after which these other forces
become important. Fig. 3.11 shows the schematic of the computational domain. The domain
is 22 diameters long in the x-direction and 10 diameters high in the y direction. For a Mach
1.47 shock wave in air and a water droplet in quiescent air, the initial conditions are
(ρ1α1, ρ2α2, u, p, α1) =

(1.0, 0, 0, 1/γair, 1) pre-shocked air,
(1.810, 0, 0.658, 2.354/γair, 1) post-shocked air,
(0, 820.903, 0, 1/γair, 0) water cylinder,
(3.34)
where the reference values for density and velocity are ρair = 1.204 kg/m3 and aair = 343 m/s
respectively.
The simulation is performed with a grid of 2200× 1000 cells, which gives 100 points across
the diameter of the cylinder. Fig. 3.12 shows vorticity and pressure contours 46µs after the
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(d) t=674µs
Figure 3.9: Snapshots from the Quirk and Karni experiment [54] (left) and numerical Schilieren
images (right). Grey curves in the numerical images indicate the initial location of the Helium
bubble.
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Figure 3.10: Left: jet, upstream and downstream locations of the helium bubble compared with
the results in [82, 95]. The number of grid points for the solid line is 350× 100, dashed line is
700 × 200, and dash-dotted line is 1400 × 400. A schematic of their location on the bubble is
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Figure 3.11: Schematic of the shock-water cylinder computational domain.
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Figure 3.12: Vorticity (positive is red and negative is blue) on top and contours of pressure
representing the wave structure on bottom for shock-water cylinder problem at t = 46µs.
(a) t=23µs (b) t=43µs
Figure 3.13: Infinite fringe double exposure holographic interferograms of Igra and Takayama
[53] (left) and numerical Schlieren (right) for the shock-water cylinder interaction. The initial
incident time is used for reference or t = 0.
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shock reaches the water cylinder. Negative vorticity-stream on the top half (the bottom half
has a positive vorticity-stream) of the cylinder is created due to misalignment of pressure and
density gradients in the flow. As shown by the pressure contours, the vorticity is transported
downstream and creates a clockwise recirculation region behind the cylinder. It can also be
seen that a positive vorticity-stream is generated and moved up by the bigger negative vorticity.
This recirculation region persists through the early deformation times. The observed results
closely resemble that discussed in [55].
The numerical results are compared with the experiments of Igra and Takayama [53] in
Fig. 3.13. Qualitative comparison shows that primary and secondary waves created by the
interaction of the shock wave with the water column are captured accurately. Additionally, the
numerical Schlieren image at t = 43µs shows clearly the formation of Mach reflections and slip
lines from the edges of the droplet.
In order to analyze the droplet evolution, a sequence Schlieren and pressure contour plots
are shown in Fig. 3.14 for two different grid sizes, which correspond to 40 and 80 grid points
across the droplet diameter. As could be expected of a high-order scheme, the overall flow
behavior is very similar to that observed in the WENO-5 results of Meng and Colonius [55].
More flow features are observed in the higher resolution case, however, the qualitative behavior
of the breakup between the two cases is very similar. An unsteady recirculation region is
formed behind the cylinders and a standing shock wave exists behind the water cylinder [55].
Due to the non-dissipative nature of the numerical method, the small vortex structures do not
dissipate and are transported downstream with the flow.
3.6 Conclusion
A new class of artificial diffusion methods is proposed to regularize the simulation of in-
terfacial multiphase flows using the interface capturing approach. The system of equations
is closed using a stiffened equation of state where the fluid interface is used to seperate dif-
ferent components. Consistent and general forms of artificial diffusion fluxes are derived for
volume fraction methods with energy preserving central difference schemes. These fluxes guar-
antee oscillation-free interface properties for pressure, velocity, and temperature. Extension
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(a) t = 17.84µs
(b) t = 82.21µs
(c) t = 110.20µs
(d) t = 189.97µs
(e) t = 271.13µs
Figure 3.14: Numerical Schieleren (top) and filled pressure contours (bottom) for two grid sizes
of 1100 on left and 2200× 1000 on right. Blue iso-contours indicate αl ≥ 0.5.
63
to higher-order LAD methods is proposed and the analysis shows consistent application of
these terms is required to maintain interface equilibrium. A variety of test problems illustrate
the effectiveness of the method and the benefits of high-order accuracy. The multiphase LAD
scheme accurately reproduces the salient features of liquid breakup early stages without being
numerically complex and computationally cumbersome.
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CHAPTER 4. NUMERICAL SIMULATION OF MULTIPHASE FLOWS
USING ADAPTIVE WAVELET COLLOCATION METHOD
Abstract
In this work, a numerical method to simulate compressible multiphase flows is proposed in
the context of an adaptive wavelet collocation method. The multifluid discontinuity is modeled
using a diffused interface method and a continuum surface force method is used to model
capillary effects. A new artificial diffusion flux, necessary to capture multiphase interfaces, is
derived to take into account the necessary pressure and velocity equilibrium conditions across
the interface. These fluxes are merged using a flux limiter method to achieve a higher order
of accuracy at distances away from the interface. One and two-dimensional test problems
demonstrate the capabilities of the method to model compressible multiphase problems using
a stiffened gas equation of state.
4.1 Introduction
Compressible multiphase flows are present in a number of engineering applications such as
supersonic combustion[110], atomization of liquid jets[111], shock lithotripsy[112], cavitation
[113], etc. Numerical simulations can provide valuable information about the physics of the
flow, but in order to accurately model such a flow, a wide range of features that are present in
these flows, including shock waves and interfaces, must be addressed.
Compressible multiphase flows are intrinsically a multi-scale phenomena. For example,
atomization of a liquid jet in a crossflow requires integration of a wide range of scales from
small droplets and boundary layers into the large-scale bulk movement of liquids [114], and a
multi-scale approach is required to accurately model such a flow. Parallel Adaptive Wavelet
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Collocation Method (PAWCM) [28] is a technique that uses wavelets to construct an adaptive
Cartesian mesh refined to the localized features of the flow. PAWCM has been successfully
used to simulate single phase simulations [115, 76]. Interface capturing, introduced in section
1 is a straightforward approach for converting a single-flow solver to a multi-fluid one. In this
method, the interface is smeared across a couple of numerical grid points using numerical dif-
fusion. The location of the interface follows an advection equation, usually represented as a
non-conservative equation for the volume or mass fraction. Examples of single-flow solvers con-
verted to multi-component solvers are the Monotonic Upstream-Centered Scheme for Conser-
vation Laws (MUSCL) scheme [116], wave propagation methods [51], and a family of weighted
essentially non-oscillatory (WENO) schemes [14]. In this context, this study represents the
first time an adaptive compressible multiphase flow solver based on wavelets.
The primary goal of this project is to convert a mesh-refinement single fluid solver into a
multi-fluid solver that includes surface tension effects. This extension requires use of appropri-
ate hyperbolic solvers that can handle the change in fluid properties across the interface as well
as the pressure jump due to the capillary effects. In this work we consider the five-equation
model in the context of interface-capturing methodology. The PAWCM uses a classical method
to capture discontinuities such as shock waves in a single component flow. In this method, a
high-order (second order) and a lower order (first order) flux are combined with a flux limiter
to add artificial diffusion and smear the discontinuities across a couple of numerical points
[117]. The flux limiter ensures nonlinear stability and achieves a method accuracy of between
one and two across the discontinuity. Multicomponent simulation introduces a unique type of
discontinuity prone to pressure and velocity oscillations. In the presence of non-linear terms
introduced by the parameters in the equation of state, appropriate and consistent diffusion
fluxes are required to smear interfaces. These fluxes ensure that pressure and velocity equi-
librium conditions are satisfied. Surface tension is an important source term usually ignored
in the simulation of compressible multiphase flows. In the presence of this source term, there
will be a pressure jump due to capillary effects that must be addressed in the design of a new
hyperbolic solver for PAWCM.
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The interface between two fluids behaves similarly to a contact discontinuity in which
numerical diffusion is required to ensure positivity of the solution. The artificial diffusion being
a function of the local grid size, however, causes excessive smearing of interfaces. To address
this problem, we employ the steepening technique introduced by Shukla, et al. [48], to sharpen
the interface between the two fluids in a pseudo-time step distinct from the physical time step.
This chapter is organized as following. In Section 4.2, the governing system of equations
for a two component fluid system is described. In Section 4.3 the basics of wavelet collocation
method is described, followed by the description of a hyperbolic solver designed to capture
discontinuities in a multiphase simulation in Section 4.4. Finally, a series of one and two-
dimensional simulations is used to demonstrate the method’s capabilities in Section 4.5.1.
4.2 Governing Equation: multi-component Navier-Stokes equations
To discretely conserve the mass of each component, a mass conservation equation is solved
for each phase. However, thanks to the assumption of pressure and velocity equilibrium at
the interface, solution of only a single momentum and energy equation is required for the
entire flow filed. In terms of conservative variables for a two-dimensional flow with two fluids
(α1ρ1, α2ρ2, ρu, ρv, ρet, α1), the five-equation model can be expressed as
∂(ρ1α1)
∂t
+ ∂(ρ1α1u)
∂x
+ ∂(ρ1α1v)
∂y
= 0 (4.1a)
∂(ρ2α2)
∂t
+ ∂(ρ2α2u)
∂x
+ ∂(ρ2α2v)
∂y
= 0 (4.1b)
∂(ρu)
∂t
+ ∂(ρu
2 + p)
∂x
+ ∂(ρuv)
∂y
= ∂τxx
∂x
+ ∂τxy
∂y
+ sx (4.1c)
∂(ρv)
∂t
+ ∂(ρuv)
∂x
+ ∂(ρv
2 + p)
∂y
= ∂τyy
∂y
+ ∂τyx
∂x
+ sy (4.1d)
∂ρet
∂t
+ ∂([ρet + p]u)
∂x
+ ∂([ρet + p]v)
∂y
= ∂τyy
∂y
+ ∂τyx
∂x
+ sxu+ syv (4.1e)
where the first two equations are discrete mass conservation equations for the first and second
components in the flow, followed by the momentum and energy conservation equations with
source terms. The total non-chemical energy is defined as ρet = ρe + (u2 + v2)/2, where ρe
is volumetric internal energy. Pressure is calculated using the stiffened-gas equation of state.
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Given appropriate values for the fitting parameters (γ and Π∞, see Table 4.2) in this model,
pressure is found using
p = ρe(γ − 1)− γΠ∞. (4.2)
Appropriate mixture rules are required to avoid pressure and velocity oscillations at the
interface. These rules calculate appropriate mixture-fitting parameters at the interface location
represented by the volume fraction α1 (α2 = 1− α1) that advects with the fluid velocity. This
so called non-conservative equation can be rewritten in conservative form with a source term
∂α1
∂t
+ ∂(α1u)
∂x
+ ∂(α1v)
∂y
= α1
(
∂u
∂x
+ ∂v
∂y
)
(4.3)
The mixture rules used to calculate pressure in equation 4.2 are
1
γ − 1 =
α1
γ1 − 1 +
1− α1
γ2 − 1 (4.4a)
γΠ∞
γ − 1 =
γ1pi∞,1α1
γ1 − 1 +
pi∞,2γ2(1− α1)
γ2 − 1 (4.4b)
The stress tensor elements, τ , have viscosity coefficients µ in their definition. Following Perigaud
et al. [85], a linear combination, µ = µ1α1 + µ2(1− α1) is chosen for this term. The speed of
sound is defined as c =
√
γ(p+ Π∞)/ρ, is required to solve the hyperbolic system of equations.
Forces being applied to the volume of the fluid are given by sx and sy in the x− and y−
directions, respectively. and the corresponding terms are added to the energy equation as well.
For a gas-liquid interface, an important interfacial force exists because of capillarity. There
are two main approaches to model capillary effects, namely continuum surface stress (CSS)
and continuum surface force (CSF) [118]. Both methods rely on calculating surface tension
on an artificially-smoothed interface discontinuity. In the CSS approach, there is no need for
an explicit curvature calculation and the surface stress terms are added as conservative terms
to the momentum and energy equations. In the CSF method[119, 116], on the other hand, a
non-conservative source term is added to the right-hand side of the equations; this method has
Table 4.1: Fitting parameters for stiffened gas equation of state [15]
γ pi∞(GPa) c(m/s)
Air 1.4 0 343
Water 6.12 0.343 1450
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been implemented in this study. The volume forces due to surface tension are:
sx = −σκ∂α1
∂x
(4.5a)
sy = −σκ∂α1
∂y
(4.5b)
where σ is the surface tension coefficient and κ is the curvature of the interface that can be
calculated using the divergence of the unit normal vector (n = (nx, ny)) to the interface (for
the fluid with higher density)
κ = ∂nx
∂x
+ ∂ny
∂y
(4.6)
Computational experiments [48, 116] have shown that a unit normal vector directly cal-
culated using the α1 profile is not accurate due to numerical noise and a remedy is to use a
smoothed profile with the condition that the normalized vector calculated using this distribu-
tion is equal to the original normal vector. This can be achieved using an auxiliary function in
terms of an auxiliary variable ψ:
ψ = α
β
1
αβ1 + (1− α1)β
(4.7)
where β < 1. This profile is smooth and well-defined and thus the gradients calculated using
this distribution do not contain numerical noise. We can now calculate the normal vector using
nx =
∂ψ
∂x
/
√(
∂ψ
∂x
)2
+
(
∂ψ
∂y
)2
(4.8a)
ny =
∂ψ
∂y
/
√(
∂ψ
∂x
)2
+
(
∂ψ
∂y
)2
(4.8b)
These equations are solved in non-dimensional form. As it will be described in Section 4.3,
to perform proper mesh refinement, variables must be O(1), so the system of equations in 4.9
is non-dimensionalized using reference air density (ρ0 = 1.2 kg/m3), speed of sound in ambient
air (a0 = 343 m/s2), and a length scale l0 chosen based on the particular problem of interest
(for example, the diameter of the droplet in a shock-droplet problem). This procedure leads
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to appearance of non-dimensional acoustic Reynolds (Re = ρ0a0l0/µ0) and Weber (Wea =
ρ0a20l0/µ0) numbers in momentum and energy equations
∂(ρ′u′)
∂t′
+ ∂(ρ
′u′2 + p′)
∂x′
+ ∂(ρ
′u′v′)
∂y′
= 1
Rea
(
∂τ ′xx
∂x′
+
∂τ ′xy
∂y′
)
+ κ
′
Wea
∂α1
∂x′
(4.9a)
∂(ρ′v′)
∂t′
+ ∂(ρ
′u′v′)
∂x′
+ ∂(ρ
′v′2 + p′)
∂y′
= 1
Rea
(
∂τ ′yy
∂y′
+
∂τ ′yx
∂x′
)
+ κ
′
Wea
∂α1
∂y′
(4.9b)
∂ρ′e′t
∂t′
+ ∂([ρ
′e′t + p′]u′)
∂x′
+ ∂([ρ
′e′t + p′]v′)
∂y′
= 1
Rea
(
∂τ ′yy
∂y′
+
∂τ ′yx
∂x′
)
+ κ
′
Wea
(
u′
∂α1
∂x′
+ v′∂α1
∂y′
)
(4.9c)
where non-dimensional rules described in Table 4.2 are used.
4.3 Parallel Adaptive Wavelet Collocation Method
The Parallel Adaptive Wavelet Collocation Method (PAWCM) is an adaptive mesh re-
finement (AMR) technique that uses wavelets to adapt the grid to the local scale of flow
structures in space and time to optimize the use of computational resources. Interest in using
wavelets for computational purposes has grown recently [120] with fluid simulations incorporat-
ing wavelets ranging from turbulent flows [121, 122] to reacting compressible flows [123, 124, 29],
shock-bubble interactions [125], Rayleigh-Taylor instability [76], etc. The use of adaptive mesh
refinement techniques is of special interest in simulation of compressible multiphase flows, pri-
marily because such flows are associated with a wide range of scales. With respect to the current
state-of-the-art, this is the first time wavelet-based simulations have been used for compressible
multiphase flows.
Table 4.2: Non-dimentional laws used to derive the system of equations 4.9
Parameter Rule
Position x = x′l0
Velocity u = u′a0
Time t = t′l0/a0
Density ρ = ρ′ρ0
Pressure p = p′ρ0a20
Curvature κ = κ/l0
Acoustic Weber number Wea = ρ0a20l0/σ
Acoustic Reynolds number Rea = ρ0a0l0/µ0
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An advantage of using a wavelet-based refinement technique is that it provides the capa-
bility for control over a threshold parameter associated with the grid adaptation error. This
error threshold, denoted by , filters out wavelet coefficients with small magnitude in the rep-
resentation of the solution, so if an arbitrary flow variable f is decomposed into f = f≤ + f≥,
then only the parts with wavelets possessing significant coefficients are retained [28]:
f≥ =
∑
k
c0kφ
0
k(x) +
J−1∑
j=0
2n−1∑
µ=1
∑
l
|dlµ,j |≥‖f‖
dµ,jl ψ
µ,j
l (x) (4.10)
where φjk(x) and ψ
µ,j
l (x) are scaling functions at the coarsest level of resolution and wavelet
interpolating functions at varying levels of resolutions with wavelet family indicators µ and j
at physical spaces denoted by the bold subscripts l and k. It can be shown that, with the
representation denoted by Equation 4.10 for a smooth function f(x), the following equation
holds
‖ f(x)− f≥(x) ‖≤‖ f(x) ‖ C1 (4.11)
where C1 is a coefficient of order unity and ‖ · ‖≡‖ · ‖2. Therefore, by changing , the sensitivity
of the adaptation is modified and the solution accuracy is tuned.
On the adaptive grid, derivatives are calculated using finite differences at collocation points.
Second generation wavelets allow varying the order of wavelet coefficients easily and thus com-
putation of higher order derivatives are straightforward. Similar to the function representation,
we can represent the accuracy of the derivative approximations by
‖ Df(x)−Df≥(x) ‖≤ C21−1/2N (4.12)
where C2 is of order unity and N is the order of the reconstructing polynomials. Note that
Equation 4.12 implies that numerical differentiation will reduce the order of the scheme by 1.
Once the adaptive grid is constructed and derivatives are calculated, we can march in
time using a time-integration scheme. In this study, a third-order O(∆t3), fully explicit TVD
Runge-Kutta (RK) time integration scheme advances the solution Un to the next time step
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using [104]
U∗ = Un + ∆tF(Un),
U∗∗ = 34U
n + 14U
∗ + 14∆tF(U
∗),
Un+1 = 13U
n + 23U
∗∗ + 23∆tF(U
∗∗),
(4.13)
where U∗ and U∗∗ represent the solution vector at an intermediate time stage and F(U) is the
right-hand side of the equations calculated using local solution vector U. The time step (∆t)
is limited by the convective-acoustic Courant-Friedrichs-Lewy (CFL) stability condition,
( |u|
∆x +
|v|
∆y + a/
√
∆x2 + ∆y2
)
∆t = CFL ≤ 1, (4.14)
where u and v are the local velocity of the fluid. The speed of sound (c) is calculated using the
equations given in the previous section.
4.4 Multicomponent hyperbolic solver for PAWCM
The derivatives are calculated using a central scheme in PAWCM, as described in the previ-
ous section. In the presence of a discontinuity in the flow, the differentiation is not numerically
stable using a central scheme. To preserve the positiveness of the solution around a discontinu-
ity, a hyperbolic solver is required to smooth out the solution. In this section, we introduce a
hyperbolic solver suitable for use with PAWCM. This hyperbolic solver is responsible to handle
multiphase interfaces where density and properties of the equation of state will change.
The multiphase hyperbolic solver is based on the concept of flux limiters. In this method,
a high (F highi+1/2) and low (F
low
i+1/2) order flux are combined with a flux limiter switch (φi+1/2) to
capture the interface [117]:
Fi+1/2 = F highi+1/2 + (1− φi+1/2)
[
F lowi+1/2 − F highi+1/2
]
(4.15)
in which Fi+1/2 is a flux computed at the face of the control volume1. The flux difference can
be replaced with an artificial viscosity flux term (FAVi+1/2):
F lowi+1/2 − F highi+1/2 = FAVi+1/2 = |i+1/2|
(
∂U
∂x
)
i+1/2
(4.16)
1For the sake of simplicity, we assume a one-dimensional inviscid flow.
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Figure 4.1: Minmod limiter (blue line) as a function of solution difference r
where  is the coefficient of artificial viscosity. We assume a one-wave approximation to model
this parameter: i+1/2 = ∆xi+1/2
(
|ui+1/2|+ ci+1/2
)
.
As previously mentioned, φ switches the scheme accuracy and ensures a nonlinear stability
condition, i.e., a strict positivity condition. A number of limiter functions that meet this
criteria have been introduced. In this work, we use a second-order Minmod TVD limiter that
is a function of the ratio of solution differences (φ = φ(rL, rR), see also Fig. 4.1) defined as
rL =
uni − uni−1
uni+1 − uni
= 1
rR
, (4.17)
which is reconstructed for each face, i.e φi±1/2.
The above flux-limited artificial viscosity approach is a classical method for capture of
shock waves, but this form could create pressure or velocity oscillations when combined with an
interface capturing method, especially across the interface of two fluids where fitting parameters
(γ and pi∞) change drastically. Such errors are initiated from the non-linearity introduced by the
stiffened-gas equation of state that could violate the equilibrium conditions at the interface[85]:
“pressure and velocity remain constant across an interface between two fluids andvecting under
constant velocity and pressure”. In other words, the jump conditions [p] = 0 and [u] = 0 across
an interface are required to be maintained during the simulation. To construct a consistent
form of the FAVi+1/2 fluxes for the momentum and energy equations (where pressure from EOS
appears), we start from density and volume fraction conservation equations across the interface
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in semi-discrete form:
∂ρ
∂t
+ ∂(ρu)
∂x
=
∂FAVρ
∂x
→ ρ(n+1)j = ρ(n)j −
u∆t
∆x δ
(n)
j ρ+
∆t
∆xδ
(n)
j F
AV
ρ (4.18a)
∂α
∂t
+ u∂α
∂x
= ∂F
AV
α
∂x
→ α(n+1)j = α(n)j −
u∆t
∆x δ
(n)
j α+
∆t
∆xδ
(n)
j F
AV
α (4.18b)
where δ(n)j () is a second-order central differential operator at point j and the nth time-step.
We also note that velocities drop out of the derivatives because they remain constant across
the interface. Now, if we write the momentum equation in semi-discrete form given the jump
condition for pressure term ([p] = 0→ δ(n)j p = 0):
∂ρu
∂t
+ ∂(ρu
2)
∂x
+ ∂p
∂x
=
∂FAVρu
∂x
→ (ρu)(n+1)j = (ρu)(n)j −
u2∆t
∆x δ
(n)
j ρ+
∆t
∆xδ
(n)
j F
AV
ρu . (4.19)
Dividing the equation by u2 and comparing the result with 4.18a:
ρ
(n+1)
j = ρ
(n)
j −
u∆t
∆x δ
(n)
j ρ+
∆t
u∆xδ
(n)
j F
AV
ρu → FAVρu = uFAVρ . (4.20)
In other words, to maintain velocity and pressure equilibrium across the interface, the ar-
tificial viscosity flux for momentum equation needs to be the artificial viscosity flux for mass
conservation equation times velocity. Although this result might seem trivial, it helps in de-
riving the appropriate flux for the energy equation. If the energy equation is written in a
semi-discrete form:
∂ρet
∂t
+ ∂([ρet + p]u)
∂x
=
∂FAVρet
∂x
→ (ρet)(n+1)j = (ρet)(n)j −
u∆t
∆x δ
(n)
j ρet +
∆t
∆xδ
(n)
j F
AV
ρet
(4.21)
given ρet = (p+ γΠ∞)/(γ − 1) + ρu2/2, and equations 4.18a and 4.18b we can conclude that
FAVρet =
u2
2 F
AV
ρ +
[
p
( 1
γ1 − 1 −
1
γ2 − 1
)
+ γ1pi∞,1
γ1 − 1 −
γ2pi∞,2
γ2 − 1
]
FAVα1 . (4.22)
The above equation ensures that pressure and velocity remain in equilibrium once artificial
viscosity fluxes are added to the conservation equations.
In the presence of capillary effects, the above equilibrium condition for pressure does not
exist. The jump condition in pressure for an interface is given by the Young-Laplace law,
[p] = −σκ, where κ is given by equation 4.6. Adding source terms resulting from capillary
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effects and rewriting the energy equation in semi-discrete form results in the form of artificial
diffusion fluxes in the presence of surface tension:
FAVρet =
u2
2 F
AV
ρ +
[
p
( 1
γ1 − 1 −
1
γ2 − 1
)
+ γ1pi∞,1
γ1 − 1 −
γ2pi∞,2
γ2 − 1 + σκ
( 1
γ1 − 1 +
1
γ2 − 1
)]
FAVα1 .
(4.23)
The above artificial diffusion fluxes are required to maintain positivity in the presence of
an interface. but the diffusive nature of the numerical scheme requires the fluid interface to be
steepened for certain variables. To counter this effect of numerical diffusion in physical time,
the interface is iteratively sharpened in pseudo time using the method outlined in [48, 47].
4.5 Test problems
4.5.1 1-D air-water interface advection
Advection of an air-water interface under constant pressure and velocity is a fundamental
validity test problem for multiphase flow simulation. This problem contains an air-water in-
terface advecting in a periodic domain. The following equations describe the flow at initial
time
(ρ1α1, ρ2α2, u, p, α1) =

(0, 1, 1, 1/γair, 0) −1 ≤ x ≤ 0
(1000, 0, 1, 1/γair, 1) 0 ≤ x ≤ 1.
(4.24)
The results (after one period of advection) are shown in Fig. 4.2 for four different resolutions
(from jmax = 4 to 7) where the base grid has 10 points. This makes the effective resolution
80, 160, 320, and 640 for each case. As we can see, the highest levels of refinement happen near
the interface location for all cases and the number of grid points remains constant in other
locations, while the thickness of the interface remains relatively constant for each case.
To examine the presence of spurious pressure or velocity oscillations in simulations, we plot
the error associated with these terms in Fig. 4.3. As can be seen, errors remain on the order of
machine precision for pressure and velocity for all resolutions. This result confirms that using
the proposed artificial diffusion, maintain pressure and velocity equilibrium condition across
the interface.
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Figure 4.2: Density and volume fraction distribution for the 1-D advection problem after one
period for different resolutions.
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Figure 4.3: Error in pressure and velocity for the 1-D advection problem after one period for
different resolutions.
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Figure 4.4: Two fluid Couette problem. Domain and initial condition (left) and the comparison
of the velocity distribution (right)
4.5.2 Two-fluid Couette flow problem
To test and validate the terms of the stress tensor in a multifluid system, we design a two-
fluid Couette flow problem (See Fig. 4.4). The viscosity coefficients of the fluids are not equal
(µ1 6= µ2) resulting in a momentum discontinuity across the interface. An analytical solution
to this problem can be obtained by integrating the equation in the direction perpendicular to
the moving walls. The resulting equation indicates that the stress remains constant (τ1 = τ2)
and (∂u∂y )1 = (
∂u
∂y )2 = µ1/µ2. These results are compared with the solution obtained from the
numerical results in Fig. 4.4, showing that the two solutions match very well, validating the
implementation of multiphase stress tensor terms in the Navier-Stokes equations.
4.5.3 2-D stationary water column with surface tension
A 2-D stationary water column is a case that can be used to test the surface tension source
terms. For this case, the radius of the column is unity and the analytical solution predicts a
pressure jump of unity as well (for simplicity we assumed We = 1). For this case, we compare
three different resolutions with PAWCM, with the results indicating that the correct pressure
distributions (a pressure jump of unity) have been captured for each grid resolution. To
emphasize the importance of the added surface tension terms in the artificial diffusion flux,
we compared the error in pressure obtained from Eq. 4.22 that does not contain the pressure
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Figure 4.5: Pressure distribution across the domain (y = 0). Since We = 1, the pressure jump
is one across the unity radius column ([p] = 1)
Figure 4.6: Error in pressure for two methods. The old method refers to 4.22 and the new
method refers to 4.23.
correction term due to capillary, with that given in Eq. 4.23 in Fig 4.6. As can be seen in
this plot, the order of the errors has decreased significantly using the proposed modification of
artificial diffusion when capillary effects are present.
4.5.4 2-D shock-water column interaction
Study of interaction of a shock wave with a water droplet is discussed in this section. The
problem consists of a shock wave moving from right to the left and interacting with a water
column (See Fig. 4.7). The Mach number of the shock wave is 1.67, and the radius of the
droplet is one, and values given in Table 4.2 are used for air and water in this test. The
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Figure 4.7: Two dimensional domain showing the relative location of the water column and the
shock wave
Reynolds number in this problem are 3000. The effective resolution in this problem is 230
where jmax = 8.
Figure 4.8 shows the evolution of the interaction in terms of pressure contours and the
adaptive grid. A shock wave is reflected after impacting the water droplet and travels upstream
while another one is transmitted downstream. It is interesting to observe the trapped expansion
wave inside the column. Each time the expansion wave hits an water-air interface, it transmitted
shocks interact with one another. The transmitted shocks interact with each other and create
a complex flow around the droplet. Very late in the simulation, there exists a number of
localized structures in the flow, and it can be seen that the adaptive grid has also adapted to
these structures. The baroclinic torque terms deposit vorticity at the interface and cause the
interface to deform. The water column begins to deform only after the shock has passed 4
diameters downstream of the channel.
4.6 Conclusion
The Parallel adaptive wavelet collocation method (PAWCM) has been employed to solve
compressible multiphase flows using an interface-capturing technique and stiffened gas as the
equation of state. The interface of two fluids can introduce difficulty into simulation of these
flows because of density differences as well as fitting parameters in the equation of state. To
prevent spurious oscillations in the interface of the two fluids, a hyperbolic solver has been
developed for the PAWCM that takes into account differences in the properties of equations
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(a) t = 0
(b) t = 5
(c) t = 7.5
(d) t = 10
(e) t = 15
(f) t = 25
(g) t = 30
Figure 4.8: The evolution of the shock-water column interaction problem. The top half shows
the grid and the bottom half shows the pressure contours.
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of state. The flux-limited hyperbolic solver relies on equilibrium conditions for pressure and
velocity terms. If surface tension effects are present, the pressure jump condition is modified
to take into account the effects of capillary terms. It has been shown that, with the current
hyperbolic solver, spurious oscillations are damped to machine precision and the grid is able
to refine to the physically localized structures of the flow. Finally, a shock-water column
interaction has been tested, simultaneously testing the hybridization of the hyperbolic solvers.
This test shows that the current implementation is able to capture the basic features of this
problems and the grid dynamically adapts to the regions where high resolution is required.
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CHAPTER 5. SUMMARY AND DISCUSSION
Interfaces in compressible flows interact with shocks, expansion waves, and other flow fea-
tures and because of such events, a wide range of instabilities exists that play important roles
in the topology and behavior of these interfaces in such devices. Accurately capturing the
underlying physics requires use of state-of-the-art numerical techniques to resolve the multi-
scale nature of these problems. In this thesis, two types of interfaces commonly observed in
compressible flows are studied numerically.
The first such interface is a flame that undergoes an interaction with a finite disturbance.
This wave is modeled as a compression wave composed of a leading shock wave followed by
a centered expansion fan. Numerical simulations of compression waves impacting perturbed
laminar premixed flames are performed by solving the reactive Navier-Stokes with one-step
Arrhenius kinetics. It is found that the expansion wave duration and the strength of the leading
shock wave are two parameters that have deterministic effects on the underlying physics of the
interaction. Medium range finite disturbances (1 ≤ α < ∞) create a pressure gradient region
post-wave passage that induces rapid vorticity generation. This induced circulation is the
primary source for flame roll-up and stretching and is not observed for the shock wave case. A
finite disturbance 0.1 ≤ α ≤ 1 causes a minimal change in the heat-release rate compared to
longer waves. While temperature and pressure rises are the primary parameters that increase
heat-release in shock-flame interactions, it was shown that a compression wave can significantly
increase the heat-release rate by increasing the flame surface length and mixing. The effects of
shock wave pressure ratio and the initial flame perturbation amplitude were also investigated
and it was shown that higher pressure ratios and longer perturbation amplitude result in an
increase in heat-release rates.
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Numerical simulation of compressible multicomponent flows is the main topic of Chapters 3
and 4. The immiscible interface of two fluids introduces unique difficulties in the simulation of
these flows because of the difference in density as well as fitting parameters in the equation of
state. In these chapters, a new class of artificial diffusion methods is proposed to regularize the
simulation of interfacial multiphase and multicomponent flows using an interface-capturing ap-
proach where the system of equations is closed by a stiffened equation of state. Consistent and
general forms of artificial diffusion fluxes are derived using volume fractions and central finite
difference schemes. These fluxes guarantee pressure and velocity equilibrium conditions neces-
sary for interface capturing methods. In Chapter 4, a hyperbolic solver for Parallel Adaptive
Wavelet Collocation Method that uses a Minmod flux limiter method with artificial diffusion
fluxes has been developed. If surface tension effects are present, the pressure jump condition is
modified to account for the effects of capillary terms. It has been shown that, with the current
hyperbolic solver, spurious oscillations are damped to machine precision and the grid is able
to refine to the localized structures of the flow. Extension to higher-order localized artificial
diffusivity (LAD) methods is proposed and the analysis shows that a consistent application of
these terms is required to maintain interface equilibrium. A variety of test problems illustrate
the effectiveness of the method and the benefits of high-order accuracy. The multiphase LAD
scheme accurately reproduces the salient features of liquid breakup early stages without being
numerically complex and computationally cumbersome.
Although the developed models for the multicomponent simulations are not limited to two
dimensions, the computational complexity of three-dimensional simulations is relatively high.
Further speed-up and increase in accuracy would be possible through a compact scheme for
derivative calculations as well as the filtering scheme. Also, the extension of the above artificial
diffusion fluxes to other equations of state is straightforward using the proposed analysis. This
is important because it has been shown that, for cryogenic flows, the ideal gas law does not
present an accurate fit and a van-der-Waals type equation of state is required [126]. A general
form of these conditions can be obtained to extend the method to other equations of state, as
given in Appendix C.
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CHAPTER A. TEMPERATURE CALCULATION
To explore possible errors that may occur in temperature, Eq. 3.5 for the internal energy
is considered with an isothermal assumption at the interface to give
ρe = T
∑
k
ρ(k)α(k)c(k) +
∑
k
α(k)B(k) +
∑
k
ρ(k)α(k)q(k). (A.1)
after substitution into the total energy equation in semi-discrete form and assuming an isother-
mal closure assumption at the interface, [T ] = 0, the AD flux for the energy equation is
obtained:
F ρetj =
[
T
∑
k
c(k) +
∑
k
q(k) + 12uiui
]
F ρj +
∑
k
B(k)Fα
(k)
j . (A.2)
It is easy to see that Eq. 3.19 is recovered using Eq. 3.5. In other words, similar to the velocity
and pressure, the temperature remains constant for an advecting isothermal interface.
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CHAPTER B. SIMPLIFIED EQUATIONS: TWO-FLUID MODEL IN 2D
To simplify the equations, q is set to zero, which can be done in conditions where tempera-
ture is not modeled. The properties for the first and second fluid are (γ,B, q)(1) = (γ1, pi∞,1, 0)
and (γ,B, q)(2) = (γ2, pi∞,2, 0), respectively. The Euler equations with AD fluxes necessary
to capture shock waves and consistent interfacial AD terms to maintain equilibrium across
interfaces take the form
∂ρ1α1
∂t
+ ∂
∂x
(ρ1α1u) +
∂
∂y
(ρ1α1v) =
∂F ρ1α1x
∂x
+
∂F ρ1α1y
∂y
, (B.1a)
∂ρ2α2
∂t
+ ∂
∂x
(ρ2α2u) +
∂
∂y
(ρ2α2v) =
∂F ρ2α2x
∂x
+
∂F ρ2α2y
∂y
, (B.1b)
∂ρu
∂t
+ ∂
∂x
(ρu2 + p) + ∂
∂y
(ρuv) = ∂ (uF
ρ
x )
∂x
+
∂
(
uF ρy
)
∂y
+Rshockρu (B.2a)
∂ρv
∂t
+ ∂
∂y
(ρv2 + p) + ∂
∂x
(ρuv) = ∂ (vF
ρ
x )
∂x
+
∂
(
vF ρy
)
∂y
+Rshockρv (B.2b)
∂ρet
∂t
+ ∂
∂x
(u(ρet + p)) +
∂
∂y
(v(ρet + p)) =
1
2
∂
(
F ρx [u2 + v2]
)
∂x
+ 12
∂
(
F ρy [u2 + v2]
)
∂y
+ ∂([pΓ + Π]F
α1
x )
∂x
+
∂([pΓ + Π]Fα1y )
∂y
+Rshockρet
(B.3)
∂α1
∂t
+ u∂α1
∂x
+ v∂α1
∂y
= ∂F
α1
x
∂x
+
∂Fα1y
∂y
(B.4)
where F ρ1α1x , F ρ2α2x , Fα1x , F ρ1α1y , F ρ2α2y and Fα1y are found using Eq. 3.25, Rshockρu and Rshockρv ,
and Rshockρet are calculated using Eq. 3.23, and Γ =
1
γ1−1 − 1γ2−1 , Π =
γ1pi∞,1
γ1−1 −
γ2pi∞,2
γ2−1 and
∂F ρj
∂xj
=
∂F
ρ1α1
xj
∂xj
+ ∂F
ρ2α2
j
∂xj
.
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CHAPTER C. GENERAL EQUATION OF STATE FOR
COMPRESSIBLE SIMULATIONS
A variety of equations exist that describe the state variables in the simulation of compress-
ible multicomponent flows. A general form for all of these equations is Mie-Grunseisen equation
of state with Mie-Grunseisen variables Π∞, Γ, and (ρe)∞ :
p = Π∞(φ, ρ) + Γ(φ) (ρe− (ρe)∞(φ, ρ)) (C.1)
Then, equations of state can be rewritten in terms of Mie-Grunseisen variables [127], for
instance:
• Ideal gas EOS: p = (γ − 1)ρe
Π∞ = 0, Γ = γ − 1, and (ρe)∞ = 0
• Stiffened gas EOS: p = (γ − 1)ρe− γpi∞
Π∞ = −γpi∞, Γ = γ − 1, and (ρe)∞ = 0
• van-der Waals EOS: p = γ−11−bρ(ρe+ aρ2)− aρ2
Π∞ = −aρ2, Γ = γ−11−bρ , and (ρe)∞ = −aρ
• Tait: p = (γ − 1)ρe− γ(b− a)
Π∞ = −γ(b− a), Γ = γ − 1, and (ρe)∞ = 0
The analysis shows that in order for an interface capturing method to guarantee pressure
and velocity equilibrium, the following conditions are required [84]:
∂
∂t
 1Γ
−Π∞Γ + (ρe)∞
+ u ∂
∂x
 1Γ
−Π∞Γ + (ρe)∞
 = 0 (C.2)
