Kronecker products of unitary Fourier matrices play important role in solving multilevel circulant systems by a multidimensional Fast Fourier Transform. They are also special cases of complex Hadamard (Zeilinger) matrices arising in many problems of mathematics and thoretical physics. The main result of the paper is splitting the set of all kronecker products of unitary Fourier matrices into permutation equivalence classes. The choice of the permutation equivalence to relate the products is motivated by the quantum information theory problem of constructing maximally entangled bases of finite dimensional quantum systems. Permutation inequivalent products can be used to construct inequivalent, in a certain sense, maximally entangled bases.
Introduction
Kronecker products of unitary Fourier matrices, that is of matrices of the form:
n (i−1)(j−1)
i, j ∈ {1, 2, . . . , n}
play important role in solving multilevel circulant systems, that is linear systems with matrices being linear combinations of kronecker products of circulant matrices with the same structure. As Fourier matrices diagonalize circulant matrices, their kronecker products diagonalize such linear combinations, so repeated application of a multidimensional Fast Fourier Transform enables one to solve effectively multilevel circulant systems. Systems of this sort occure in problems of solving partial differential equations with periodic (or partially periodic) boundary conditions, image restoration problems (two-level circulants), problems of approximating multilevel Toeplitz matrices by multilevel circulants, which in turn arise in any context where one encounters a 'shift invariant property'. Some applications of multilevel circulant and Toeplitz matrices are considered in [1] , while [2] exposes computational schemes for a multidimensional FFT.
H j,k ] for AB is generated from [a j ⊗b k ] by sending a state vector a j ⊗ b k through the 'local operation' unitary quantum gate G 1 defined on the basis vectors by
where H is a unitary d × d matrix, and then sending the result through the 'nonlocal operation' unitary gate G 2 defined by:
That is, [f H j,k ] is defined by:
The basis [f 
The phase factor e iφ j,k is allowed since multiplying a state vector of a quantum system by such a factor (or any complex number) produces a vector representing the same state.
It is shown in [14] j,k ] is equivalent to the existence of permutation matrices P r , P c such that H 2 = P r · H 1 · P c . Section 3 of this article provides classification of kronecker products of unitary Fourier matrices with respect to whether one can permute one such product into another. Section 4 extends the validity of this classification to the case when additionally left and right multiplying by unitary diagonal matrices (called phasing onwards) is allowed when transforming the products.
Kronecker products of Fourier matrices, row types and their basic properties
By abuse of notation, we will write a Fourier matrix instead of a unitary Fourier matrix. This is defined by:
Definition 2.1 A Fourier matrix of size n is an n × n matrix defined by:
Definition 2.2 A Fourier Kronecker Product (FKP, FKP product, FKP subproduct) is a matrix F such that
where r, N 1 , N 2 , . . . , N r are some natural numbers and F k is the Fourier matrix of size k. 
where r is a natural number, P 1 , P 2 , . . . , P r are natural powers of prime numbers, not necessarily distinct ones. 
Definition 2.5 A row of type 1/(n), n a natural number, of an FKP product of size N (see Definition 2.2) , is a row containing the elements: 
n (i−1)(j−1) . We will further concentrate on phases (i−1)(j−1) n 2π, more precisely on corresponding phase fractions (i−1)(j−1) n . As the phase fraction of [F n ] i,2 is (i − 1)/n, for 1 < i ≤ n its proper (< 1) fraction part is nonzero, so there is only one, the first, row of F a m containing full angle phases, that is a row of type 1.
Let 1 ≤ k ≤ m and let x ∈ {0, 1, . . . , (a k − 1)} be relatively prime to a k . We will show that the (xa m−k + 1)-th row of F a m is a row of type 1/(a k ). The phase fraction sequence in the (xa m−k + 1)-th row is the sequence:
with a m−k subsequences:
The proper fraction parts in the r-th subsequence are all different and are equal to
If it were not so, we would have the equality:
for some p, q ∈ {0, 1, . . . , (a k − 1)}, q > p. But the above equality implies that a k divides x(q − p), that is a k divides (q − p) which is impossible. (Obviously, the proper fraction parts of p-th's elements of (11) for a given p and r = 0, 1, . . . , (a m−k − 1) are all equal.) Thus the (xa m−k + 1)-th row of F a m is a row of type 1/(a k ). The number of the above considered rows is the number of x's belonging to {0, 1, . . . , (a k − 1)} and relatively prime to a k . These are all the elements of {0, 1, . . . , (a k − 1)} except for multiples of a: 0a, 1a, 2a, . . . , (a The kronecker product of such rows contains phase fractions x/a k + y/a l , where x ∈ {0, 1, . . . , (a k − 1)} and y ∈ {0, 1, . . . , (a l − 1)}, each occuring p · q times.
Note that for a given y the phase fractions x/a k +y/a l for x ∈ {0, 1, . . . , (a k − 1)} can be simplified (as multiplied by 2π they later make phases of the row elements) to the proper (< 1) phase fractions 0/a
Were it not so, we would have for some x 1 < x 2 :
which implies that x 2 − x 1 is divided by a k , which is impossible as x 1 , x 2 ∈ {0, 1, . . . , (a k − 1)}. Thus, for each y ∈ {0, 1, . . . , (a l −1)} we have indicated pq occurences of each of the phases
Then the total number of occurences of each such phase in the kronecker product of the considered rows is a l · pq, so the product row is a row of type 1/(a k ), where k ≥ l is assumed. Proof A row of type 1/(p) contains the phase fractions 0/p, 1/p, . . . , (p − 1)/p multiplied by 2π, each phase occuring m times. Similarly, a row of type 1/(q) contains the phase fractions 0/q, 1/q, . . . , (q − 1)/q, each fraction occuring n times.
The kronecker product of such rows contains phase fractions x/p+y/q, where x ∈ {0, 1, . . . , (p − 1)} and y ∈ {0, 1, . . . , (q − 1)}, each fraction occuring m · n times. We will show that all those p · q fractions can be reduced (as multiplied by 2π they later make phases of the row elements) to their proper (< 1) fraction parts, which are all distinct and equal to 0/(pq), 1/(pq), . . . , (pq − 1)/(pq).
Assume that for some pairs x 1 , y 1 and x 2 , y 2 the corresponding phase fractions x 1 /p + y 1 /q and x 2 /p + y 2 /q have their proper fraction parts equal. That is
Then pq divides (
, and as p and q are relatively prime, p divides (x 2 − x 1 ) and q divides (y 2 − y 1 ). Since x 1 , x 2 ∈ {0, 1, . . . , (p − 1)} and y 1 , y 2 ∈ {0, 1, . . . , (q − 1)}, we must have x 1 = x 2 and y 1 = y 2 .
We have thus shown that the kronecker product of rows of types 1/(p) and 1/(q), where p, q relatively prime, contains phase fractions 0/(pq), 1/(pq), . . . , (pq − 1)/(pq), each fraction occuring m · n times, so the product row is a row of type 1/(pq).
Using the above lemmas and the fact that rows of a kronecker product are kronecker products of rows of kronecker product factors, one can easily prove the two lemmas below. See also the definition and remarks that follow. 
contains only rows of types 1/(a k b l ) where k ∈ {0, 1, . . . , k m }, l ∈ {0, 1, . . . , l n }.
More generally, we have:
Lemma 2.11 An FFKP product F being a kronecker product of r pure ordered FFKP's for r different primes a 1 , a 2 , . . . , a r :
where
contains only rows of types 1/(a l1
Definition 2.12 A kronecker multiindex i 1 , . . . , i r ; j 1 , . . . , j r , where
indicates the i, j-th element of A, where:
We write i 1 , . . . , i r or j 1 , . . . , j r to kronecker mutliindex a row or column, respectively.
Remark 2.13 Let
. . , i r ; j 1 , . . . , j r -th element of H is given by:
Remark 2.14 Reordering factors of a kronecker product is equivalent to left and right multiplying this product by appropriate permutation matrices (thus reordering doesn't change the row types present in an FKP). These permutations are defined in the following way. Suppose we reorder
, where σ is a permutation. Then the i, j-th element of H, kronecker multiindexed also by i 1 , . . . , i r ; j 1 , . . . , j r (see Definition 2.12) , where i k , j k ∈ {1, . . . , n k }, is moved by the appropriate permutation matrices into the i σ(1) , . . . , i σ(r) ; j σ(1) , . . . , j σ(r) -th position within H ′ .
Permutation equivalence of kronecker products of Fourier matrices
In this section we will basically split the set of all possible kronecker products of Fourier matrices into equivalence classes with respect to the permutation equivalence relation, denoted by P ≃ and defined below. This is an equivalence relation. 
The lemma and corollary below provide us with basic results on P ≃ equivalence of FKP products. A similar result can also be found in [2] : Lemma 3.2 Let p and q be relatively prime natural numbers. Then there exist permutation matrices P r , P c such that
′′ denote a shifted kronecker multiindex into a matrix with the kronecker product structure p × q, such as, for example, F p ⊗ F q . The term shifted here means that numbering starts from 0. The relation between shifted ordinary indexĩ,j and shifted kronecker multiindex is, according to Definition 2.12:
Now let the permutation matrices P r −1 , P c −1 move theĩ-th row andjth column, respectively, into the specified below theĩ ′ ,ĩ ′′ -th row andj ′ ,j ′′ -th column of the result:
where a, b, c, d are natural numbers satisfying, for some integers e, f :
Note that since p, q are relatively prime, there exist integers e, x > 0, y > 0, f such that ep + xq = 1 and yp + f q = 1. To have ac = x and bd = y we can take
Note also, that (26) implies that a, c are relatively prime to p, and b, d are relatively prime to q. Otherwise 1 would have to have a divisor greater than 1.
To show that maps (24),(25) properly define permutations, that is that they are bijective, let us takeĩ 1 =ĩ 2 belonging to {0, . . . , (pq − 1)}. If they are mapped by (24) into equal pairsĩ ′ ,ĩ ′′ , then:
is divided by q soĩ 1 −ĩ 2 is divided by pq because pairs a, p and b, q and p, q are relatively prime. But this can't be so forĩ 1 ,ĩ 2 ∈ {0, . . . , (pq − 1)}. Thus the map (24) must be injective and similarily we show this for the second map (25). Thus both maps map the sets {0, . . . , (pq − 1)} and {0, . . . , (p − 1)} × {0, . . . , (q − 1)} one to one, that is they are bijective.
To show that (
we will show that theĩ,j-th element of F pq is mapped (or equal to) theĩ ′ ,ĩ ′′ ;j ′ ,j ′′ -th, as defined in (24) and (25), element of F p ⊗ F q , i.e.:
which is equivalent to the equality of phases:
or to the equality for indices:
Consider the difference:
which is divided by p, for 1 − qac = ep and a, c are relatively prime to p.
In the same way we show that it is divided by q:
where 1 − pbd = f q and b, d are relatively prime to q. Thus the considered difference is divided by relatively prime numbers p and q, so it is divided by pq, which is equivalent to (29).
Corollary 3.3 Let F be an FKP product:
Then there exist permutation matrices P r , P c such that we have P ≃ equivalence of matrices:
where the sequence m 1 , . . . , m s is obtained from the sequence n 1 , . . . , n r using a series of operations from the list below:
1. permuting a sequence, for example n 1 , n 2 , n 3 → n 1 , n 3 , n 2 2. merging a sequence: a subsequence n a , n b can be replaced by n c = n a n b if n a , n b are relatively prime 3. division in a sequence: a sequence element n c can be replaced by a subsequence n a , n b if n c = n a n b , and n a , n b are relatively prime Proof Permuting the factors of a kronecker product, corresponding to operation 1 from the list, is equivalent to left and right permuting this product (see Remark 2.14).
Operations 2, 3 from the list correspond to left and right permuting subproducts F na ⊗ F n b , F nc respectively, by Lemma 3.2. Left and right permuting a subproduct means left and right permuting the whole product, for example
where A, B, C square matrices, I A , I B , I C the identity matrices of the same size, respectively.
Combining all the permutation matrices corresponding to the operations performed on the size sequence (factor sequence) leads to P r , P c . For an example we will split the sets of all FKP products of size 16 and 72 into P ≃ equivalence subsets, with their all elements featured up to the order of factors, using the allowed operations of Corollary 3.3.
However, we do not show at this moment that matrices from different sets below are not P ≃ equivalent, i.e. that the sets below are P ≃ equivalence classes.
The case of n 1 · . . . · n r = 16 (= 2 · 2 · 2 · 2):
The case of
We continue with pure ordered FFKP's, see Lemma 2.9.
Lemma 3.5 Let there be an m factor pure ordered FFKP given:
with p 
contains rows of types 1, 1/(a), . . . , 1/(a km+1 ) in quantities given by the formulas:
Proof From Lemma 2.9 F contains rows of types 1, 1/(a), . . . , 1/(a km ) and F ′ has rows of types 1, 1/(a), . . . , 1/(a km+1 ). We calculate the number of rows of type 1/(a k ), where 1 < k ≤ k m , in F ′ using Lemma 2.7. Let p 1/(a n ) denote the number of type 1/(a n ) rows in F a k m+1 , which is given by Lemma 2.6, and let P denote the cartesian product {0, 1, . . . , k m+1 } × {0, 1, . . . , k m }. Then:
Rows of type 1 are obtained in F ′ only as kronecker products of rows of type 1, so from Lemma 2.6:
The number of rows of type 1/(a l ), where
, is calculated in the following way, where P defined above:
This completes the proof.
We will also need the definition of an introduction index:
Definition 3.6 An introduction index for type 1/(a k ) rows in F being an ordered pure FFKP product of F a n matrices, denotedñ Remark 3.8 Let F and F ′ = F a k m+1 ⊗ F be ordered pure FFKP products of F a n matrices. Then introduction indices for F ′ are inherited from F .
Because of the remark above, in the proofs below we will usually ommit the upper index F when writing introduction indices for a p.o. FFKP F , as we will often have to consider p.o. FFKP subproducts of F . Theorem 3.9 Let F be a pure ordered FFKP, consisting of s factors:
Then F has p 
. . .
. . . 
Proof
The type 1 and 1/(a) rows are present in any F a n , that is why we putñ 0 = 1,ñ 1 = 1, i.e. these row types are introduced by the first right factor of a pure ordered FFKP of F a n matrices. Lemma 3.5 gives us the rules for changing p 
Because in the first, Fourier matrix, factor we have 1 row of type 1 (see Lemma 2.6), so we have p (s) 1 = 1 for any s and any s-factor p.o.FFKP of F a n matrices, for any a prime.
The number of type 1/(a) rows in the first factor is equal to p
1/(a) = (a − 1) (again Lemma 2.6), and using Lemma 3.5 we get the rule:
which yields p (s) 1/(a) = a s − 1 for any s-factor p.o.FFKP of F a n matrices. Since
1/(a) = 0 for the 0-factor subproduct, we regard p are correct for k = 0, 1, 2, . . . , m and that they are valid for s ≥ (ñ k − 1), respectively. We will show that for s ≥ (ñ m+1 − 1) and m ≥ 1:
Note that even p (s) 1/(a) can be written using the general scheme:
Case s =ñ m+1 − 1 We start from calculating p
1/(a m+1 ) for s =ñ m+1 − 1 substituted into 41. The result is 0 as it should for there are no rows of type 1/(a m+1 ) before they are introduced by theñ m+1 -th factor of a p.o.FFKP. It is 0 also ifñ m+1 = 1 (we can interprete p 
1/(a m+1 ) if used in a sum (fortunately it won't be) will not cause any damage because of abuse of index (s).
Case s =ñ m+1
To check whether the formula (41) gives the correct value for s =ñ m+1 we have to consider two subcases. Firstly, let s =ñ m+1 =ñ m =ñ m−1 = . . . =ñ 0 = 1, which means that rows of type 1/(a m+1 ) are introduced by the first factor of a p.o.FFKP and from Lemma 2.6 their number is a m (a − 1). Let us substitute all those 1's into (41). We will get the required value:
Secondly, let s =ñ m+1 > 1. Recall that we are talking about the situation in which the so far constructed (s factors) p.o. FFKP has just had type 1/(a m+1 ) rows introduced by theñ m+1 -th (s-th) left factor. That is why we have to use the formula (36) from Lemma 3.5 to calculate the resulting number of type 1/(a m+1 ) rows. Note that we do not know 'the highest' present row type, so we write (which will be shown to be correct in a moment):
Note that even if for some right p .
From the induction assumption on correct formulas for p
, s ≥ñ k − 1, k = 0, . . . , m we can apply safely these formulas to calculate p will in this case be zeros as they should.
The long sum in (44), from the induction assumption formulas, is equal to
Note that it is also true if m = 1 at the begining of the induction process, as (42) is satisfied. So, what on one hand we get from (44) is
and on the other, substitutingñ m+1 into (41), we obtain the same: 
where the long sum in brackets can be safely replaced, even for m = 1, by a ms− m l=0 (ñ l −1) from the main induction assumption, then p (s+1) 1/(a m+1 ) is given by:
which is analogous to (41), with s replaced by s + 1. This, combined with (41) working for s =ñ m+1 , means that (41) works also for s >ñ m+1 .
We have thus shown that (41) gives correct values of the number of rows of type 1/(a m+1 ) for s ≥ñ m+1 − 1, which completes the proof by induction.
Theorem 3.10 Let there be two pure ordered FFKP products of F a n matrices given (a prime):
Then the following statements a), b), c) are equivalent:
a) Both FFKP products, F ′ and F ′′ , contain:
• equal numbers of type 1 rows: p
• equal numbers of type 1/(a) rows: p
• . . .
• equal numbers of type 1/(a 
Proof

We consider the cases of implication:
Case a) =⇒ b). Introduction indicesñ 0 = 1 andñ 1 = 1 are common to both F ′ and F ′′ , for rows of type 1 and 1/(a) are introduced by any first right factor F a n , n ≥ 1.
Assume that common to F ′ and F ′′ are the introduction indicesñ 0 ,ñ 1 , . . . ,ñ k ∈ {1, 2, . . . , min (s 1 , s 2 )}, where k < k s1 = l s2 . Note that the last equality results from the statement a) and the last inequality must be in accordance with Lemma 2.9. We will show now thatñ k+1 is also common to 
≤ s 2 and k + 1 ≤ k s1 = l s2 . Theorem 3.9 provides us with the written below formulas for the number of type 1/(a k+1 ) rows in F ′ and F ′′ . From the statement a) these numbers are equal, which is expressed by:
which is equivalent to
From the uniqueness of prime number factorization of a natural number and the fact that a is prime, powers of a on the left and right side of (48) are equal, so s 1 = s 2 , which we get in each step of the induction process. As a result the factors not divided by a in (48) are also equal, what is more s 1 = s 2 , sõ n ′ k+1 =ñ ′′ k+1 =ñ k+1 . Thus allñ k , k ∈ {0, 1, 2, . . . , k s1 = l s2 } are common to F ′ and F ′′ , and the implication a) =⇒ b) is proved.
Case b) =⇒ c).
From the statement b) we have that s 1 = s 2 . Now, assume that F ′ and F ′′ are not identical. That is, for some s ≤ s 1 = s 2 the 1-st, 2-nd, ..., (s − 1)-th right factors of F ′ and F ′′ are equal and the s-th factors are not. Say, they are F a k for F ′ and F a l for F ′′ such that k > l. Then the introduction indicesñ
have not yet been introduced by the s-th factor, whereas in F ′ they have already been introduced by some (s − t)-th factor, t ≥ 0. So 
Proof
If F
′ and F ′′ are P ≃ equivalent, they satisfy the statement a) of Theorem 3.10, which, by this theorem, is equivalent to F ′ anf F ′′ being identical (⇔ equal by Theorem 3.10).
The opposite implication is obvious. 
Proof
It is enough to prove Theorem 3.12 in the case of F ′ and F ′′ ordered (which by Remark 2.14 corresponds to left and right permuting) in such a way that:
where F ′(k) and F ′′(k) are pure ordered FFKP's such that
Let us denote by p
From Lemma 2.8 each row of type 1/(a k m ) of F ′ is obtained as a kronecker product of type 1 rows from F ′(l) where l ∈ {1, 2, . . . , r} \ {k} and a row of type 1/(a k m ) from F ′(k) . Similarly for F ′′ . So, the numbers of type 1/(a k m ) rows in F ′ and F ′′ will be, by Theorem 3.9:
If F ′ and F ′′ are P ≃ equivalent, then for each k ∈ {1, 2, . . . , r} the above numbers of type 1/(a k m ) rows in F ′ and F ′′ are equal, where m ∈ {0, 1, . . . , g
} (the last equality in the set description follows from P ≃ equivalence of F ′ , F ′′ and Lemmas 2.8, 2.9). That is the pairs p
2 ) 1/(a k m ) are pairs of equal numbers, k and m as above. Then, from Theorem 3.10 F ′(k) and F
′′(k)
are identical (equal) for each k ∈ {1, 2, . . . , r}. This means that F ′ and F ′′ , assumed ordered, are identical.
If F ′ and F ′′ are identical, they are P ≃ equivalent of course. Now, taking Remark 2.14 into consideration, we can generalize the above implications to unordered FFKP's, to obtain Theorem 3.12.
4 Permutation-phasing equivalence classes of kronecker products of Fourier matrices Our next step will be generalizing Theorem 3.12 to the case of permutationphasing equivalence, denoted by ≃ and defined below. This is an equivalence relation. 
where D We will prove that left and right multiplying an FKP (FFKP as a special case) of size N by such unitary diagonal matrices that the result still has a row and column filled with 1/ √ N is equivalent to permuting this FKP. We start with a single Fourier matrix, using the lemma below. 
has its i-th row and j-th column filled with
where P r , P c are permutation matrices such that: Let us take a "shifted" Fourier matrix, denoted by F ′′ n :
We will show that it can be obtained by left and right multiplying F n by unitary diagonal matrices D Namely, we will prove that:
To do it we need to prove the equality modulo n of expressions from the phases of (53) and (54):
The above holds since the left side is equal modulo n to (k −ĩ)(l −j), which in turn is equal to the right side. Thus F ′′ n is given by: 
and let D r , D c be such unitary diagonal matrices that the matrix:
has its i-th row and j-th column filled with 1/ √ N , where
Then there exist permutation matrices P r , P c such that 
has its i k -th row and j k -th column filled with 1/ √ N k , for k = 1, . . . , p. By Lemma 4.2 the matrices D
are unique, and they are given by Lemma 4.3.
As the matrix
c ) has its i-th row and j-th column (i, j corresponding bijectively to the kronecker multiindex i 1 , . . . , i p ; j 1 , . . . , j p ) filled with 1/ N 1 · . . . · N p = 1/ √ N , then by Lemma 4.2 we have that
and
On the other hand, by Lemma 4.3, for k = 1, . . . , p there exist permutation matrices P (k)
So, from (61):
which completes the proof. 
Proof
If F
′ and F ′′ are P ≃ equivalent, then obviously they are ≃ equivalent. We take identity matrices for D r , D c in Definition 4.1.
If F ′ and F ′′ are ≃ equivalent, then for some permutation matrices P r , P c and unitary diagonal matrices D r , D c : 
.
From the above and (63) F ′′ is equal to
which means that F ′ and F ′′ are P ≃ equivalent.
Let F denote the set of all FKP products and let F N denote the set of all FKP products of size N . 
To calculate the number of ≃ equivalence classes of FKP's of a given size N , that is in F N , we need the definition of a partition: Definition 4.6 A partition of a natural number N is any ordered sequence of positive (> 0) integers (n 1 , n 2 , . . . , n p ) such that n 1 ≥ n 2 ≥ . . . ≥ n p and n 1 + n 2 + . . . + n p = N .
The number of partitions of N is usually denoted by p(N ) and we will use this notation. A good reference on partitions is [15] .
From what was said above about the representatives of ≃ equivalence classes in F we immediately have: is equal to the product of the numbers of partitions:
We will denote the number of ≃ equivalence classes in 
[F 3 2 ⊗ F 2 ⊗ F 2 ] ≃ contains:
[F 3 ⊗ F 3 ⊗ F 2 2 ] ≃ contains:
