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Abstract
We propose a new model selection criterion, the Neyman-Pearson criterion (NPC),
for asymmetric binary classification problems such as cancer diagnosis, where the two
types of classification errors have vastly different priorities. The NPC is a general
prediction-based criterion that works for most classification methods including logis-
tic regression, support vector machines, and random forests. We study the theoretical
model selection properties of the NPC for nonparametric plug-in methods. Simula-
tion studies show that the NPC outperforms the classical prediction-based criterion
that minimizes the overall classification error under various asymmetric classification
scenarios. A real data case study of breast cancer suggests that the NPC is a practical
criterion that leads to the discovery of novel gene markers with both high sensitivity
and specificity for breast cancer diagnosis. The NPC is available in an R package
NPcriterion.
Keywords: model selection; disease prediction; specificity, type I error; false negative rate;
asymmetric errors, Neyman-Pearson criterion.
2
1 Introduction
With the advance of high-throughput sequencing technologies, numerous genomic datasets
have been generated and made publicly available to enable automated disease diagnosis
and help improve human understanding of disease mechanisms. Automated disease diag-
nosis based on genomic data is naturally a binary classification problem, where the binary
response variable indicates a subject’s disease status, and the predictors are genomic fea-
tures. However, genomic features are high dimensional (often of the order 104 − 107),
posing tremendous challenges for biomedical researchers to understand what features are
most important for disease diagnosis. Therefore, model selection criteria are in great needs
to provide informative disease-predictive feature subsets for downstream experiments.
In binary classification (class 0 vs. class 1), three practical evaluation criteria for ac-
curacy include: the overall classification error (i.e., the probability that an observation is
misclassified), the type I error (i.e., the conditional probability of misclassifying a class 0
observation into the class 1, or 1−specificity), and the type II error (i.e., the conditional
probability of misclassifying a class 1 observation into the class 0, or 1−sensitivity). The
overall classification error is a weighted sum of the type I error and the type II error, where
the weights are the marginal probabilities of the class 0 and the class 1, respectively. Most
classification methods aim to minimize the overall classification error [Hastie et al., 2009,
James et al., 2013]. However, under two common application scenarios, this objective is
no longer desirable. The first scenario is the “asymmetric importance scenario,” where
the consequence of making one type of error (e.g., the type I error) far exceeds that of
making the other type of error (e.g., the type II error). For instance, in the automated
diagnosis of a severe disease, if we code the diseased and healthy status as the classes 0
and 1 respectively, then the type I error is the conditional probability of misclassifying a
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diseased patient as healthy, and the type II error is the conditional probability of misclas-
sifying a healthy patient as diseased. Having a large type I error will clearly lead to a
much more severe consequence than having a large type II error, because misclassifying a
diseased patient as healthy will result in delayed treatment or even life loss [Dı´az-Uriarte
and De Andres, 2006, Statnikov et al., 2008, Sartakhti et al., 2012, Xin et al., 2014]. The
second scenario, the “imbalanced size scenario,” is where the two classes have great dispar-
ity in their proportions [Padmaja et al., 2007]. For example, a rare disease occurs only in
0.1% of the human population [Beaulieu et al., 2014]. If we code the rare diseased class as
class 0, then classifiers trained to minimize the overall classification error will likely lead to
an undesirably large type I error [Boycott et al., 2013]. In these two scenarios, the overall
classification error fails to serve the purpose both as an optimization criterion and as an
evaluation metric.
In this paper, we refer to the objective of minimizing the overall classification error as
the classical classification paradigm, and refer to the model selection criterion that compares
the overall classification error on a hold-out set as the classical criterion. To clarify, the
term “model” in “model selection” refers to a feature subset instead of a probabilistic
model. An alternative paradigm, the Neyman-Pearson (NP) classification paradigm, has
been developed in the literature [Cannon et al., 2002, Scott and Nowak, 2005, Rigollet
and Tong, 2011, Tong, 2013, Zhao et al., 2016, Tong et al., 2018a] to address the two
above-mentioned scenarios. The NP classification paradigm specifically targets a prioritized
control on the type I error: the type I error is controlled with high probability under a
user-specified level α , usually a small value (e.g., .05), and the type II error is minimized
under this constraint. Motivated by the NP classification paradigm, we propose a model
selection criterion, the Neyman-Pearson Criterion (NPC), which evaluates feature subsets
by implementing a prioritized control on the type I error. In the automated diagnosis of
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a severe disease, the NPC is advantageous over the classical criterion, because the latter
might select genes that result in a low overall classification error but an undesirably large
type I error.
Does the NPC select a model different from the one selected by the classical criterion?
Intuitively, the “best” q features under the NP paradigm are not necessarily the same as the
“best” q features under the classical paradigm. Under the classical paradigm, the “best”
clearly means to have the lowest overall classification error; while under the NP paradigm,
the “best” means to have the lowest type II error (subject to one type I error upper bound).
Motivated by the fact that the classical criterion ranks models (i.e., feature subsets) based
on the overall classification error on hold-out data, we design the NPC to rank models
based on the type II error on hold-out data.
Similar to the classical criterion, the NPC belongs to the validation set approach to
model selection for binary predictive problems. The validation set approach refers to a
group of the techniques that hold out a labeled dataset unused for training classifiers, and
that evaluate the trained classifiers on this set based on a certain criterion. The default
evaluation criterion for binary classification is the classical criterion. We propose to use the
NPC as a substitute when the prediction errors have asymmetric importance. A related
more data-efficient variant of the validation set approach is the cross validation, where
we randomly splits data into k folds, and for each k − 1 folds, we train a classifier and
report the average performance of the k classifiers on the left-out fold. We recommend
implementing NPC in a way similar in spirit to cross validation. Besides the validation
set and cross validation approaches, many other model selection approaches exist in the
literature. The approach at the other end of the spectrum is to modify some fit measure
evaluated on training data, and they include AIC [Akaike, 1974], BIC [Schwarz et al., 1978],
Mallows’s Cp [Mallows, 1973], LASSO [Tibshirani, 1996], SCAD [Fan and Li, 2001], MCP
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[Zhang et al., 2010], Elastic net [Zou and Hastie, 2005], and Group LASSO [Yuan and Lin,
2006], among others. Another class of common model selection approaches concern model
space search strategies, including exhaustive search, forward stepwise selection, backward
stepwise selection, marginal screening [Fan et al., 2010, Fan and Lv, 2008, Fan et al., 2011,
Li et al., 2012, Zhao and Li, 2012, Mai and Zou, 2013, Chang et al., 2016, Han, 2018+],
and interactive screening [Hao and Zhang, 2014, Fan et al., 2015, Bien et al., 2015, Hao
et al., 2017, Zhou et al., 2019].
Previous work on NP classification has laid a good algorithmic and theoretic foundation
for our new model selection criterion. In particular, Tong et al. [2018a] developed an um-
brella algorithm that adapts popular binary classification methods (e.g., logistic regression,
support vector machine, and random forest) to the NP paradigm, enabling application of
the NP paradigm in a wide spectrum of real-world scenarios, and providing the algorithmic
support for the NPC. On the theoretic side, Tong [2013] and Zhao et al. [2016] developed
conditions for plug-in NP classifiers to satisfy NP oracle inequalities, which was proposed
in Rigollet and Tong [2011] as the theoretical criterion to evaluate the performance of NP
classifiers. The formulated conditions and intermediate results in these works will lend
support to establishing the model selection property of the NPC.
The development of the NPC as a practical criterion addresses the great needs of iden-
tifying a small number of genetic features to predict cancer with a high sensitivity in
automated diagnosis. For malignant cancers with low survival rates, the priority is to
achieve a high sensitivity, or equivalently a low false negative rate. The NP paradigm is
naturally aligned with this high sensitivity requirement, and the feature selection criterion
should be based on the specificity, which is exactly the goal of the NPC.
This article is organized as follows. In Section 2, we review the NP classification
paradigm and use Gaussian examples to analytically illustrate that the classical criterion
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and the NPC can select different models on the population level. In Section 3, we introduce
the NPC based on a finite sample. In Section 4, we explore the model selection properties
of the NPC for plug-in NP classifiers. Section 5 contains simulation studies to verify the
numerical performance of the NPC. Section 6 provides an in-depth real data study to show
that the NPC identifies gene markers, among the overall predictive ones, to achieve a high
specificity in cancer diagnosis. We conclude with a discussion in Section 7. All the proofs
of lemmas, propositions, and theorems are relegated to the Appendix.
2 Background and motivation
We first introduce some mathematical notations to facilitate our discussion. Let (X, Y ) be
a pair of random observations where X ∈ X ⊆ IRd is a vector of features and Y ∈ {0, 1}
indicates the class label of X. A classifier φ : X → {0, 1} maps from the feature space to
the label space. A loss function assigns a cost to each misclassified instance φ(X) 6= Y ,
and the risk is defined as the expectation of this loss function with respect to the joint
distribution of (X, Y ) . We adopt in this work a commonly used loss function, the 0-1 loss
function: 1 (φ(X) 6= Y ), where 1(·) denotes the indicator function. Let IP and IE denote
the generic probability distribution and expectation, whose meaning depends on specific
contexts. Then the risk is the overall classification error R(φ) = IE [1 (φ(X) 6= Y )] =
IP (φ(X) 6= Y ), which can be decomposed as:
R(φ) = IE [1 (φ(X) 6= Y )] = IP (φ(X) 6= Y )
= IP(Y = 0)IP (φ(X) 6= Y | Y = 0) + IP(Y = 1)IP (φ(X) 6= Y | Y = 1)
= IP(Y = 0)R0 (φ) + IP(Y = 1)R1 (φ) ,
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where Rj (φ) := IP (φ(X) 6= Y | Y = j), j = 0 and 1. The notations R0(·) and R1(·) denote
the (population) type I and type II errors respectively. While the classical classification
paradigm aims to mimic the classical oracle classifier ϕ∗ that minimizes the overall classi-
fication error,
ϕ∗ = argmin
ϕ:Rd→{0,1}
R (ϕ) ,
the Neyman-Pearson (NP) classification paradigm aims to mimic the α-level NP oracle
classifier
ϕ∗α = argmin
ϕ:R0(ϕ)≤α
R1(ϕ) , (1)
where α is a user-specified type I error upper bound. It is well known that ϕ∗(·) = 1(η(·) >
1/2), where η(x) = IE(Y |X = x) is the regression function [Koltchinskii, 2011]. On the
other hand, the famous Neyman-Pearson Lemma (Lemma 1) and a correspondence between
classification and statistical hypothesis testing show that ϕ∗α in (1) can be constructed by
thresholding p1(·)/p0(·), where p1 and p0 denote the class conditional probability density
functions of the features X.
Lemma 1 (Neyman-Pearson Lemma [Neyman and Pearson, 1933]) Let P0 and P1
be probability distributions possessing densities p0 and p1 respectively. Let P be the prob-
ability distribution of a random feature vector X ∈ X ⊆ IRd. The null and alternative
hypotheses are H0 : P = P0 and H1 : P = P1. Let s
∗(·) = p1(·)/p0(·) . For a given level
α ∈ (0, 1), let C∗α ∈ IR be such that
P0 (s
∗(X) > C∗α) ≤ α and P0 (s∗(X) ≥ C∗α) ≥ α .
When P0 (s
∗(X) = C∗α) = 0, the most powerful test of level α is
ϕ∗α(X) := 1 (s
∗(X) > C∗α) . (2)
8
Hypothesis testing bears a strong similarity with binary classification if we consider P0 and
P1 as the conditional feature distributions of the classes 0 and 1 respectively. Rejecting H0
based on the observed s∗(X) is equivalent to classifying X as the class 1, and not rejecting
H0 is equivalent to classifying X as the class 0. The Neyman-Pearson Lemma (Lemma 1)
states that the test ϕ∗α maximizes the power at a significance level α. When considered
equivalently as a classifier, ϕ∗α in (2) is also the α-level NP oracle classifier.
2.1 Neyman-Pearson criterion (NPC) on the population level
Before introducing the sample-based version of NPC in the next section, we first define the
classical criterion and the NPC on the population level. We show that these two criteria
lead to different choices of feature subsets (i.e., models) under certain scenarios, and that
NPC may choose different feature subsets at different α values. Denote respectively by
ϕ∗A and ϕ
∗
αA the classical oracle classifier and the α-level NP oracle classifier that only use
features indexed by A ⊆ {1, . . . , d}. In other words, ϕ∗A achieves
R (ϕ∗A) = min
ϕA
IP(ϕA(X) 6= Y ) ,
in which ϕA : X ⊆ IRd → {0, 1} is any map that first projects X ∈ IRd to its |A|-
dimensional sub-vector XA, comprising of the coordinates of X from the index set A, and
then maps from XA ∈ IR|A| to {0, 1}.
In contrast, ϕ∗αA achieves
R1 (ϕ
∗
αA) = minϕA
IP(ϕA(X)6=Y |Y=0)≤α
IP(ϕA(X) 6= Y |Y = 1) . (3)
By the Neyman-Pearson lemma, ϕ∗αA(x) = 1 (p1A(xA)/p0A(xA) > C
∗
αA) for some C
∗
αA.
Among candidate feature subsets indexed by A1, · · · , AK , the population-level classical cri-
terion selects an Ai that achieves the smallest among
{
R
(
ϕ∗A1
)
, . . . , R
(
ϕ∗AK
)}
. In contrast,
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for a given level α, the population-level NPC selects an Ai that achieves the smallest among{
R1
(
ϕ∗αA1
)
, . . . , R1
(
ϕ∗αAK
)}
. As a concrete illustration, suppose that we want to compare
two features X{1},X{2} ∈ IR (Usually, these features are denoted by X1 and X2, but we
opt to use X{1} and X{2} to be consistent with the notation XA), whose class conditional
distributions are Gaussian as follows:
X{1} | (Y = 0) ∼ N (−5, 22) , X{1} | (Y = 1) ∼ N (0, 22) , (4)
X{2} | (Y = 0) ∼ N (−5, 22) , X{2} | (Y = 1) ∼ N (1.5, 3.52) ,
and the class priors are equal, i.e., IP(Y = 1) = .5. It can be calculated that R
(
ϕ∗{1}
)
=
.106 and R
(
ϕ∗{2}
)
= .113. Therefore, R
(
ϕ∗{1}
)
< R
(
ϕ∗{2}
)
and feature 1 is better than
feature 2 under the classical criterion. Under NPC, the comparison is more subtle. If we set
α = .01, R1
(
ϕ∗α{1}
)
= .431 is larger than R1
(
ϕ∗α{2}
)
= .299. However, if we set α = .20,
R1
(
ϕ∗α{1}
)
= .049 is smaller than R1
(
ϕ∗α{2}
)
= .084. Figure 1 illustrates the NP oracle
classifiers in this toy example.
The example above gives clues to a general phenomenon that the ranking of feature
subsets under NPC may differ for distinct α values. For some values (e.g., α = .20 in
the example), the classical criterion and NPC agree on the ranking, while for others (e.g.,
α = .01 in the example), they disagree. Under special cases however, we can derive
conditions under which NPC gives an α-invariant feature subset ranking. In the following,
we derive such a condition for Gaussian distributions.
Lemma 2 Suppose that two features X{1} and X{2} have the following class conditional
densities
X{1}|(Y = 0) ∼ N
(
µ01, (σ
0
1)
2
)
, X{1}|(Y = 1) ∼ N
(
µ11, (σ
1
1)
2
)
,
X{2}|(Y = 0) ∼ N
(
µ02, (σ
0
2)
2
)
, X{2}|(Y = 1) ∼ N
(
µ12, (σ
1
2)
2
)
.
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Figure 1: A toy example in which feature ranking under NPC changes as α varies. Panel
a: α = .01. The NP oracle classifier based on feature 1 (or feature 2) has the type II error
.431 (or .299). Panel b: α = .20. The NP oracle classifier based on feature 1 (or feature
2) has the type II error .049 (or .084).
Given a type I error upper bound α ∈ (0, 1) , let ϕ∗α{1} or ϕ∗α{2} be the α-level NP oracle
classifier using only the feature X{1} or X{2} respectively, and let ϕ∗{1} or ϕ
∗
{2} be the
corresponding classical oracle classifier. Then if and only if
σ01/σ
1
1 = σ
0
2/σ
1
2 ,
we have simultaneously for all α,
sign
{
R1
(
ϕ∗α{2}
)− R1 (ϕ∗α{1})}
=sign
(
R
(
ϕ∗{2}
)− R (ϕ∗{1}))
=sign
{ |µ11 − µ01|
σ11
− |µ
1
2 − µ02|
σ12
}
,
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where sign(x) =

1 if x > 0
0 if x = 0
−1 if x < 0
.
Lemma 3 shows a sufficient condition for a multi-dimensional Gaussian setting such
that the ranking between two feature subsets is invariant to the level α under NPC and
agrees with that under the classical criterion.
Lemma 3 Let A1, A2 ⊆ {1, . . . , d} be two index sets. For a random vector X ∈ IRd, let
XA1 and XA2 be sub-vectors of X comprising of coordinates with indexes in A1 and A2
respectively, and assume they follow the class conditional distributions:
XA1 | (Y = 0) ∼ N (µ01,Σ1) , XA1 | (Y = 1) ∼ N (µ11,Σ1) ,
XA2 | (Y = 0) ∼ N (µ02,Σ2) , XA2 | (Y = 1) ∼ N (µ12,Σ2) ,
where µij ∈ IR|Aj |, i = 0, 1, j = 1, 2 denotes the mean vector and Σj ∈ IR|Aj |×|Aj| denotes
the covariance matrix. For α ∈ (0, 1), let ϕ∗αA1 and ϕ∗αA2 be the α-level NP oracle classifiers
using features indexed by A1 and A2 respectively, and let ϕ
∗
A1
and ϕ∗A2 be the corresponding
classical oracle classifiers. Then we have for all α,
sign
(
R1
(
ϕ∗αA2
)− R1 (ϕ∗αA1)) = sign (R (ϕ∗A2)−R (ϕ∗A1)) ,
where sign(·) is defined in Lemma 2.
The conclusion in Lemma 3 is an exception rather than the rule. In general, the best
feature subsets under the classical criterion and NPC do not necessarily agree on the
population level. This suggests that the classical criterion on the sample level, i.e., the
empirical risk on a hold-out set, is not suitable for model selection with asymmetric error
control objectives. This issue motivates us to develop a new practical model selection
criterion under the NP paradigm: NPC on the sample level.
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3 Methodology
To enable the implementation of the model selection criterion NPC on the sample level, it
is necessary to have flexible construction of NP classifiers.
3.1 Algorithmic foundation: construction of NP classifiers
Motivated by Lemma 1, Tong [2013] used a plug-in approach to construct NP classifiers,
which satisfy the NP oracle inequalities Rigollet and Tong [2011] under low-dimensional
settings (i.e., when d is small). Under the feature independence assumption, Zhao et al.
[2016] extended the NP plug-in classifiers to accommodate high-dimensional features. From
a practical perspective, Tong et al. [2018a] developed an umbrella algorithm that adapts
the scoring-type classification methods (e.g., logistic regression, support vector machine and
random forest) to the NP paradigm so that they achieve a high probability control on the
type I error under the pre-specified level α. A scoring-type classification method needs
two components: a scoring function s(·) and a threshold C, to construct a classifier of the
form φC(·) = 1 (s(·) > C). A good scoring-type classification method, i.e., a method
better than random guesses, should satisfy that
1− IP (s (X) ≤ C|Y = 1) > IP (s (X) > C| Y = 0) , ∀C ∈ IR .
In other words, as C varies, the receiver operating characteristic (ROC) curve of this
classification method is above the main diagonal line in the ROC space, which indicates
random guesses. In other words, a good scoring-type classification method should satisfy
1− R1(φC) > R0(φC) , ∀C ∈ IR . (5)
Most commonly used classification methods satisfy this property.
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To construct an NP classifier using the NP umbrella algorithm [Tong et al., 2018a],
we first use a mixture of class 0 and class 1 observations to train a scoring function sˆ,
and then set a threshold Ĉ ∈ IR based on the left-out class 0 observations to obtain a
classifier 1
(
sˆ(·) > Ĉ
)
. Concretely, suppose we have a training dataset S = S0 ∪ S1,
where S0 = {X01, . . . ,X0m} are i.i.d. class 0 observations, S1 = {X11, . . . ,X1n} are
i.i.d. class 1 observations, and S0 is independent of S1. These sample sizes m and
n are considered as fixed numbers in our methodology development. We randomly di-
vide class 0 observations S0 for B times into two halves S0(b)ts =
{
X
0(b)
1 , . . . ,X
0(b)
m1
}
and
S0(b)lo =
{
X
0(b)
m1+1
, . . . ,X
0(b)
m1+m2
}
, where m1+m2 = m, the subscripts “ts” and “lo” stand for
train-scoring and left-out respectively, and the superscript b ∈ {1, . . . , B} indicates the b-th
random split on class 0 observations. The default option in the NP umbrella algorithm takes
an equal-sized split of the class 0 sample, that is, m1 = ⌊m/2⌋. To do model selection under
the NP paradigm, in addition to splitting the class 0 observations, we also randomly split
class 1 observations S1 into S1(b)ts =
{
X
1(b)
1 , . . . ,X
1(b)
n1
}
and S1(b)lo =
{
X
1(b)
n1+1
, . . . ,X
1(b)
n1+n2
}
,
where n1 + n2 = n. Note that we do not need to split the class 1 observations in the NP
umbrella classification algorithm. However, for model selection purposes, we must make
the split to get a hold-out set to evaluate the type II error of the trained classifier. We will
make a default option n1 = ⌊n/2⌋. While S1(b)ts is used to train the scoring function, we
leave out S1(b)lo to evaluate the type II error performance of the trained NP classifier, which
will serve as the basis of our new model selection criterion NPC.
To construct an NP classifier given a scoring-type classification method, the NP um-
brella algorithm first trains a scoring function sˆ(b)(·) on S0(b)ts ∪S1(b)ts . Second, the algorithm
applies sˆ(b)(·) to S0(b)lo to obtain scores
{
T
(b)
i = sˆ
(b)
(
X
0(b)
m1+i
)
, i = 1, . . . , m2
}
, which are
sorted in an increasing order and denoted by
{
T
(b)
(i) , i = 1, . . . , m2
}
. Third, for a user-
specified type I error upper bound α ∈ (0, 1) and a violation rate δ1 ∈ (0, 1) which refers
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to the probability of the type I error of the trained classifier exceeding α, the algorithm
chooses the order
k∗ = min
k=1,...,m2
{
k :
m2∑
j=k
(
m2
j
)
(1− α)jαm2−j ≤ δ1
}
.
When m2 ≥ log δ1log(1−α) , k∗ exists, and the umbrella algorithm chooses the threshold of the
estimated scoring function as
Ĉ(b)α = T
(b)
(k∗) ,
where a subscript “α” is added on Ĉ(b) to indicate the user-specified type I error upper
bound. The resulting NP classifier is thus
φˆ(b)α (·) = 1
(
sˆ(b)(·) > Ĉ(b)α
)
. (6)
Proposition 1 in Tong et al. [2018a] proves that the probability that the type I error of
the classifier φˆ
(b)
α (·) in (6) exceeds α is no more than δ1:
IP
(
R0(φˆ
(b)
α ) > α
)
≤
m2∑
j=k∗
(
m2
j
)
(1− α)jαm2−j ≤ δ1 , (7)
for every b = 1, . . . , B. When T
(b)
i has a continuous distribution, the first inequality in (7)
becomes an equality. Finally, the B NP classifiers, φˆ
(1)
α , . . . , φˆ
(B)
α , will be combined into
an ensemble classifier by majority voting. The number of splits, B, is often chosen to be
greater than one to increase the stability and reduce the type II error. For details of the
NP umbrella algorithm, we refer interested readers to Tong et al. [2018a].
3.2 NPC on the sample level
The construction of NP classifiers depends on users’ choice of classification method, which
could be the plug-in approach [Tong, 2013, Zhao et al., 2016, Tong et al., 2018b] or a more
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general scoring-type classification method adaptable to the NP umbrella algorithm [Tong
et al., 2018a]. In the following, we consider the problem of comparing models (i.e., feature
subsets) for a given scoring-type classification method.
For a feature index set A ⊆ {1, . . . , d}, we follow the NP umbrella algorithm described in
section 3.1 and construct B NP classifiers, where the b-th NP classifier is based on training
data (S0(b)ts ,S0(b)lo and S1(b)ts ) and a given classification method. We denote these B NP
classifiers as φˆ
(1)
αA, . . . , φˆ
(B)
αA and evaluate their type II error performance on corresponding
left-out class 1 sets S1(1)lo , . . . ,S1(B)lo respectively. Our sample-level NPC for model A at
level α, denoted by NPCαA, computes the average of these type II errors:
NPCαA :=
1
B
B∑
b=1
NPC
(b)
αA , (8)
with NPC
(b)
αA :=
1
n2
n1+n2∑
i=n1+1
[
1− φˆ(b)αA
(
X
1(b)
i
)]
=
1
n2
n1+n2∑
i=n1+1
1
(
sˆ
(b)
A
(
X
1(b)
iA
)
≤ Ĉ(b)αA
)
,
where sˆ
(b)
A (·) is the scoring function trained on S0(b)ts ∪ S1(b)ts using only the features indexed
by A, and Ĉ
(b)
αA is the threshold estimated using the procedure described in section 3.1. The
detailed implementation of NPC is described in Algorithm 1.
Correspondingly, we define the sample-level classical criterion for model A as
CCA :=
1
B
B∑
b=1
CC
(b)
A , (9)
with CC
(b)
A :=
1
m2 + n2
{
n1+n2∑
i=n1+1
[
1− φˆ(b)A
(
X
1(b)
i
)]
+
m1+m2∑
i′=m1+1
φˆ
(b)
A
(
X
0(b)
i′
)}
,
where φˆ
(b)
A (·) is a classifier trained on S0(b)ts ∪ S1(b)ts .
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We also define the standard errors of NPCαA and CCA as
se(NPCαA) :=
√√√√∑Bb=1 (NPC(b)αA − NPCαA)2
B(B − 1) , (10)
se(CCαA) :=
√√√√∑Bb=1 (CC(b)αA − CCαA)2
B(B − 1) . (11)
3.3 Method-specific NP oracle
Because NPCαA depends on the choice of classification methods, it does not necessarily
converge to R1(ϕ
∗
αA) asymptotically, unless we use the plug-in approach and make certain
assumptions on the class-conditional densities. Here we define the method-specific NP
oracle classifier to address this concern.
Given a scoring-type classification method and a type I error upper bound α ∈ (0, 1),
let M denote the set of possible scoring functions for this method. We denote the “best”
scoring function inM by s : X → IR, in the sense that 1(s(·) > 1/2) minimizes the overall
(population) classification error among all 1(h(·) > 1/2) for all h ∈M. We refer to s(·) as
the method-specific optimal scoring function. We define a method-specific oracle classifier
with a threshold C ∈ IR as
φC(X) := 1 (s(X) > C) .
We denote by C := {φC : C ∈ IR} the collection of method-specific oracle classifiers given
a classification method. Restricted to C, we define the method-specific α-level NP oracle
classifier as
argmin
φ∈C:R0(φ)≤α
R1(φ) . (12)
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Algorithm 1 Implementation of the Neyman-Pearson Criterion (NPC)
1: input:
training set: S = S0∪S1, where S0 = {X01, . . . ,X0m} are i.i.d. class 0 observations,
and S1 = {X11, . . . ,X1n} are i.i.d. class 1 observations
feature index set A ⊆ {1, . . . , d}
left-out class 0 sample size: m2
left-out class 1 sample size: n2
type I error upper bound α ∈ [0, 1]
type I error violation rate δ1 ∈ (0, 1)
number of random splits B ∈ IN on S0 and S1
2: function NPC(S0,S1, A,m2, n2, α, δ1, B)
3: for k in {1, . . . , m2} do ⊲ for each order k
4: v(k)←∑m2j=k (m2j )(1− α)jαm2−j ⊲ calculate the violation rate
5: return v(k)
6: k∗ ← min {k ∈ {1, . . . , m2} : v(k) ≤ δ1} ⊲ pick the order whose corresponding violation
rate is under δ1
7: for b in 1, . . . , B do
8: S0(b)lo ← subsample(S0, m2) ⊲ S0(b)lo =
{
X
0(b)
m1+1
, . . . ,X
0(b)
m1+m2
}
and m1 = m−m2
9: S1(b)lo ← subsample(S1, n2) ⊲ S1(b)lo =
{
X
1(b)
n1+1
, . . . ,X
1(b)
n1+n2
}
and n1 = n− n2
10: S0(b)ts ← S0 \ S0(b)lo ⊲ S0(b)ts =
{
X
0(b)
1 , . . . ,X
0(b)
m1
}
11: S1(b)ts ← S1 \ S1(b)lo ⊲ S1(b)ts =
{
X
1(b)
1 , . . . ,X
1(b)
n1
}
12: sˆ
(b)
A ← classification algorithm(S0(b)ts ∪ S1(b)ts , A)⊲ train a scoring function sˆ(b)A
on S0(b)ts ∪ S1(b)ts using features with indexes in A only
13: T (b) =
{
t
(b)
1 , . . . , t
(b)
m2
}
←
{
sˆ
(b)
A
(
X
0(b)
(m1+1)A
)
, . . . , sˆ
(b)
A
(
X
0(b)
(m1+m2)A
)}
⊲ apply sˆ
(b)
A
to S0(b)lo to obtain a set of threshold candidates
14:
{
t
(b)
(1), . . . , t
(b)
(m2)
}
← sort(T (b)) ⊲ sort elements in T in an increasing order
15: Ĉ
(b)
αA ← t(b)(k∗) ⊲ find the threshold corresponding to the chosen order k∗
16: φˆ
(b)
αA(X) = 1I
(
sˆ
(b)
A (XA) > Ĉ
(b)
αA
)
⊲ construct an NP classifier based on the scoring
function sˆ
(b)
A and the threshold Ĉ
(b)
αA
17:
{
yˆ
(b)
1 , . . . , yˆ
(b)
n2
}
←
{
φˆ
(b)
αA(·), · ∈ S1(b)lo
}
⊲ apply the trained classifier φˆ
(b)
αA(·) to S1(b)lo
18: NPC
(b)
αA =
1
n2
∑n2
i=1 1
(
yˆ
(b)
i 6= 1
)
⊲ compute an empirical type II error by calculating
the proportion of misclassified observations in S1(b)lo
19: return NPC
(b)
αA
20: return NPCαA =
1
B
∑B
b=1NPC
(b)
αA
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The notational dependency on the classification method is suppressed.
Given a scoring-type classification method, let s(·) be the method-specific optimal scor-
ing function. We denote by F the cumulative distribution function of s(X)|(Y = 0). If we
set the method-specific NP threshold Cα := F
−1(1− α) = inf{x : F (x) ≥ 1− α}, then the
classifier φCα(·) = 1 (s(·) > Cα) is the method-specific α-level NP oracle classifier, which
was defined in (12).
Restricting to a feature subspace A ⊆ {1, . . . , d}, the method-specific population NPC
for A is R1 (φαA) , where φαA(X) := φCαA(X) := 1 (sA(XA) > CαA), in which XA is the
|A|-dimensional sub-vector of X comprising of coordinates index by A, sA is the method-
specific optimal scoring function for the feature subspace in IR|A|, and CαA is defined for
the feature subspace in IR|A|, similar to the Cα for the full feature space X ⊆ IRd.
4 Theoretical properties
This section investigates the model selection property for NPC. Concretely, we are in-
terested in the answer to this question: among K candidate models A1, . . . , AK , is it
guaranteed with high probability that NPC selects the best model? We consider K as a
fixed number in the following theory development. We also assume in this section that
the number of random splits B = 1 in NPC, and for simplicity we suppress the super
index (b) in all notations in this section and in the Appendix proofs. While NPC is adap-
tive to any scoring-type classification methods, we focus our theoretical investigation on
the non-parametric plug-in approach. We discuss ideas regarding how to investigate other
classification methods in the discussion section.
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4.1 Definitions and key assumptions
We assume that the feature dimensionality d is fixed and moderate as in Tong [2013].
Following Audibert and Tsybakov [2007], for any multi-index t = (t1, · · · , td)T ∈ INd and
x = (x1, · · · , xd)T ∈ IRd, we define |t| =
∑d
i=1 ti, t! = t1! · · · td!, xt = xt11 · · ·xtdd , ‖x‖ =
(x21 + · · ·+ x2d)1/2, and the differential operator Dt = ∂
t1+···+td
∂x
t1
1 ···∂x
td
d
. For all the theoretical
discussions, we assume the domain of class conditional densities p0 and p1 is [−1, 1]d. For
A ⊆ {1, . . . , d}, denote by P0A and of P1A the probability distributions of XA|(Y = 0) and
XA|(Y = 1), with densities p0A and of p1A respectively. Throughout this paper, we only
consider nonempty subset of {1, . . . , d}.
Definition 1 (Ho¨lder function class) Let β > 0. Denote by ⌊β⌋ the largest integer
strictly less than β. For a ⌊β⌋-times continuously differentiable function g : IRd → IR, we
denote by gx its Taylor polynomial of degree ⌊β⌋ at a value x ∈ IRd:
g(β)x (·) =
∑
|t|≤⌊β⌋
(· − x)t
t!
Dtg (x) .
For L > 0, the
(
β, L, [−1, 1]d
)
-Ho¨lder function class, denoted by Σ
(
β, L, [−1, 1]d
)
,
is the set of ⌊β⌋-times continuously differentiable functions g : IRd → IR that satisfy the
following inequality:∣∣g (x)− g(β)x (x′)∣∣ ≤ L ‖x− x′‖β , for all x,x′ ∈ [−1, 1]d .
Definition 2 (Ho¨lder density class) The
(
β, L, [−1, 1]d
)
-Ho¨lder density class is defined
as
PΣ
(
β, L, [−1, 1]d
)
=
{
p : p ≥ 0,
∫
p = 1, p ∈ Σ
(
β, L, [−1, 1]d
)}
.
The following β-valid kernels are multi-dimensional analog of univariate higher order
kernels.
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Definition 3 (β-valid kernel) Let K(·) be a real-valued kernel function on IRd with the
support [−1, 1]d . For a fixed β > 0 , the function K(·) is a β-valid kernel if it satisfies
(1)
∫ |K|l < ∞ for any l ≥ 1, (2) ∫ ‖u‖β|K(u)|du < ∞, and (3) in the case ⌊β⌋ ≥ 1 ,∫
utK(u)du = 0 for any t = (t1, . . . , td) ∈ Nd such that 1 ≤ |t| ≤ ⌊β⌋ .
One example of β-valid kernels is the product kernel whose ingredients are kernels of
order β in 1 dimension:
K˜(x) = K(x1)K(x2) · · ·K(xd)1(x ∈ [−1, 1]d) ,
where K is a 1-dimensional β-valid kernel and is constructed based on Legendre polyno-
mials. Such kernels have been considered in Rigollet and Vert [2009]. When a β-valid
kernel K is constructed out of Legendre polynomials, it is also Lipschitz and bounded. For
simplicity, we assume that all the β-valid kernels considered in the theory discussion are
constructed from Legendre polynomials.
Definition 4 (Margin assumption) A function f(·) satisfies the margin assumption of
the order γ¯ at the level C, with respect to the probability distribution P of a random vector
X, if there exist positive constants C¯ and γ¯, such that for all δ ≥ 0,
P (|f (X)− C| ≤ δ) ≤ C¯δγ¯ .
The above condition for densities was first introduced in Polonik [1995], and its coun-
terpart in the classical binary classification was called margin condition (Mammen and
Tsybakov [1999]), which is a low noise condition. Recall that the set {x : η(x) = 1/2}
is the decision boundary of the classical oracle classifier, and the margin condition in the
classical paradigm is a special case of Definition 4 by taking f = η and C = 1/2. Unlike
the classical paradigm where the optimal threshold 1/2 on regression function β is known,
21
the optimal threshold level in the NP paradigm is unknown and needs to be estimated,
suggesting the necessity of having sufficient data around the decision boundary to detect
it. This concern motivated Tong [2013] to formulate a detection condition that works as
an opposite force to the margin assumption, and Zhao et al. [2016] improved upon it and
proved its necessity in bounding the excess type II error of an NP classifier. To establish
the model selection property of NPC, a bound on the excess type II error is an intermediate
result, so we also need this assumption for our current work.
Definition 5 (Detection condition [Zhao et al., 2016]) A function f(·) satisfies the
detection condition of the order
¯
γ at the level (C, δ∗) with respect to the probability dis-
tribution P of a random vector X, if there exists a positive constant
¯
C, such that for all
δ ∈ (0, δ∗),
P (C ≤ f (X) ≤ C + δ) ≥
¯
Cδ¯
γ .
4.2 A uniform deviation result of scoring functions in sub feature
space
For A ⊆ {1, . . . , d} and |A| = l, estimate p0A and p1A respectively from S0ts and S1ts by
kernel density estimators,
pˆ0A(xA) =
1
m1hlm1
m1∑
i=1
KA
(
X0iA − xA
hm1
)
and pˆ1A(xA) =
1
n1hln1
n1∑
i=1
KA
(
X1iA − xA
hn1
)
,
where hm1 and hn1 denote the bandwidths, and KA(uA) =
∫
K(uA,uAc)duAc . We are in-
terested in deriving a high probability bound for ‖pˆ1A(xA)/pˆ0A(xA)− p1A(xA)/p0A(xA)‖∞.
Lemma 1 in Tong [2013] will be called upon to establish high probability bounds for
‖pˆ0A(xA)− p1A(xA)‖∞ and ‖pˆ1A(xA)− p1A(xA)‖∞. But to use that lemma, we need to
translate the conditions on the full feature space to the subspaces.
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Condition 1 Suppose that the densities satisfy
(i) There exists a positive constant µmin such that p0A ≥ µmin for all A ⊆ {1, . . . , d}.
(ii) There is a positive constant L such that p0A, p1A ∈ PΣ(β, L, [−1, 1]|A|) for all A ⊆
{1, . . . , d}.
Lemma 4 Let K(·) be a β-valid kernel on IRd with the support [−1, 1]d (Definition 3). Let
u = (v,w) where v ∈ IR and w ∈ IRd−1. Then K ′(w) := ∫ K(v,w)dv is a β-valid kernel
function on IRd−1 with the support [−1, 1]d−1 .
Proposition 1 Assume condition 1 and let the kernel K be β-valid and L′-Lipschitz. Let
A ⊆ {1, . . . , d}. Take the bandwidths hm1 =
(
logm1
m1
) 1
2β+ℓ
and hn1 =
(
logn1
n1
) 1
2β+ℓ
, where
l = |A|. For any δ3 ∈ (0, 1), if sample size m1 = |S0ts| and n1 = |S1ts| satisfy√
log (2m1/δ3)
m1hℓm1
< 1 ∧ µmin
2C0
,
√
log (2n1/δ3)
n1hℓn1
< 1, n1 ∧m1 ≥ 2/δ3 ,
where C0 = maxA⊆{1,...,d}{
√
48c1A + 32c2A + 2Lc3A + L
′
A + L+ C˜A
∑
1≤|q|≤⌊β⌋
1
q!
}, in which
c1A = ‖p0A‖∞‖KA‖2, c2A = ‖KA‖∞ + ‖p0A‖∞ +
∫ |KA||t|βdt, c3A = ∫ |KA||t|βdt, L′A =
2d−lL′ and C˜A is such that C˜A ≥ sup1≤|q|≤⌊β⌋ supxA∈[−1,1]l |p(q)0A(xA)|. Then there exists a
positive constant C˜ that does not depend on A, such that we have with probability at least
1− δ3,
‖pˆ1A(xA)/pˆ0A(xA)− p1A(xA)/p0A(xA)‖∞ ≤ C˜
[(
logm1
m1
)β/(2β+ℓ)
+
(
log n1
n1
)β/(2β+ℓ)]
.
4.3 Concentration of NPCαA around R1(ϕ
∗
αA)
To establish the model selection property, an essential step is to develop a concentration re-
sult of NPCαA around R1(ϕ
∗
αA), where ϕ
∗
αA was defined in (3). Since we have fixed the plug-
in kernel density classifiers, φˆαA(x) = 1(sˆA(xA) > ĈαA) = 1(pˆ0A(xA)/pˆ1A(xA) > ĈαA)
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denotes the NP classifier, where ĈαA is determined by the NP umbrella classification algo-
rithm. We always assume that the cumulative distribution function of sˆA(XA), where X ∼
P0, is continuous.
Lemma 5 Let α, δ1, δ2 ∈ (0, 1) . If m2 = |S0lo| ≥ 4αδ1 , the classifier φˆαA satisfies with
probability at least 1− δ1 − δ2 , ∣∣∣R0(φˆαA)− R0(ϕ∗αA)∣∣∣ ≤ ξ , (13)
where
ξ =
√
⌈dα,δ1,m2 (m2 + 1)⌉ (m2 + 1− ⌈dα,δ1,m2 (m2 + 1)⌉)
(m2 + 2)(m2 + 1)2 δ2
+ dα,δ1,m2 +
1
m2 + 1
− (1− α) ,
dα,δ1,m2 =
1 + 2δ1(m2 + 2)(1− α) +
√
1 + 4δ1(m2 + 2)(1− α)α
2 {δ1(m2 + 2) + 1} ,
and ⌈z⌉ denotes the smallest integer larger than or equal to z. Moreover, ifm2 ≥ max(δ−21 , δ−22 ),
we have ξ ≤ (5/2)m−1/42 .
Lemma 5 and a minor modification of proof for Proposition 2.4 in Zhao et al. [2016]
(which provides an upper bound for the excess type II error) give rise to the following
proposition. Essentially, the same upper bound works for both
∣∣∣R1(φˆαA)−R1(ϕ∗αA)∣∣∣ and
R1(φˆαA)−R1(ϕ∗αA).
Proposition 2 Let α, δ1, δ2 ∈ (0, 1). Assume that the density ratio sA(·) = p1A(·)/p0A(·)
satisfies the margin assumption of order γ¯ at level C∗αA (with constant C¯) and detection
condition of order
¯
γ at level (C∗αA, δ
∗) (with constant
¯
C), both with respect to distribution
P0A. If m2 ≥ max{ 4αδ1 , δ−21 , δ−22 , (25 ¯Cδ
∗γ−)−4}, the excess type II error of the classifier φˆαA
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satisfies with probability at least 1− δ1 − δ2,∣∣∣R1(φˆαA)− R1(ϕ∗αA)∣∣∣
≤ 2C¯
{ |R0(φˆαA)− R0(ϕ∗αA)|
¯
C
}1/γ
−
+ 2‖sˆA − sA‖∞
1+γ¯ + C∗αA|R0(φˆαA)− R0(ϕ∗αA)|
≤ 2C¯
[(
2
5
m
1/4
2 ¯
C
)−1/γ
−
+ 2‖sˆA − sA‖∞
]1+γ¯
+ C∗αA
(
2
5
m
1/4
2
)−1
.
Theorem 1 Let α, δ1, δ2, δ3, δ4 ∈ (0, 1), and l = |A|. In addition to the assumptions
of Propositions 1 and 2, assume n2 ≥
(
log 2
δ4
)2
, then we have with probability at least
1− δ1 − δ2 − δ3 − δ4,
|NPCαA − R1 (ϕ∗αA)| ≤ C˜
[(
logm1
m1
)β(1+γ¯)
2β+ℓ
+
(
logn1
n1
)β(1+γ¯)
2β+ℓ
+m
−( 1
4
∧ 1+γ¯
¯
γ
)
2 + n
− 1
4
2
]
,
for some positive constant C˜ that does not depend on A.
Under smoothness and regularity conditions and sample size requirements, Theorem 1
shows the concentration of NPCαA around R1 (ϕ
∗
αA) with probability at least 1− δ1− δ2−
δ3− δ4. The user-specified violation rate δ1 represents the uncertainty that the type I error
of an NP classifier φˆαA exceeds α, leading to the underestimation of R1(ϕ
∗
αA); δ2 accounts
for possibility of unnecessarily stringent control on the type I error, which results in the
overestimation of R1(ϕ
∗
αA); δ3 accounts for the uncertainty in training scoring function sˆA(·)
on a finite sample; and δ4 represents the uncertainty of using leave-out class 1 observations
S1lo to estimate R1(φˆαA). Note that while the δ1 parameter serves both as the input of the
NPC algorithm and as a restriction to the sample sizes, other parameters δ2, δ3 and δ4 only
have the latter role. Just like the constant C0 in Proposition 1, the generic constant C˜ in
Theorem 1 can be provided explicitly, but it would be too cumbersome to do so.
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4.4 NPC model selection property for nonparametric plug-in
methods
Theorem 2 Let α, δ1, δ2, δ3, δ4 ∈ (0, 1) , and A1, . . . , AK ⊆ {1, . . . , d}. Assume that A1 is
the best among {A1, . . . , AK} under the population-level NPC by some margin g > 0, that
is,
min
A∈{A2,...,AK}
R1 (ϕ
∗
αA)− R1
(
ϕ∗αA1
)
> g .
In addition to the assumptions in Theorem 1, assume m1, m2, n1, n2 satisfy that
C˜
[(
logm1
m1
) β(1+γ¯)
2β+d
+
(
log n1
n1
) β(1+γ¯)
2β+d
+m
−( 1
4
∧ 1+γ¯
¯
γ
)
2 + n
− 1
4
2
]
<
g
2
,
where C˜ is the generic constant in Theorem 1. Then with probability at least 1 −K(δ1 +
δ2 + δ3 + δ4), NPCαA1 < minj=2,...,KNPCαAj, that is, NPC selects the best model.
5 Simulation studies
We verify the practical performance of NPC on the sample level in two simulation studies.
First, we demonstrate that NPC and the classical criterion select the best feature differently
in the toy example in Figure 1. Second, we show that NPC selects the best feature subset
(with a pre-specified size) that minimizes the population type II error with high probability,
in an exhaustive best subset selection when the total number of features is small.
5.1 The toy example on the sample level
To verify that NPC and the classical criterion select their corresponding best feature, found
in the toy example (Figure 1) in Section 2.1, with high probability on the sample level, we
design the following simulation study.
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Table 1: The frequency that each of the two features is selected as the better feature by
each criterion among 1000 samples in the toy example (Figure 1).
P
P
P
P
P
P
P
P
P
P
P
P
P
Criteria
Features
Feature 1 Feature 2
NPC (α = .01) 2.2% 97.8%
NPC (α = .20) 98.7% 1.3%
Classical Criterion 74.9% 25.1%
We simulate 1, 000 random samples of size n = 2, 000 from the distribution defined in
Equation (4), which contains two features. This sample size is chosen to guarantee the type
I error control of NP classifiers at α = .01. We apply the sample-level NPC (with δ = .05)
and classical criterion defined in Equations (8) and (9) to each sample to select the better
feature. For each feature, we use the plug-in density ratio as the classification scoring
function sˆ(·), where kernel density estimators based on a Gaussian kernel and bandwidths
selected by the R function bw.nrd0() are used to plug in the class conditional densities.
The result summarized in Table 1 shows that NPC with α = .01 selects feature 2 with
high probability, while the classical criterion and NPC with α = .20 select feature 1 with
high probability. Recall our finding on the population level: feature 2 is the better feature
when NPC at α = .01 is used as the criterion, while feature 1 is the better feature based on
the classical criterion and NPC at α = .20 (Section 2.1). This result is a numerical support
of Theorem 2.
5.2 Best subset selection on the sample level
We next demonstrate the performance of the sample-level NPC on selecting the best feature
subset when d, the total number of features, is small. We design the following simulation
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setting, where d = 5 and the subsets of interest is of size 2.
X | (Y = 0) ∼ N (µ0,Σ0) , X | (Y = 1) ∼ N (µ1,Σ1) , (14)
where µ0 = (−5,−6,−5,−3,−3)T, µ1 = (0, 1, 1.5,−2,−2)T,
Σ0 =

4 .8 0 0 0
.8 4 .8 0 0
0 .8 4 0 0
0 0 0 7.355418 2.578002
0 0 0 2.578002 7.229438

,Σ1 =

4 .8 0 0 0
.8 4 .8 0 0
0 1.4 12.25 0 0
0 0 0 7.355418 2.578002
0 0 0 2.578002 7.229438

,
and the class prior is IP(Y = 1) = .7.
We simulate 1, 000 random samples of size n = 2, 500 from this distribution. We apply
the sample-level NPC (with δ = .05) and classical criterion defined in Equations (8) and (9)
to each sample to select the best feature subset with size 2. For each feature subset, we use
the plug-in density ratio as the classification scoring function sˆ(·), where two-dimensional
kernel density estimators constructed by the R function kde() in the ks package are used
to plug in the class conditional densities.
The result summarized in Table 2 shows that NPC with α = .01 selects {2, 3} in 57.3%
of the samples and {1, 2} and {1, 3} for 31.6% and 9.4% of the time, respectively. In
contrast, the classical criterion selects {1, 2} in two thirds of the samples and {1, 3} in the
other one third samples.
On the population level, we approximate the population-level NPC and classical cri-
terion on each feature subset by applying their corresponding sample-level criteria to an
independent large sample with size 2 × 106 from the same distribution in (14). The NPC
is minimized at the feature subset {2, 3} with a value .05176152, while the feature sub-
sets {1, 2} and {1, 3} achieve the second and third smallest NPC values of .05378549 and
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Table 2: The frequency that each two-feature subset is selected as the best feature subset
by each criterion among 1000 samples.
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
Criteria
Feature Subsets {1, 2} {1, 3} {2, 3} {2, 4} {2, 5}
NPC (α = .01) 31.6% 9.4% 57.3% 0.7% 1.0%
Classical Criterion 67.0% 33.0% 0.0% 0.0% 0.0%
.10764869, respectively. Given the small gap between the population-level NPC values of
{2, 3} and {1, 2}, it is reasonable that the sample-level NPC selects these two feature sub-
sets with high probability. On the other hand, the classical criterion is minimized at the
feature subset {1, 2} with a value .02167862, while the feature subsets {2, 3} and {1, 3}
achieve the second and third smallest classical criterion values of .02318542 and .04059764,
respectively. This result confirms that when the population-level NPC and classical crite-
rion prefer different best feature subsets, the sample-level NPC, given a reasonably large
sample size, chooses the NPC-preferred feature subset with high probability.
6 Real data application: selection of DNA methyla-
tion features for breast cancer prediction
We use a real dataset containing genome-wide DNA methylation profiles of 285 breast tis-
sues measured by the Illumina HumanMethylation450 microarray technology. This dataset
includes 46 normal tissues and 239 breast cancer tissues. Methylation levels are measured
at 468, 424 CpG probes in every tissue [Fleischer et al., 2014]. We download the prepro-
cessed and normalized dataset from the Gene Expression Omnibus (GEO) [Edgar et al.,
2002] with the accession number GSE60185. The preprocessing and normalization steps
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are described in detail in Fleischer et al. [2014]. To facilitate the interpretation of our
analysis results, we further process the data as follows. First, we discard a CpG probe if
it is mapped to no gene or more than one genes. Second, if a gene contains multiple CpG
probes, we calculate its methylation level as the average methylation level of these probes.
This procedure leaves us with 19, 363 genes with distinct methylation levels in every tissue.
We consider the tissues as data points and the genes as features, so we have a sample with
the size n = 285 and the number of features d = 19, 363.
If we would like to predict whether a patient has breast cancer based on the methyla-
tion levels of genes in her breast tissue, we face a binary classification problem under the
“asymmetric scenario,” where misclassifying a patient with cancer to be healthy leads to
more severe consequences than the other way around. Hence, we code the 239 breast cancer
tissues as the class 0 and the 46 normal tissues as the class 1. Then in this cancer diagnosis
problem, controlling the more severe false negative rate is equivalent to controlling the type
I error under the NP paradigm.
Under a high-dimensional scenario where d ≫ n, we apply the penalized logistic re-
gression with an ℓ1 penalty to generate candidate feature subsets along the solution path
as the tuning parameter of the ℓ1 penalty decreases. We obtain 41 candidate feature sub-
sets. For each feature subset, we evaluate four criteria: Akaike information criterion (AIC),
Bayesian information criterion (BIC), the sample-level classical criterion (Equation (9)),
and the sample-level NPC with α = .05 and δ = .05 (Equation (8)). For the latter two cri-
teria that require sample splitting, we randomly split the sample into equal-sized training
and left-out data for B = 100 times.
Figure 2 displays the trends of the four criteria on the candidate feature subsets along
the solution path. The minimum AIC is achieved at the 40th feature subset containing 30
genes, while BIC suggests choosing the 27th feature subset that contains 20 genes. The
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sample-level classical criterion has small values (0 − .03) for all candidate feature subsets
and thus does not lead to a clear choice of feature subset. The sample-level NPC exhibits
the most interesting trend: it has small values at the 2nd-4th feature subsets but a sharp
rise at the 5th subset, suggesting that the difference between the 4th and 5th feature subsets
greatly alters the type II errors of the corresponding NP classifiers. The difference is the
addition of the gene ZNF646 to the 5th feature subset.
To investigate the effect of ZNF646 on the sample-level NPC trend, we remove this
gene from all subsequent feature subsets (if it is in those subsets) and re-evaluate the four
criteria. The results are shown in Figure 3, where the trends of AIC, BIC and the sample-
level classical criterion remain largely the same, while the rise of the sample-level NPC is
delayed to the 9th feature subset with ZNF646 removed. Again, by inspecting the genes
included in the 8th and 9th feature subsets, we find that their only difference is the addition
of the gene ERAP1.
Hence, we further remove ERAP1 from all feature subsets that already exclude ZNF646
and re-evaluate the four criteria. The results in Figure 4, show that the new rise in the
sample-level NPC is due to the addition of the pseudogene LOC121952 (also known as
METTL21EP). By removing it and repeating our procedure, we find the genes GEMIN4
and BATF and the microRNA MIR21 that subsequently inflate the sample-level NPC
(Figures 5, 6 and 7). After removing all of these six genes (including pseudogenes and
microRNAs), we observe (Figure 8) that the sample-level NPC no longer exhibits an obvious
rise in its trend.
Our results suggest that the inclusion of these six genes in feature subsets deteriorates
the type II errors of NP classifiers with α = .05 and δ = .05. In other words, these
NP classifiers enforce a 95% high sensitivity in detecting breast cancer (with at least 95%
probability across samples), and a significant increase in the type II error suggests that the
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Figure 2: Four evaluation criteria on 41 candidate feature subsets identified by ℓ1-penalized
logistic regression from the breast cancer methylation data [Fleischer et al., 2014]. A larger
feature subset index corresponds to a smaller value of the tuning parameter of the ℓ1
penalty, which in most cases leads to a larger candidate feature subset. Compared with
the 4th subset, the 5th subset contains an additional gene ZNF646. For the sample-level
classical criterion and NPC (with α = .05 and δ = .05), each error bar shows the ± one
standard error, defined in Equations (11) and (10), respectively.
addition of these genes decreases the specificity of these NP classifiers.
To understand this finding, we investigate the functions of these six genes we remove,
as well as the other 35 genes in the candidate feature subsets. Among these total of 41
genes, there are 36 protein-coding genes (4 removed), 4 microRNAs (1 removed), and 1
pseudogene (1 removed).
We look up the functions of these 36 protein-coding genes in the Human Protein At-
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Figure 3: Four evaluation criteria on the 41 candidate feature subsets in Figure 2 with the
gene ZNF646 removed. Other information is the same as in Figure 2.
las database (https://www.proteinatlas.org), which contains a Pathology Atlas where
breast cancer relevance is specifically listed. Out of these 36 protein-coding genes, 9 genes
do not yet have available protein expression data in breast cancer, so we only consider the
remaining 27 genes, which include the 4 genes (ZNF646, ERAP1, GEMIN4 and BATF ) we
remove from the candidate feature subsets. For these four removed genes, we find that only
ERAP1 and GEMIN4 exhibit protein expression in breast cancer. ZNF646 only has pro-
tein expression in testis cancer, and the BATF protein has not been detected in any cancers
in this database, suggesting that excluding them from breast cancer diagnostic features is
reasonable. For the other 23 genes in candidate feature subsets, we find that 20 of them
are expressed in proteins in breast cancer, and the other three genes (SPARCL1, GCNT4
and CYP2S1 ) have been reported with protein expression in ovarian cancer. Given that
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Figure 4: Four evaluation criteria on the 41 candidate feature subsets in Figure 2 with the
genes ZNF646 and ERAP1 removed. Other information is the same as in Figure 2.
ovarian cancer and breast cancer are highly correlated in heredity [Lynch et al., 2013],
we hypothesize that they are also related to breast cancer diagnosis, and our hypothesis
is supported by clinical research findings [Cao et al., 2013, Milde-Langosch et al., 2014,
Murray et al., 2010, Tan et al., 2011, Li et al., 2017].
We also investigate the functions of the four microRNAs (MIR195,MIR375,MIR21 and
MIR451 ), all of which have been reported to be associated with the diagnosis, prognosis,
and therapy of breast cancer [Singh et al., 2015, Zehentmayr et al., 2016, Yan et al., 2008,
2011, Pan et al., 2013]. and the pseudogene LOC121952 (METTL21EP). However, we find
that including MIR21 as a predictive feature would decrease the specificity of breast cancer
detection from 88.3% to 81.7% when the sensitivity is set to be high (Figure 7). Moreover,
the pseudogene LOC121952 (METTL21EP) we remove is related to DNA methylation and
34
●●
●●●
●●●●●●
●
●●●●●
●●
●●●●●●●
●●●●●●●●●●●●●●●
ï
ï
ï
ï
    
Feature Subset Index
C
ri
te
ri
o
n
 V
a
lu
e
AIC
●●
●
●●
●
●●●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●●●●
●
ï
ï
ï
ï
    
Feature Subset Index
C
ri
te
ri
o
n
 V
a
lu
e
BIC
●●
●
●●
●
●●●
●
●
●
●
●
●
●●
●●●
●●●
●
●
●
●
●
●
●
●
●
●
●●
●●
●●
●
●




    
Feature Subset Index
C
ri
te
ri
o
n
 V
a
lu
e
Classical Criterion
●
●●
●●
●
●●●
●
●
●
●
●
●
●●
●●
●
●●●●
●
●
●●●●●
●●●●●●●●●
●




    
Feature Subset Index
C
ri
te
ri
o
n
 V
a
lu
e
NPC
+ GEMIN4
- ZNF646, ERAP1, LOC121952 (METTL21EP)
Figure 5: Four evaluation criteria on the 41 candidate feature subsets in Figure 2 with the
genes ZNF646, ERAP1, and LOC121952 (METTL21EP) removed. Other information is
the same as in Figure 2.
has not been reported to be associated with breast cancer.
Details of the above functional analysis results are summarized in the Supplementary Ex-
cel File. The sample-level NPC trend also shows that, in breast cancer detection with a 95%
sensitivity on this dataset, a specificity higher than 90% is achievable with only three gene
markers: HMGB2, MIR195 and SPARCL1. Especially, the inclusion of SPARCL1 signifi-
cantly increases the specificity from around 70% to more than 90%. Therefore, SPARCL1 is
a potentially powerful marker for breast cancer detection when high sensitivity id desirable.
To summarize, our real data analysis shows that the sample-level NPC provides a useful
and practical criterion for identifying genetic features, among the overall predictive ones,
to achieve high specificity in highly-sensitive cancer diagnosis.
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Figure 6: Four evaluation criteria on the 41 candidate feature subsets in Figure 2 with
the genes ZNF646, ERAP1, LOC121952 (METTL21EP), and GEMIN4 removed. Other
information is the same as in Figure 2.
7 Discussion
In this work, we develop a new model selection criterion: Neyman-Pearson Criterion (NPC),
which is tailored for asymmetric binary classification under the NP paradigm. NPC appeals
to biomedical practitioners who are interested in identifying cancer drivers but are often
constrained by experimental budgets for downstream validation. As experimental costs
grow linearly with the number of candidate genomic features, an effective procedure that
ranks models of (up to) certain sizes and accounts for the asymmetry in prediction errors,
is clearly desirable for making scientific discoveries. In disease diagnosis where a high sensi-
tivity (or a low false negative rate) is desirable, NPC serves as the first available criterion to
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Figure 7: Four evaluation criteria on the 41 candidate feature subsets in Figure 2 with
the genes ZNF646, ERAP1, LOC121952 (METTL21EP), GEMIN4, and BATF removed.
Other information is the same as in Figure 2.
select a model that achieve a best specificity among candidate models while maintaining a
high sensitivity, a perspective different from existing ones. Apart from biomedical sciences,
NPC is also widely applicable to engineering applications such as network security control,
financial applications such as loan screening, and social applications such as prediction of
regional and international conflicts.
In the theoretical investigation of NPC, we focused on studying plug-in methods with
nonparametric assumptions and bounded feature spaces. We leave the investigation of
other scoring-type classification methods for future studies. The main idea is to replace
the concentration result in Proposition 1 by a deviation result between the estimated scor-
ing function and the method-specific optimal scoring function. Moreover, to accommodate
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Figure 8: Four evaluation criteria on the 41 candidate feature subsets in Figure 2 with
the genes ZNF646, ERAP1, LOC121952 (METTL21EP), GEMIN4, BATF, and MIR21
removed. Other information is the same as in Figure 2.
unbounded feature spaces, we need to adopt the conditional versions of the margin assump-
tion and the detection condition, similar to those in Tong et al. [2018b].
Same as other model selection criteria including AIC and BIC, NPC has to be combined
with a proper model space search strategy when the candidate model space is very large.
For example, when the number of features d = 10, there are 210 = 1024 feature subsets
to search through. This is feasible for modern laptops, but when d = 40, an exhaustive
search over all 240 feature subsets is overwhelming, not mentioning that large-scale genomic
datasets often have d in the order of 104. When d is large, forward stepwise selection, which
incrementally adds one feature at a time, is often used in practice to reduce the number of
candidate models to d(d+ 1)/2. When d far exceeds the sample size n (i.e., under the so-
38
called ultra-high dimensional settings), screening techniques are often used. For example,
marginal screening computes some relation between the response and each feature, one at
a time, and keeps the most “informative” features.
The current implementation of NPC relies on the NP umbrella classification algorithm
in Tong et al. [2018a], which was derived assuming independent observations. This is
unwarranted in, for example, financial time series data. For future studies, it would be
interesting to generalize the NP umbrella classification algorithm and NPC for dependent
data.
Appendix A: Technical Lemmas and Proofs
7.1 Proof of Lemma 2
Clearly, the following two statements are equivalent:
(1) feature importance ordering under the NP paradigm is invariant to α .
(2) ∀α ∈ (0, 1), feature importance ordering under the NP paradigm is the same as that
under the classical paradigm.
We explore conditions for statement (1) to hold. We will divide our analysis into four
scenarios (i)-(iv) regarding distribution means.
Scenario (i): suppose µ01 ≤ µ11 and µ02 ≤ µ12. Let c1, c2 ∈ IR be such that
1− α = Φ
(
c1 − µ01
σ01
)
, 1− α = Φ
(
c2 − µ02
σ02
)
,
where Φ(·) denotes the cumulative distribution function of N (0, 1) . Then the NP oracle
classifiers using features X{1} and X{2} respectively can be written as
ϕ∗α{1}(X) = 1
(
X{1} > c1
)
, ϕ∗α{2}(X) = 1
(
X{2} > c2
)
.
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These oracle classifiers have type II errors
R1
(
ϕ∗α{1}
)
= Φ
(
c1 − µ11
σ11
)
, R1
(
ϕ∗α{2}
)
= Φ
(
c2 − µ12
σ12
)
.
The chain of equivalence
R1
(
ϕ∗α{2}
) ≥ R1 (ϕ∗α{1})
⇔ Φ
(
c2 − µ12
σ12
)
≥ Φ
(
c1 − µ11
σ11
)
⇔ c2 − µ
1
2
σ12
≥ c1 − µ
1
1
σ11
⇔ c2 − µ
0
2
σ02
· σ
0
2
σ12
+
µ02 − µ12
σ12
≥ c1 − µ
0
1
σ01
· σ
0
1
σ11
+
µ01 − µ11
σ11
⇔ Φ−1(1− α)σ
0
2
σ12
+
µ02 − µ12
σ12
≥ Φ−1(1− α)σ
0
1
σ11
+
µ01 − µ11
σ11
⇔ Φ−1(1− α)
(
σ02
σ12
− σ
0
1
σ11
)
+
µ11 − µ01
σ11
− µ
1
2 − µ02
σ12
≥ 0 ,
The above chain of equivalence also holds when we replace the ≥ sign by the ≤ sign. Since
Φ−1(1− α) ranges from −∞ to ∞ when α varies in (0, 1), we conclude that
σ02
σ12
− σ
0
1
σ11
= 0
is a necessary and sufficient condition for statement (1). Moreover, under this condition,
sign
{
R1
(
ϕ∗α{2}
)−R1 (ϕ∗α{1})} = sign{µ11 − µ01σ11 − µ
1
2 − µ02
σ12
}
.
Scenario (ii): suppose µ01 > µ
1
1 and µ
0
2 > µ
1
2. Let c1, c2 ∈ IR be such that
α = Φ
(
c1 − µ01
σ01
)
, α = Φ
(
c2 − µ02
σ02
)
,
then the NP oracle classifiers using features X{1} and X{2} respectively can be written as
ϕ∗α{1}(X) = 1
(
X{1} < c1
)
, ϕ∗α{2}(X) = 1
(
X{2} < c2
)
.
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These oracle classifiers have type II errors
R1
(
ϕ∗α{1}
)
= 1− Φ
(
c1 − µ11
σ11
)
, R1
(
ϕ∗α{2}
)
= 1− Φ
(
c2 − µ12
σ12
)
.
The chain of equivalence
R1
(
ϕ∗α{2}
) ≥ R1 (ϕ∗α{1})
⇔ Φ
(
c2 − µ12
σ12
)
≤ Φ
(
c1 − µ11
σ11
)
⇔ c2 − µ
1
2
σ12
≤ c1 − µ
1
1
σ11
⇔ c2 − µ
0
2
σ02
· σ
0
2
σ12
+
µ02 − µ12
σ12
≤ c1 − µ
0
1
σ01
· σ
0
1
σ11
+
µ01 − µ11
σ11
⇔ Φ−1(α)σ
0
2
σ12
+
µ02 − µ12
σ12
≤ Φ−1(α)σ
0
1
σ11
+
µ01 − µ11
σ11
⇔ Φ−1(α)
(
σ02
σ12
− σ
0
1
σ11
)
+
µ11 − µ01
σ11
− µ
1
2 − µ02
σ12
≤ 0 .
The above chain of equivalence also holds when we replace the ≥ sign by the ≤ sign
everyhwere. Since Φ−1(α) ranges from −∞ to ∞ when α varies in (0, 1), we conclude that
σ02
σ12
− σ
0
1
σ11
= 0
is a necessary and sufficient condition for statement (1). Moreover, under this condition,
sign
{
R1
(
ϕ∗α{2}
)−R1 (ϕ∗α{1})} = sign{−µ11 − µ01σ11 + µ
1
2 − µ02
σ12
}
.
Scenario (iii): suppose µ01 ≤ µ11 and µ02 > µ12. Let c1, c2 ∈ IR be such that
1− α = Φ
(
c1 − µ01
σ01
)
, α = Φ
(
c2 − µ02
σ02
)
,
then the NP oracle classifiers using features X{1} and X{2} respectively can be written as
ϕ∗α{1}(X) = 1
(
X{1} > c1
)
, ϕ∗α{2}(X) = 1
(
X{2} < c2
)
.
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These oracle classifiers have type II errors
R1
(
ϕ∗α{1}
)
= Φ
(
c1 − µ11
σ11
)
, R1
(
ϕ∗α{2}
)
= 1− Φ
(
c2 − µ12
σ12
)
.
Because Φ(a) +Φ(−a) = 1 for any a ∈ IR and Φ−1(1−α) = −Φ−1(α) for all α ∈ (0, 1), we
have the chain of equivalence
R1
(
ϕ∗α{2}
) ≥ R1 (ϕ∗α{1})
⇔ 1− Φ
(
c2 − µ12
σ12
)
≥ Φ
(
c1 − µ11
σ11
)
⇔ − c2 − µ
1
2
σ12
≥ c1 − µ
1
1
σ11
⇔ − c2 − µ
0
2
σ02
· σ
0
2
σ12
− µ
0
2 − µ12
σ12
≥ c1 − µ
0
1
σ01
· σ
0
1
σ11
+
µ01 − µ11
σ11
⇔ − Φ−1(α)σ
0
2
σ12
− µ
0
2 − µ12
σ12
≥ Φ−1(1− α)σ
0
1
σ11
+
µ01 − µ11
σ11
⇔ − Φ−1(α)
(
σ02
σ12
− σ
0
1
σ11
)
+
µ11 − µ01
σ11
+
µ12 − µ02
σ12
≥ 0 .
The above chain of equivalence also holds when we replace the ≥ sign by the ≤ sign. Since
Φ−1(α) ranges from −∞ to ∞ when α varies in (0, 1), we conclude that
σ02
σ12
− σ
0
1
σ11
= 0
is a necessary and sufficient condition for statement (1). Moreover, under this condition,
sign
{
R1
(
ϕ∗α{2}
)− R1 (ϕ∗α{1})} = sign{µ11 − µ01σ11 + µ
1
2 − µ02
σ12
}
.
Scenario (iv): suppose µ01 > µ
1
1 and µ
0
2 ≤ µ12. Let c1, c2 ∈ IR be such that
α = Φ
(
c1 − µ01
σ01
)
, 1− α = Φ
(
c2 − µ02
σ02
)
,
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then the NP oracle classifiers using features X{1} and X{2} respectively can be written as
ϕ∗α{1}(X) = 1
(
X{1} < c1
)
, ϕ∗α{2}(X) = 1
(
X{2} > c2
)
.
These oracle classifiers have type II errors
R1
(
ϕ∗α{1}
)
= 1− Φ
(
c1 − µ11
σ11
)
, R1
(
ϕ∗α{2}
)
= Φ
(
c2 − µ12
σ12
)
.
Because Φ(a) +Φ(−a) = 1 for any a ∈ IR and Φ−1(α) = −Φ−1(1−α) for all α ∈ (0, 1), we
have the chain of equivalence
R1
(
ϕ∗α{2}
) ≥ R1 (ϕ∗α{1})
⇔ Φ
(
c2 − µ12
σ12
)
≥ 1− Φ
(
c1 − µ11
σ11
)
⇔ c2 − µ
1
2
σ12
≥ −c1 − µ
1
1
σ11
⇔ c2 − µ
0
2
σ02
· σ
0
2
σ12
+
µ02 − µ12
σ12
≥ −c1 − µ
0
1
σ01
· σ
0
1
σ11
− µ
0
1 − µ11
σ11
⇔ Φ−1(1− α)σ
0
2
σ12
+
µ02 − µ12
σ12
≥ −Φ−1(α)σ
0
1
σ11
− µ
0
1 − µ11
σ11
⇔ Φ−1(1− α)
(
σ02
σ12
− σ
0
1
σ11
)
− µ
1
1 − µ01
σ11
− µ
1
2 − µ02
σ12
≥ 0 .
The above chain of equivalence also holds when we replace the ≥ sign by the ≤ sign. Since
Φ−1(α) ranges from −∞ to ∞ when α varies in (0, 1), we conclude that
σ02
σ12
− σ
0
1
σ11
= 0
is a necessary and sufficient condition for statement (1). Moreover, under this condition,
sign
{
R1
(
ϕ∗α{2}
)− R1 (ϕ∗α{1})} = sign{−µ11 − µ01σ11 − µ
1
2 − µ02
σ12
}
.
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Finally to sum up scenarios (i)-(iv), we conclude that
σ02
σ12
− σ
0
1
σ11
= 0
is a necessary and sufficient condition for statement (1). Moreover, under this condition,
sign
{
R1
(
ϕ∗α{2}
)− R1 (ϕ∗α{1})} = sign{ |µ11 − µ01|σ11 − |µ
1
2 − µ02|
σ12
}
.
7.2 Proof of Lemma 3
By the Neyman-Pearson Lemma (Lemma 1), we can write out NP oracles ϕ∗αA1(·) and
ϕ∗αA2(·) as follows:
ϕ∗αA1(X) = 1
((
µ11 − µ01
)T
Σ−11 XA1 > c1
)
, ϕ∗αA2(X) = 1
((
µ12 − µ02
)T
Σ−12 XA2 > c2
)
,
where
c1 =
1
2
(
T1 − µ01TΣ−11 µ01 + µ11TΣ−11 µ11
)
, c2 =
1
2
(
T2 − µ02TΣ−12 µ02 + µ12TΣ−12 µ12
)
,
in which Ti , i = 1, 2, is the threshold on log density ratio. The Ti’s vary with α and are
determined as in the Neyman-Pearson Lemma . Note that
(
µ11 − µ01
)T
Σ−11 XA1 | (Y = 0) ∈ IR ,
(
µ11 − µ01
)T
Σ−11 XA1 | (Y = 1) ∈ IR ,
follow Gaussian distributions with the same variance (µ11 − µ01)TΣ−11 (µ11 − µ01). Similarly,(
µ12 − µ02
)T
Σ−12 XA2 | (Y = 1) ∈ IR ,
(
µ12 − µ02
)T
Σ−12 XA2 | (Y = 0) ∈ IR ,
follow Gaussian distributions with the same variance (µ12 − µ02)TΣ−12 (µ12 − µ02).
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Let X˜{1} = (µ11 − µ01)TΣ−11 XA1 and X˜{2} = (µ12 − µ02)TΣ−12 XA2 . Denote by
µ˜11 = IE
(
X˜{1}|Y = 1
)
=
(
µ11 − µ01
)T
Σ−11 µ
1
1 ,
µ˜01 = IE
(
X˜{1}|Y = 0
)
=
(
µ11 − µ01
)T
Σ−11 µ
0
1 ,
µ˜12 = IE
(
X˜{2}|Y = 1
)
=
(
µ12 − µ02
)T
Σ−12 µ
1
2 ,
µ˜02 = IE
(
X˜{2}|Y = 0
)
=
(
µ12 − µ02
)T
Σ−12 µ
0
2 ,
σ˜1 = Var(X˜{1}|(Y = 1)) = Var(X˜{1}|(Y = 0)) =
(
µ11 − µ01
)
T
Σ−11
(
µ11 − µ01
)
,
σ˜2 = Var(X˜{2}|(Y = 1)) = Var(X˜{2}|(Y = 0)) =
(
µ12 − µ02
)T
Σ−12
(
µ12 − µ02
)
.
Note that
µ˜11 − µ˜01 =
(
µ11 − µ01
)T
Σ−11
(
µ11 − µ01
) ≥ 0 ,
µ˜12 − µ˜02 =
(
µ12 − µ02
)
T
Σ−12
(
µ12 − µ02
) ≥ 0 .
Apparently, when µ˜01 ≤ µ˜11 and µ˜02 ≤ µ˜12, 1(X˜{1} > c1) and 1(X˜{2} > c2) are the α-level
NP oracle classifiers using respectively 1-dimensional features X˜{1} and X˜{2}. Applying
Lemma 2 to X˜{1} and X˜{2}, we conclude that the given conditions in the Lemma guarantee
invariance of importance ranking of the NP oracles regarding the level α.
7.3 Proof of Lemma 4
Let K(·) be a real-valued β-valid kernel function on IRd with the support [−1, 1]d . Let u =
(v,w) where v ∈ IR and w ∈ IRd−1 . Define K ′(v,w) := ∫ K(v,w)dv. Since ∫ K ′(w)dw =∫ ∫
K((v,w))dvdw =
∫
K(u)du = 1 , and K ′(·) is clearly supported on [−1, 1]d−1, K ′(·)
is a real-valued kernel function on IRd−1. For all l ≥ 1, it follows from Jenson’s inequality
and the first property of β-valid kernel of K that∫
|K ′(w)|ldw =
∫ ∣∣∣∣∫ K((v,w))dv∣∣∣∣l dw ≤ ∫ ∫ |K(u)|l dvdw = ∫ |K|l <∞ . (15)
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By the second property of β-valid kernel of K,∫
‖w‖β |K ′(w)| dw =
∫
‖w‖β
∣∣∣∣∫ K((v,w))dv∣∣∣∣ dw ≤ ∫ ∫ ‖w‖β |K((v,w))|dvdw
≤
∫ ∫
‖(v,w)‖β |K((v,w))|dvdw
∫
=
∫
‖u‖β|K(u)|du <∞ .
(16)
By the third property of β-valid kernel of K, for all t ∈ INd−1 such that 1 ≤ |(0, t)| ≤ ⌊β⌋,
we have∫
wtK ′(w)dw =
∫
wt
∫
K((v,w))dvdw
=
∫ ∫
wtK((v,w))dvdw =
∫
(v,w)(0,t)K(u)du = 0 . (17)
Inequalities (15)-(17) together show that K ′(·) is a β-valid kernel on IRd−1 with support
[−1, 1]d−1 .
7.4 Proof of Proposition 1
Given that the kernel K is β-valid, Lemma 4 implies that KA is β-valid. Since K is
L′-Lipschitz, for all u1,u2 ∈ Rd, we have
|K(u1)−K(u2)| ≤ L′‖u1 − u2‖ .
46
Now for any u1A,u2A ∈ Rl,
|KA(u1A)−KA(u2A)| =
∣∣∣∣∫ K(u1A,uAc)duAc − ∫ K(u2A,uAc)duAc∣∣∣∣
=
∫
|K(u1A,uAc)−K(u2A,uAc)| duAc
=
∫
[−1,1]d−l
|K(u1A,uAc)−K(u2A,uAc)| duAc
≤
∫
[−1,1]d−l
L′‖(u1A,uAc)− (u2A,uAc)‖duAc
=
∫
[−1,1]d−l
L′‖u1A − u2A‖duAc
= 2d−lL′‖u1A − u2A‖ ,
where the second equality follows becauseK is assumed to have support [−1, 1]d. Therefore,
for any u1A,u2A ∈ Rl,
|KA(u1A)−KA(u2A)| ≤ L′A‖u1A − u2A‖ .
for some positive constant L′A(= 2
d−lL′), i.e., KA is L′A-Lipshitz.
let hm1 =
(
logm1
m1
) 1
2β+ℓ
. By Lemma 1 in Tong [2013], there exists some constant C0A
that does not depend on m1 and δ3, such that with probability at least 1− δ3/2,
‖pˆ0A(xA)− p0A(xA)‖∞ ≤ ε0A ,
where ε0A = C0A
√
log(2m1/δ3)
m1hℓm1
, where C0A =
√
48c1A+32c2A+2Lc3A+L
′
A+L+C˜A
∑
1≤|q|≤⌊β⌋
1
q!
,
in which c1A = ‖p0A‖∞‖KA‖2, c2A = ‖KA‖∞ + ‖p0A‖∞ +
∫ |KA||t|βdt, c3A = ∫ |KA||t|βdt,
L′A = 2
d−lL′ and C˜A is such that C˜A ≥ sup1≤|q|≤⌊β⌋ supxA∈[−1,1]l |p(q)0A(xA)|.
Since for fixed number of d, there are finite number of subsets, C0 = maxAC0A is finite.
Therefore, we have with probability at least 1− δ3/2,
‖pˆ0A(x)− p0A(x)‖∞ ≤ ε0 ,
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where ε0 = C0
√
log(2m1/δ3)
m1hℓm1
. Similarly let hn1 =
(
logn1
n1
) 1
2β+ℓ
, there exists some constant C1
that does not depend on n1 and δ3, such that with probability at least 1− δ3/2,
‖pˆ1A(xA)− p1A(xA)‖∞ ≤ ε1 ,
where ε1 = C1
√
log(2n1/δ3)
n1hℓn1
. Also, because for all A ∈ {1, · · · , d}, p1A is Ho¨lder class on
compact set, and there is a bounded number of all p1A’s, there is universal upper bound U
of ‖p1A‖∞ for all A ∈ {1, · · · , d}. Therefore, we have with probability at least 1− δ3,∥∥∥∥ pˆ1A(xA)pˆ0A(xA) − p1A(xA)p0A(xA)
∥∥∥∥
∞
≤
∥∥∥∥ pˆ1A(xA)pˆ0A(xA) − p1A(xA)pˆ0A(xA)
∥∥∥∥
∞
+
∥∥∥∥p1A(xA)pˆ0A(xA) − p1A(xA)p0A(xA)
∥∥∥∥
∞
≤
∥∥∥∥ 1pˆ0A(xA)
∥∥∥∥
∞
‖pˆ1A(xA)− p1A(xA)‖∞ +
∥∥∥∥p1Ap0A
∥∥∥∥
∞
∥∥∥∥p0Apˆ0A − 1
∥∥∥∥
∞
≤
∥∥∥∥ 1pˆ0A(xA)
∥∥∥∥
∞
‖pˆ1A(xA)− p1A(xA)‖∞ +
∥∥∥∥p1Ap0A
∥∥∥∥
∞
∥∥∥∥p0A − pˆ0Apˆ0A
∥∥∥∥
∞
≤ ε1 + ε0U/µmin
µmin − ε0 =: bm1,n1 .
When n1 ∧m1 ≥ 2/δ3 ,
ε0 ≤
√
2C0
(
logm1
m1
)β/(2β+ℓ)
, ε1 ≤
√
2C1
(
log n1
n1
)β/(2β+ℓ)
.
These combined with
√
log(2m1/δ3)
m1hℓm1
< µmin
2C0
imply that
bm1,n1 ≤ C˜
[(
logm1
m1
)β/(2β+ℓ)
+
(
logn1
n1
)β/(2β+ℓ)]
, (18)
for some positive constant C˜ that does not depend on the subset A.
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7.5 Proof of Lemma 5
Given any feature set A , let {TiA := sˆA(X0iA),X0i ∈ S0lo} be the scores by applying the
scoring function sˆA(·) = pˆ0A(·)/pˆ1A(·) to S0lo. Sort {TiA} in an increasing order such that
T(1)A ≤, . . . , T(m2)A . Let Ĉ ′αA = T(k′)A be a score threshold using k′-th order statistic, where
k′ = ⌈(m2 + 1)dα,δ1,m2⌉, in which
dα,δ1,m2 =
1 + 2δ1(m2 + 2)(1− α) +
√
1 + 4δ1(m2 + 2)(1− α)α
2 {δ1(m2 + 2) + 1} ,
and ⌈z⌉ denotes the smallest integer larger than or equal to z. Denote the corresponding
NP classifier as
φˆ′αA(X) = 1
(
sˆA(XA) > Ĉ
′
αA
)
.
Because we use kernel density estimates and the kernels are β-valid, the scoring function
sˆA(·) is continuous. Therefore, by Proposition 1 in Tong et al. [2018a], we have
IP
(
R0
(
φˆ′αA
)
> α
)
=
m2∑
j=k′
(
m2
j
)
(1− α)jαm2−j ,
IP
(
R0
(
φˆαA
)
> α
)
=
m2∑
j=k∗
(
m2
j
)
(1− α)jαm2−j .
Note that by the definition of k∗,
k∗ = min
{
k :
m2∑
j=k
(
m2
j
)
(1− α)jαm2−j ≤ δ1
}
.
Proposition 2.2 in Zhao et al. [2016] implies IP
(
R0
(
φˆ′αA
)
> α
)
≤ δ1. So we also have∑m2
j=k′
(
m2
j
)
(1−α)jαm2−j ≤ δ1. This together with the definition of k∗ implies that k′ ≥ k∗,
and therefore R0(φˆαA) ≥ R0(φˆ′αA).
By Lemma 2.1 in Zhao et al. [2016], for any δ2 ∈ (0, 1) , if m2 ≥ 4αδ1 ,
IP
(∣∣∣R0 (φˆ′αA)− R0(ϕ∗αA)∣∣∣ > ξ) ≤ δ2 ,
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where ξ is defined by
ξ =
√
⌈dα,δ1,m2 (m2 + 1)⌉ (m2 + 1− ⌈dα,δ1,m2 (m2 + 1)⌉)
(m2 + 2)(m2 + 1)2 δ2
+ dα,δ1,m2 +
1
m2 + 1
− (1− α) .
Let E1 :=
{
R0
(
φˆαA
)
≤ α
}
and E2 :=
{∣∣∣R0 (φˆ′αA)− R0(ϕ∗αA)∣∣∣ ≤ ξ}. On the event
E1 ∩ E2, which has probability at least 1− δ1 − δ2, we have
α = R0(ϕ
∗
αA) ≥ R0(φˆαA) ≥ R0(φˆ′αA) ≥ R0(ϕ∗αA)− ξ ,
which implies ∣∣∣R0(φˆαA)− R0(ϕ∗αA)∣∣∣ ≤ ξ .
If m2 ≥ max(δ−21 , δ−22 ), we have ξ ≤ (5/2)m−1/42 , also by Lemma 2.1 of Zhao et al. [2016].
7.6 Proof of Theorem 1
Decompose |NPCαA − R1 (ϕ∗αA)| as follows:
|NPCαA − R1 (ϕ∗αA)| ≤
∣∣∣NPCαA − R1 (φˆαA)∣∣∣+ ∣∣∣R1 (φˆαA)−R1 (ϕ∗αA)∣∣∣ .
First we derive a bound for |NPCαA − R1(φˆαA)|. Let D > 0, then conditioning on sˆA(·)
and ĈαA, by Hoeffding’s inequality, we have
IP
(∣∣∣∣∣ 1n2
n1+n2∑
i=n1+1
1
(
sˆA(X
1
iA) < ĈαA
)
− IE
[
1
(
sˆA(X
1
A) < ĈαA
)]∣∣∣∣∣ > D ∣∣∣ sˆA(·) , ĈαA
)
≤2e−2n2D2 .
This implies the following unconditional result,
IP
(∣∣∣∣∣ 1n2
n1+n2∑
i=n1+1
1
(
sˆA(X
1
iA) < ĈαA
)
− IE
[
1
(
sˆA(X
1
A) < ĈαA
)]∣∣∣∣∣ ≤ D
)
≥ 1− 2e−2n2D2 .
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Let 2e−2n2D
2
= δ4 and then D =
√
1
2n2
log 2
δ4
. So we have with probability at least 1− δ4 ,
∣∣∣NPCαA − R1 (φˆαA)∣∣∣ ≤√ 1
2n2
log
2
δ4
.
When n2 ≥ (log 2δ4 )2,
∣∣∣NPCαA − R1 (φˆαA)∣∣∣ ≤ 1√2n− 142 .
Propositions 1 and 2 imply that, it holds with probability at least 1− δ1 − δ2 − δ3,∣∣∣R1 (φˆαA)−R1 (ϕ∗αA)∣∣∣
≤2C¯
[(
2
5
m
1/4
2 ¯
C
)−1/γ
−
+ C˜
[(
logm1
m1
)β/(2β+ℓ)
+
(
logn1
n1
)β/(2β+ℓ)]]1+γ¯
+ C∗αA
(
2
5
m
1/4
2
)−1
≤C˜
[(
logm1
m1
)β(1+γ¯)
2β+ℓ
+
(
log n1
n1
)β(1+γ¯)
2β+ℓ
+m
−( 1
4
∧ 1+γ¯
¯
γ
)
2
]
.
for some generic constant C˜. Since we consider fixed d, there are only a finite number of
constants C∗αA , and so they are bounded from above by a single constant that does not
depend on A. Therefore, we have with probability at least 1− δ1 − δ2 − δ3 − δ4,
∣∣∣NPCαA − R1 (φˆαA)∣∣∣ ≤ C˜
[(
logm1
m1
)β(1+γ¯)
2β+ℓ
+
(
logn1
n1
)β(1+γ¯)
2β+ℓ
+m
−( 1
4
∧ 1+γ¯
¯
γ
)
2 + n
− 1
4
2
]
,
for some generic constant C˜ that does not depend on A.
7.7 Proof of Theorem 2
By Theorem 1, the sample size requirement on m1, m2, n1, n2, and |A1| ≤ d, we have with
probability at least 1− (δ1 + δ2 + δ3 + δ4),
NPCαA1 ≤ R1(ϕ∗αA1) + |NPCαA1 − R1(ϕ∗αA1)| ≤ R1(ϕ∗αA1) +
g
2
.
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Similarly for each of j = 2, . . . , K, we have with probability at least 1− (δ1 + δ2 + δ3 + δ4),
NPCαAj ≥ R1(ϕ∗αAj)− |NPCαAj − R1(ϕ∗αAj)| ≥ R1(ϕ∗αAj)−
g
2
> R1(ϕ
∗
αA1
) +
g
2
,
where the last inequality follows from the assumption
min
A∈{A2,...,AK}
R1 (ϕ
∗
αA)− R1
(
ϕ∗αA1
)
> g .
Therefore, with probability at least 1−K(δ1 + δ2 + δ3 + δ4),
NPCαA1 < min
j=2,...,K
NPCαAj .
In other words, NPC selects the best model A1 among {A1, . . . , AK}.
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