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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ vy´sledky teorie samoopravny´ch ko´d˚u, tj. ko´d˚u, ktere´
slouzˇ´ı vy´hradneˇ k detekci a opraveˇ chyb vznikaj´ıc´ıch prˇi komunikaci pomoc´ı teˇchto ko´d˚u.
C´ılem pra´ce je prˇedevsˇ´ım poda´n´ı te´to teorie v maxima´ln´ı obecnosti a na´sledne´ zameˇrˇen´ı na
neˇktere´ vy´znamne´ ko´dy. Pomoc´ı linea´rn´ı algebry nad konecˇny´m teˇlesem zavedeme samoo-
pravny´ ko´d jako mnozˇinu se strukturou, jej´ızˇ vlastnost´ı vyuzˇijeme pro znacˇne´ zjednodusˇen´ı
detekce a opravova´n´ı chyb. Poznatky z´ıskane´ v prˇedchoz´ıch kapitola´ch pro obecne´ ko´dy
jsou v za´veˇru pra´ce aplikova´ny na zna´me´ bina´rn´ı ko´dy nad dvouprvkovy´m konecˇny´m
teˇlesem (tzv. Hammingovy ko´dy a Golay˚uv ko´d). S jejich pomoc´ı jsou uka´za´ny vlastnosti
teˇchto ko´d˚u, d´ıky nimzˇ tyto patrˇ´ı mezi nejvy´znamneˇjˇs´ı bina´rn´ı ko´dy.
Summary
This bachelor’s thesis is concerned with results of error-correcting codes theory, which
deals with detection and correction of errors, that arise during communication by means
of these codes. The aim of this thesis is the explanation of the theory above in absolute
generality, followed by detail view of some significant codes. Using linear algebra over
finite fields, we will introduce an error-corecting code like a set with structure, whose
characters considerably simplify the detection and correction of errors. The knowledge,
that was acquired for general codes, is applied to well-known binary codes at the end of
the thesis (ie. Hamming codes and Golay code). With these codes are demonstrated their
properties, that sort these codes to the most important binary codes.
Kl´ıcˇova´ slova
Samoopravne´ ko´dy, konecˇna´ teˇlesa, linea´rn´ı prostor.
Keywords
Error-correcting codes, finite fields, linear space.
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1. U´VOD
1. U´vod
Teorie ko´dova´n´ı je dnes takrˇka ned´ılnou soucˇa´st´ı nasˇeho kazˇdodenn´ıho zˇivota. Setka´-
va´me se s n´ı nejen na poli vy´pocˇetn´ı techniky, ale take´ v beˇzˇny´ch forma´ch, jako jsou naprˇ.
Morseova abeceda, cˇa´rove´ ko´dy, ale take´ mluvena´ cˇi znakova´ rˇecˇ. Ko´dova´n´ı informac´ı
prova´d´ıme z r˚uzny´ch d˚uvod˚u, mezi nezˇ patrˇ´ı prˇedevsˇ´ım:
• Komprese dat, tedy ko´dova´n´ı slouzˇ´ıc´ı ke zmensˇen´ı objemu dat.
• Kryptografie, ko´dova´n´ı s u´cˇelem utajen´ı informac´ı pomoc´ı sˇifrova´n´ı prˇena´sˇeny´ch dat.
• Samoopravne´ ko´dy, neˇkdy te´zˇ bezpecˇnostn´ı ko´dy, slouzˇ´ıc´ı k detekci a opraveˇ chyb
dat, prˇena´sˇeny´ch rea´lny´m prostrˇed´ım, tj. prostrˇed´ım, kde mu˚zˇe doj´ıt k prˇenosovy´m
porucha´m.
Z teˇchto parti´ı je tato pra´ce veˇnova´na vy´hradneˇ samoopravny´m ko´d˚um, metoda´m kon-
strukce teˇchto ko´d˚u a neˇktery´m algoritmu˚m slouzˇ´ıc´ım pro zjednodusˇen´ı detekce a opravy
chyb. Vyuzˇ´ıva´me za´kladn´ıch znalost´ı linea´rn´ı a obecne´ algebry a neˇktery´ch parti´ı diskre´tn´ı
matematiky, prˇedevsˇ´ım pak znalost´ı konecˇny´ch teˇles, linea´rn´ıch prostor˚u a forma´ln´ıch ja-
zyk˚u. Prˇenos informac´ı realizujeme pomoc´ı posloupnost´ı nad danou abecedou, tzv. slovy,
ktere´ maj´ı prˇedepsanou de´lku.
Mezi aplikace samoopravny´ch ko´d˚u patrˇ´ı naprˇ´ıklad minimalizace sˇumu prˇi prˇehra´va´n´ı
prˇenosovy´ch me´di´ı, prˇenos informac´ı mezi dveˇma pocˇ´ıtacˇi, prˇenos dat ze satelit˚u, apod.
Prˇi prˇenosu informac´ı fyzika´ln´ım prostrˇed´ım mu˚zˇe docha´zet vlivem interferenc´ı k jejich
posˇkozen´ım (tyto mohou by´t zp˚usobeny naprˇ. bourˇkami, jiny´mi vlivy pocˇas´ı, posˇkra´ba´n´ım
kompaktn´ıho disku, sˇpatnou artikulac´ı prˇi mluvene´ rˇecˇi, atd.), ktera´ zp˚usob´ı, zˇe se prˇijata´
zpra´va liˇs´ı od zpra´vy vyslane´. Teorie samoopravny´ch ko´d˚u se zaby´va´ t´ım, jak tyto chyby
odhalit a take´ opravit, pokud mozˇno, co nejefektivneˇji. V tomto prˇ´ıpadeˇ pak umeˇle
navysˇujeme redundanci (tj. nadbytecˇneˇ prˇena´sˇene´ mnozˇstv´ı informace), abychom zvy´sˇili
nasˇi schopnost detekovat a opravit vznikle´ chyby. Prˇitom prˇedpokla´da´me, zˇe vy´skyt chyb
je zcela na´hodny´ a nevznikaj´ı shlukove´ chyby. C´ılem teorie samoopravny´ch ko´d˚u je na-
vrhnout ko´dy, ktere´ prˇi dane´ redundanci opravuj´ı co nejv´ıce chyb; poprˇ´ıpadeˇ prˇi dane´
schopnosti opravovat chyby minimalizuj´ı nadbytecˇneˇ prˇena´sˇenou informaci.
V prvn´ı cˇa´sti te´to pra´ce se zameˇrˇujeme na za´kladn´ı vlastnosti obecny´ch samoopravny´ch
ko´d˚u a nejjednodusˇsˇ´ı zp˚usoby detekce a opravy chyb. Nabyte´ poznatky da´le uplatnˇujeme
u ko´d˚u se strukturou, tzv. linea´rn´ıch ko´d˚u, ktere´ pomoc´ı linea´rn´ı a obecne´ algebry kon-
struujeme nad libovolny´m konecˇny´m teˇlesem. Jak uka´zˇeme, linea´rn´ı ko´dy d´ıky svy´m
specia´ln´ım vlastnostem umozˇnˇuj´ı mnohem jednodusˇsˇ´ı opravu chyb a jsou tak daleko efek-
tivneˇjˇs´ı, nezˇ obecne´ ko´dy. Na za´veˇr prˇedstavujeme zna´me´ linea´rn´ı ko´dy (Hammingovy
a Golayovy ko´dy) nad dvouprvkovy´m teˇlesem, ktere´ jsou tzv. perfektn´ı, tj. prˇi dane´m
pocˇtu opravitelny´ch chyb maj´ı nejmensˇ´ı mozˇnou redundanci. V pra´ci jsou pouzˇity neˇktere´
z poznatk˚u linea´rn´ı a obecne´ algebry a teorie ko´dova´n´ı, ktere´ jsou prˇevzaty z publikac´ı
uvedeny´ch v seznamu literatury.
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2. SAMOOPRAVNE´ KO´DY
2. Samoopravne´ ko´dy
2.1. Za´kladn´ı pojmy a vlastnosti
Definice 2.1. m-a´rn´ım slovem de´lky n (n ∈ N) rozumı´me konecˇnou nepra´zdnou
posloupnost x = (x1, x2, . . . , xn), kde xi ∈ {0, 1, . . . ,m − 1}, 1 ≤ i ≤ n, i ∈ N,m ≥ 2,
m ∈ N. Mnozˇinu vsˇech m-a´rn´ıch slov de´lky n oznacˇme V (n) (|V (n)| = mn).
Pozna´mka. m-a´rn´ı slova oznacˇujeme tucˇny´mi p´ısmeny a mı´sto za´pisu usporˇa´dane´
n-tice veˇtsˇinou p´ıˇseme x = x1x2 . . . xn.
Pro zjednodusˇen´ı se omezme pouze na ko´dova´ slova stejne´ de´lky n (n ∈ N). Ko´d, jehozˇ
vsˇechna slova maj´ı stejnou de´lku, v literaturˇe cˇasto oznacˇovany´ jako blokovy´ ko´d, by´va´
v teorii ko´d˚u uvazˇova´n nejcˇasteˇji, a proto oznacˇen´ım ko´d budeme vzˇdy rozumeˇt pra´veˇ
blokovy´ ko´d.
Da´le prˇedpokla´dejme, zˇe prˇi prˇenosu ko´dovy´ch slov a prˇi jejich porucha´ch nedocha´z´ı
ke zmeˇneˇ jejich de´lky, takzˇe prˇijaty´ch znak˚u je stejneˇ jako vyslany´ch, ale na stejny´ch
pozic´ıch se mohou liˇsit.
Definice 2.2. m-a´rn´ım ko´dem rozumı´me libovolnou nepra´zdnou podmnozˇinu
C(n) ⊆ V (n), |C(n)| ≥ 2. Cˇ´ıslo n se nazy´va´ de´lka ko´du C(n) a prvky mnozˇiny C(n)
se nazy´vaj´ı ko´dova´ slova ko´du C(n).
Pro dalˇs´ı zjednodusˇen´ı budeme m-a´rn´ı ko´d znacˇit jednodusˇe C = C(n) a, nebude-li
moci doj´ıt k za´meˇneˇ cˇi neprˇesnosti, oznacˇen´ı m-a´rn´ı budeme vynecha´vat. Jako velikost
ko´du C budeme oznacˇovat pocˇet jeho prvk˚u, tedy |C|.
Definice 2.3. Necht’ ΣZ 6= ∅ je konecˇna´ abeceda a ΣkZ mnozˇina vsˇech slov de´lky k,
kde k ∈ N, nad abecedou ΣZ . Bud’ W ⊆ ΣkZ jazyk nad abecedou ΣZ a C ⊆ V (n) m-a´rn´ı
ko´d de´lky n. Pak ko´dova´n´ı je bijektivn´ı zobrazen´ı
pi : W → C.
Abecedu ΣZ nazy´va´me zdrojovou abecedou a mnozˇinu Σ
k
Z mnozˇinou zdrojovy´ch slov.
Pozna´mka. Kazˇde´ m-a´rn´ı slovo lze take´ cha´pat jako slovo de´lky n nad abecedou
Σ = {0, 1, . . . ,m − 1}, kterou nazy´va´me ko´dovou abecedou, a kazˇdy´ m-a´rn´ı ko´d je pak
jazyk nad toute´zˇ abecedou, jehozˇ vsˇechna slova maj´ı de´lku n.
Definice 2.4. Necht’ a = a1a2 . . . an,b = b1b2 . . . bn jsou m-a´rn´ı slova de´lky n. Pak
Hammingovou vzda´lenost´ı (nebo strucˇneˇji vzda´lenost´ı) d(a,b) rozumı´me pocˇet znak˚u,
v nichzˇ se slova a a b liˇs´ı, tud´ızˇ
d(a,b) = |{i ∈ Z, 1 ≤ i ≤ n : ai 6= bi}|.
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2.1. ZA´KLADNI´ POJMY A VLASTNOSTI
Veˇta 2.1. Vzda´lenost d m-a´rn´ıch slov de´lky n na V (n) je metrikou na mnozˇineˇ V (n),
tj. pro kazˇda´ slova a,b, c ∈ V (n) jsou splneˇny tyto podmı´nky:
(i) d(a,b) = 0⇔ a = b,
(ii) d(a,b) = d(b, a),
(iii) d(a,b) ≤ d(a, c) + d(c,b).
Du˚kaz. Oveˇrˇ´ıme, zˇe vzda´lenost d splnˇuje za´kladn´ı axiomy metriky. Bud’te a,b, c ∈
V (n), a = a1a2 . . . an,b = b1b2 . . . bn, c = c1c2 . . . cn, kde ai, bi, ci ∈ {0, 1, . . . ,m − 1},
i ∈ N, 1 ≤ i ≤ n.
(i) Polozˇme U = {i ∈ Z, 1 ≤ i ≤ n : ai 6= bi}.
Necht’ d(a,b) = 0.
Pak plat´ı d(a,b) = 0⇒ |U | = 0⇒ U = ∅ ⇒ ai = bi pro ∀i ∈ N, 1 ≤ i ≤ n⇒ a = b.
Necht’ a = b.
Pak plat´ı a = b⇒ U = ∅ ⇒ d(a,b) = |U | = |∅| = 0.
Platnost prvn´ı podmı´nky je tak doka´za´na.
(ii) Plat´ı d(a,b) = |{i ∈ Z, 1 ≤ i ≤ n : ai 6= bi}| = |{i ∈ Z, 1 ≤ i ≤ n : bi 6= ai}| =
d(b, a).
T´ımto je doka´za´na i platnost druhe´ podmı´nky.
(iii) Polozˇme
U = {i ∈ Z, 1 ≤ i ≤ n : ai 6= bi},
V = {i ∈ Z, 1 ≤ i ≤ n : ai 6= ci},
W = {i ∈ Z, 1 ≤ i ≤ n : ci 6= bi}.
Pak |U | = d(a,b), |V | = d(a, c), |W | = d(c,b).
Necht’ i ∈ U. Pak plat´ı ai 6= bi a za´rovenˇ ma´me
ai = ci ⇒ ci 6= bi ⇒ i ∈ W,
nebo
ai 6= ci ⇒ i ∈ V.
Tedy U ⊆ V ∪W. Jelikozˇ |U | ≤ |V |+ |W |, dosta´va´me tak d(a,b) ≤ d(a, c)+d(c,b).
Veˇta je tak doka´za´na. 
Definice 2.5. Bud’ C m-a´rn´ı ko´d. Minima´ln´ı vzda´lenost´ı δ = δ(C) oznacˇ´ıme nejmensˇ´ı
vzda´lenost d dvou r˚uzny´ch ko´dovy´ch slov, tud´ızˇ
δ = min{d(a,b) : a,b ∈ C, a 6= b}.
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2. SAMOOPRAVNE´ KO´DY
2.2. Detekce a oprava chyb
Pokud bylo vysla´no ko´dove´ slovo a prˇijato slovo, ktere´ nen´ı ko´dove´ (tj. z mnozˇiny V (n)−
C), pak rˇekneme, zˇe jsme objevili chybu. Pokud jsme ale prˇijali ko´dove´ slovo, pak bud’
k chybeˇ nedosˇlo, nebo jsme ji pouze neobjevili, protozˇe prˇi prˇenosu mohlo by´t slovo vyslane´
zmeˇneˇno na jine´ ko´dove´ slovo. Jestlizˇe se prˇijate´ slovo liˇs´ı od odeslane´ho v e znac´ıch
(e ∈ N), pak rˇekneme, zˇe dosˇlo k e chyba´m.
Vzda´lenost d(a,b) slov a,b vyjadrˇuje pocˇet znak˚u, ktery´mi se tato slova liˇs´ı. Uda´va´
tedy pocˇet znak˚u, ktere´ by se musely v ko´dove´m sloveˇ a zmeˇnit, abychom dostali ko´dove´
slovo b, a tud´ızˇ nepoznali, zˇe dosˇlo k neˇjake´ chybeˇ. Minima´ln´ı vzda´lenost δ pak vyjadrˇuje
nejmensˇ´ı ze vsˇech vzda´lenost´ı d dane´ho ko´du C, tj. nejmensˇ´ı pocˇet znak˚u, ktere´ by musely
by´t zmeˇneˇny v neˇktere´m ko´dove´m sloveˇ, abychom dostali jine´ ko´dove´ slovo.
Definice 2.6. Bud’ C m-a´rn´ı ko´d. Rˇekneme, zˇe ko´d C detekuje (umı´ zjistit) e chyb,
e ∈ Z, e ≥ 0, jestlizˇe plat´ı
δ > e.
Oznacˇme C(e) mnozˇinu vsˇech slov z V (n), ktera´ mohla by´t prˇijata po vysla´n´ı ko´dove´ho
slova ko´du C a po zmeˇneˇ jejich e znak˚u. Tedy pro n ∈ N, C ⊆ V (n), e ∈ Z, e ≥ 0 ma´me
C(e) = {x ∈ V (n) : ∃a ∈ C, d(a,x) ≤ e}.
Definice 2.7. Bud’ C m-a´rn´ı ko´d a e cele´ neza´porne´ cˇ´ıslo. Rˇekneme, zˇe ko´d C
opravuje e chyb, jestlizˇe pro a,b ∈ C,x ∈ C(e) plat´ı
d(a,x) ≤ e, d(b,x) ≤ e⇒ a = b.
Ko´dovac´ı princip nejblizˇsˇ´ıho souseda. Nejcˇasteˇji se oprava ko´d˚u prova´d´ı pra´veˇ
zp˚usobem. kdy po prˇijet´ı neko´dove´ho slova prˇedpokla´da´me, zˇe bylo vysla´no takove´ ko´dove´
slovo, ktere´ ma´ od prˇijate´ho nejmensˇ´ı vzda´lenost. Chceme-li urcˇit vyslane´ slovo jedno-
znacˇneˇ, je prˇitom prˇirozeneˇ nutne´ pozˇadovat, aby takove´ slovo bylo jedine´.
Meˇjme m-a´rn´ı ko´d C. Prˇedpokla´dejme, zˇe ko´d C oprav´ı e chyb (e ∈ Z, e ≥ 0). Jestlizˇe
bylo prˇijato neko´dove´ slovo x (x ∈ C(e) − C) a existuje takove´ slovo a (a ∈ C), zˇe
d(a,x) ≤ e, pak bylo vysla´no pra´veˇ ko´dove´ slovo a, ktere´ bylo zmeˇneˇno na slovo x.
Hledane´ vyslane´ slovo a lze nale´zt take´ uzˇit´ım na´sleduj´ıc´ı vlastnosti:
d(a,x) = min{d(b,x) : b ∈ C}.
Prˇ´ıklad 2.1. Meˇjme terna´rn´ı ko´d C de´lky n = 5. Urcˇete maxima´ln´ı pocˇet chyb,
ktere´ ko´d C detekuje. Bylo-li prˇijato neko´dove´ slovo x = 10212 urcˇete, ktere´ ko´dove´ slovo
bylo p˚uvodneˇ vysla´no, za prˇedpokladu, zˇe ko´d C opravuje jednu chybu.
C = {00000, 11111, 22222, 10221, 00212}
Oznacˇme slova ko´du C po rˇadeˇ jako a,b, c,d a e. Chceme-li zjistit, kolik chyb ko´d C
detekuje, mus´ıme zjistit jeho minima´ln´ı vzda´lenost δ.
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d(a,b) = 5 d(b,d) = 3
d(a, c) = 5 d(b, e) = 4
d(a,d) = 4 d(c,d) = 3
d(a, e) = 3 d(c, e) = 3
d(b, c) = 5 d(d, e) = 3
Protozˇe plat´ı, zˇe minima´ln´ı vzda´lenost je minimum vzda´lenost´ı d mezi ko´dovy´mi slovy,
ma´me δ = 3. Ko´d C umı´ tedy zjistit maxima´lneˇ 2 chyby, cozˇ plyne prˇ´ımo z definice 2.6.
Bylo prˇijato slovo x, ktere´ ovsˇem nen´ı ko´dove´. Urcˇ´ıme vzda´lenost ko´dovy´ch slov od slova
x :
d(x, a) = 4
d(x,b) = 3
d(x, c) = 3
d(x,d) = 2
d(x, e) = 1
Z principu nejblizˇsˇ´ıho souseda a z faktu, zˇe ko´d C opravuje nejvy´sˇe jednu chybu, plyne,
zˇe vyslane´ slovo bylo slovo e = 00212, ktere´ ma´ od prˇijate´ho slova x nejmensˇ´ı vzda´lenost
d = 1.
Veˇta 2.2. Necht’ C je m-a´rn´ı ko´d a e cele´ neza´porne´ cˇ´ıslo. Ko´d C opravuje e chyb,
jestlizˇe jeho minima´ln´ı vzda´lenost δ splnˇuje
δ ≥ 2e+ 1.
Du˚kaz.
(i) Prˇedpokla´dejme, zˇe δ ≥ 2e+ 1. Doka´zˇeme, zˇe ko´d C opravuje e chyb.
Necht’ a,b ∈ C,x ∈ C(e). Z platnosti d(a,x) ≤ e, d(b,x) ≤ e a vyuzˇit´ım troju´heln´ı-
kove´ nerovnosti dosta´va´me
d(a,b) ≤ d(a,x) + d(b,x) ≤ 2e.
Jestlizˇe a 6= b, pak plat´ı
δ ≤ d(a,b)⇒ δ ≤ 2e.
To je ovsˇem spor. Mus´ı tedy platit a = b a tud´ızˇ ko´d C opravuje e chyb.
(ii) Prˇedpokla´dejme, zˇe ko´d C opravuje e chyb a zˇe plat´ı nerovnost δ ≤ 2e. Mezi
ko´dovy´mi slovy existuj´ı takova´ slova a,b ∈ C, zˇe d(a,b) = δ. Bez u´jmy na obecnosti
mu˚zˇeme prˇedpokla´dat, zˇe znaky v nichzˇ se slova a a b liˇs´ı se nacha´zej´ı na prvn´ıch
pozic´ıch:
a = a1a2 . . . aδaδ+1 . . . an,
b = b1b2 . . . bδbδ+1 . . . bn,
kde ai 6= bi pro 1 ≤ i ≤ δ a ai = bi pro δ + 1 ≤ i ≤ n (i ∈ Z).
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(a) Necht’ je minima´ln´ı vzda´lenost sude´ cˇ´ıslo. Pak mu˚zˇeme psa´t δ ve tvaru δ =
2l, l ∈ N. Polozˇ´ıme
c = c1c2 . . . cn, c ∈ V (n),
kde c1 = a1, c2 = a2, . . . , cl = al, cl+1 = bl+1, . . . , c2l = b2l, c2l+1 = b2l+1 =
a2l+1, . . . , cn = bn = an. Plat´ı
d(a, c) = l =
δ
2
≤ e,
d(b, c) = l =
δ
2
≤ e.
Z vlastnosti minima´ln´ı vzda´lenosti a z definice 2.7. pak plyne, zˇe a = b a tedy
i d(a,b) = 0, cozˇ je spor.
(b) Necht’ je δ liche´ cˇ´ıslo. Minima´ln´ı vzda´lenost mu˚zˇeme psa´t ve tvaru δ = 2l+1, l ∈
N. Polozˇ´ıme
c = c1c2 . . . cn, c ∈ V (n),
kde c1 = a1, c2 = a2, . . . , cl = al, cl+1 = bl+1, . . . , c2l+1 = b2l+1, c2l+2 = b2l+2 =
a2l+2, . . . , cn = bn = an. Pak plat´ı
d(a, c) = l + 1 ≤ e,
d(b, c) = l < e,
nebot’
δ = 2l + 1 < 2e+ 1⇒ l < e.
Z toho opeˇt plyne a = b a za´rovenˇ d(a,b) = 0, cozˇ je spor.
Plat´ı tud´ızˇ opacˇna´ nerovnost δ > 2e+ 1.
Veˇta je t´ım doka´za´na. 
2.3. Informacˇn´ı a kontroln´ı znaky
U vybrany´ch ko´d˚u mu˚zˇeme urcˇit neˇktere´ znaky v ko´dovy´ch slovech za informacˇn´ı, ktere´
lze libovolneˇ zvolit (nesou vyslanou informaci), a ostatn´ı za kontroln´ı, ktere´ slouzˇ´ı pouze
k detekci chyb a opraveˇ slov. Kontroln´ı znaky jsou plneˇ urcˇeny znaky informacˇn´ımi.
Specia´ln´ı vlastnosti teˇchto ko´d˚u slouzˇ´ı hlavneˇ ke zjednodusˇen´ı rozpozna´n´ı chyb a opraveˇ
slov, a t´ım i k u´sporˇe cˇasu potrˇebne´ho pro tyto u´kony.
Definice 2.8. Bud’ C(n) ⊆ V (n) m-a´rn´ı ko´d. Existuje-li proste´ zobrazen´ı ϕ mnozˇiny
vsˇech m-a´rn´ıch slov de´lky k (k ∈ N, k < n) na mnozˇinu vsˇech ko´dovy´ch slov,
ϕ : V (k)→ C(n),
pak rˇekneme, zˇe m-a´rn´ı ko´d C(n) ma´ k informacˇn´ıch znak˚u a n − k kontroln´ıch (neˇkdy
te´zˇ paritn´ıch) znak˚u. Zobrazen´ı ϕ pak nazy´va´me ko´dova´n´ım informacˇn´ıch znak˚u.
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Definice 2.9. Bud’ C(n) ⊆ V (n) m-a´rn´ı ko´d. Rˇekneme, zˇe C(n) je systematicky´,
jestlizˇe existuje prˇirozene´ cˇ´ıslo k < n takove´, zˇe pro kazˇde´ slovo a ∈ V (k), a = a1a2 . . . ak
existuje pra´veˇ jedno ko´dove´ slovo a˜ ∈ C(n) tak, zˇe
a˜ = a1a2 . . . akak+1 . . . an,
kde ai ∈ {0, 1, . . . ,m − 1}, 1 ≤ i ≤ n, i ∈ N. Ko´dova´n´ı informacˇn´ıch znak˚u
ϕ : V (k)→ C(n) se pak nazy´va´ systematicke´ a je da´no prˇedpisem
ϕ(a1a2 . . . ak) = a1a2 . . . akak+1 . . . an.
Ko´d celkove´ kontroly parity. Mezi nejbeˇzˇneˇjˇs´ı typy systematicky´ch blokovy´ch
ko´d˚u popsany´ch v literaturˇe patrˇ´ı naprˇ´ıklad bina´rn´ı ko´d celkove´ kontroly parity. K vy-
slane´mu bina´rn´ımu slovu prˇida´me jeden kontroln´ı znak tak, aby byla zachova´na suda´
parita v ko´dove´m sloveˇ (tj. aby ko´dove´ slovo meˇlo sudy´ pocˇet jednicˇek). Vznikne tak
bina´rn´ı ko´d de´lky n, ktery´ ma´ n − 1 informacˇn´ıch znak˚u a jeden kontroln´ı. Takovy´ ko´d
detekuje jednu chybu, ale nedoka´zˇe zˇa´dnou opravit. Naprˇ. pro n = 4 je to ko´d:
C = {0000, 1100, 1010, 0110, 1001, 0101, 0011, 1111}.
Ko´d celkove´ kontroly parity lze jednodusˇe zobecnit i pro m-a´rn´ı slova. Kontroln´ı znak
pak mu˚zˇeme zvolit tak, aby soucˇet cifer informacˇn´ıch znak˚u a tohoto kontroln´ıho znaku
byl kongruentn´ı s nulou modulo m − 1. Tento ko´d by opeˇt umeˇl detekovat jednu chybu
a zˇa´dnou by neopravoval.
Koktavy´ ko´d. Dalˇs´ım vy´znamny´m ko´dem je tzv. koktavy´ ko´d, ktery´ nen´ı syste-
maticky´ a ve ktere´m se kazˇdy´ znak dvakra´t po sobeˇ opakuje. Tento ko´d ma´ polovinu
informacˇn´ıch a polovinu kontroln´ıch znak˚u. Koktavy´ ko´d detekuje pouze jednu chybu
a opeˇt nedoka´zˇe opravit zˇa´dnou. Ko´dova´ slova koktave´ho m-a´rn´ıho ko´du de´lky 2n jsou
tvaru:
x = x1x1x2x2 . . . xnxn, xi ∈ {0, 1, . . . ,m− 1}, 1 ≤ i ≤ n, i ∈ N.
Uvedene´ typy ko´d˚u sice nedoka´zˇ´ı opravovat zˇa´dne´ chyby vznikle´ prˇenosem a dokonce
ani neurcˇ´ı, ve ktere´m znaku k chybeˇ dosˇlo, ale prˇesto jejich uzˇit´ı mu˚zˇe by´t vysoce efektivn´ı.
A to zvla´sˇteˇ v prˇ´ıpadech, kdy mu˚zˇeme pozˇa´dat o opakova´n´ı chybneˇ prˇijate´ho ko´dove´ho
slova, nebot’ d´ıky svy´m schopnostem doka´zˇ´ı rychle a jednodusˇe odhalit chybne´ slovo.
Opakovac´ı ko´d. V prˇ´ıpadeˇ velke´ho vlivu interferenc´ı p˚usob´ıc´ıch na prˇena´sˇena´ slova,
poprˇ. prˇi jednosmeˇrne´ komunikaci, kdy nemu˚zˇeme pozˇa´dat o nove´ zasla´n´ı chybneˇ prˇijate´ho
slova, lze kazˇdy´ znak abecedy Σ = {0, 1, . . . ,m − 1} n-kra´t opakovat. Vznikne tak tzv.
opakovac´ı ko´d, jehozˇ jedina´ ko´dova´ slova jsou xx . . . x︸ ︷︷ ︸
n−kra´t
(x ∈ Σ). Tento ko´d nese v kazˇde´m
sve´m sloveˇ pouze jeden informacˇn´ı znak a celkem n− 1 kontroln´ıch znak˚u. Z toho plyne,
zˇe umı´ detekovat n − 1 chyb a opravovat azˇ n−1
2
chyb pro n liche´ a azˇ n−2
2
pro n sude´.
Opakovac´ı ko´d patrˇ´ı mezi systematicke´ ko´dy. Naprˇ. opakovac´ı 5-znakovy´ ko´d de´lky n = 5
je:
C = {00000, 11111, 22222, 33333, 44444}.
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3. Linea´rn´ı ko´dy
3.1. Linea´rn´ı ko´d nad teˇlesem Fm
Nejprve prˇipomeneme neˇktere´ za´kladn´ı algebraicke´ struktury, ktery´ch teorie linea´rn´ıch
ko´d˚u vyuzˇ´ıva´, a uvedeme veˇty, jejichzˇ d˚ukazy cˇtena´rˇ nalezne v textech uvedeny´ch v se-
znamu uzˇite´ literatury.
Definice 3.1. Grupa je mnozˇina G = (G, ∗) s operac´ı ∗, splnˇuj´ıc´ı:
(G1) Pro a, b, c ∈ G plat´ı a ∗ (b ∗ c) = (a ∗ b) ∗ c
(asociativita).
(G2) Existuje e ∈ G tak, zˇe pro kazˇdy´ prvek g ∈ G ma´me g ∗ e = e ∗ g = g
(existence neutra´ln´ıho prvku).
(G3) Pro kazˇdy´ prvek g ∈ G existuje g′ ∈ G tak, zˇe plat´ı g ∗ g′ = g′ ∗ g = e
(existence inverzn´ıho prvku).
Definice 3.2. Teˇleso je mnozˇina F = (F,+, ·) se dveˇma operacemi + a ·, splnˇuj´ıc´ı:
(F1) (F,+) je komutativn´ı grupa s neutra´ln´ım prvkem 0.
(F2) (F− {0}, ·) je komutativn´ı grupa s neutra´ln´ım prvkem 1.
(F3) Pro a, b, c ∈ F plat´ı a · (b+ c) = a · b+ a · c
(distributivn´ı za´kon.)
Multiplikativn´ı operaci · cˇasto vynecha´va´me a pro a, b ∈ F p´ıˇseme a · b = ab.
Mezi zna´me´ veˇty komutativn´ı algebry patrˇ´ı na´sleduj´ıc´ı veˇta, jej´ızˇ d˚ukaz cˇtena´rˇ na-
lezne v mnoha kniha´ch veˇnovany´ch te´to teorii. Odkazˇme se proto naprˇ. na [2, odst. 13.5,
str. 549].
Veˇta 3.1.
(a) Jestlizˇe teˇleso F ma´ konecˇny´ pocˇet prvk˚u m, pak m je mocnina prvocˇ´ısla, tedy
m = pt, kde p je prvocˇ´ıslo a t prˇirozene´ cˇ´ıslo.
(b) Jestlizˇe p je prvocˇ´ıslo a t prˇirozene´ cˇ´ıslo, pak vzˇdy existuje konecˇne´ teˇleso F, jehozˇ
pocˇet prvk˚u m je roven cˇ´ıslu pt.
(c) Konecˇna´ teˇlesa jsou (azˇ na izomorfismus) jednoznacˇneˇ urcˇena pocˇtem svy´ch prvk˚u.
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Definice 3.3. Linea´rn´ı (te´zˇ vektorovy´) prostor (nad teˇlesem F) je mnozˇina L =
(L,+) s vnitrˇn´ı operac´ı + a
”
vneˇjˇs´ı“ operac´ı · takovou, zˇe pro kazˇde´ x ∈ L a kazˇde´ r ∈ F
je definova´n prvek r · x = rx z mnozˇiny L a prˇitom je pro kazˇde´ x,y ∈ L a kazˇda´ cˇ´ısla
r, s ∈ F splneˇno:
(L1) (L,+) je komutativn´ı grupa,
(L2) rx ∈ L,
(L3) r(x + y) = rx + ry,
(L4) (r + s)x = rx + sx,
(L5) (rs)x = r(sx),
(L6) 1x = x.
Za´kladn´ı poznatky linea´rn´ı a obecne´ algebry (viz. [4, 5]) nad teˇlesem rea´lny´ch cˇ´ısel R
se stejny´m zp˚usobem doka´zˇ´ı pro libovolne´ teˇleso F. V dalˇs´ım budeme uvazˇovat konecˇne´
m-prvkove´ teˇleso Fm, kde m = pt pro p prvocˇ´ıslo a t ∈ N.
Mnozˇinu V (n) vsˇech m-a´rn´ıch slov de´lky n uvazˇujeme jako linea´rn´ı prostor nad Fm,
prˇicˇemzˇ operace scˇ´ıta´n´ı vektor˚u a na´soben´ı vektoru skala´rem prova´d´ıme po slozˇka´ch.
Pro libovolne´ m-a´rn´ı slovo a ∈ V (n) oznacˇ´ıme symbolem aT toto slovo cha´pane´ jako
n-rozmeˇrny´ sloupcovy´ vektor:
aT =

a1
a2
...
an
 .
Plat´ı pak dimV (n) = n a za´rovenˇ |V (n)| = mdimV (n) = mn.
Du˚kaz na´sleduj´ıc´ı veˇty je uveden v [4, veˇta 6.8.] pro teˇleso rea´lny´ch cˇ´ısel R a stejny´m
zp˚usobem se provede pro teˇleso Fm.
Veˇta 3.2. Necht’ L je konecˇneˇ-dimenziona´ln´ı linea´rn´ı prostor dimenze n (n ∈ N).
Pak prostor L je izomorfn´ı s prostorem V (n).
Definice 3.4. Necht’ C ⊆ V (n) je m-a´rn´ı ko´d, |C| ≥ 2, a Fm konecˇne´ teˇleso, kde
m = pt (p je prvocˇ´ıslo, t ∈ N). Ko´d C se nazy´va´ linea´rn´ı, jestlizˇe je linea´rn´ım podpro-
storem linea´rn´ıho prostoru V (n), tj. pro kazˇde´ x,y ∈ C a kazˇde´ s ∈ Fm plat´ı
(i) x + y ∈ C,
(ii) sx ∈ C.
V prˇ´ıpadeˇ platnosti teˇchto podmı´nek je C konecˇneˇ-dimenziona´ln´ı linea´rn´ı prostor s di-
menz´ı k (k ∈ Z, 1 ≤ k ≤ n) a |C| = mk. Ko´d s teˇmito parametry pak cˇasto oznacˇujeme
jako linea´rn´ı (n, k)-ko´d, kde n je de´lka ko´du C.
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Veˇta 3.3. Necht’ C je m-a´rn´ı linea´rn´ı ko´d de´lky n, dimenze k a e je maxima´ln´ı pocˇet
chyb, ktere´ opravuje. Pak plat´ı pro velikost ko´du C plat´ı
|C| ≤ |V (n)|e∑
i=0
(
n
i
)
(m− 1)i
.
Du˚kaz. Prˇedpokla´dejme, zˇe C je ko´d s parametry dle prˇedpoklad˚u prˇedchoz´ı veˇty
a a ∈ C je libovolne´ ko´dove´ slovo. Pak pocˇet slov, ktera´ obdrzˇ´ıme z a zmeˇnou pra´veˇ
r znak˚u (r ≤ n) je (n
r
)
(m− 1)r, protozˇe mu˚zˇeme vybrat libovolnou r-tici.
Oznacˇme Se(a) mnozˇinu slov, ktera´ mu˚zˇeme z´ıskat zmeˇnou nejvy´sˇe e znak˚u ve sloveˇ
a. Pak
|Se(a)| =
e∑
i=0
(
n
i
)
(m− 1)i.
Jestlizˇe ale C opravuje e chyb, mus´ı by´t mnozˇiny Se(a) a Se(b) disjunktn´ı pro kazˇda´
r˚uzna´ a,b ∈ C. Takzˇe mnozˇina V (n) obsahuje |C| = mk po dvou disjunktn´ıch podmnozˇin
o mohutnosti |Se(a)|. Odtud dosta´va´me
|V (n)| ≥ |C|
e∑
i=0
(
n
i
)
(m− 1)i.
Veˇta je tak doka´za´na. 
Da´le uka´zˇeme, jak velice snadno u linea´rn´ıch ko´d˚u urcˇ´ıme jejich minima´ln´ı vzda´lenost.
Protozˇe pro linea´rn´ı ko´dy plat´ı, zˇe vzda´lenost dvou slov se nezmeˇn´ı, pokud k obeˇma z nich
prˇicˇteme stejne´ m-a´rn´ı slovo de´lky n, tj. pro a,b,x ∈ V (n) plat´ı
d(a,b) = d(a + x,b + x).
Specia´lneˇ pro x = −b tak dosta´va´me vzda´lenost slova a−b od nulove´ho slova o = 00 . . . 0
prˇ´ıslusˇne´ de´lky:
d(a,b) = d(a− b,b− b) = d(a− b,o).
Definice 3.5. Hammingovou va´hou (nebo strucˇneˇji va´hou) w(a) m-a´rn´ıho slova a
rozumı´me pocˇet jeho nenulovy´ch znak˚u, tud´ızˇ
w(a) = |{i ∈ Z, 1 ≤ i ≤ n : ai 6= 0}|.
Vsˇimneˇme si, zˇe pocˇet nenulovy´ch znak˚u ve sloveˇ a je zrˇejmeˇ stejny´ jako vzda´lenost
dane´ho slova od nulove´ho slova o, a tedy plat´ı rovnost w(a) = d(a,o).
Pro dany´ linea´rn´ı ko´d C oznacˇ´ıme symbolem wmin minima´ln´ı va´hu jeho nenulovy´ch
ko´dovy´ch slov, tj.
wmin = min{w(a) : a ∈ C, a 6= o}.
Veˇta 3.4. Pro minima´ln´ı vzda´lenost δ libovolne´ho linea´rn´ıho ko´du C plat´ı
δ = wmin.
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Du˚kaz. Bud’ C m-a´rn´ı linea´rn´ı ko´d de´lky n s minima´ln´ı vzda´lenost´ı δ.
(i) Necht’ c ∈ C je ko´dove´ slovo takove´, zˇe plat´ı w(c) = wmin. Pak ma´me
wmin = w(c) = d(c,o) ≥ δ.
(ii) Bud’te a,b ∈ C ko´dova´ slova maj´ıc´ı minima´ln´ı vzda´lenost. Pak plat´ı
δ = d(a,b) = d(a− b,o) = w(a− b) ≥ wmin.
Dosta´va´me tak rovnost δ = wmin.
Veˇta je t´ım doka´za´na. 
Prˇ´ıklad 3.1. Meˇjme 4-znakovy´ linea´rn´ı ko´d C de´lky n = 5 nad teˇlesem F4 =
{0, 1, x, x + 1}, jehozˇ ba´ze je tvorˇena slovy a = (0, x, 1, x, 1) a b = (1, x + 1, 0, x, x),
tedy dimC = 2. Pak ko´d C je mnozˇina vsˇech slov tvaru:
C = {ra + sb : r, s ∈ F4}.
Urcˇete kolik chyb ko´d C detekuje a kolik chyb opravuje.
Oznacˇme si c = (c1, c2, c3, c4, c5) slovo ko´du C. Protozˇe dle veˇty 3.4. plat´ı δ = wmin,
stacˇ´ı nale´zt takove´ slovo c 6= o, pro ktere´ je splneˇna rovnost w(c) = wmin. Na´sleduj´ıc´ı
tabulka uda´va´ va´hy vsˇech slov c = ra + sb ko´du C sestrojeny´ch z jeho ba´ze:
r s c1 c2 c3 c4 c5 w(c)
0 0 0 0 0 0 0 0
0 1 1 x+ 1 0 x x 4
0 x x 1 0 x+ 1 x+ 1 4
0 x+ 1 x+ 1 x 0 1 1 4
1 0 0 x 1 x 1 4
1 1 1 1 1 0 x+ 1 4
1 x x x+ 1 1 1 x 5
1 x+ 1 x+ 1 0 1 x+ 1 0 3
x 0 0 x+ 1 x x+ 1 x 4
x 1 1 0 x 1 0 3
x x x x x 0 1 4
x x+ 1 x+ 1 1 x x x+ 1 5
x+ 1 0 0 1 x+ 1 1 x+ 1 4
x+ 1 1 1 x x+ 1 x+ 1 1 5
x+ 1 x x 0 x+ 1 x 0 3
x+ 1 x+ 1 x+ 1 x+ 1 x+ 1 0 x 4
Protozˇe wmin = 3, plat´ı, zˇe minima´ln´ı vzda´lenost δ = 3. Dle definice 2.6. ko´d detekuje
e chyb, jestlizˇe δ > e. Zrˇejmeˇ tedy ko´d C detekuje 2 chyby. Z veˇty 2.2. ale take´ vyply´va´,
zˇe doka´zˇe opravit pouze jedinou chybu (tj. je splneˇno δ ≥ 2e+ 1).
Zˇe tomu tak skutecˇneˇ je, se prˇesveˇdcˇ´ıme snadno prˇ´ıkladem. Obdrzˇ´ıme-li neko´dove´
slovo c = (x, 1, 1, 0, x), uzˇ nejsme schopni rozhodnout, zda poslane´ slovo bylo c1 = (x, x+
1, 1, 1, x) cˇi c2 = (1, 1, 1, 0, x+ 1), poneˇvadzˇ d(c, c1) = d(c, c2) = 2.
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Veˇta 3.5. Kazˇdy´ linea´rn´ı ko´d de´lky n (n ∈ N) a dimenze k (k ∈ N, 1 ≤ k ≤ n) ma´
k informacˇn´ıch a n− k kontroln´ıch znak˚u.
Du˚kaz. Meˇjmem-a´rn´ı linea´rn´ı ko´d C de´lky n a dimenze k, dle prˇedpoklad˚u prˇedchoz´ı
veˇty. Pak plat´ı, zˇe existuje ba´ze linea´rn´ıho ko´du C (tj. linea´rn´ıho podprostoru C) b1,b2, . . . ,
bk a kazˇde´ slovo a ∈ C lze jednoznacˇneˇ zapsat jako linea´rn´ı kombinaci prvk˚u te´to ba´ze,
tud´ızˇ
a = u1b1 + u2b2 + . . .+ ukbk,
kde ui ∈ Fm,m = pt (kde p je prvocˇ´ıslo a t ∈ N) pro i ∈ N, 1 ≤ i ≤ k. Tedy zobrazen´ı
ϕ : V (k)→ C(n) definovane´ prˇedpisem
ϕ(u1u2 . . . uk) = u1b1 + u2b2 + . . .+ ukbk
je proste´ zobrazen´ı mnozˇiny vsˇech slov de´lky k na mnozˇinu vsˇech ko´dovy´ch slov. Tedy
ϕ je ko´dova´n´ı informacˇn´ıch znak˚u a podle definice 2.8. kazˇde´ slovo a ∈ C obsahuje pra´veˇ
k informacˇn´ıch a n− k kontroln´ıch znak˚u.
Veˇta je t´ım doka´za´na. 
3.2. Generuj´ıc´ı a kontroln´ı matice linea´rn´ıho ko´du
Definice 3.6. Bud’ C m-a´rn´ı linea´rn´ı ko´d de´lky n, dimenze k a b1,b2, . . . ,bk jeho
ba´ze. Generuj´ıc´ı matice G ko´du C je matice nad teˇlesem Fm, kde m = pt (p je prvocˇ´ıslo
a t ∈ N), typu k × n, ktera´ vznikne usporˇa´da´n´ım prvk˚u jeho ba´ze do rˇa´dk˚u, tedy
G =

b1
b2
...
bk

Generuj´ıc´ı matice splnˇuje na´sleduj´ıc´ı vlastnosti:
(i) Kazˇdy´ jej´ı rˇa´dek je ko´dovy´m slovem.
(ii) Kazˇde´ ko´dove´ slovo je linea´rn´ı kombinac´ı rˇa´dk˚u te´to matice.
(iii) Rˇa´dky jsou linea´rneˇ neza´visle´, takzˇe hodnost generuj´ıc´ı matice r(G) = k.
Pozna´mka. Veˇtu 3.5. bychom nyn´ı mohli doka´zat pomoc´ı generuj´ıc´ı matice. Pokud
ma´ m-a´rn´ı linea´rn´ı ko´d C = C(n) dimenzi rovnu k, pak existuje ba´ze {bi}ki=1 a kazˇde´
slovo a ∈ C pak lze jednoznacˇneˇ psa´t jako
a = u1b1 + u2b2 + . . .+ ukbk,
kde u = u1u2 . . . uk je m-a´rn´ı slovo de´lky k nad Fm, m = pt (kde p je prvocˇ´ıslo a t ∈ N).
Pokud slovo u v maticovy´ch operac´ıch ztotozˇn´ıme s matic´ı typu 1×k, tj. u ≡ [u1u2 . . . uk],
pak mu˚zˇeme rovnost psa´t jednodusˇe jako
a = u1b1 + u2b2 + . . .+ ukbk = uG.
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Ko´dova´n´ı informacˇn´ıch znak˚u ϕ je pak definovane´ prˇedpisem
ϕ(u) = uG.
V dalˇs´ım vzˇdy budeme maticovy´m za´pisem slova u ∈ V (k) rozumeˇt matici [u1u2 . . . uk]
typu 1× k nad teˇlesem Fm.
Prˇ´ıklad 3.2. Meˇjme terna´rn´ı linea´rn´ı ko´d C de´lky n = 6 takovy´, zˇe sˇesty´ znak je
kontroln´ı a jeho hodnotu vyjadrˇuje na´sleduj´ıc´ı rovnice:
a6 = a1 + a2 + a3 + a4 + a5.
Po u´praveˇ, v teˇlese F3 tedy mod 3, dosta´va´me rovnici:
a1 + a2 + a3 + a4 + a5 + 2a6 = 0.
Necha´me-li informacˇn´ı znaky tohoto ko´du a1, a2, a3, a4, a5 prob´ıhat hodnotami 10000,
01000, 00100, 00010 a 00001, ktere´ tvorˇ´ı ba´zi ko´du C, dostaneme tuto generuj´ıc´ı ma-
tici G :
G =

1 0 0 0 0 1
0 1 0 0 0 1
0 0 1 0 0 1
0 0 0 1 0 1
0 0 0 0 1 1
 .
Veˇta 3.6. Necht’ C je m-a´rn´ı linea´rn´ı ko´d s generuj´ıc´ı matic´ı G. Ko´d C je systema-
ticky´, jestlizˇe G lze zapsat ve tvaru:
G = [Ek|B],
kde Ek je jednotkova´ matice rˇa´du k a B je neˇjaka´ matice typu k × (n− k).
Du˚kaz. Meˇjme m-a´rn´ı linea´rn´ı ko´d C s generuj´ıc´ı matic´ı G. Uka´zali jsme, zˇe kazˇde´
slovo a˜ ∈ C(n) lze jednoznacˇneˇ psa´t jako
a˜ = aG,
kde a ∈ V (k), a = a1a2 . . . ak.
Necht’ je matice G prˇeveditelna´ na tvar s jednotkovou matic´ı, tj. G = [Ek|B]. Potom
plat´ı na´sleduj´ıc´ı rovnost:
a˜ = aG = a[Ek|B] = [a1a2 . . . ak]

1 0 . . . 0 b1,1 . . . b1,n−k
0 1 . . . 0 b2,1 . . . b2,n−k
...
...
. . .
...
...
. . .
...
0 0 . . . 1 bk,1 . . . bk,n−k
 = [a|aB]
Provedeme-li na´soben´ı aB, z´ıska´me matici typu 1 × (n − k), jej´ızˇ prvky oznacˇme aB =
[ab1a
b
2 . . . a
b
n−k] Tedy kazˇde´ ko´dove´ slovo a˜ de´lky n mu˚zˇeme zapsat jako
a˜ = [a1a2 . . . aka
b
1a
b
2 . . . a
b
n−k].
Pak pro kazˇde´ slovo a ∈ V (k) existuje pra´veˇ jedno slovo a˜ ∈ C(n) takove´, zˇe prvn´ıch
k znak˚u se v obou slovech shoduje. Tud´ızˇ podle definice 2.9. je ko´d C systematicky´m
ko´dem a veˇta je t´ım doka´za´na. 
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Definice 3.7. Necht’ C a C ′ jsou m-a´rn´ı linea´rn´ı ko´dy stejne´ de´lky n. Rˇekneme, zˇe
ko´dy C a C ′ jsou ekvivalentn´ı, jestlizˇe existuje permutace (α1, α2, . . . , αn) cˇ´ısel 1, 2, . . . , n
takova´, zˇe pro kazˇde´ slovo a ∈ V (n), a = a1a2 . . . an plat´ı
a1a2 . . . an ∈ C ⇔ aα1aα2 . . . aαn ∈ C ′.
Veˇta 3.7. Kazˇdy´ linea´rn´ı ko´d je ekvivalentn´ı se systematicky´m linea´rn´ım ko´dem.
Du˚kaz. Necht’ C je linea´rn´ı ko´d de´lky n, dimenze k a G je jeho generuj´ıc´ı matice.
Protozˇe rˇa´dky matice G jsou tvorˇeny prvky ba´ze ko´du C, ktere´ jsou linea´rneˇ neza´visle´,
zrˇejmeˇ plat´ı, zˇe hodnost generuj´ıc´ı matice r(G) = k. Odtud plyne, zˇe matice G ma´
k linea´rneˇ neza´visly´ch sloupc˚u. (Toto je doka´za´no naprˇ. v [4, veˇta 9.7.].)
Jestlizˇe jizˇ prvn´ıch k sloupc˚u je linea´rneˇ neza´visly´ch, mu˚zˇeme matici G elementa´rn´ımi
u´pravami prˇeve´st na tvar s jednotkovou matic´ı.
G = [Ek|B].
Opeˇt plat´ı, zˇe tato matice je generuj´ıc´ı matic´ı ko´du C - kazˇdy´ jej´ı rˇa´dek jsme z´ıskali
linea´rn´ı kombinac´ı rˇa´dk˚u p˚uvodn´ı matice G a hodnost nove´ matice je roven k. A tedy
podle veˇty 3.6. je C systematicky´ linea´rn´ı ko´d.
Jestlizˇe je vsˇak prvn´ıch k sloupc˚u linea´rneˇ za´visly´ch, provedeme takovou permutaci
(α1, α2, . . . , αn) sloupc˚u matice G tak, aby prvn´ıch k sloupc˚u bylo linea´rneˇ neza´visly´ch.
T´ımto dostaneme matici G′, kterou elementa´rn´ımi u´pravami prˇevedeme na tvar s jednot-
kovou matic´ı:
G′ = [Ek|B].
Linea´rn´ı ko´d C ′ s generuj´ıc´ı matic´ı G′, ktery´ vznikl z ko´du C permutac´ı
(α1, α2, . . . , αn) porˇad´ı znak˚u ko´dovy´ch slov, je systematicky´m linea´rn´ım ko´dem.
Veˇta je t´ım doka´za´na. 
Prˇ´ıklad 3.3. Uvazˇujme 5-znakovy´ linea´rn´ı ko´d C s generuj´ıc´ı matic´ı G, ktera´ je
da´na. Rozhodneˇte, zda je ko´d C ko´dem systematicky´m.
G =

3 3 0 1 3 0 3
3 1 1 4 2 0 2
0 0 0 2 1 1 1
0 4 0 1 3 3 3
 .
Matici G se snazˇ´ıme elementa´rn´ımi u´pravami (pomoc´ı operac´ı v teˇlese F5) prˇeve´st na
matici ve tvaru G = [E4|B], kde B je neˇjaka´ matice typu 4×3. Nejprve k druhe´mu rˇa´dku
prˇicˇteme cˇtyrˇna´sobek prvn´ıho rˇa´dku a ke cˇtvrte´mu rˇa´dku prˇicˇteme dvojna´sobek rˇa´dku
trˇet´ıho. Pote´ ke cˇtvrty´ rˇa´dek na´sob´ıme cˇtyrˇmi.
G =

3 3 0 1 3 0 3
3 1 1 4 2 0 2
0 0 0 2 1 1 1
0 4 0 1 3 3 3
 ∼

3 3 0 1 3 0 3
0 3 1 3 4 0 4
0 0 0 2 1 1 1
0 4 0 0 0 0 0
 ∼

3 3 0 1 3 0 3
0 3 1 3 4 0 4
0 0 0 2 1 1 1
0 1 0 0 0 0 0

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Nakonec dvojna´sobek cˇtvrte´ho rˇa´dku prˇicˇteme k prvn´ımu a druhe´mu rˇa´dku a prvn´ı rˇa´dek
na´sob´ıme dveˇma.
G ∼

3 3 0 1 3 0 3
0 3 1 3 4 0 4
0 0 0 2 1 1 1
0 1 0 0 0 0 0
 ∼

1 0 0 2 1 0 1
0 0 1 3 4 0 4
0 0 0 2 1 1 1
0 1 0 0 0 0 0
 .
Protozˇe prvn´ı sloupce netvorˇ´ı jednotkovou matici, vid´ıme, zˇe ko´d C nen´ı systematicky´.
Vhodnou permutac´ı sloupc˚u ale mu˚zˇeme matici G prˇeve´st na matici G′, ktera´ je gene-
ruj´ıc´ı matic´ı neˇjake´ho systematicke´ho ko´du C ′. Takovou permutac´ı je (α1, α2, . . . , α7) =
(1, 3, 6, 2, 5, 4, 7). Matice systematicke´ho ko´du je pak
G′ =

1 0 0 0 1 2 1
0 1 0 0 4 3 4
0 0 1 0 1 2 1
0 0 0 1 0 0 0
 ,
z cˇehozˇ plyne, zˇe vy´sledny´ systematicky´ linea´rn´ı ko´d C ′ je mnozˇina vsˇech slov, ktera´ jsou
tvaru
C ′ = {a = a1a2a3a4ab1ab2ab1 : ab1 = a1 + 4a2 + a3, ab2 = 2a1 + 3a2 + 2a3, ai ∈ F5, 1 ≤ i ≤ 4}.
Definice 3.8. Bud’ C m-a´rn´ı linea´rn´ı ko´d de´lky n a dimenze k. Matici H typu
(n − k) × n nad teˇlesem Fm (m = pt, kde p je prvocˇ´ıslo a t ∈ N) nazy´va´me kontroln´ı
matic´ı linea´rn´ıho ko´du C, jestlizˇe pro kazˇde´ slovo a ∈ V (n) plat´ı
a ∈ C ⇔ HaT = oT .
Linea´rn´ı ko´d C = {a ∈ V (n) : HaT = oT} je tak totozˇny´ s prostorem rˇesˇen´ı syste´mu
homogenn´ıch linea´rn´ıch rovnic HaT = oT (nad teˇlesem Fm).
Veˇta 3.8. Necht’ C je m-a´rn´ı linea´rn´ı ko´d de´lky n s generuj´ıc´ı matic´ı G = [Ek|B],
kde Ek je jednotkova´ matice rˇa´du k a B je neˇjaka´ matice typu k× (n− k). Pak kontroln´ı
matice ko´du C je ve tvaru
H = [−BT |En−k],
kde BT je transponovana´ matice B a En−k je jednotkova´ matice rˇa´du n− k.
Du˚kaz. Necht’ C je m-a´rn´ı linea´rn´ı ko´d de´lky n, dimenze k a G = [Ek|B] jeho
generuj´ıc´ı matice, kde Ek je jednotkova´ matice rˇa´du k a B neˇjaka´ matice typu k×(n−k).
Oveˇrˇ´ıme, zˇe C je linea´rn´ı prostor, shodny´ s prostorem C0 vsˇech rˇesˇen´ı syste´mu linea´rn´ıch
rovnic HaT = oT , kde a = a1a2 . . . an ∈ C(n) a H = [−BT |En−k].
Z platnosti
HGT = [−BT |En−k]
[
Ek
BT
]
= −BTEk + En−kBT = −BT +BT = On−k,k,
kde On−k,k znacˇ´ı nulovou matici typu (n−k)×k, plyne, zˇe pro kazˇdy´ rˇa´dek bi (1 ≤ i ≤ k)
matice G plat´ı rovnost
HbTi = o
T .
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Tedy prostor C0 obsahuje celou ba´zi prostoru C, takzˇe C je podprostorem prostoru C0.
Protozˇe prostory C a C0 nad konecˇny´m teˇlesem Fm jsou konecˇne´ dimenze, jsou shodne´,
jestlizˇe plat´ı dimC = dimC0. (Du˚kaz tohoto tvrzen´ı nalezne cˇtena´rˇ naprˇ. v [4, veˇta 6.7.].)
Protozˇe matice En−k je matice rˇa´du (n − k), je hodnost r(H) matice H rovna n − k.
Ze znalost´ı linea´rn´ı algebry pak mu˚zˇeme psa´t rovnost:
dimC0 = n− r(H) = n− (n− k) = k.
(Du˚kaz je uveden naprˇ. v [4, veˇta 10.6.].)
Tedy linea´rn´ı prostor C je shodny´ s prostorem C0 a tud´ızˇ matice H = [−BT |En−k] je
kontroln´ı matic´ı linea´rn´ıho ko´du C.
Veˇta je t´ım doka´za´na 
Prˇ´ıklad 3.4. Meˇjme 7-znakovy´ linea´rn´ı ko´d (tj. ko´d nad teˇlesem F7) s generuj´ıc´ı
matic´ı G. Urcˇete kontroln´ı matici H dane´ho ko´du.
G =
 4 6 0 5 6 20 1 0 3 5 4
3 2 1 6 3 1
 .
Elementa´rn´ımi u´pravami prˇevedeme matici G na tvar s jednotkovou matic´ı. Prvn´ı
rˇa´dek na´sob´ıme dveˇma a jeho cˇtyrˇna´sobek prˇicˇteme ke trˇet´ımu rˇa´dku. Da´le dvojna´sobek
druhe´ho rˇa´dku prˇicˇteme k rˇa´dku prvn´ımu.
G =
 4 6 0 5 6 20 1 0 3 5 4
3 2 1 6 3 1
 ∼
 1 5 0 3 5 40 1 0 3 5 4
0 1 1 4 2 3
 ∼
 1 0 0 2 1 50 1 0 3 5 4
0 1 1 4 2 3
 .
Nakonec ke trˇet´ımu rˇa´dku prˇicˇteme sˇestina´sobek druhe´ho.
G ∼
 1 0 0 2 1 50 1 0 3 5 4
0 1 1 4 2 3
 ∼
 1 0 0 2 1 50 1 0 3 5 4
0 0 1 1 4 6
 .
Vid´ıme, zˇe dany´ ko´d je systematicky´ s generuj´ıc´ı matic´ı tvaru [E3|B], kde
E3 =
 1 0 00 1 0
0 0 1
 , B =
 2 1 53 5 4
1 4 6
 .
A tedy kontroln´ı matice dane´ho ko´du je matice
H =
 −2 −3 −1 1 0 0−1 −5 −4 0 1 0
−5 −4 −6 0 0 1
 =
 5 4 6 1 0 06 2 3 0 1 0
2 3 1 0 0 1
 .
Pozna´mka. Na prostoru V (n) definujeme pro slova a = a1a2 . . . an,b = b1b2 . . . bn ∈
V (n) skala´rn´ı soucˇin jako
〈a,b〉 =
n∑
i=1
aibi.
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Acˇkoli v literaturˇe by´va´ soucˇin 〈a,b〉 beˇzˇneˇ oznacˇova´n jako skala´rn´ı, k uprˇesneˇn´ı
je potrˇeba doplnit, zˇe se takto dopousˇt´ıme jiste´ neprˇesnosti, nebot’ standardn´ı definice
(naprˇ. viz. [4, definice 11.1.]) vyzˇaduje, aby skala´rn´ı soucˇin splnˇoval 〈a, a〉 6= 0 pro a 6= o.
(Poneˇvadzˇ v konecˇny´ch teˇlesech neexistuje usporˇa´da´n´ı, neplat´ı 〈a, a〉 > 0.) V nasˇem
prˇ´ıpadeˇ tomu tak nemus´ı by´t. Uvazˇujme pro prˇ´ıklad prostor V (n) nad teˇlesem F2 = {0, 1}.
Zde dokonce plat´ı, zˇe skala´rn´ı soucˇin 〈a, a〉 je nulovy´ pro kazˇde´ slovo a se sudy´m pocˇtem
jednicˇek.
Definice 3.9. Necht’ C ⊆ V (n) je m-a´rn´ı linea´rn´ı ko´d de´lky n. Dua´ln´ı ko´d C⊥ ⊆
V (n) linea´rn´ıho ko´du C je mnozˇina vsˇech slov x ∈ V (n), ktera´ maj´ı s kazˇdy´m slovem
a ∈ C skala´rn´ı soucˇin roven nule, tud´ızˇ
C⊥ = {x ∈ V (n) : 〈x, a〉 = 0 ∀a ∈ C}.
Lemma 3.9. Necht’ C je linea´rn´ı ko´d dimenze k a {bj}kj=1 jeho ba´ze, kde bj =
bj1bj2 . . . bjn (1 ≤ j ≤ n). Dua´ln´ı ko´d C⊥ ko´du C je mnozˇina
C⊥ = {x = x1x2 . . . xn :
n∑
i=1
xibji = 0 ∀1 ≤ j ≤ k}.
Du˚kaz. Meˇjme slovo a = a1a2 . . . an ∈ C. Pak a je linea´rn´ı kombinac´ı prvk˚u ba´ze
{bj}kj=1, tj. pro neˇjake´ u1, u2, . . . , uk ∈ Fm (m = pt, kde p je prvocˇ´ıslo a t ∈ N) plat´ı
a = u1b1 + u2b2 + . . .+ ukbk.
Necht’ x ∈ V (n) je slovo patrˇ´ıc´ı do ko´du C⊥. U´pravou podmı´nky 〈x, a〉 = 0 dosta´va´me
〈x, a〉 = 〈x,
k∑
j=1
ujbj〉 =
k∑
j=1
uj〈x,bj〉 = 0.
Protozˇe tato rovnost mus´ı platit pro kazˇde´ a ∈ C, plyne odtud
〈x,bj〉 =
n∑
i=1
xibji = 0 ∀1 ≤ j ≤ k,
a tedy ko´d C⊥ = {x = x1x2 . . . xn :
∑n
i=1 xibji = 0 ∀1 ≤ j ≤ k}. 
Lemma 3.10. Necht’ C je linea´rn´ı ko´d a C⊥ jeho dua´ln´ı ko´d. Pak plat´ı
dimC⊥ = n− dimC.
Du˚kaz. Necht’ C je linea´rn´ı ko´d dimenze k a C⊥ jeho dua´ln´ı ko´d. Z lemmatu 3.9.
vyply´va´, zˇe dua´ln´ı ko´d C⊥ tvorˇ´ı prostor rˇesˇen´ı homogenn´ıho syste´mu linea´rn´ıch rovnic∑n
i=1 xibji = 0, kde 1 ≤ j ≤ k. Oznacˇme M = (bji)1≤j≤k,1≤i≤n matici soustavy, ktera´ ma´
hodnost r(M) = k. Z linea´rn´ı algebry pak v´ıme, zˇe plat´ı
dimC⊥ = n− r(M) = n− k = n− dimC.

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Veˇta 3.11. Bud’ C linea´rn´ı ko´d a C⊥ jeho dua´ln´ım ko´dem. Pak plat´ı
C = (C⊥)⊥.
Du˚kaz. Necht’ C je linea´rn´ı ko´d a C⊥ jeho dua´ln´ım ko´dem. Ko´d (C⊥)⊥ je mnozˇina
vsˇech slov c ∈ V (n), pro ktera´ plat´ı 〈c,b〉 = 0, kde b ∈ C⊥. Zrˇejmeˇ tedy plat´ı C ⊆ (C⊥)⊥.
Rovnost teˇchto ko´d˚u da´le doka´zˇeme pomoc´ı rovnosti jejich dimenz´ı.
Protozˇe z lemmatu 3.10. plyne pro ko´d D a jeho dua´ln´ı ko´d D⊥ vlastnost dimD⊥ =
n− dimD, po dosazen´ı D = C⊥ dosta´va´me
dim(C⊥)⊥ = n− dimC⊥ = n− (n− dimC) = dimC,
cozˇ implikuje C = (C⊥)⊥.
Veˇta je t´ım doka´za´na. 
Veˇta 3.12. Bud’ C⊥ dua´ln´ı ko´d linea´rn´ıho ko´du C de´lky n a dimenze k (k ∈ N,
1 ≤ k ≤ n). Pak generuj´ıc´ı matice ko´du C je kontroln´ı matic´ı ko´du C⊥ a kontroln´ı matice
ko´du C je generuj´ıc´ı matic´ı ko´du C⊥.
Du˚kaz. Necht’ C je m-a´rn´ı linea´rn´ı ko´d de´lky n a dimenze k a necht’ C⊥ je jeho
dua´ln´ı ko´d.
Dua´ln´ı ko´d C⊥ je mnozˇina vsˇech slov x = x1x2 . . . xn, ktera´ jsou rˇesˇen´ım soustavy
linea´rn´ıch rovnic
∑n
i=1 xiai = 0, kde a = a1a2 . . . an ∈ C. Jak v´ıme, je mnozˇina vsˇech
rˇesˇen´ı homogenn´ı soustavy linea´rn´ıch rovnic linea´rn´ım prostorem, jehozˇ dimenze je rovna
n−k, kde k je hodnost matice soustavy. V nasˇem prˇ´ıpadeˇ je hodnost matice rovna dimenzi
ko´du C a tud´ızˇ dimC⊥ = n− k.
Bud’ G generuj´ıc´ı matice ko´du C. Protozˇe rˇa´dky matice G jsou ko´dova´ slova ko´du C,
pro kazˇde´ slovo x ∈ C⊥ plat´ı GxT = oT . Tedy prostor C⊥ je podprostorem prostoru C⊥0
vsˇech slov w splnˇuj´ıc´ıch GwT = oT . Protozˇe dimenze prostoru C⊥0 = n − r(G) = n − k,
plat´ı rovnost C⊥ = C⊥0 .
Doka´zali jsme tedy, zˇe generuj´ıc´ı matice ko´du C je kontroln´ı matic´ı jeho dua´ln´ıho ko´du
C⊥. Poneˇvadzˇ dua´ln´ım ko´dem ko´du C⊥ je ko´d C, mu˚zˇeme v prˇedcha´zej´ıc´ıch u´vaha´ch
pouhou za´meˇnou C⊥ a C doka´zat i druhe´ tvrzen´ı, a sice, zˇe kontroln´ı matice ko´du C je
generuj´ıc´ı matic´ı ko´du C⊥.
Veˇta je t´ımto tedy doka´za´na. 
Pozna´mka. Dua´ln´ı ko´d C⊥ je vlastneˇ ortogona´ln´ım doplnˇkem linea´rn´ıho ko´du C,
jakozˇto linea´rn´ıho prostoru. Dı´ky nestandardn´ı definici na´mi zavedene´ho skala´rn´ıho soucˇinu
ale docha´z´ı k vy´znamne´mu rozd´ılu mezi pojmy ortogona´ln´ı doplneˇk a dua´ln´ı ko´d. Plat´ı
totizˇ, zˇe pr˚unik C∩C⊥ obecneˇ nemus´ı by´t pra´zdny´, jak by tomu bylo prˇi standardn´ım za-
veden´ı skala´rn´ıho soucˇinu. Dokonce existuj´ı tzv. samodua´ln´ı ko´dy, ktere´ splnˇuj´ı C = C⊥.
Pak matice generuj´ıc´ı je za´rovenˇ matic´ı kontroln´ı.
3.3. Detekce a oprava chyb linea´rn´ıho ko´du
Jak uzˇ bylo naznacˇeno v druhe´m odstavci veˇnovane´m detekci a opraveˇ chyb obecne´ho
ko´du, prˇi prˇenosu slov cˇasto docha´z´ı k jejich porucha´m, ktere´ jsou zp˚usobeny p˚usoben´ım
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vneˇjˇs´ıch vliv˚u. Ovsˇem d´ıky vlastnostem linea´rn´ıch ko´d˚u mu˚zˇeme pouzˇ´ıt zvla´sˇteˇ v prˇ´ıpadeˇ
rozsa´hly´ch ko´d˚u znacˇneˇ zjednodusˇene´ metody, jak zjistit cˇi opravit tyto chyby.
Definice 3.10. Bud’ C m-a´rn´ı linea´rn´ı ko´d de´lky n, a ∈ C neˇjake´ ko´dove´ slovo
a g ∈ V (n) neˇjake´ m-a´rn´ı slovo. Chybovy´m slovem nazveme takove´ m-a´rn´ı slovo e =
e1e2 . . . en ∈ V (n), ktere´ splnˇuje
e = g− a.
Definice 3.11. Bud’ C ⊆ V (n) linea´rn´ı ko´d de´lky n a e ∈ V (n) chybove´ slovo.
Rˇekneme, zˇe ko´d C objevuje (detekuje) chybove´ slovo e, jestlizˇe pro kazˇde´ a ∈ C plat´ı
e + a 6∈ C.
Slovo oznacˇovane´ v prˇedchoz´ıch definic´ıch a = a1a2 . . . an mu˚zˇeme cha´pat jako nasˇe
odeslane´ slovo a g = g1g2 . . . gn jako slovo prˇijate´. Uvazˇujeme-li neˇjaky´ linea´rn´ı ko´d C, pak
vsˇechna odeslana´ slova a mus´ı patrˇit do tohoto ko´du, tj. a ∈ C. Obecneˇ ale prˇijata´ slova g
do tohoto ko´du patrˇit nemus´ı, cozˇ je zp˚usobeno pra´veˇ poruchami vznikly´mi prˇi prˇenosu.
Proto u linea´rn´ıch ko´d˚u zava´d´ıme pojem jizˇ zmı´neˇne´ho chybove´ho slova. Toto chybove´
slovo budeme vzˇdy oznacˇovat e a vyjadrˇujeme j´ım rozd´ıl mezi prˇijaty´m a odeslany´m
slovem:
e = g− a.
Ale i naopak: prˇijaty´m slovem g mu˚zˇeme rozumeˇt slozˇen´ı p˚uvodn´ıho vyslane´ho slova
a a chybove´ho slova e, tj. g = a + e. Pro konkre´tn´ı linea´rn´ı ko´d C pak pozna´me, zˇe dosˇlo
k chybeˇ, jestlizˇe bude platit e 6∈ C. Pokud by platit opak, tud´ızˇ e ∈ C, pak z definice
linea´rn´ıho ko´du by prˇijate´ slovo bylo take´ ko´dove´ (ale obecneˇ r˚uzne´ od odeslane´ho).
Tvrzen´ı 3.13. Ko´d C detekuje t chyb (t ∈ Z, t ≥ 0), jestlizˇe objev´ı kazˇde´ chybove´
slovo e takove´, zˇe w(e) ≤ t.
Du˚kaz. Necht’ C je linea´rn´ı ko´d de´lky n, a ∈ C,g ∈ V (n) a e = g− a (e ∈ V (n)) je
chybove´ slovo.
(i) Prˇedpokla´dejme, zˇe ko´d C detekuje t chyb.
Pak
t ≥ d(g, a) = d(g− a,o) = w(g− a) = w(e).
wmin = δ > t ≥ w(e).
Protozˇe wmin > w(e), plyne odsud, zˇe e = o, nebo e 6∈ C. Tedy ko´d C objev´ı kazˇde´
chybove´ slovo e va´hy w(e) ≤ t.
(ii) Prˇedpokla´dejme, zˇe ko´d C objev´ı kazˇde´ chybove´ slovo e takove´, zˇe w(e) ≤ t.
Pak
w(e) ≤ t < wmin = δ
a pro kazˇde´ a ∈ C a kazˇde´ g ∈ V (n) plat´ı
w(e) = w(g− a) = d(g− a,o) = d(g, a) ≤ t.
Tud´ızˇ ko´d C detekuje t chyb.
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
Definice 3.12. Bud’ C m-a´rn´ı linea´rn´ı ko´d de´lky n, dimenze k a H jeho kontroln´ı
matice typu (n− k)×n. Bud’ a = a1a2 . . . an m-a´rn´ı slovo de´lky n. Slovo s = s1s2 . . . sn−k
nazy´va´me syndromem slova a, jestlizˇe plat´ı
HaT = sT .
Prˇijmeme-li slovo, jehozˇ syndrom je r˚uzny´ od nulove´ho slova, zrˇejmeˇ dosˇlo k chybeˇ.
(Tento fakt vycha´z´ı ze samotne´ definice kontroln´ı matice.) V prˇ´ıpadeˇ nulove´ho syndromu
pak prˇedpokla´da´me, zˇe k chybeˇ nedosˇlo.
O d˚ulezˇite´ vlastnosti syndromu, vztahem mezi syndromem prˇijate´ho a chybove´ho
slova, pojedna´va´ na´sleduj´ıc´ı veˇta.
Tvrzen´ı 3.14. Necht’ C je linea´rn´ı ko´d de´lky n a H jeho kontroln´ı matice. Bud’te
a ∈ C,g ∈ V (n) a e = g− a ∈ V (n) chybove´ slovo. Pak plat´ı
HgT = HeT .
Du˚kaz. Veˇtu jednodusˇe doka´zˇeme prˇ´ımy´m vy´pocˇtem. Protozˇe slovo a je ko´dovy´m
slovem, mu˚zˇeme psa´t
HgT = H(aT + eT ) = oT +HeT = HeT .

Definice 3.13. Bud’ C linea´rn´ı ko´d de´lky n a a ∈ V (n). Trˇ´ıdou slova a podle ko´du
C rozumı´me mnozˇinu
a + C = {a + x : x ∈ C}.
Pozna´mka. Pro kazˇde´ ko´dove´ slovo a plat´ı a + C = C, takzˇe vsˇechna ko´dova´ slova
maj´ı stejnou trˇ´ıdu.
Veˇta 3.15. Necht’ C je m-a´rn´ı linea´rn´ı ko´d de´lky n a dimenze k. Pro libovolna´ slova
a,b ∈ V (n) plat´ı:
(i) Jestlizˇe a− b je ko´dove´ slovo, pak trˇ´ıdy slov a a b jsou stejne´, tj. a + C = b + C.
(ii) Jestlizˇe a− b nen´ı ko´dove´ slovo, pak trˇ´ıdy slov a a b jsou r˚uzne´.
(iii) Pocˇet slov kazˇde´ trˇ´ıdy a + C je roven pocˇtu ko´dovy´ch slov, tj |C| = mk, a pocˇet
vsˇech trˇ´ıd podle ko´du C je mn−k.
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Du˚kaz. Necht’ C je m-a´rn´ı linea´rn´ı ko´d de´lky n a dimenze k a necht’ a,b ∈ V (n).
(i) Prˇedpokla´dejme, zˇe x = a − b je ko´dove´ slovo a neˇjake´ slovo w = a + v patrˇ´ı do
trˇ´ıdy a + C. Pak tedy slovo v je ko´dovy´m slovem. Protozˇe pak take´ slovo x + v je
ko´dovy´m, z rovnosti
w = a + v = b + x + v
plyne, zˇe slovo w patrˇ´ı take´ do trˇ´ıdy b+C. Podobneˇ doka´zˇeme, zˇe kazˇde´ slovo trˇ´ıdy
b + C lezˇ´ı ve trˇ´ıdeˇ a + C.
Je-li tedy a− b ∈ C, pak plat´ı
w ∈ a + C ⇔ w ∈ b + C.
(ii) Necht’ a− b nen´ı ko´dove´ slovo a x je spolecˇne´ slovo trˇ´ıd a + C a b + C. Pak
x = a + v = b + v′,
kde v,v′ ∈ C. Potom ale take´ slovo a−b = v− v′ mus´ı by´t ko´dovy´m, a to je spor.
Tud´ızˇ pokud a− b 6∈ C, pak trˇ´ıdy a + C a b + C jsou disjunktn´ı.
(iii) Ko´d C je mnozˇina vsˇech ko´dovy´ch slov, tedy C = {c1, c2, . . . , cmk} a kazˇda´ trˇ´ıda
podle ko´du C je mnozˇina a + C = {a + c1, a + c2, . . . , a + cmk}. Vsˇechna slova
mnozˇiny a +C jsou navza´jem r˚uzna´, protozˇe z rovnosti a + ci = a + cj po odecˇten´ı
slova a dosta´va´me ci = cj, a tedy i = j. Tud´ızˇ kazˇda´ trˇ´ıda ma´ pra´veˇ m
k prvk˚u.
Protozˇe dle (i) a (ii) plat´ı, zˇe dveˇ trˇ´ıdy jsou bud’ stejne´, nebo disjunktn´ı, vyply´va´
na´m z tohoto, zˇe pocˇet vsˇech trˇ´ıd podle ko´du C je roven cˇ´ıslu
|V (n)|
|C| =
mn
mk
= mn−k.
Veˇta je t´ım doka´za´na. 
Definice 3.14. Necht’ C ⊆ V (n) je m-a´rn´ı ko´d. Deko´dova´n´ı je zobrazen´ı
ψ : V (n)→ C, ktere´ pro kazˇde´ a ∈ C splnˇuje
ψ(a) = a.
Tvrzen´ı 3.16. Necht’ C je linea´rn´ı ko´d s kontroln´ı matic´ı H a a,b ∈ V (n) m-a´rn´ı
slova. Pak plat´ı, zˇe slova ve stejne´ trˇ´ıdeˇ maj´ı stejne´ syndromy, tud´ızˇ
a + C = b + C ⇔ HaT = HbT .
Du˚kaz. Bud’ C linea´rn´ı ko´d a H jeho kontroln´ı matice a necht’ a,b ∈ V (n). Prˇed-
pokla´dejme nejprve, zˇe trˇ´ıdy slov a a b jsou stejne´, tedy a + C = b + C. Potom dle veˇty
6.7. plat´ı, zˇe a− b je ko´dove´ slovo. Odsud pak mu˚zˇeme psa´t
H(a− b)T = oT ⇒ HaT −HbT = oT ⇒ HaT = HbT .
Naopak, pokud plat´ı HaT = HbT , je zrˇejmeˇ a − b ko´dove´ slovo, a tedy trˇ´ıdy obou slov
jsou stejne´.
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Tvrzen´ı je t´ım doka´za´no. 
Pro specia´ln´ı typy linea´rn´ıch ko´d˚u mohou by´t pouzˇity neˇktere´ vysoce efektivn´ı zp˚usoby,
jak detekovat a opravovat chybna´ slova. V na´sleduj´ıc´ı odstavci si ovsˇem pop´ıˇseme algo-
ritmus pro deko´dova´n´ı obecny´ch linea´rn´ıch ko´d˚u. Tento algoritmus je v literaturˇe take´
nazy´va´n jako standardn´ı deko´dova´n´ı a jeho princip je zalozˇen na vlastnostech kontroln´ı
matice a syndromu˚ m-a´rn´ıch slov. Nevy´hodou je potrˇeba udrzˇovat tabulku syndromu˚
vsˇech m-a´rn´ıch slov, ale d´ıky vlastnosti slov, lezˇ´ıc´ıch ve stejne´ trˇ´ıdeˇ, mu˚zˇeme tuto ta-
bulku zu´zˇit na samotny´ pocˇet trˇ´ıd, nebot’ z tvrzen´ı 3.16. pro syndrom s plyne
a + C = b + C ⇔ HaT = HbT = sT .
Standardn´ı deko´dova´n´ı. Jako reprezentanta ei trˇ´ıdy ei+C (i ∈ N, 1 ≤ i ≤ mn−k)
oznacˇ´ıme takove´ chybove´ slovo ei = g− a ∈ V (n), ktere´ ma´ v dane´ trˇ´ıdeˇ nejmensˇ´ı va´hu.
Syndrom trˇ´ıdy ei + C oznacˇme si.
Algoritmus deko´dova´n´ı funguje na´sledovneˇ:
1. Jestlizˇe prˇijmeme neˇjake´ m-a´rn´ı slovo g ∈ V (n), pak mezi vsˇemi najdeme takovy´
syndrom si, pro ktery´ plat´ı
HgT = sTi .
2. Pro dany´ syndrom si vybereme zvolene´ho reprezentanta ei a prˇijate´ slovo g deko´-
dujeme jako
ψ(g) = g− ei = a,
kde a ∈ C je prˇedpokla´dane´ vyslane´ slovo.
Pokud ko´d C opravuje t chyb, pak va´ha chybove´ho slova w(e) ≤ t. Ma´−li tedy repre-
zentant odpov´ıdaj´ıc´ı neˇjake´mu syndromu va´hu veˇtsˇ´ı nezˇ t, pak muselo doj´ıt k v´ıce chyba´m
a prˇijate´ slovo nedoka´zˇeme spra´vneˇ opravit. Nanejvy´sˇ jsme schopni urcˇit, zˇe dosˇlo k chybeˇ.
Na druhou stranu vy´beˇr reprezentanta ei ve trˇ´ıdeˇ ei + C, pro ktery´ plat´ı w(ei) ≤ t,
je jednoznacˇny´, protozˇe kazˇde´ jine´ slovo ve stejne´ trˇ´ıdeˇ ma´ veˇtsˇ´ı va´hu. Toto tvrzen´ı lze
snadno doka´zat:
Meˇjme slova ei, e
′
i ∈ ei + C. Protozˇe tyto patrˇ´ı do stejne´ trˇ´ıdy, plat´ı ei − e′i ∈ C. Pak
mu˚zˇeme psa´t
w(ei) + w(e
′
i) ≥ w(ei − e′i) ≥ δ ≥ 2t+ 1,
a tedy za podmı´nky w(ei) = t dosta´va´me w(e
′
i) ≥ t+1. Prˇedesˇle´ tvrzen´ı je tedy doka´za´no.
Prˇ´ıklad 3.5. Meˇjme terna´rn´ı linea´rn´ı ko´d C dimenze k = 2 a de´lky n = 4, jehozˇ
kontroln´ı matice H je da´na. Urcˇete vsˇechny ko´dova´ slova, zjisteˇte kolik chyb ko´d C de-
tekuje a opravuje a byla-li prˇijata slova x = 1221 a y = 0120 zjisteˇte, ktera´ slova byla
p˚uvodneˇ vysla´na.
H =
[
1 2 0 1
0 1 2 1
]
.
Pokud a = a1a2a3a4 je ko´dove´ slovo a provedeme na´soben´ı Ha
T , dostaneme homogenn´ı
soustavu dvou linea´rn´ıch rovnic:
a1 + 2a2 + a4 = 0
a2 + 2a3 + a4 = 0
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Nezna´me´ a1, a2 povazˇujeme za volne´ nezna´me´ a nezna´me´ a3, a4 za pevne´ nezna´me´. Ko´dova´
slova ko´du C jsou pak tvaru
aT =

a1
a2
2a1 + 2a2
2a1 + a2
 .
Tedy ko´d C je mnozˇina
C = {0000, 0121, 0212, 1022, 1110, 1201, 2011, 2102, 2220}.
Snadno zjist´ıme, zˇe δ = wmin = 3 a tud´ızˇ ko´d C detekuje 2 chyby a opravuje 1 chybu.
Namı´sto toho, abychom zjiˇst’ovali vzda´lenosti vsˇech ko´dovy´ch slov od prˇijaty´ch slov
x a y, stacˇ´ı naj´ıt jejich syndromy. Deko´dova´n´ı prˇijaty´ch slov pak provedeme pomoc´ı
urcˇeny´ch reprezentant˚u trˇ´ıd ko´du C. K tomuto u´cˇelu prˇikla´da´me tabulku reprezentant˚u
vsˇech trˇ´ıd s odpov´ıdaj´ıc´ımi syndromy:
reprezentant 0000 0020 1000 0001 0010 2000 0100 0200 0002
syndrom 00 01 10 11 02 20 21 12 22
HxT =
[
1 2 0 1
0 1 2 1
]
1
2
2
1
 = [ 01
]
.
Tedy x deko´dujeme jako ψ(x) = 1221− 0020 = 1201. Podobneˇ pro y ma´me
HyT =
[
1 2 0 1
0 1 2 1
]
0
1
2
0
 = [ 22
]
.
Dosta´va´me tak deko´dovane´ slovo ψ(y) = 0120− 0002 = 0121.
Veˇta 3.17. Necht’ C je linea´rn´ı ko´d de´lky n, H jeho kontroln´ı matice a t cele´
neza´porne´ cˇ´ıslo. Pak ko´d C detekuje t chyb, pra´veˇ kdyzˇ kazˇdy´ch t sloupc˚u matice H
je linea´rneˇ neza´visly´ch.
Du˚kaz. Meˇjme linea´rn´ı ko´d C s kontroln´ı matic´ı H.
(i) Necht’ a = a1a2 . . . an ∈ C je ko´dove´ slovo takove´, zˇe w(a) = wmin = δ.
Tedy ai1 , ai2 , . . . , aiδ , kde {i1, i2, . . . , iδ} ⊆ {1, 2, . . . , n}, jsou nenulove´ slozˇky slova
a, ostatn´ı jsou zrˇejmeˇ nulove´. Oznacˇme h1,h2, . . . ,hn sloupce matice H. Z definice
kontroln´ı matice plyne
HaT =
δ∑
j=1
hijaij = o
T .
Sloupce hi1 ,hi2 , . . . ,hiδ jsou tedy linea´rneˇ za´visle´. Tud´ızˇ pro kazˇde´ slovo a 6= o
takove´, zˇe w(a) = δ, ma´me δ linea´rneˇ za´visly´ch sloupc˚u matice H.
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Kromeˇ toho pro kazˇde´ slovo b ∈ V (n) s va´hou w(b) ≤ δ − 1 plat´ı b 6∈ C, tedy
HbT 6= oT .
To ale znamena´, zˇe azˇ kazˇdy´ch δ − 1 sloupc˚u matice H je linea´rneˇ neza´visly´ch,
z cˇehozˇ plyne, zˇe ko´d C detekuje t = δ − 1 chyb.
(ii) Necht’ ko´d C detekuje t chyb. Pro kazˇdou t-tici sloupc˚u matice H ma´me uka´zat, zˇe
hi1 ,hi2 , . . . ,hit jsou linea´rneˇ neza´visle´.
Meˇjme takove´ slovo a ∈ V (n), zˇe ai1 , ai2 , . . . , ait jsou jedine´ nenulove´ znaky
({i1, i2, . . . , iδ} ⊆ {1, 2, . . . , n}). Pak plat´ı
HaT =
t∑
j=1
hijaij = o
T ,
takzˇe a je ko´dove´ slovo a va´hou w(a) ≤ t. Ale dle definice 2.6. a veˇty 3.4. pro a 6= o
plat´ı w(a) > t, cozˇ je spor. Tedy mus´ı platit a = o a hi1 ,hi2 , . . . ,hit jsou linea´rneˇ
neza´visle´.

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4.1. Hammingovy ko´dy
V na´sleduj´ıc´ım odstavci prˇedstav´ıme vy´znamnou trˇ´ıdu ko´d˚u, tzv. Hammingovy ko´dy. Tyto
ko´dy jsou nejefektivneˇjˇs´ımi linea´rn´ımi ko´dy pro jednoduche´ opravy (tj. opravuj´ı jednu
chybu), protozˇe, jak uka´zˇeme, pro danou de´lku maj´ı nejveˇtsˇ´ı mozˇny´ pocˇet ko´dovy´ch slov.
Hammingovy ko´dy lze zobecnit i pro m-a´rn´ı slova, ale nejcˇasteˇji se pracuje s bina´rn´ımi
Hammingovy´mi ko´dy (tj. ko´dy nad teˇlesem F2), a proto se v dalˇs´ım omez´ıme pra´veˇ
na slova nad abecedou Σ = {0, 1}.
Tvrzen´ı 4.1. Bud’ C bina´rn´ı linea´rn´ı ko´d a necht’ H je jeho kontroln´ı matice. Ko´d
C opravuje jednoduche´ chyby, pra´veˇ kdyzˇ zˇa´dny´ sloupec matice H neobsahuje same´ nuly
a zˇa´dne´ dva sloupce nejsou stejne´.
Du˚kaz. Bud’ C bina´rn´ı linea´rn´ı ko´d s kontroln´ı matic´ı H splnˇuj´ıc´ı prˇedpoklady
prˇedchoz´ı veˇty. Ma´-li ko´d C opravovat jednu chybu, mus´ı platit wmin ≥ 3.
Necht’ existuje ko´dove´ slovo a ∈ C tak, zˇe w(a) = 1. Pak a ma´ pra´veˇ jeden znak
nenulovy´ a tuto pozici oznacˇ´ıme indexem i (1 ≤ i ≤ n). Z podmı´nky HaT = oT dosta´va´me
hi = o
T , kde hi je i-ty´ sloupec matice H. Toto je ovsˇem spor s prˇedpoklady veˇty. Ko´d C
proto neobsahuje zˇa´dne´ slovo va´hy 1.
Necht’ existuje ko´dove´ slovo b ∈ C va´hy w(b) = 2. Potom ma´ b pra´veˇ dva znaky
nenulove´. Prˇedpokla´dejme, zˇe se jedna´ o i-tou a j-tou pozici. Pak HbT = hi + hj, kde
hi,hj jsou sloupce matice H (1 ≤ i 6= j ≤ n). Podmı´nka HbT = oT ovsˇem implikuje
hi = hj, cozˇ je spor s nasˇimi prˇedpoklady. Tedy ko´d C neobsahuje zˇa´dne´ slovo va´hy 2.
Dosta´va´me tak wmin ≥ 3 a tvrzen´ı je tak doka´za´no. 
Obecneˇ lze pak uka´zat, zˇe pro m-a´rn´ı linea´rn´ı ko´d plat´ı, zˇe opravuje jednoduche´ chyby,
pra´veˇ kdyzˇ zˇa´dny´ sloupec jeho kontroln´ı matice nen´ı skala´rn´ım na´sobkem jine´ho jej´ıho
sloupce. Vzhledem ale k nasˇemu omezen´ı na bina´rn´ı ko´dy si dovol´ıme tuto vlastnost
nedokazovat.
Definice 4.1. Bina´rn´ı linea´rn´ı ko´d CH dimenze k (k ∈ N) se nazy´va´ Hamming˚uv
ko´d, jestlizˇe jeho kontroln´ı matice H splnˇuje:
(i) zˇa´dny´ sloupec neobsahuje same´ nuly,
(ii) zˇa´dne´ dva sloupce nejsou stejne´,
(iii) H ma´ maxima´ln´ı mozˇny´ pocˇet sloupc˚u s teˇmito vlastnostmi (tj. vlastnostmi (i)
a (ii)).
Tedy sloupce kontroln´ı matice Hammingova ko´du, typu (n − k) × n, jsou vsˇechna
nenulova´ bina´rn´ı slova de´lky (n− k), kde se zˇa´dne´ neopakuje.
Dle tvrzen´ı 4.1. tedy CH opravuje jednoduche´ chyby a protozˇe kontroln´ı matice H ma´
maxima´ln´ı pocˇet sloupc˚u, tj. prˇi dane´ dimenzi k maxima´ln´ı pocˇet informacˇn´ıch znak˚u, je
i pocˇet ko´dovy´ch slov ko´du CH maxima´ln´ı.
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Veˇta 4.2. Necht’ CH je Hamming˚uv ko´d s kontroln´ı matic´ı H typu r × n. Pak pro
jeho de´lku n, dimenzi k a minima´ln´ı vzda´lenost δ plat´ı:
(i) n = 2r − 1,
(ii) k = 2r − 1− r,
(iii) r ≥ 2 a δ = 3.
Du˚kaz. Bud’ CH Hamming˚uv ko´d a H jeho kontroln´ı matice typu r × n.
(i) Protozˇe matice H nad teˇlesem F2 mu˚zˇe mı´t maxima´lneˇ 2r r˚uzny´ch sloupc˚u, pak
s vyloucˇen´ım sloupce tvorˇene´ho samy´mi nulami dosta´va´me 2r − 1 sloupc˚u. Tud´ızˇ
Hamming˚uv ko´d CH ma´ de´lku n = 2r − 1.
(ii) Ko´d CH je prostor rˇesˇen´ı homogenn´ıho syste´mu linea´rn´ıch rovnic HxT = oT , a proto
plat´ı
dimCH = k = n− r(H).
Protozˇe matice H obsahuje pra´veˇ r sloupc˚u obsahuj´ıc´ıch pra´veˇ jednu jednicˇku, je
jej´ı hodnost r(H) = r. Takzˇe dimCH = k = 2r − 1− r.
Jednodusˇeji, je matice H je definova´na jako matice typu (n−k)×n, kde (n−k) = r.
Odtud dosta´va´me tute´zˇ rovnost.
(iii) Pro d˚ukaz rovnosti δ = 3 stacˇ´ı dle veˇty 3.17. uka´zat, zˇe kazˇde´ dva sloupce matice
H jsou linea´rneˇ neza´visle´ a da´le, zˇe kazˇde´ trˇi sloupce jsou linea´rneˇ za´visle´.
Zrˇejmeˇ ale kazˇde´ dva r˚uzne´ a nenulove´ sloupce nad teˇlesem F2 neza´visle´ jsou, tedy
δ > 2, cozˇ plyne i z tvrzen´ı 4.1. Protozˇe ale matice H obsahuje vsˇechny nenulove´
sloupce, vzˇdy lze nale´zt trˇi sloupce, ktere´ budou linea´rneˇ za´visle´; naprˇ. sloupce
hi,hj,hi+hj. Tud´ızˇ δ 6> 3 a ko´d CH tak nedoka´zˇe detekovat 3 chyby, a proto δ = 3.
Uvedena´ vlastnost kontroln´ı matice H pro minima´ln´ı vzda´lenost ale neplat´ı, je-li
r = 1. Prˇipomenˇme ale, zˇe dle definice 2.2. je ko´d CH mnozˇina s podmı´nkou
|CH| ≥ 2, a tud´ızˇ pro pocˇet sloupc˚u mus´ı platit r ≥ 2.
Veˇta je tak doka´za´na. 
Deko´dova´n´ı Hammingovy´ch ko´d˚u. Deko´dova´n´ı prˇi pouzˇit´ı Hammingovy´ch ko´d˚u
je jesˇteˇ jednodusˇsˇ´ı nezˇ beˇzˇne´ standardn´ı deko´dova´n´ı. Dı´ky specia´ln´ım vlastnostem teˇchto
ko´d˚u nen´ı potrˇeba udrzˇovat tabulku reprezentant˚u vsˇech trˇ´ıd.
Pokud a ∈ CH je vyslane´ slovo, g ∈ V (n) slovo prˇijate´ a e = g− a ∈ V (n) je chybove´
slovo va´hy w(e) = 1, pak plat´ı
HgT = HaT +HeT ,
kde ovsˇem HaT = oT a HeT = hi je i-ty´ sloupec matice H. Slovo e ma´ tedy jednicˇku
pra´veˇ na i-te´ pozici. Cely´ algoritmus deko´dova´n´ı je tak na´sleduj´ıc´ı:
Bud’ a ∈ CH vyslane´ slovo a g ∈ V (n) prˇijate´ slovo.
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1. Pokud bylo prˇijato slovo g, pak zjist´ıme jeho syndrom s :
HgT = sT .
2. Je-li s = o, pak
ψ(g) = g = a.
3. Je-li s 6= o, pak nalezneme sloupec hi matice H takovy´, zˇe HgT = hi a prˇijate´ slovo
deko´dujeme jako
ψ(g) = g− e = a,
kde e je slovo s jednicˇkou pra´veˇ na i-te´ pozici.
Jednodusˇe, ve sloveˇ g zmeˇn´ıme i-ty´ znak.
Prˇ´ıklad 4.1. Uvazˇujme Hamming˚uv ko´d CH s kontroln´ı matic´ıH, jezˇ je da´na. Urcˇete
vsˇechna ko´dova´ slova a vyslane´ slovo, bylo-li prˇijato slovo x = 1101101.
H =
 1 0 0 1 1 0 10 1 0 1 0 1 1
0 0 1 0 1 1 1
 .
Syste´m linea´rn´ıch rovnic HaT = oT ma´ tvar
a1 = a4 + a5 + a7
a2 = a4 + a6 + a7
a3 = a1 + a6 + a7
Volbou znak˚u a4, a5, a6, a7 urcˇ´ıme zby´vaj´ıc´ı znaky. Ko´d CH ma´ tedy 24 = 16 teˇchto
ko´dovy´ch slov:
0000000, 0110010, 1110001, 1000011,
1101000, 1011010, 0011001, 0101011,
1010100, 1100110, 0100101, 0010111,
0111100, 0001110, 1001101, 1111111.
Zjist´ıme syndrom slova x :
HxT =
 1 0 0 1 1 0 10 1 0 1 0 1 1
0 0 1 0 1 1 1


1
1
0
1
1
0
1

=
 01
0
 .
Vy´sledny´ syndrom HxT je druhy´ sloupec matice H, a proto v prˇijate´m sloveˇ x zmeˇn´ıme
druhy´ znak. Deko´dujeme tedy na´sledovneˇ
ψ(x) = 1101101− 0100000 = 1001101.
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Definice 4.2. Rˇekneme, zˇe linea´rn´ı ko´d C je perfektn´ı pro t-na´sobne´ opravy, jestlizˇe
mnozˇina vsˇech slov e ∈ V (n) takovy´ch, zˇe w(e) ≤ t, tvorˇ´ı syste´m reprezentant˚u jeho trˇ´ıd.
Tvrzen´ı 4.3. Hammingovy bina´rn´ı ko´dy jsou perfektn´ı ko´dy pro jednoduche´ opravy
a kazˇdy´ perfektn´ı bina´rn´ı ko´d pro jednoduche´ opravy je Hamming˚uv ko´d.
Du˚kaz. Bud’ CH Hamming˚uv ko´d de´lky n, dimenze k a H jeho kontroln´ı matice
typu r × n, kde r = n− k.
Dle veˇty 3.15. ma´ CH 2r trˇ´ıd. Trˇ´ıda CH ma´ reprezentanta o ∈ CH a ostatn´ı trˇ´ıdy
maj´ı reprezentanty ei ∈ V (n), slova s jednicˇkou pra´veˇ na i-te´ pozici a va´hy 1 (nebot’
reprezentant mus´ı mı´t minima´ln´ı va´hu). Nav´ıc v´ıme, zˇe kazˇda´ dveˇ takova´ slova ei, ej
(i 6= j) lezˇ´ı v r˚uzny´ch trˇ´ıda´ch (pokud by toto neplatilo, pak by ei − ej bylo ko´dove´ slovo
va´hy 2, ovsˇem takove´ neexistuje). Vsˇechny reprezentanty tedy mu˚zˇeme charakterizovat
tak, zˇe maj´ı nejvy´sˇe jednu jednicˇku, tj. jsou to slova o, e1, . . . , en, kde n = 2
r− 1. Protozˇe
jejich pocˇet je stejny´ jako pocˇet trˇ´ıd, je CH perfektn´ı ko´d.
Da´le uka´zˇeme, zˇe kazˇdy´ bina´rn´ı ko´d C de´lky n a dimenze k, ktery´ je perfektn´ı pro
jednoduche´ opravy, je Hammingovy´m ko´dem. Bud’ H kontroln´ı matice ko´du C, jezˇ je
typu r × n, kde r = n − k. Dle tvrzen´ı 4.1. jsou kazˇde´ dva sloupce matice H nenulove´
a r˚uzne´. Protozˇe pocˇet takovy´chto sloupc˚u matice H nemu˚zˇe prˇekrocˇit cˇ´ıslo 2r− 1, ma´me
n ≤ 2r − 1.
Perfektn´ı ko´d C mus´ı splnˇovat, zˇe pocˇet vsˇech slov va´hy nejvy´sˇe 1 (tj. n + 1 slov) mus´ı
by´t shodny´ s pocˇtem trˇ´ıd, ktery´ch je 2r. Odtud dosta´va´me n = 2r− 1, a tedy H obsahuje
vsˇechny nenulove´ a navza´jem r˚uzne´ sloupce. Ko´d C je tud´ızˇ Hamming˚uv ko´d.
Tvrzen´ı je t´ım doka´za´no. 
Perfektn´ı ko´dy jsou v˚ubec nejefektivneˇjˇs´ımi ko´dy, protozˇe prˇi dane´ de´lce maj´ı nejveˇtsˇ´ı
pocˇet informacˇn´ıch znak˚u a tedy i pocˇet ko´dovy´ch slov. Po porovna´n´ı s veˇtou 3.3. plat´ı
pro obecne´ m-a´rn´ı perfektn´ı ko´dy, ktere´ oprav´ı azˇ e chyb, rovnost
|C| = |V (n)|e∑
i=0
(
n
i
)
(m− 1)i
,
ktera´ se v prˇ´ıpadeˇ bina´rn´ıch perfektn´ıch ko´d˚u redukuje na
|C| = |V (n)|e∑
i=0
(
n
i
) .
Rozsˇ´ıˇreny´ Hamming˚uv ko´d. Protozˇe minima´ln´ı vzda´lenost Hammingova ko´du
δ = 3, jak bylo doka´za´no vy´sˇe, doka´zˇe tento ko´d detekovat dveˇ chyby. Pokud ovsˇem
rozsˇ´ıˇr´ıme kazˇde´ slovo Hammingova ko´du o znak celkove´ kontroly parity, vznikne tzv.
rozsˇ´ırˇeny´ Hamming˚uv ko´d, ktery´ sta´le oprav´ı pouze jednoduche´ chyby, ale objev´ı azˇ 3
chyby. Tuto skutecˇnost lze snadno uka´zat pomoc´ı na´sleduj´ıc´ı u´vahy:
Pokud minima´ln´ı vzda´lenost Hammingova ko´du δ(CH) = 3, pak i wmin = 3, cozˇ zna-
mena´, zˇe kazˇde´ nenulove´ slovo tohoto ko´du je tvorˇeno alesponˇ trˇemi jednicˇkami. Prˇida´me-li
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ke kazˇde´mu slovu a = a1a2 . . . an ∈ CH jeden kontroln´ı znak, vznikne ko´d C ′H, jehozˇ slova
jsou tvaru a′ = a1a2 . . . anan+1, kde an+1 =
∑n
i=1 ai (aj ∈ {0, 1}, 1 ≤ j ≤ n + 1). Kazˇde´
slovo ko´du CH, ktere´ meˇlo lichy´ pocˇet jednicˇek tak bude doplneˇno o jeden znak, aby pocˇet
jednicˇek byl sudy´. Meˇlo-li neˇjake´ slovo ko´du CH va´hu 3, pak toto slovo rozsˇ´ıˇrene´ o znak
kontroly parity bude mı´t va´hu 4. Tud´ızˇ minima´ln´ı va´ha ko´du CH je 4 a proto rozsˇ´ıˇreny´
Hamming˚uv ko´d detekuje azˇ 3 chyby.
m-a´rn´ı Hammingovy ko´dy. Pokud bychom chteˇli definovat Hammingovy ko´dy
obecneˇ, jako ko´dy nad teˇlesem Fm, pak by pro kontroln´ı matici (typu (n−k)×n) takove´ho
ko´du muselo platit:
(i) zˇa´dny´ jej´ı sloupec nen´ı skala´rn´ım na´sobkem jine´ho sloupce,
(ii) kazˇde´ nenulove´ slovo de´lky (n− k) je skala´rn´ım na´sobkem neˇktere´ho jej´ıho sloupce.
Prvn´ı pozˇadavek je v prˇ´ıpadeˇ bina´rn´ıho Hammingova ko´du z definice 4.1. reprezen-
tova´n vlastnost´ı (ii) a pozˇadavek druhy´ pak prˇedstavuje vlastnosti (i) a (iii).
4.2. Golay˚uv ko´d
V kra´tkosti se zminˇme o dalˇs´ım vy´znamne´m bina´rn´ım ko´du, jimzˇ je tzv Golay˚uv ko´d.
Tento ko´d, objeveny´ M. Golayem roku 1949, je perfektn´ı pro opravy trojna´sobny´ch chyb.
Kromeˇ trivia´ln´ıch prˇ´ıpad˚u, ktere´ zmı´n´ıme da´le, je tento ko´d, vyjma Hammingovy´ch a opa-
kovac´ıch ko´d˚u, jediny´ perfektn´ı bina´rn´ı ko´d, a z tohoto d˚uvodu se rˇad´ı mezi nejd˚ulezˇiteˇjˇs´ı
bina´rn´ı ko´dy. Prˇeva´zˇneˇ pak budeme pracovat s tzv. rozsˇ´ırˇeny´m Golayovy´m ko´dem, ktery´
prˇesneˇ definujeme n´ızˇe.
Definice 4.3. Golay˚uv ko´d G23 je systematicky´ bina´rn´ı linea´rn´ı ko´d de´lky n = 23
a dimenze k = 12, jehozˇ generuj´ıc´ı matice G23 je ve tvaru
G23 =
 BE12 −−−−
11 . . . 1
 ,
kde E12 je jednotkova´ matice rˇa´du 12 a matice B je cˇtvercova´ matice rˇa´du 11 vznikla´
cyklicky´mi posuvy sve´ho prvn´ıho rˇa´dku 11011100010.
Definice 4.4. Rozsˇ´ırˇeny´ Golay˚uv ko´d G24 je systematicky´ bina´rn´ı linea´rn´ı ko´d de´lky
n = 24 a dimenze k = 12, jehozˇ ko´dova´ slova jsou slova ko´du G23 rozsˇ´ıˇrena´ o znak celkove´
kontroly parity. Pak generuj´ıc´ı matice G24 ko´du G24 je matice G23 rozsˇ´ıˇrena´ o sloupec
[11 . . . 10]T , tud´ızˇ
G24 =

1
1
G23
...
1
0
 =

1
B 1
E12
...
−−−− 1
11 . . . 1 0
 .
Da´le budeme pojedna´vat o neˇktery´ch vlastnostech Golayovy´ch ko´d˚u, ktere´ podrobneˇji
uka´zˇeme prˇeva´zˇneˇ pro rozsˇ´ıˇreny´ ko´d G24.
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Veˇta 4.4. (Vlastnosti Golayovy´ch ko´d˚u G23 a G24) Pro Golay˚uv ko´d G23
a rozsˇ´ıˇreny´ Golay˚uv ko´d G24 plat´ı:
(i) Kazˇde´ dva r˚uzne´ rˇa´dky matice B maj´ı pra´veˇ 3 spolecˇne´ jednicˇky,
(ii) G24 je samodua´ln´ı ko´d, tj. G24 = G⊥24,
(iii) minima´ln´ı vzda´lenost δ(G24) = 8,
(iv) G23 je perfektn´ı pro trojna´sobne´ opravy.
Du˚kaz.
(i) Du˚kaz tohoto tvrzen´ı lze oveˇrˇit mechanicky, porovna´n´ım rˇa´dk˚u matice B. Protozˇe
ovsˇem rˇa´dky matice B vznikly cyklicky´mi posuvy jednoho rˇa´dku, stacˇ´ı se omezit
pouze na prvn´ı rˇa´dek a porovnat jej se zby´vaj´ıc´ımi.
(ii) Jestlizˇe ko´d G24 je samodua´ln´ı, pak soucˇin kontroln´ı a transponovane´ generuj´ı matice
je G24G
T
24 = O12,12, tedy pro libovolne´ dva rˇa´dky ri, rj (1 ≤ i, j ≤ 12) matice G24
mus´ı platit
rir
T
j = 0.
Potom by ko´d G24 byl podprostorem ko´du G⊥24, a protozˇe dimG⊥24 = 24− dimG24 =
24− 12 = 12 je stejna´ jako dimenze G24, byl by ko´d G24 samodua´ln´ı.
Jelikozˇ kazˇdy´ rˇa´dek matice G24 ma´ sudou va´hu (jedna´ se o paritn´ı ko´d), pak
v prˇ´ıpadeˇ i = j zrˇejmeˇ rovnost rir
T
i = 0 plat´ı. V prˇ´ıpadeˇ i 6= j mus´ıme oveˇrˇit,
zˇe kazˇde´ dva rˇa´dky maj´ı sudy´ pocˇet spolecˇny´ch jednicˇek. Pokud i = 12 nebo j = 12,
je pocˇet spolecˇny´ch jednicˇek 6. V prˇ´ıpadeˇ i 6= 12 a j 6= 12, pak rˇa´dky ri, rj nemaj´ı
zˇa´dnou spolecˇnou jednicˇku v leve´ cˇa´sti s matic´ı E12. V prave´ cˇa´sti je pak vzˇdy jedna
spolecˇna´ jednicˇka v posledn´ım sloupci, a poneˇvadzˇ kazˇde´ dva r˚uzne´ rˇa´dky matice B
maj´ı pra´veˇ 3 spolecˇne´ jednicˇky, je pocˇet spolecˇny´ch jednicˇek sudy´.
(iii) Vzhledem k objemu tohoto d˚ukazu ho vynecha´me. Cˇtena´rˇ detailn´ı d˚ukaz nalezne
v [1, str. 73].
(iv) Provedeme-li podobnou u´vahu jako u Hammingovy´ch ko´d˚u, zjist´ıme, zˇe ma´-li ko´d
δ(G24) = 8, pak δ(G23) = 7. To znamena´, zˇe ko´d G23 opravuje 3 chyby. Prˇi stan-
dardn´ım deko´dova´n´ı jsou tedy reprezentanty slova, ktera´ maj´ı va´hu nejvy´sˇe 3.
Teˇchto slov je (
23
0
)
+
(
23
1
)
+
(
23
2
)
+
(
23
3
)
= 211.
Pocˇet trˇ´ıd ko´du G23 je ale 223−12 = 211. Tud´ızˇ reprezentanty jsou vsˇechna slova va´hy
nejvy´sˇe 3 a G23 je perfektn´ım ko´dem pro trojna´sobne´ opravy.

Na´sleduj´ı vy´znamna´ veˇta shrnuje vsˇechny perfektn´ı bina´rn´ı ko´dy, vyjma trivia´ln´ıch
prˇ´ıpad˚u, mezi ktere´ zahrnujeme
• tzv. tota´ln´ı ko´d (tj. C = V (n)),
• jednoprvkovy´ ko´d (C = {a : a ∈ V (n)}).
Protozˇe ale d˚ukaz te´to veˇty prˇekracˇuje ra´mec te´to pra´ce, neuva´d´ıme jej.
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Veˇta 4.5. (Tieta¨va¨inenova a Van Lintova) [1] Jedine´ netrivia´ln´ı perfektn´ı bina´rn´ı
ko´dy jsou tyto:
(i) Hammingovy ko´dy (pro jednoduche´ chyby),
(ii) Golay˚uv ko´d a ko´dy s n´ım ekvivalentn´ı (pro trojna´sobne´ chyby),
(iii) opakovac´ı ko´dy de´lky 2t+ 1, kde t ∈ N (pro t-na´sobne´ chyby).
Kromeˇ bina´rn´ıho Golayova ko´du existuje takte´zˇ jesˇteˇ terna´rn´ı Golay˚uv ko´d G11, ktery´
je take´ perfektn´ı a ktery´ opravuje trˇi chyby. Tento ko´d de´lky n = 11 a dimenze k = 6 ma´
generuj´ıc´ı matici G11
G11 =
 BE6 −−−−
11111
 ,
kde E6 je jednotkova´ matice rˇa´du 6 a matice B vznikne cyklicky´mi posuvy jej´ıho prvn´ıho
rˇa´dku 01221. Rozsˇ´ıˇreny´ (paritn´ı) terna´rn´ı Golay˚uv ko´d G12 pak vznikne rozsˇ´ıˇren´ım kont-
roln´ı matice ko´du G11 o sloupec [1, 1, 1, 1, 1, 0]T . Kromeˇ ko´d˚u G11,G12 a ko´d˚u ekvivalentn´ıch
jsou jedine´ netrivia´ln´ı terna´rn´ı ko´dy opakovac´ı a Hammingovy ko´dy. V prˇ´ıpadeˇ linea´rn´ıch
ko´d˚u nad teˇlesem Fm, kde m ≥ 4 (m = pt, p je prvocˇ´ıslo a t ∈ N), lze uka´zat, zˇe jizˇ
neexistuje zˇa´dny´ Golay˚uv ko´d, jenzˇ by byl perfektn´ı.
Deko´dova´n´ı Golayova ko´du sice nen´ı tak jednoduche´, jako u Hammingovy´ch ko´d˚u,
prˇesto je vzhledem k pocˇtu operac´ı efektivneˇjˇs´ı nezˇ deko´dova´n´ı obecne´ho ko´du. Prˇed t´ım,
nezˇ uka´zˇeme jak snadno deko´dovat slova Golayova ko´du, prˇipomenˇme definici operace
skla´da´n´ı slov, kterou budeme v algoritmu vyuzˇ´ıvat. Vza´peˇt´ı uvedeme cely´ algoritmus pro
ko´d G24. Kv˚uli znacˇne´mu rozsahu d˚ukaz jeho korektnosti jej bohuzˇel neuva´d´ıme a odka-
zujeme se na pouzˇitou literaturu. Cˇtena´rˇ tento d˚ukaz mu˚zˇe kompletn´ı nale´zt naprˇ. v [1].
Definice 4.5. Necht’ a = a1a2 . . . ar je slovo de´lky r a b = b1b2 . . . bs slovo de´lky s.
Bina´rn´ı operaci | nazy´va´me skla´da´n´ı slov a slovo c = a|b de´lky r + s definujeme jako
c = a|b = a1a2 . . . arb1b2 . . . bs.
Deko´dova´n´ı Golayova ko´du G24. Prˇedpokla´dejme, zˇe vysˇleme slovo a ∈ G24
a prˇijmeme slovo g ∈ V (n). Chybove´ slovo je pak e = g− a ∈ V (n), w(e) ≤ 3. Oznacˇme
B˜ matici B rozsˇ´ıˇrenou o posledn´ı rˇa´dek a posledn´ı sloupec, dle definice 4.4. Tedy
G24 = [E12|B˜].
Algoritmus deko´dova´n´ı je na´sleduj´ıc´ı:
1. Vy´pocˇet syndromu s:
sT = G24g
T .
2. Vy´pocˇet pomocne´ho slova t = t1t2 . . . t12:
t = sB˜.
3. Urcˇen´ı chybove´ho slova e:
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• Pokud w(s) ≤ 3, polozˇ´ıme
e = s|o,
kde o je nulove´ slovo de´lky 12.
• Pokud w(s + bTi ) ≤ 2, kde bi jsou sloupce matice B˜ (1 ≤ i ≤ 12), polozˇ´ıme
e = (s + bTi )|di,
kde di je slovo de´lky 12 s jednicˇkou pra´veˇ na i-te´ pozici.
• Pokud w(t) ≤ 3, polozˇ´ıme
e = o|t,
kde o je nulove´ slovo de´lky 12.
• Pokud w(t + ci) ≤ 2, kde ci jsou rˇa´dky matice B˜ (1 ≤ i ≤ 12), polozˇ´ıme
e = di|(t + ci),
kde di je slovo de´lky 12 s jednicˇkou pra´veˇ na i-te´ pozici.
4. Urcˇen´ı vyslane´ho slova a:
a = g− e.
Prˇ´ıklad 4.2. Meˇjme rozsˇ´ıˇreny´ Golay˚uv ko´d G24. Bylo-li prˇijato slovo
g = 111000110000|000110010001 ∈ V (n), zjisteˇte, jake´ slovo a ∈ G24 bylo vysla´no.
Nejprve zjist´ıme syndrom prˇijate´ho slova
s = G24g
T = (010010011111)T
a vypocˇ´ıta´me pomocne´ slovo t
t = sB˜ = 010100101010.
Protozˇe obeˇ z vah w(s) = 7 a w(t) = 5 jsou veˇtsˇ´ı nezˇ 3, mus´ıme nale´zt slovo de´lky 12, ktere´
je tvaru s + bTi nebo t + ci (kde bi jsou sloupce a ci jsou rˇa´dky matice B˜), a jehozˇ va´ha
nen´ı veˇtsˇ´ı nezˇ 2. T´ımto slovem, jak zjist´ıme vy´pocˇtem, je slovo s + bT3 = 001000010000.
Pak chybove´ slovo, tvaru e = (s + bT3 )|d3, je slovo
e = 001000010000|001000000000.
Protozˇe pro chybove´ slovo plat´ı rovnost e = g− a, z´ıska´me vyslane´ slovo a jako slovo
a = g− e = 110000100000|001110010001.
Pomoc´ı vztahu G24a
T = oT snadno oveˇrˇ´ıme, zˇe a je opravdu ko´dovy´m slovem.
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5. ZA´VEˇR
5. Za´veˇr
Ve sve´ bakala´rˇske´ pra´ci jsem se snazˇil v maxima´lneˇ obecne´ formeˇ podat za´klady teo-
rie samoopravny´ch ko´d˚u, zvla´sˇteˇ pak ko´d˚u linea´rn´ıch, jezˇ jsou postaveny na poznatc´ıch
linea´rn´ı algebry a prˇeva´zˇneˇ pak vyuzˇ´ıvaj´ı konecˇny´ch teˇles. Prvn´ı cˇa´st, veˇnovana´ vlast-
nostem obecny´ch samoopravny´ch ko´d˚u, poskytuje prˇehled o c´ılech a mozˇnostech pra´ce
se samoopravny´mi ko´dy. Tyto poznatky jsou na´sledneˇ uplatneˇny v kapitole zameˇrˇene´
na linea´rn´ı ko´dy. Linea´rn´ı ko´dy jsou ko´dy, ktere´ tvorˇ´ı linea´rn´ı prostor, a tento fakt se
vy´razneˇ odra´zˇ´ı v jejich vlastnostech - oproti obecny´m ko´d˚um maj´ı daleko jednodusˇsˇ´ı
algoritmy detekce a opravy chyb a d´ıky jejich strukturˇe na´m umozˇnˇuj´ı snadneˇjˇs´ı pra´ci
s ko´dovy´mi slovy. Prˇ´ıkladem takove´ho algoritmu je naprˇ. zminˇovane´ standardn´ı deko´do-
va´n´ı.
C´ılem pra´ce take´ bylo uka´zat nejr˚uzneˇjˇs´ı jednoduche´ ko´dy, uka´zat vazby mezi schop-
nost´ı detekce a oprav chyb a minimalizac´ı nadbytecˇneˇ prˇena´sˇeny´ch dat (tj. minimalizac´ı
redundance). V prˇ´ıpadeˇ znacˇne´ho p˚usoben´ı prostrˇed´ı na prˇena´sˇena´ slova je potrˇeba zvo-
lit takove´ ko´dy, ktere´ uspokojiveˇ pokryj´ı nasˇe pozˇadavky na opravu slov. T´ımto ovsˇem
redundanci ko´du zvysˇujeme, cozˇ je v teorii ko´dova´n´ı obecneˇ negativn´ı jev. V za´veˇrecˇne´
kapitole se zaob´ıra´m konkre´tn´ımi linea´rn´ımi ko´dy, tzv. perfektn´ımi ko´dy, ktere´ maj´ı prˇi
dane´m pocˇtu mozˇny´ch oprav maxima´ln´ı velikost, tj. kazˇde´ ko´dove´ slovo ma´ maxima´ln´ı
pocˇet informacˇn´ıch znak˚u. Redundance ko´du je tak minima´ln´ı a komunikace pomoc´ı to-
hoto ko´du je nejv´ıce efektivn´ı. Z perfektn´ıch ko´d˚u se zameˇrˇuji prˇedevsˇ´ım na Hammingovy
ko´dy a na Golay˚uv ko´d, ktere´ jsou bina´rn´ımi ko´dy. Bina´rn´ı ko´dy vsˇeobecneˇ maj´ı velmi
d˚ulezˇitou vlastnost opravy slov, a sice, zˇe stacˇ´ı chyby pouze detekovat (z d˚uvodu, zˇe teˇleso
F2 je dvouprvkove´ a je-li na dane´ pozici chyba, stacˇ´ı zmeˇnit tento znak).
Cela´ pra´ce je psa´na se zameˇrˇen´ım na obecnost, uva´deˇne´ vlastnosti ko´d˚u jsou podrobneˇ
dokazova´ny a prˇ´ıslusˇne´ pojmy a skutecˇnosti jsou demonstrova´ny na prˇ´ıkladech.
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A. GENERUJI´CI´ MATICE KO´DU G24
A. Generuj´ıc´ı matice ko´du G24
Protozˇe rozsˇ´ıˇreny´ Golay˚uv ko´d G24 je samodua´ln´ı, jeho generuj´ı a kontroln´ı matice
jsou stejne´ a oznacˇujeme ji jednodusˇe G24. Jej´ı prˇesnou podobu odpov´ıdaj´ıc´ı definici ko´du
G24 uva´d´ıme n´ızˇe. Pro zvy´sˇen´ı prˇehlednosti nav´ıc vynecha´va´me nuly a nahrazujeme je
pra´zdny´mi pozicemi.
G24 =

1
1
G23
...
1
0
 =

1
B 1
E12
...
−−−− 1
11 . . . 1 0

G24 =

1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1

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