Colloid-stabilised bubbles: particle expulsion triggered by external fields by Poulichet, Vincent Pierre
Colloid-stabilised bubbles: particle
expulsion triggered by external
fields
Vincent Pierre Poulichet
Department of Chemical Engineering
Imperial College London
This dissertation is submitted for the degree of
Doctor of Philosophy
August 2016

Declaration
The copyright of this thesis rests with the author and is made available under a Creative
Commons Attribution Non-Commercial No Derivatives licence. Researchers are free
to copy, distribute or transmit the thesis on the condition that they attribute it, that
they do not use it for commercial purposes and that they do not alter, transform or
build upon it. For any reuse or redistribution, researchers must make clear to others
the licence terms of this work.
The work presented in this thesis is my own. All else is appropriately referenced.
Vincent Pierre Poulichet
August 2016

Acknowledgements
First of all, I would like to acknowledge my supervisor Dr Valeria Garbin for her
continuous support throughout my PhD and for the motivation that she never failed
to give me. I am grateful to Dr Joa˜o Cabral for giving me access to his lab to use the
temperature controlled stage.
I would also like to acknowledge all the group members with whom I had the chance
to work with: Ak, Angelo, Axel, Christiana, Marc, and Marco. We shared memorable
moments during conference trips, avalon nights, darts etc. Thank you for bringing a
good atmosphere everyday.
During my 3.5 years at Imperial College I had the chance to meet great people
without which lunch and ’social Fridays’ would have been dull; I am particularly
thinking about everyone from the window-less office.
I will miss London, the main reason being that I am going to leave some very
good friends; I will miss going to concerts and the movies, learning about wine, and
exploring London. Finally, I would like to acknowledge my family and close friends
from France, merci pour votre soutient.

List of publications
[1] V. Poulichet, V. Garbin, Ultrafast desorption of colloidal particles from fluid
interfaces. Proc. Natl. Acad. Sci. USA 2015, 112, 5932-5937.
[2] V. Poulichet, V. Garbin, Cooling particle-coated bubbles: destabilisation beyond
dissolution arrest. Langmuir 2015, 31, 12035-12042.
[3] V. Poulichet, A. Huerre, V. Garbin, Shape oscillations of particle-coated bubbles
and directional particle expulsion, submitted.

Table of contents
List of figures 13
1 Introduction 19
2 Background and theory 23
2.1 Colloids at fluid interfaces . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.1.1 Colloids adsorption . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.2 Interactions between colloids at fluid interfaces . . . . . . . . . . 30
2.1.3 Mechanical properties of colloid monolayers at fluid interfaces . 35
2.1.4 Desorption of colloids from fluid interfaces . . . . . . . . . . . . 36
2.2 Bubble dissolution and stabilisation . . . . . . . . . . . . . . . . . . . . 41
2.2.1 Gas transfer across planar fluid interfaces . . . . . . . . . . . . . 41
2.2.2 Gas transfer across curved interfaces . . . . . . . . . . . . . . . 41
2.2.3 Bubble dissolution . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.2.4 Stabilisation mechanisms . . . . . . . . . . . . . . . . . . . . . . 46
2.3 Dynamics of bubbles in ultrasound . . . . . . . . . . . . . . . . . . . . 48
3 Cooling particle-coated bubbles: destabilisation beyond dissolution
arrest 53
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2 Theory and modelling of bubble dissolution . . . . . . . . . . . . . . . 55
10 Table of contents
3.2.1 Bubble dissolution with time-dependent temperature . . . . . . 55
3.2.2 Effect of decrease in temperature on bubble dissolution . . . . . 59
3.3 Experimental Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.1 Particle-stabilised bubbles . . . . . . . . . . . . . . . . . . . . . 61
3.3.2 Cooling experiments . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.3 Undersaturation experiments . . . . . . . . . . . . . . . . . . . 62
3.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4 Ultrafast desorption of colloids from fluid interfaces 71
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2 Experimental methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.1 Particle-stabilised bubbles . . . . . . . . . . . . . . . . . . . . . 73
4.2.2 Acoustical-Optical setup . . . . . . . . . . . . . . . . . . . . . . 74
4.2.3 Langmuir trough isotherm measurement . . . . . . . . . . . . . 75
4.3 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3.1 Ultrafast deformation of particle-coated bubbles . . . . . . . . . 76
4.3.2 Desorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.3 Microstructure evolution during ultrasound driving . . . . . . . 82
4.3.4 Directional desorption . . . . . . . . . . . . . . . . . . . . . . . 85
4.3.5 Programmable delivery . . . . . . . . . . . . . . . . . . . . . . . 89
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5 Patterned colloid desorption from bubbles undergoing shape oscilla-
tions 93
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2 Dynamics of bubble shape oscillations . . . . . . . . . . . . . . . . . . . 94
5.3 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Table of contents 11
5.3.1 Particle-coated bubbles . . . . . . . . . . . . . . . . . . . . . . . 95
5.3.2 Acousto-optical setup . . . . . . . . . . . . . . . . . . . . . . . . 95
5.3.3 Image analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.4.1 Shape oscillations of particle-coated bubbles and directional
particle expulsion . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.4.2 Shape oscillations: analysis by mode decomposition . . . . . . . 99
5.4.3 Mechanisms of directional particle expulsion . . . . . . . . . . . 101
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6 Conclusions 109
References 113
Appendix A Source codes 121
A.1 Code for the temperature-dependent bubble dissolution in Chapter 3 . 121
A.2 Code for the image analysis in Chapter 5 . . . . . . . . . . . . . . . . . 123

List of figures
1.1 Everyday life examples of emulsions and foams. . . . . . . . . . . . . . 19
1.2 Colloids as precursors to manufacture novel materials. . . . . . . . . . . 20
1.3 Biofuel catalysis using palladium particles. . . . . . . . . . . . . . . . . 21
2.1 Schematic of particle adsorption at a fluid-fluid interface. . . . . . . . . 27
2.2 Different states of a monolayer adsorbed at a fluid-fluid interface. . . . 31
2.3 Schematic of the unbalanced double-layer. . . . . . . . . . . . . . . . . 32
2.4 Schematic of the undulation of the meniscus leading to a quadrupolar
capillary interactions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.5 Schematic of the Langmuir trough. . . . . . . . . . . . . . . . . . . . . 36
2.6 Langmuir trough isotherm. . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.7 Chemically-induced destabilisation of particle-coated bubbles. . . . . . 38
2.8 Destabilisation of magnetic Pickering emulsions by a magnetic field. . . 38
2.9 Gravity-induced particle desorption. . . . . . . . . . . . . . . . . . . . . 38
2.10 Schematic of the collective effect allowing particle desorption. . . . . . 39
2.11 Forced desorption of gold nanoparticles obtained by interfacial compression. 39
2.12 Schematic of a particle forming a liquid bridge as a result of being pulled
out of the interface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.13 Gas transfer across a flat interface. . . . . . . . . . . . . . . . . . . . . 41
2.14 Gas transfer across a spherical interface. . . . . . . . . . . . . . . . . . 42
2.15 Dissolution of a partially coated bubble by surfactants addition. . . . . 48
14 List of figures
2.16 Distribution of the mean curvature H at the interface of a particle-coated
bubble obtain from SURFACE EVOLVER simulation. . . . . . . . . . . 48
2.17 Numerical solution of a Rayleigh-Plesset-type equation. . . . . . . . . . 50
2.18 Change in the bubble frequency response curve with the amplitude in
applied frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1 Relative change in the temperature-dependent parameters for a varying
temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2 Influence of cooling rate T˙ and change in temperature ∆T on the
dissolution rate of uncoated bubbles. . . . . . . . . . . . . . . . . . . . 60
3.3 Effect of the individual temperature-dependent parameters on the disso-
lution dynamics of a bubble. . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4 Schematic of the cooling and the undersaturation experiments. . . . . . 62
3.5 Effect of a decrease in temperature on the dissolution of uncoated bubbles. 63
3.6 Time evolution of the radius of two uncoated bubbles obtained from
experiments at constant temperature and with cooling. . . . . . . . . . 64
3.7 Effect of a decrease in temperature on the dissolution of particle-
stabilised bubbles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.8 Destabilization and dissolution of particle-coated bubble driven by un-
dersaturation of the external phase. . . . . . . . . . . . . . . . . . . . . 66
3.9 A bubble made at low temperature kept at constant temperature using
the temperature-controlled stage does not dissolve. . . . . . . . . . . . 66
3.10 Dissolution of particle-stabilised bubbles induced by a decrease in tem-
perature for different particle-to-bubble size ratios. . . . . . . . . . . . 68
3.11 Phase diagram for the occurrence of shell collapse. . . . . . . . . . . . . 69
4.1 Sketch of the experimental setup. The scale bar corresponds to 20 µm. 74
4.2 Dynamics of particle-stabilised bubbles in ultrasound. . . . . . . . . . . 77
4.3 Ultrafast monolayer compression, buckling and particle expulsion. . . . 79
List of figures 15
4.4 Dynamic interface deformation strongly alters the monolayer microstruc-
ture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5 Surface pressure of 3 µm colloid monolayer by isothermal compression. 81
4.6 Reaggregation of 3 µm particles on the surface of a bubble at rest. . . . 83
4.7 Desorption of 5 µm particles from an ultrasound-driven bubble. . . . . 83
4.8 The breakup of a particle aggregate is attributed to a viscous drag force. 84
4.9 Patterned particle desorption for non-spherical bubble oscillations. . . . 86
4.10 Programmable ultrafast particle delivery. . . . . . . . . . . . . . . . . . 90
5.1 Step-by-step decomposition of the bubble contour tracking. . . . . . . . 96
5.2 Shape oscillation and directed expulsion . . . . . . . . . . . . . . . . . 98
5.3 Shape oscillation mode decomposition. . . . . . . . . . . . . . . . . . . 99
5.4 Time evolution of the maximum amplitude and maximum curvature of
the deviation from a spherical spherical shape. . . . . . . . . . . . . . . 102
5.5 Spatial arrangement of the modes . . . . . . . . . . . . . . . . . . . . . 104
5.6 Particle migration during non-spherical oscillations. . . . . . . . . . . . 107

Abstract
Colloidal particles at fluid interfaces are used as precursors in many applications and for
the manufacture of novel material, principally because they give outstanding stability
to foams and emulsions. The stability is attributed to the large decrease in energy
associated with the adsorption of a particle at a fluid-fluid interface, of the order of a
million times the thermal energy kT for micrometric particles.
In some applications, particle removal from fluid-fluid interfaces is needed, for exam-
ple, when reactions use expensive colloidal particles, or to achieve phase separation.
However, because of the strong attachment, particle removal from fluid-fluid interfaces
is challenging. There is a need for new techniques for particle removal that can be
controlled and precisely triggered.
We study the destabilisation of particle-coated bubbles using two external fields:
temperature and pressure. We choose particle-coated bubbles because they are the
paradigm of stabilisation by particles.
The destabilisation via temperature is triggered by cooling the external liquid. Cooling
the external phase results in an enhanced gas diffusion. In this way, we obtained a
steady delivery of all the adsorbed particles.
The destabilisation via pressure is achieved by applying ultrasound waves to bubbles
to drive them into ultrafast volumetric oscillations. These oscillations cause strong
interfacial deformations capable of delivering particles in under a millisecond.
The techniques developed to manipulate coated bubbles and trigger desorption are re-
motely triggered and scaleable, with relevance to various applications such as controlled
particle delivery and recovery.

Chapter 1
Introduction
Foams and emulsions are ubiquitous in everyday life. Margarine and milk are emulsions
(see Figure 1.1a), while shaving cream, the head of a beer and chocolate mousse
are foams (see Figure 1.1b-c). Foams and emulsions are fine dispersions of a fluid
a) c)b)
margarine head of a beer shaving cream
Fig. 1.1 Everyday life examples of a) an emulsion [1], b) [2] & c) foams [3].
in a second immiscible fluid. Owing to the large increase in area upon dispersion,
these systems are thermodynamically unstable due to the energy cost of creating
an interface between two fluids at constant temperature and composition, that is,
the interfacial tension. Emulsions and foams are therefore commonly stabilised by
surfactant molecules, mainly through a decrease in interfacial tension. Although not as
familiar as surfactant molecules, solid particles can also act as surfactants [4] and impart
oustanding stability to emulsions and foams. One illustration of this phenomenon is
the never-melting snowman in Figure 1.2a, made of an aqueous foam stabilised by
silica nanoparticles [5].
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In 1903, Walter Ramsden was the first to report on the stability and the resistance
of bubbles coated with solid particles [6]. Even though Spencer Pickering was the
second to report the stabilisation of emulsions by particles in 1907 [7], the names
Pickering emulsions and Pickering foams are commonly used to refer to emulsions and
foams stabilised with particles. The outstanding stability given by particles with foams
and emulsions has its origin in the large energy (102 to 106 times the thermal energy
kT) associated with the removal of nano- to micrometric particles from a fluid-fluid
interface [4]. Additionally, particle cohesion and jamming at the interface tend to keep
particles as part of the monolayer and hinder expulsion [8–10]. For these two reasons,
particles are often considered to be irreversibly adsorbed at interfaces.
Nowadays, the use of colloidal particle self-assembly at fluid-fluid interfaces is key
in many applications: particles are used as precursors to manufacture novel materials,
making use of the outstanding stability they give. One striking example are bijels:
100 µm
2 µm
a) b) c) d)
Fig. 1.2 a) This 10 cm tall snowman is stabilised by colloidal ethyl cellulose particles
and lasted for more than a year in an open atmosphere after the foam had dried
completely (reproduced from Ref. [5]). b) Bijel created via phase separation (adapted
from Ref. [11]). c) Vividly coloured capillary foam (adapted from [12]). d) Water-core
colloidosome (adapted from Ref. [13]).
they are bicontinuous emulsions with their interface stabilised by particles [11] (see
Figure 1.2b). They were predicted by means of computer simulations two years prior
to their laboratory realisation [14]. These bi-continuous channel systems are of great
relevance for many applications such as tissue engineering and electrochemical systems
[15]. Another example are capillary foams: bubbles are stabilised by a matrix made of
water and particles bridged by oil. They show a lot of promise for making lightweight
load-bearing porous solids and vividly coloured wet or dry foams (see Figure 1.2c)
[12, 16]. Lastly, we can mention colloidosomes: these hollow shells are made of close-
packed colloids and can serve to encapsulate active ingredients such as enzymes, drugs
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Fig. 1.3 a) Picture of a water-in-decalin emulsion stabilised with palladium particles.
b) The palladium particles spontaneously adsorb at the interface between decline and
water. c) SEM image of a palladium particles cluster. (Adapted from [18]).
or proteins [17] and protect them against denaturation by, for instance, change in pH
or temperature (see Figure 1.2d).
In some instances, it is useful to be able to remove particles from interfaces.
Applications using expensive colloidal particles such as catalysts would benefit greatly
from the ability to recover and reuse the particles once the reaction is complete. This
is the case for biofuel catalysis (see Figure 1.3), for which palladium particles are used
to stabilise emulsion droplets and catalyse reactions at their interfaces [18]. However,
because particles attach strongly to fluid interfaces, it is a challenge to remove them.
Several methods have been developed for particle removal from fluid-fluid interfaces.
For instance, external fields have been shown to destabilise Pickering emulsions. A
magnetic field was used to destabilise emulsions of oil in water stabilised with param-
agnetic particles [19]. In another experiment, gravitational field was responsible for the
detachment of colloidal particles from drops of oil in water [20]. Previous methods used
to obtain particle expulsion are either highly dependent on specific particle properties,
or do not allow a precise control of the time of release. There is therefore a need for
methods that would allow the triggering of particle expulsion regardless of the colloids
22 Introduction
properties. Moreover, scaleable particle expulsion would be desirable for a variety of
processes such as particle recovery, for large scale bio-catalysis, or for particle-coated
bubble removal from waste tanks in nuclear reservations [8].
In the present work, particle-coated bubbles are used as a model to study destabili-
sation and particle expulsion because they are the paradigm of stabilisation by colloids.
The effects of the following external fields on the stability of particle-coated bubbles
are investigated: temperature, controlled by cooling the external phase, and pressure,
by applying ultrasound waves.
This thesis is organised as follows: Chapter 2 gives some background on colloid-
stabilised bubbles. First, Section 2.1 introduces the fundamentals of colloids at
fluid-fluid interfaces. Then, Section 2.2 presents the mechanism for bubbles dissolution
and stabilisation. Finally, Section 2.3 recalls the dynamics of bubbles in ultrasound.
Chapter 3 reports on the effect of cooling on the stability of particle-coated bubbles. A
model for bubble dissolution in time-dependent temperature field is derived. Chapter 4
presents the results on destabilisation of particle-coated bubbles using ultrasound
waves. A technique to deliver particles from bubbles interface in under a millisecond is
developed. In Chapter 5, a study of patterned particle desorption from bubble interface
undergoing non-spherical shape oscillations is presented. The interplay between the
modes that compose the shape oscillations is evidenced to explain the directional
delivery. The conclusion of the thesis can be found in Chapter 6.
Chapter 2
Background and theory
This Chapter presents the background and theory on particle-coated bubbles. In
Section 2.1, the fundamental concepts of colloids at fluid interfaces are introduced.
First, the thermodynamics of colloid adsorption at fluid-fluid interfaces is introduced in
Section 2.1.1. The interactions between colloids at a fluid-fluid interface are described
in Section 2.1.2. The mechanical properties of colloid monolayers at fluid interfaces
are reviewed in Section 2.1.3. Finally, examples of the different mechanisms for colloid
desorption from fluid interfaces are exposed in Section 2.1.4. In Section 2.2, the mass
transfer across fluid interfaces is reviewed. The gas transfer across flat interfaces
(Section 2.2.1) and curved interfaces (Section 2.2.2) is presented. Bubble dissolution
is presented in Section 2.2.3. Finally, Section 2.2.4 reports on the ability of particles
to completely arrest the bubbles dissolution and compares it to the stability given by
molecular surfactants. Finally, Section 2.3 introduces the background on the dynamics
of bubbles in ultrasound.
2.1 Colloids at fluid interfaces
If we consider a small free bubble or drop in a bulk of water, in the absence of external
forces, they spontaneously assume a spherical shape. If one wants to deform a drop
or a bubble, work needs to be done since additional surface area needs to be created.
In the absence of work, they recover their spherical shape. From this observation, it
can be inferred that the interface is in a state of lateral tension, or surface tension,
γ. From a mechanical point of view, the surface tension can be seen as a force acting
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tangentially to the interface on a given unit length, with units N/m. According to the
First Law of thermodynamics, for a closed system and neglecting surface quantities for
the moment, the differential expression for the change in internal energy dU is:
dU = δQ+ δW, (2.1)
where δQ is the heat taken by the system and δW is the work done on the system. For
a reversible process, the two infinitesimal processes read:
δQ = TdS and δW = −pdV, (2.2)
where T is the temperature, S the entropy, p the pressure, and V the volume of the
system considered. Equation (2.1) then becomes:
dU = TdS − pdV. (2.3)
If we now consider an open system, we need to take into account the exchange of the
components i:
dU = TdS − pdV +
N∑
i=1
µidni, (2.4)
where µi is the chemical potential and ni the number of moles of the species i. Here,
by definition:
T =
(
∂U
∂S
)
V,ni
, p = −
(
∂U
∂V
)
S,ni
and
N∑
i=1
µi =
(
∂U
∂ni
)
S,V
. (2.5)
If we now consider a system with an interface, the work done on the system for an
infinitesimal change in internal energy reads:
δW = −pdV + γdA, (2.6)
where A is the interface area. The total internal energy of the system then reads:
dU = TdS − pdV + γdA+∑
i
µidni. (2.7)
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Thus, one definition of the surface tension is:
γ =
(
∂U
∂A
)
S,V,ni
. (2.8)
The entropy S is not a variable that is directly measurable or tuneable in experiment. It
is therefore convenient to define a so called free energy using a Legendre transformation
to remove the dependence on S:
F = U − TS. (2.9)
F is the Helmholtz free energy. An infinitesimal change in the Helmholtz free energy
reads, using Equation (2.7):
dF = −pdV − SdT + γdA+∑
i
µidni. (2.10)
Another definition for the interfacial tension can be derived from Equation (2.10):
γ =
(
∂F
∂A
)
V,T,ni
, (2.11)
which corresponds to the change in Helmholtz free energy for a given change in interface
area at constant volume, temperature and composition.
2.1.1 Colloids adsorption
The adsorption of colloids modifies the chemical potential µ, where [21]
µ =
(
∂F
∂N
)
T,V,A
(2.12)
if we consider particles to be the only species present in the system, with N , the
number of adsorbed particles. The difference in chemical potential ∆µ determines
whether the adsorption is favourable or not, where
∆µ = µs − µw, (2.13)
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with µs the chemical potential of particles at the interface and µw the chemical potential
of particles in a water phase. The sign of ∆µ indicates whether adsorption of particles
is favourable (∆µ < 0) or unfavourable (∆µ > 0). The difference in chemical potential
is derived below following Ref. [22].
Chemical potential for particles in the bulk (µw)
We first consider an aqueous bulk phase where spherical particles of radius a are initially
dispersed. The chemical potential for particles in the bulk, µw, has two contributions
if we exclude particle interactions in the water phase, which holds for a dilute aqueous
phase: a contribution from the interfacial energy, µw,γ, and a contribution from the
entropy of the particles, µw,S, so that
µw = µ0w + µw,γ + µw,S, (2.14)
where µ0w is a reference chemical potential. µw,γ corresponds to the surface energy of a
sphere immersed in the aqueous phase, and reads [22]:
µw,γ = 4π a2 γwp, (2.15)
where 4πa2 is the surface of the spherical particle of radius a and γwp is the surface
tension between the water phase and the particle.
For µw,S, we let fw be the fraction of particles in the aqueous phase, with fw+fs = 1,
and where fs is the fraction of particles adsorbed at an interface. If we consider Np,
the total number of particles initially contained in an aqueous phase of volume Vw, the
entropic contribution reads
µw,S = kT ln
(
Np fw aw
Vw
)
, (2.16)
where aw is the activity coefficient.
Finally, the total chemical potential for particles in the aqueous phase, neglecting
the contribution from particle interactions in the bulk, is
µw = µ0w + 4πa2 γws + kT ln
(
Np fw aw
Vw
)
. (2.17)
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awater
air
particle
a) b)
c
Fig. 2.1 Schematic of a spherical particle (a) in the water phase, and (b) at an air/water
interface.
Chemical potential for particles adsorbed at the interface (µs)
We now consider the particles that have adsorbed from the aqueous phase in a proportion
fs at an interface of area A. The chemical potential for adsorbed particles has three
contributions: the interfacial energy µs,γ , the particle interaction µs,E and the entropic
contribution µs,S, so that
µs = µ0s + µs,γ + µs,S + µs,E. (2.18)
For the interfacial energy contribution µs,γ, we consider a particle that is partially
immersed in the air phase whose position at the air-water interface can be described by
θc, the angle that the particle makes with the interface, as measured in the water phase
(see Figure 2.1b). If a particle is more wetted by the water phase, that is θc < 90◦, the
particle is hydrophilic. Conversely, if a particle is more wetted by the oil or gas phase,
that is θc > 90◦, the particle is hydrophobic.
In the following derivation, gravity is neglected, which is a valid assumption when
the Bond number
Bo = ∆ρ a
2 g
γaw(1− cos θc) (2.19)
is much smaller than unity. Here ∆ρ is the density difference between the aqueous
phase and the particle, a the particle size, g the gravitational constant, γaw the surface
tension between air and the aqueous phase, and θc the contact angle between the
particle and the interface. There are three contributions to the total interfacial energy
when a particle is adsorbed at an interface (see Figure 2.1b):
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µs,γ = γap Aap︸ ︷︷ ︸
1
+ γwp Awp︸ ︷︷ ︸
2
− γaw Aaw︸ ︷︷ ︸
3
, (2.20)
where γap, γwp and γaw are air-particle, water-particle and air-water surface tensions
respectively, and Aap, Awp and Aaw are the air-particle, water-particle and air-water
areas of contact, respectively. The first contribution to the surface energy 1 is due
to the creation of an interface of area Aap = 2πa2(1− cos θc) between the air and the
particle. The second contribution to the surface energy 2 is due to the creation of
an interface of area Awp = 2πa2(1 + cos θc) between the water and the particle. The
third contribution to the surface energy 3 is due to the creation of a hole of area
Aaw = πa2 sin θc2 at the interface. We can thus rewrite Equation (2.20) as follows:
µs,γ = γap 2πa2(1− cos θc) + γwp 2πa2(1 + cos θc)− γaw πa2 sin θc2. (2.21)
We make use of Young-Dupré’s equation
γap = γwp + γaw cos θc, (2.22)
to express Equation (2.21) as:
µs,γ = 4πa2 γwp + πa2 γaw(1− cos θc)2. (2.23)
The first term in Equation (2.23) corresponds to the surface energy of a particle
completely immersed in water, µw,γ = 4πa2γwp, since 4πa2 is the total area of the
particle and γwp is the surface tension between the particle and the water phase.
For the derivation of the entropic contribution, an idealised model of two-dimensional
lattice with M adsorption sites on which particles can adsorb is used [22]. The fraction
of sites occupied by particles is ξ = Np fs
M
, where Np fs is the number of particles
adsorbed at the interface. The number of ways in which Np fs particles can occupy the
M sites at the interface is:
Q = M !(Np fs)!(M −Np fs)! . (2.24)
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The entropic contribution to the chemical potential for a two-dimensional lattice reads
[23]
µs,S = −kT ∂lnQ
∂(Npfs)
. (2.25)
Using Stirling’s approximation (lnn! = n lnn− n), which is valid for large n, lnQ can
be re-written
lnQ =M lnM−M−{Np fs ln(Np fs)−Np fs}−{(M−Np fs) ln(M−Np fs)−(M−Np fs)}.
(2.26)
Since M is constant, the differentiation of lnQ with respect to Npfs gives
ln
(
M −Np fs
Np fs
)
= ln
(
1− ξ
ξ
)
. (2.27)
The entropic contribution to the chemical potential is then
µs,S = kT ln
(
ξ
1− ξ
)
, (2.28)
where ξ is the fraction of sites occupied by particles.
The particle interactions contribution to the chemical potential, µs,E, can be signif-
icant and depends greatly on the properties of the fluid phases (dielectric permittivity,
ionic concentration, temperature, etc.), and of the particles (surface charge, size, sur-
face defects, separation distance etc.). There are four different interactions between
adsorbed particles: electrostatic repulsions, London-van der Waals forces, capillary
interactions and steric interactions. For simplicity, we do not include the details of
particle interactions in the derivation of µs and consider that µs,E = Es, where Es
is a constant that encompasses the interactions that the particles experience at the
interface. Particle interactions will be discussed in more detail in Section 2.1.2.
Finally, the chemical potential for a particle partially immersed at the interface
reads:
µs = µ0s + 4πa2 γwp + πa2 γaw(1− cos θc)2 + kT ln
(
ξ
1− ξ
)
+ Es. (2.29)
30 Background and theory
Difference in chemical potential (∆µ = µs − µw)
Now that we have derived the chemical potential for particles in the aqueous bulkµw
and particles at the interface, we can express the difference in chemical potential using
Equations (2.17) and (2.29)
∆µ = µ0s − µ0w−πa2γaw(1− cos θc)2︸ ︷︷ ︸
∆µγ
+
∆µE︷︸︸︷
Es + kT ln
(
ξ
1− ξ
Vw
Npfwaw
)
︸ ︷︷ ︸
∆µS
. (2.30)
If we consider the adsorption of one isolated particle at an interface, the contributions
from the particle interactions, ∆µE, and the entropy, ∆µS, vanish. In this limit, we
recover the widely used expression for the change of free energy upon adsorption of
one particle at the interface:
∆E = −πa2γaw(1− cos θc)2. (2.31)
This change in surface energy is negative and thus adsorption of a particle at the
interface is favourable. Moreover, one needs to give the energy πa2γaw(1 − cos θc)2
to the system in order to promote desorption. Particles that adsorb at the interface
are trapped and are considered irreversibly adsorbed at the interface considering that
∆E ≈ 106kT . In the absence of particle interactions, the adsorption of particles will
stop at close packing (ϕ ∼ 0.91), owing to particle excluded volume: as the number of
adsorbed particle increases, the adsorbed particle concentration ξ tends to 1, that is,
almost all the adsorption sites are occupied. In this case, the entropic contribution to
the difference in chemical potential ∆µS becomes much larger than the surface energy
contribution ∆µγ, and therefore, the adsorption of colloids becomes unfavourable.
However, if repulsive interactions between particles at the interface are taken into
account, that can allow the system to approach equilibrium (∆µ = 0) even for non
close-packed monolayers.
2.1.2 Interactions between colloids at fluid interfaces
Particles in a bulk experience three different types of colloidal forces: London-van
der Waals interactions, electrostatic interactions, and steric interactions. Interactions
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50 µm
a) b) c)0 mM 100 mM 500 mM
Fig. 2.2 Different states of a monolayer adsorbed at a fluid-fluid interface for different
salt concentrations: a) dispersed (0 mM), b) flocculated (100 mM), and c) forming
gel-like structures (500 mM). The monolayer is made of 3 µm charged latex particles.
[experiments by V. Poulichet; Unpublished]
between colloids at the interface determine their arrangement and the rheological
properties of the monolayer. The particles can be dispersed if repulsion is dominant
(Figure 2.2a) while they form aggregates (Figure 2.2b) or a gel-like structure if attraction
is dominant (Figure 2.2c). Attraction is typically the result of London-van der Waals
forces and capillary interactions, whereas repulsion is the result of electrostatic and
steric interactions.
London-Van der Waals interactions
London-Van der Waals interactions between like-particles are attractive. The attraction
is pair-wise and arises from the local fluctuations of the polarisation in one particle.
These local dipolar fluctuations induce a dipole that fluctuates coherently in another
particle and therefore creates a dipolar response. Van der Waals interactions can be
recast in terms of Hamaker constants of the three materials: the particles, the air phase
and the water phase.
In the limit of small surface-to-surface separation, D = r − 2a ≪ a, the force
between a pair of particles at an interface is given by [24]
FvdW (r) = −Aeff12
a
D2
. (2.32)
The effective Hamaker constant, which has the units of an energy, is given by [25]
Aeff = APWP + f 2(3− 2f)(APAP − APWP ), (2.33)
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Fig. 2.3 Schematic of the unbalanced double-layer that gives rise to a dipole normal to
the interface (adapted from Ref. [27]).
where APWP is the particle-water-particle Hamaker constant, APAP is the particle-air-
particle Hamaker constant, f is the fractional height of a sphere, defined as f = (1−cos θc)2
and A123 is given by the combining relation [26]:
A123 ≈
(√
A11 −
√
A22
)(√
A33 −
√
A22
)
, (2.34)
where A11, A22, A33 are the Hamaker constant of material 1, 2 and 3, respectively.
Electrostatic repulsion
In bulk, a charged particle attracts ions of the opposite charge to form a double-layer
near the surface of the particle, giving rise to screened Coulomb interactions. When a
charged particle sits at an interface, the double-layer of counterions build up in the
fluid with high relative permittivity, causing an asymmetric charge distribution. For
an air-water interface, the double layer forms in the water phase that has a relative
permittivity εwater ≈ 80, whereas the relative permittivity of air is εair ≈ 1. Because
of the unbalanced formation of the double-layer there is, in addition to the screened
Coulomb interaction in water, a dipolar interaction that mainly occurs through air due
to the induced-dipole normal to the interface.
The expression of the electrostatic force that includes these two contributions was
first derived by Hurd [28] and can be expressed as [27]
Fel(r) =
a1 kB T
3
e−κr
r
(
κ+ 1
r
)
︸ ︷︷ ︸
screened Coulomb interactions
+ 3 a2 kBT
r4︸ ︷︷ ︸
dipolar interactions
, (2.35)
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a) b)
Fig. 2.4 Schematic of the undulation of the meniscus (a) leading to a quadrupolar capil-
lary interactions (b). The arrows show the orientation of the quadrupolar menisci. The
inset shows a typical arrangement of particles with quadrupolar capillary interactions
(adapted from Stamou et al. [30]).
where a1 and a2 are prefactors that determine the magnitude of the screened Coulomb
interaction and the dipolar interaction, respectively, and κ−1 is the Debye length [29]:
κ−1 =
(
εr ε0RT
3F 2C0
)
(2.36)
for a monovalent electrolyte such as NaCl, where εr is the relative permittivity of the
aqueous phase, ε0 the permittivity of free space, F the Faraday constant, and C0 the
electrolyte concentration. Therefore, by increasing the electrolyte concentration, it is
possible to increase κ and decrease the magnitude of the electrostatic interactions.
Capillary interactions
Long-range attraction at an air-water interface can be ascribed to capillary interactions
between particles with an irregular contact line, which have been reported for charge-
stabilised polystyrene particles [30]. The pinning of the contact line on surface defects
(topographical or chemical) creates irregular undulations of the meniscus, sketched
in Figure 2.4, which can be decomposed into main periodic undulations, multipoles,
where the amplitude of the roughness depends on the orientation. In the absence of
external forces and torque acting on the particles, the quadrupole term is the dominant
contribution [30].
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The typical particle configuration for quadrupole interactions is represented in
Figure 2.4b and the capillary force is given by
Fcap ≈ −12π γ0H22 cos [2(ϕA + ϕB)]4 ac
4
r5
, (2.37)
where γ0 is the surface tension, H2 the amplitude of the (quadrupolar) undulations
of the contact line, ϕA,B the orientation angles of the particles relative to the line of
centres, r the distance between the centres of the particles, and ac = a sin θc is the
radius of the contact line.
Steric interactions
Colloidal particles can bear polymers at their interface that can either be adsorbed
from the bulk, or grafted. The polymer configuration can either be mushroom-like for
low surface density, or brush-like for high surface density. Two flat surfaces separated
by a distance s, grafted with a polymer brush of thickness L and area density σ will
experience an osmotic pressure given by the Alexander-de Gennes equation [24]:
Psteric(s) =

kB Tσ
3/2
[(
2L
s
)9/4 − (2L
s
)−3/4]
for s < 2L,
0 for s ≥ 2L.
(2.38)
It is possible to derive the force between two sphere, Fsteric(r), from the expression
of the force between two infinite planes using the Derjaguin approximation that allows
to estimate the force profile between two spheres from the force profile acting between
two flat surfaces. In this way, the force that two particles grafted with a polymer brush
of thickness L experience when their brushes are in contact is derived:
Fsteric(r) =
aL2
4 σ
3/2(2L)1/4(r − 2a)−5/4, (2.39)
where r is the center-to-center distance between two spherical particles of radius a.
We can now make sense of the change in particle arrangement at the interface
shown in Figure 2.2. In Figure 2.2a, long-range electrostatic repulsion dominates when
the concentration of dissolved salt is low (C0 ∼ 0 mM), whereas in 2.2b and c, the
long-range repulsion is weaker due to addition of salt in the water phase that screens
the electrostatic repulsion by reducing the Debye length κ−1 (C0 = 100 mM and C0 =
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500 mM respectively). The gel-like network of particles shown in Figure 2.2c results
from aggregation of particles at very high salt concentration, such that electronic
repulsion is completely screened, and attractive interactions dominate.
Furthermore, in 2.2c, we recognise the distinctive capillary attraction that forms gel-like
networks of particles, much like the inset in Figure 2.4b.
2.1.3 Mechanical properties of colloid monolayers at fluid in-
terfaces
The properties of an interface are modified by the adsorption of colloidal particles.
One of the main observations is the decrease in surface tension that depends on the
density of particles adsorbed at the interface, ϕ:
ϕ = N πa
2
A
, (2.40)
where A is the total area of the monolayer and N the number of the particles at the
interface. It is convenient to define a surface pressure Π as
Π(ϕ) = γ0 − γ(ϕ), (2.41)
where γ0 is the surface tension of the bare interface, and γ(ϕ) is the effective surface
tension. The surface pressure Π is a tangential stress that has the opposite direction
compared to the surface tension γ0 resulting in a decrease of effective surface tension γ.
Langmuir trough experiments can be used to monitor the change in surface tension (γ)
with the change in available area for the particles (A). A Langmuir trough consists of a
pool of liquid between two barriers. The barriers can be moved to increase or decrease
the area of the trough in a controlled fashion (see Figure 2.5). During a Langmuir
trough experiment, the surface active material is deposited at the interface. The focus
of this thesis is on colloidal particles that have a radius a ∼ 1 µm and a large adsorption
energy ∆µγ ≈ 106 kT, thus they can be considered irreversibly adsorbed. For this
reason, the number of particles at the interface is considered constant throughout a
Langmuir trough experiment. The capillary force is measured with a probe in contact
with the interface. For a cylindrical probe, the force that it experiences is:
Fγ = π r2p γ, (2.42)
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meniscus
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a) b)
c)
Fig. 2.5 Schematic of the Langmuir trough. This instrument is used to monitor the
change in surface tension γ upon an increase in adsorbed particle concentration ϕ.
where rp is the known probe radius. From the measurement of this force, γ can be
known. In this way, the effective surface tension can be monitored while the interfacial
density ϕ is modified. From Figure 2.6, it is seen that the surface pressure Π increases
when the particle interfacial density ϕ increases. The surface pressure is a well-defined
thermodynamic quantity for monolayers with dispersed particles (for instance for a
two-dimensional gas) but it is possible to measure a value for the tangential stress
Π in experiments when the monolayer forms aggregates or gel-like structures similar
to the ones in Figure 2.2 b&c. After further compression, the surface pressure is
constant. This plateau is characteristic of a solid-like behaviour during which the
monolayer wrinkles upon compression. In some cases, interfacial compression can lead
to particle expulsion. Several ways for obtaining particle expulsion are reviewed in the
next section.
2.1.4 Desorption of colloids from fluid interfaces
Particle expulsion can be obtained either by modifying the chemistry of the system or
by applying mechanical stress to the monolayer.
One example of chemically driven expulsion is using surfactants as detergent: they
change the contact angle θc and the surface tension γ by adsorbing on the particles and
the liquid interface, so that ∆µγ ∼ 0, making desorption favourable [9, 31] (see Figure
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Fig. 2.6 Typical isotherm obtained from the slow compression of a monolayer of 3 µm
particles at an interface with a subphase containing 500 mM of NaCl.
2.7a). Decreasing the ionic strength is also a technique used to promote desorption
through modifying the chemistry since it increases the Debye length κ−1 and strengthens
the electrostatic repulsion (see Section 2.1.2). If ∆µE becomes large enough so that
∆µ > 0, desorption occurs [32] (see Figure 2.7b). In a similar way, increasing the
solution’s pH results in an increase in surface charge, and the electrostatic repulsion
between particles strengthens, leading to desorption [32] (see Figure 2.7c).
One way of obtaining particle desorption without modifying the chemistry is by
applying an external magnetic field to induce a body force on paramagnetic particles
that stabilise an emulsion of oil in water [ 19] (see Figure 2.8). Figure 2.8a shows the
intact drops stabilised with paramagnetic particles with a mean diameter of 1.11 µm
at the top of the vial. In Figure 2.8b, the drops are attracted to the bottom of the
vial due to the magnetic field, and their stabilising monolayers are pulled off from the
drops interfaces.
Electromagnetism is not the only phenomenon that can produce a body force that
is strong enough to cause particle detachment. In a study carried out by Tavacoli et
al. [20], bigger particles (10 µm) can desorb from a drop’s interface solely under the
action of gravity. To compare the magnitude of the body force induced by gravity
on the particles and the capillary force that is holding particles at the interface, they
use the Bond number (Equation (2.19)). Gravity-induced desorption should occur
when Bo ∼ 1; it was found, however, that although Bo ∼ 10−2, desorption occurred
nevertheless. The authors evidenced that the collective effect of the body force induced
by gravity on the N interfacial particles can cause instabilities and overcome the
interfacial trapping force of one or two particles (Figure 2.10). This collective effect
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a) b) c)
5 mM 0.1 mM 5 mM pH10 pH11.7 pH10
Fig. 2.7 a) Destabilisation of a particle-coated bubble by addition of surfactants
(adapted from Ref. [9]). The scale bar corresponds to 30 µm. b) Particle adsorption
into a metallic sheet at the liquid interface at high electrolyte concentration (5 mM)
and particle re-dispersion at low electrolyte concentration (0.1 mM) (adapted from
Ref. [32]). b) Particle adsorption into a metallic sheet at the liquid interface at pH 10
and particle re-dispersion at pH 11.7 (adapted from Ref. [32]).
top vial area bottom vial area
(a) (b)
B = 0 B ≠ 0
Fig. 2.8 Destabilisation of magnetic Pickering emulsions when applying a magnetic
field B. a) Decane drops at the top of the vial without magnetic field. b) The body
force induced by the magnetic field is capable of destabilising the drops (adapted from
Ref. [19]). The scale bar corresponds to 4 mm.
Fig. 2.9 Gravity-induced particle desorption. The scale bar corresponds to 200 µm.
(Reproduced from Ref. [20]).
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Fig. 2.10 Schematic of a drop of oil in water with adsorbed particles. Collective effect
allowing particle desorption for Bo≪ 1.
Fig. 2.11 Forced desorption of gold nanoparticles from the interface of an oil drop in
water, obtained by interfacial compression (adapted Ref. [33]).
was accounted for by multiplying the Bond number by the number of particles in the
monolayer N , for which
Bo = N ∆ρ a
2 g
γ (1− cos θc) ∼ 1. (2.43)
The number of particles at the interface was found to stagnate as the number of
adsorbed particles decreased; this strengthens the argument that a collective effect
involving a sufficient number of particle is required to cause desorption.
Another way to obtain particle desorption is by applying mechanical stress through
interfacial compression [33, 34]. In the work done by Garbin et al. [33], a drop
of octafluoropentyl acrylate hangs on a needle in water and is coated with gold
nanoparticles grafted with ligand brushes. The volume of the drop is decreased and in
this way, the concentration of particles at the interface ϕ increases. When the particles
reach a close-packed arrangement, that is, when their ligand brushes are in contact
and no more particles can fit at the interface, they experience a soft repulsion between
brushes that forces particles out upon further compression (see Figure 2.11). Using
pendant drop tensiometry, it was possible to monitor the surface pressure Π in the
monolayer and measure the critical value of surface pressure Πc for which particle
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Fig. 2.12 Schematic of a particle forming a liquid bridge as a result of being pulled out
of the interface (adapted from Pitois & Chateau [35]).
expulsion is obtained. The work done upon compression to induce the desorption
of one particle was estimated as W = Πc dA, where dA is the change in area upon
compression and can be taken as dA ≈ πa2, the interfacial area occupied by one
particle.
Particle desorption can be studied by manipulating a single particle at a fluid-fluid
interface, while precisely monitoring the force required to pull the particle away from
its equilibrium position. In this way, Pitois and Chateau [35] carried out a thorough
study of the attachment/detachment of a single particle at a fluid interface where they
treated the particle at the interface similar to a mass and spring system, and expressed
the force on the particle using Hooke’s law
Ft = −k(ϕM , θc, Bo)× h, (2.44)
where ϕM indicates the position of the meniscus, θc is the contact angle, Bo is the
Bond number, and h is the distance between the particle equilibrium position and the
meniscus position (see Figure 2.12). The work necessary to remove a particle, Wc, can
be estimated by integrating Ft over the path over which the particle was pulled to
obtain detachment
Wc =
∫ D1
D0
Ft dD, (2.45)
where D0 is the initial position of the particle and D1 is the position at detachment.
From this result, it was found that the work that is necessary to remove a particle
from the interface does not simply correspond to the change in free energy from the
calculation of the chemical potential for surface energies [ 35]; the creation of a liquid
bridge, the distortion of the interface, and contact line motion also need to be taken
into account to have an accurate estimation of the work for particle detachment. The
change in free energy calculated in Section 2.1.1, ∆E = −γπa2(1 − cos θc)2, is a
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liquid
gas
Fig. 2.13 Gas transfer across a flat interface occurs when c > cs.
reasonable approximation: for a neutrally wetting micron-sized particle, the deviation
is approximately 10 %. ∆E will be used in this thesis to estimate the energy necessary
to detach a particle.
2.2 Bubble dissolution and stabilisation
2.2.1 Gas transfer across planar fluid interfaces
Mass transport across a flat gas-liquid interface occurs if the concentration of gas in
the liquid, c, is not the saturation concentration cs,0. The saturation concentration for
a planar interface, cs,0, is related to the pressure of gas acting on the liquid interface,
P0, through Henry’s law
cs,0 = kH M P0, (2.46)
where kH is the Henry’s law constant, which depends on the solubility of the gas in the
liquid and is a function of temperature, and M the gas molar mass. Gas will diffuse
into or out of the liquid, depending on whether c < cs,0 or c > cs,0, respectively, as
illustrated in Figure 2.13, until equilibrium (saturation) is reached and c = cs,0.
2.2.2 Gas transfer across curved interfaces
The pressure of the gas inside a curved interface, Pg, differs from the ambient pressure
P0 due to the interfacial tension γ
Pg = P0 + 2Hγ (2.47)
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where H is the mean curvature of the interface. The interface of a bubble is spherical
and therefore H = 1/R and Equation (2.47) can be re-expressed as
Pg = P0 +
2γ
R
(2.48)
where P0 is the ambient pressure and ∆P = 2γ/R, the Laplace pressure caused by
the curvature of the interface of a spherical bubble with radius R. In this case, the
saturation concentration is modified to
cs = kHMPg = kHM
(
P0 +
2γ
R
)
= cs,0 + kHM
2γ
R
. (2.49)
As a consequence of Eq. (2.49), the saturation concentration in the liquid surrounding
a bubble depends on the radius of the bubble, and bubbles can dissolve even if c > cs,0
so long as c < cs (see Figure 2.14).
liquid gas
Fig. 2.14 Gas transfer across the spherical interface of a bubble occurs when c > cs =
cs,0 + kHM 2γR .
The driving force for dissolution due to the Laplace pressure is only pronounced
for sufficiently small bubbles. For air bubbles in water at atmospheric pressure,
P0 = 102 kPa, with radius R = 100 µm, the Laplace pressure is ∆P ≈ 1 kPa, and
the effect becomes negligible for larger bubbles.
2.2.3 Bubble dissolution
The rate of change of radius of a bubble in a liquid can be obtained from a mass
balance and the diffusion equation [36]. The rate of change of mass, m is given by
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dm
dt
= d
dt
(
ρ
4
3πR
3
)
. (2.50)
We use the ideal gas law
Pg =
ρRgT
M
, (2.51)
and Equation (2.48), with Rg the gas constant, to express the gas density inside the
bubble as
ρ(R) = ρ0 +
M
RgT
2γ
R
, (2.52)
where ρ0 = P0MRgT is the density for a planar interface. We insert Equation (2.52) into
Equation (2.50) to obtain
dm
dt
= d
dt
[(
ρ0 +
M
RgT
2γ
R
)
4
3πR
3
]
= 43π
(
ρ03R2R˙ +
M
RgT
4γRR˙
)
, (2.53)
where the overdot denotes derivative with respect to time.
The change of mass can be related to the outward mass flux of gas J (kg m−2 s−1)
through the bubble’s interface
dm
dt
= −4πR2J, (2.54)
where 4πR2 is the surface area of the bubble. By re-writing Equation (2.53), we can
express the flux of gas out of the bubble in terms of the parameters of the system:
dm
dt
= 4πR2
(
ρ0 +
4
3
M
RgRT
)
R˙, (2.55)
and hence
J = −
(
ρ0 +
4
3
M
RgRT
)
R˙. (2.56)
The mass flux, J , can now be related to the gas concentration gradient across the
interface using Fick’s second law. Assuming spherical symmetry, the gas concentration
in the liquid at time t and at a distance r from the centre of the bubble, c(r, t), obeys
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[36]
∂c
∂t
= D∆c = D
(
2
r
∂c
∂r
+ ∂
2c
∂r2
)
, (2.57)
where D is the diffusion coefficient of the gas in the liquid. Inertial effects due to the
motion of the bubble interface are neglected in Equation (2.57) because the interface
motion due to gas diffusion is typically very slow [36]. Based on these simplifications,
Epstein and Plesset [36] derived a solution that satisfies the following conditions:
c(r, t = 0) = ci, r > R, (2.58)
lim
r→∞ c(r, t) = ci, t > 0, (2.59)
c(R, t) = cs, t > 0, (2.60)
where ci denotes the initial concentration of gas in the solution. Equation (2.59) is
verified when the volume of liquid is sufficiently large that the diffusion of gas from
the bubble does not appreciably affect the concentration, c, except in the vicinity of
the bubble. The concentration gradient across the bubble’s interface is then
∂c
∂r
∣∣∣∣∣
r=R
= (ci − cs)
(
1
R
+ 1√
πDt
)
, (2.61)
which is valid for times t > 0.
The concentration gradient is related to the mass flux through Fick’s first law
J = −D ∂c
∂r
∣∣∣∣∣
r=R
, (2.62)
so that
J = −D(ci − cs)
(
1
R
+ 1√
πDt
)
. (2.63)
Equations (2.56) and (2.63) are combined to express the rate of change in bubble radius
R˙ = −D(ci − cs)
ρ0
(
1 + 2M3ρ0RgT
2γ
R
)−1 ( 1
R
+ 1√
πDt
)
. (2.64)
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Using Henry’s law and assuming ideal gas behaviour to express the saturation concen-
tration in terms of Henry’s law constant
cs = ρkHRgT =
(
ρ0 +
M
RgT
2γ
R
)
kHRgT, (2.65)
Equation (2.64) can be recast as:
R˙ = −DkHRgT
(
1− f + M
ρ0RgT
2γ
R
)(
1 + 2M3ρ0RgT
2γ
R
)−1 ( 1
R
+ 1√
πDt
)
. (2.66)
We have separated out the dependence from f = ci/cs,0, the ratio between the initial
concentration of dissolved gas and the saturation concentration for a planar interface
cs,0 = ρ0kHRgT . In practice, this is a parameter that can be independently controlled
in experiment when preparing a solution with given dissolved gas concentration.
Equation (2.66) shows how, even at saturation, when f = 1, which corresponds to the
equilibrium condition for a planar interface, the Laplace pressure ∆P = 2γ/R drives
gas diffusion for a curved interface.
If we assume that for a fully-developed concentration profile, the transient diffusion’s
characteristic length
√
πDt becomes comparable to the initial bubble radius R(t = 0) =
R0 = 30 µm, we find a characteristic transient diffusion time of t = R02/(πD) ≈ 0.3 s,
which is more than 2 orders of magnitude smaller than the total dissolution time. The
transient term can therefore be ignored, and the Equation (2.66) reduces to
R˙ = −DkHRgT
(
1− f + M
ρ0RgT
2γ
R
)(
1 + 2M3ρ0RgT
2γ
R
)−1 ( 1
R
)
. (2.67)
It is possible to integrate Equation (2.67) for a saturated external liquid, f = 1:
R3 −R0 + 2Mγ
ρRgT
(R2 −R20) =
6DkHMγ
ρ
t. (2.68)
Using Equation (2.68), an analytical solution for the total time to dissolutiontd in an
air-saturated solution is found by setting R(td) = 0:
td =
R20
3DkH
(
R0ρ
2Mγ +
1
RgT
)
. (2.69)
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2.2.4 Stabilisation mechanisms
Interfacial layers are able to give long-term stabilisation to foams and emulsions. Long-
term stabilisation is wanted for many applications in various fields such as personal
care product formulation, food products production, catalysis etc. We differentiate two
types of coatings: molecular surfactants and colloidal particles.
Molecular surfactants are amphiphilic molecules, which means they have a polar
(hydrophilic) part and an apolar (hydrophobic) part and range in size from ∼ 1 nm to
∼ 10 nm. They adsorb at polar/apolar interfaces, such as water/air or water/oil, so
that the unfavourable contact between the hydrophobic part and the polar phase is
minimised.
Colloidal particles are solid particles with sizes ranging form ∼ 1 nm to ∼ 10 µm [37].
They are generally not amphiphilic and their adsorption is driven by the minimisation
in surface energy of the system. More detail can be found in Section 2.1.1.
Whereas molecular surfactants can give long-term stability to foams and emulsions
[38, 39], only particles are able to give complete stabilisation [40, 41]. Three main
contributing factors have been identified for the enhanced stabilisation of bubbles by
surfactants or particles.
i - Decrease in effective surface tension
Firstly, a decrease in effective surface tension γ helps prevent dissolution. The main
cause for bubble dissolution for constant temperature and pressure is the difference in
pressure between the gas in the bubble and the ambient pressure, given by the Laplace
pressure
∆p = 2γH. (2.70)
Since the effective surface tension is decreased, ∆p also decreases and dissolution can
be completely hindered if γ ≈ 0 [42, 43].
ii - Increase in resistance to gas permeation
Secondly, an increased resistance to gas permeation is also invoked as a contribution
to bubbles’ stability [39, 44]. Here, the coating of the interface is acting as a physical
barrier that prevents the gas molecules from escaping bubbles. This way of stabilising
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bubbles is particularly effective for high-molecular weight gases, such as perfluorocarbon,
encapsulated in a tight lipid mesh [45].
iii - Elasticity and viscosity against bubble dissolution
Finally, the rheological properties of the interface contribute to the long term stability
of coated bubbles. Theoretical calculations show that purely elastic interfaces can
completely halt bubble dissolution, whereas interfacial viscosity alone is not sufficient
to prevent dissolution [46]. For foams stabilised by solid particles, the elasticity of
the interface has been reported to stop the dissolution, even if the surface tension is
non-zero, provided that the elastic modulus ϵ satisfies ϵ > γ/2 [47, 48]. This criterion
can be derived from the change in the overpressure ∆P with changing radius
∂∆P
∂R
= 2
R2
(2ϵ− γ) (2.71)
where ϵ = A ∂γ
∂A
= R2
dγ
dR
is the surface elastic modulus and A = 4πR2 is the surface
area of a bubble of radius R. In the absence of surface elasticity, that is, for ϵ = 0,
∂∆P
∂R
< 0. In this case, the Laplace pressure ∆P increases with decreasing bubble size
R. As the bubble radius decreases, the driving force for dissolution ∆P increases.
The bubbles dissolves faster and faster until complete dissolution. However, when
ϵ > γ/2, ∂∆P
∂R
> 0. As the bubble radius decreases, the driving force for dissolution
∆P decreases. Dissolution slows down until it is completely stopped when ∆P = 0.
Dissolution arrest by particles
It is only by using colloidal particles as stabilisers that one is able to observe dissolution
arrest, that is, the dissolution has completely stopped. In a certain range of particle-
to-bubble size ratio, bubbles have been observed to become faceted, at which point
dissolution stops (see Figure 2.15). Dissolution arrest has been ascribed to a change
in shape of the interface that is located between particles at the monolayer upon
dissolution [40]. More precisely, it was found in Surface Evolver simulations that the
interparticle interface is saddle-shaped, and has a zero mean curvature [49] (see Figure
2.16).
If the mean curvature of the interface H is zero, the Laplace pressure ∆P = 2γH
vanishes and dissolution stops. Furthermore, it was shown that an interface with zero
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Fig. 2.15 Dissolution of a partially coated bubble. The particle concentration increases
and the bubble becomes faceted, and the dissolution is arrested. The scale bar
corresponds to 8 µm (adapted from [49]).
Fig. 2.16 Distribution of the mean curvature H at the interface of a particle-coated
bubble obtain from SURFACE EVOLVER simulation (adapted from Ref. [49]).
mean curvature is stable against the increase and decrease in volume of an air bubble
[50, 8, 49, 40]. An increase in volume is accompanied by an increase in curvature of the
interparticle interface, and the pressure inside the bubble becomes greater than that
in the bulk. This causes the gas to diffuse out of the bubble into the bulk to recover
a flat interface. Conversely, a decrease in volume is accompanied by a decrease in
curvature and the bubble pressure becomes greater than that in the bulk. This causes
the dissolved gas to diffuse from the bulk into the bubble to recover a flat interparticle
interface.
2.3 Dynamics of bubbles in ultrasound
An applied change in pressure p with respect to the ambient pressure p0 results in a
change in bubble volume: during a compression phase (p > p0) a bubble compresses,
while during a rarefaction phase (p < p0) a bubble expands. A sound wave is a
propagating oscillation in pressure p(t) = pa cos (ωt) with a frequency ω, where pa
is the maximum pressure amplitude. When a sound wave is applied to a bubble, it
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oscillates in volume at the applied frequency ω. The dynamics of oscillations can either
be linear (see next) or non-linear (see shape oscillations, for instance, in Figure 5.2).
Bubble dynamics: linear
In the linear regime, for small amplitude of bubble oscillations, the interface undergoes
pure dilation and the radius time-dependence is R(t) = R0(1 −∆R(t) cos(ωt + φ)),
where R0 is the initial bubble radius, ∆R(t) is the radial excursion, and φ is the phase
difference between the applied sound wave and the bubble response.
The dynamics for small amplitude oscillations of an isolated spherical bubble presenting
an interfacial coating can described by a Rayleigh-Plesset-type equation [51]:
ρ
(
R¨R + 32R˙
2
)
= PB − P0 − p(t)− 4µR˙
R
− 2γ(R)
R
− 4κs R˙
R2
. (2.72)
The left hand side accounts for the inertia of the fluid, with ρ the external fluid’s
viscosity. The right-hand side of Equation (2.72) includes the effect of the viscosity of
the fluid µ and the surface tension γ(R), where PB is the pressure inside the bubble, P0
is the ambient pressure, p(t) is the applied pressure, and κs is the monolayer dilational
viscosity. Matlab solver ODE23s was used to solve Equation (2.72) numerically in
order to find the radius time-evolution R(t) in Figure 2.17. The amplitude of radial
oscillations ∆Rmax = (Rmax − Rmin)/2 depends on the acoustic pressure amplitude
pa and on the frequency ω. By changing the applied frequency ω and keeping the
same bubble size and applied pressure, it is possible to explore the bubble frequency
response, that is, how ∆Rmax changes with the applied frequency ω. Moreover, it is
possible to explore the effect of applied pressure amplitude on the bubble response to
obtain the bubble frequency response curves shown in Figure. 2.18.
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Fig. 2.18 Change in the bubble frequency response curve, ∆Rmax(ω), with the amplitude
in applied frequency pa.
∆Rmax increases monotonically with the applied pressure amplitude pa in the linear
regime. ∆R is maximum for a resonance frequency ω0 that is inversely proportional to
the bubble’s initial radius [51]:
ω0 =
√√√√ 1
R20
[
3κgp0
ρ
+ 2γ0(3κs − 1)
R0
]
(2.73)
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where κg is the polytropic exponent that accounts for deviation with perfect gas
behaviour that accounts for deviations from ideal gas behaviour, ρ is the density of the
surrounding liquid, and γ0 is the surface tension of the free interface.

Chapter 3
Cooling particle-coated bubbles:
destabilisation beyond dissolution
arrest†
Emulsions and foams that remain stable under varying temperature are central in
the food, personal care, and other formulated products industries. Understanding the
effect of changes in temperature on stability could provide guidance for engineering
stable particle-coated bubbles that are temperature-resistant for prolonged shelf life
and are more versatile in applications.
Foams stabilised by solid particles can provide longer-term stability than foams sta-
bilised with amphiphilic surfactants. In some cases, particles are able to completely
stop the gas dissolution out of bubbles: this is the dissolution arrest (see Section 2.2.4).
In this Chapter, we report that particle-coated bubbles can be destabilised beyond
dissolution arrest by a decrease in temperature. Section 3.1 provides examples on how
molecules and particles adsorbed at interfaces affect the dissolution. The criteria for
bubble stability are briefly recalled. In Section 3.2, a model for bubble dissolution with
time-dependent temperature is derived to isolate the effect of the different temperature-
dependent parameters. Section 3.3 presents the methods and the experimental setup
used to study the effect of time-dependent temperature on bubbles lifetime and stability.
In Section 3.4, the experimental results on enhanced dissolution of bubbles obtained
by cooling and on the effect of temperature decrease on the stability of particle-coated
†This Chapter is adapted from: V. Poulichet, V. Garbin, Cooling particle-coated bubbles: desta-
bilisation beyond dissolution arrest. Langmuir 2015, 31, 12035-12042.
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bubbles are presented and discussed. The Chapter ends with some concluding remarks
in Section 3.5.
3.1 Introduction
As explained in Section 2.2.2, the driving force for bubble dissolution at constant
temperature and ambient pressure is the Laplace pressure ∆P = 2γ/R. The next
section presents different coatings that are used to impart stability and hinder bubble
dissolution. Foams stabilised by solid particles instead of molecular surfactants are of
interest in food products and biomedical applications [52]. Bio-compatible particles
can be used, such as protein aggregates [48] or cellulose derivates [53]. Particles are
also used for applications in advanced materials, for example, for making capillary
foams [12, 16]. These foams, which are stabilised by particles and a secondary fluid,
show a lot of promise for making lightweight load-bearing porous solids or vividly
coloured wet or dry foams. The stability imparted by solid particles has been shown to
be much more effective than for the case of surfactants. Soluble surfactants only have
a weak influence on the dissolution of gas bubbles, whereas insoluble surfactants such
as proteins can considerably reduce the dissolution rate [39, 54]. Whey protein isolate
can prolong the lifetime of bubbles to just under an hour [55]. Class II hydrophobins
can provide stability for at least a few hours [38]. Monolayers of solid particles have
been reported to stabilise bubbles for several days [41]. Solid particles adsorbed at the
gas-liquid interface stabilise bubbles by preventing coalescence, disproportionation and
dissolution [56, 40, 57–59]. A striking example of such stability is the dissolution arrest
of particle-coated bubbles [40], which is explained in more detail in Section 2.2.4. In
this Chapter, we aim at studying the effect of change in temperature on bubble stability.
The next Section introduces a model for bubble dissolution with a time-dependent
temperature, with which we study the effect of cooling on dissolution.
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3.2 Theory and modelling of bubble dissolution
3.2.1 Bubble dissolution with time-dependent temperature
Rate of change in radius with time-dependent temperature
A model for bubble dissolution with time-dependent temperature based on the theory
of gas transfer across a curved interface (Section 2.2) is derived in this Section. A
time-dependent temperature, T (t), affects the rate of bubble dissolution through the
temperature dependence of several parameters. Firstly, the gas density inside the
bubble depends on temperature through the ideal gas law (Equation (2.51)). Since
the density ρ, the gas constant Rg and the molar mass M are constants, a decrease in
temperature causes an increase in density, resulting in an increase in the saturation
concentration following Henry’s law:
cs,0 = kH M P0, (3.1)
and therefore an increase in dissolution rate. Secondly, the surface tension increases
with decreasing temperature [60], typically as γ ∝ −T , resulting in an increase in the
Laplace pressure, which also causes faster dissolution. On the other hand, the diffusion
coefficient decreases with temperature [61, 62] as D ∝ T , therefore slowing down
dissolution. Finally, the solubility of the gas increases with decreasing temperature.
This effect is reflected in the temperature dependence of the Henry’s law constant [63]
as
kH ∝ exp
[
C
( 1
T
− 1
T0
)]
, (3.2)
where C is a constant that depends on the gas, and T0 is a reference temperature. This
increase in solubility also causes faster dissolution. The interplay of these competing
effects governs the rate of bubble dissolution with time-dependent temperature.
In the quasi-steady limit, inertial effects can be neglected since the interface motion
is very slow and we assume that the diffusion coefficient D varies so slowly that it can be
considered constant in Equation 2.57. Under these conditions, Equation (2.61) can be
assumed to be valid, and the rate of change of mass (Equation (2.53)) can be modified to
account for a time-dependent temperature by expressing the temperature-dependence
of ρ:
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dm
dt
= d
dt
(
ρ
4
3πR
3
)
= d
dt
{(
P0M
RgT
+ 2Mγ
RgTR
)
4
3πR
3
}
, (3.3)
where ρ is the density of the gas inside the bubble, P0 is the ambient pressure, M is
the molar mass of air and γ is the interfacial tension. Using Equation (3.3), one can
derive an expression that shows the dependence of the rate of change in radiusR˙ and
the rate of change in temperature T˙ on the rate of change of mass dm
dt
:
dm
dt
=
{
4πP0M
3RgT
3R2 + 8πM3RgT
2γR
}
R˙
+
{
−4πP0MR
3 + 8πMγR2
3RgT 2
+ 8MπR
2
3TRg
dγ
dT
}
T˙ .
(3.4)
The right hand side of Equation (3.4) can be recast in terms of the mass flux J
according to Equation (2.54):
dm
dt
= 4πR2
[(
P0M
RgT
+ 4Mγ3RgRT
)
R˙−
(
P0MR + 2Mγ
3RgT 2
− 2M3RgT
dγ
dT
)
T˙
]
︸ ︷︷ ︸
J
, (3.5)
hence,
J =
(
P0M
RgT
+ 4Mγ3RRgT
)
R˙−
(
P0MR + 2Mγ
3RgT 2
− 2M3RgT
dγ
dT
)
T˙ . (3.6)
The expression for J in Equation (3.6) is related to the concentration gradient through
Fick’s first law (Equation (2.63)) to express the rate of change in radius as
R˙ =−D(cs − ci)
(
P0M
RgT
+ 4Mγ3RRgT
)−1 ( 1
R
+ 1√
πDt
)
− T˙
(
P0MR + 2Mγ
3RgT 2
− 2M3RgT
dγ
dT
)(
P0M
RgT
+ 4Mγ3RRgT
)−1
.
(3.7)
Again, using Henry’s law and assuming ideal gas behaviour to express the saturation
concentration in terms of Henry’s law constant (Equation (2.65)), Equation (3.7) can
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thus be recast as:
R˙ =−DkHRgT
(
1− f + 2Mγ
Rρ0RgT
)(
1 + 4Mγ3ρ0RRgT
)−1 ( 1
R
+ 1√
πDt
)
+ T˙
 RgTρ0M R + 2γ − 2T dγdT
3T (RgTρ0
M
+ 4γ3R)
 , (3.8)
where f = ci/cs,0 is the ratio between the initial concentration of dissolved gas ci and
the saturation concentration for a planar interface cs,0 = ρ0kHRgT .
Implementation of temperature-dependent parameters
Several parameters included in Equation (3.8) are temperature-dependent: the diffusion
coefficient D, the interfacial tension γ, and the Henry’s law constant kH . Their
temperature dependence is taken into account when Equation (3.8) is solved numerically.
First, the temperature dependence of the diffusion coefficient can be inferred from
Refs. [61, 62],
Dη
T
= constant,
with η = η0 exp
[
eP0 +
E − bP0
Rg(T − θg − cP0)
] (3.9)
the temperature dependence of water viscosity, where Rg = 8.314× 10−3 kJ K−1 mol−1
is the ideal gas constant, and η0 = 2.4055×10−5 Pa s, E = 4.753 kJ/mol, θg = 139.7 K,
e = 44.2 Pa−1, b = 9.565× 10−9 kJ mol−1 Pa−1, c = 1.24× 10−7 K/Pa. It can be seen
from Figure 3.1 that the diffusion coefficient decreases by approximately 30% when the
temperature changes from 288 K to 273 K, which is a range of temperature relevant
for applications such as storage of consumer products.
Second, the surface tension γ assumes the following temperature dependence [64]:
γ = B
[
Tc − T
Tc
]β [
1 + d
(
Tc − T
Tc
)]
, (3.10)
where Tc = 647.15 K is the critical temperature of water, and the parameters in the
correlation are B = 235.8 mN/m, d = −0.625, β = 1.256. It can be seen from Figure 3.1
that the surface tension γ only slightly increases (less than 1.1 times its initial value).
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Fig. 3.1 Relative change in the temperature-dependent parameters for a temperature
varying from 288 K to 273 K at a rate of 5 K/min.
Third and finally, the Henry’s law constant kH [63] changes with temperature
according to the following relation:
kH = kH(T0) exp
[
C
( 1
T
− 1
T0
)]
, (3.11)
with kH(T0) = 6.4 × 10−6 mol m−3 Pa−1 the value of the Henry’s law constant for
nitrogen at the reference temperature T0 = 298.15 K, and the constant C = 1500 K
for nitrogen. The decrease in temperature from 288 K to 273 K causeskH to increase
by approximately 30%, as is evident from Figure 3.1.
The general solution of the temperature-dependent problem, including unsteady
effects, requires solving Equation (2.57) with a time-dependent diffusion coefficient,
and treating the boundary condition in Equation (2.60) as time-dependent. To verify
that the quasi-steady approximation is valid, we compare the timescale for temperature
decrease τT with the characteristic transient diffusion time τD. In our experiments τT is
of the order of 102 s. The characteristic timescale for dissolution can be estimated from
the transient diffusion’s characteristic length
√
πDt. The characteristic length scale of
the system is the bubble radius, R ≈ 10-100 µm. We therefore find a characteristic
diffusion timescale of τD ≈ R2/(πD) ≈ 0.3 s. τD is two orders of magnitude smaller than
τT , therefore the quasi-steady approximation is satisfactory for the system considered.
This simplified model is used to provide a qualitative understanding of the role of
the different temperature-dependent parameters on bubble dissolution. Next, the
effect of a decrease in temperature on bubble dissolution is investigated, including the
contributions from each of the temperature-dependent parameters.
3.2 Theory and modelling of bubble dissolution 59
3.2.2 Effect of decrease in temperature on bubble dissolution
To investigate the effect of a decrease in temperature on bubble dissolution, Equa-
tion (3.8) was solved numerically, with the initial condition R(t = 0) = R0 and for
t > 0 (see Appendix A.1). The temperature T is a time-dependent coefficient, and the
other time-dependent coefficients, D, γ, and kH, are given by Equations (3.9)-(3.11).
The temperature decreases linearly from T0 = 298 K at t = 0, to a final tempera-
ture Tf at t = tf . The initial values of the temperature-dependent parameters are
D(T0) = 1 × 10−9 m2 s−1 and f(T0) = 1. The other constants are the atmospheric
pressure P0 = 105 Pa, the density of water ρ0 = 1000 kg m−3, and the molar mass of
nitrogen M = 28.96× 10−3 kg mol−1.
Influence of the temperature profile on the dissolution of uncoated bubbles
We investigate the effects of the change in temperature, ∆T = Tf − T0, and of the rate
of change of temperature, T˙ = Tf−T0
tf
. Figure 3.2a shows the temporal evolution of the
radius of a dissolving bubble with initial radius R0 = 30 µm. For constant temperature
the characteristic behaviour is observed, with the rate of change of radius rapidly
increasing with decreasing bubble size. The time to dissolution is td ≈ 410 s. When the
system is cooled down to Tf = 273 K, the time to dissolution decreases with increasing
cooling rate, td ≈ 270 s for T˙ = −1 K/min, and td ≈ 170 s for T˙ = −5 K/min.
Figure 5.2b reports the nonlinear dependence of the time to dissolution in the range
of cooling rates accessible in experiment. The time to dissolution for a fixed cooling
rate T˙ = −5 K/min and different change in temperature (∆T = 0 K, −5 K, −25 K)
is shown in Figure 3.2c. When the system is cooled down, the time to dissolution
decreases with greater change in temperature ∆T , td ≈ 200 s for ∆T = −5K and
td ≈ 170s for ∆T = −25K. The dependence of the time to dissolution, td, on the
change in temperature is strongly nonlinear, with a dramatic decrease for ∆T = −5 K,
and only a small difference between ∆T = −5 K and ∆T = −25 K, as shown in
Figure 3.2d. This results are rationalised below by studying the effect of the individual
temperature-dependent parameters on the bubble dissolution.
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Fig. 3.2 Influence of cooling rate T˙ and change in temperature ∆T on the dissolution
rate of uncoated bubbles. (a) Time evolution of the radius for different cooling rates
and the same change in temperature (see inset). (b) Dependence of the time to
dissolution td on the cooling rate. (c) Time evolution of the radius for different changes
in temperature at the same cooling rate (see inset). (d) The dependence of the time to
dissolution td on the change in temperature.
Influence of the temperature-dependent parameters on the dissolution of
uncoated bubbles
To identify the main driving force for the increased rate of dissolution, we isolate
the effect of each of the temperature-dependent parameters. Figure 3.3 shows that
the increase in surface tension γ increases the rate of dissolution only slightly. On
the other hand, the decrease in diffusion coefficient D significantly decreases the rate
of dissolution. Lastly, the increase in Henry’s law constant kH causes a significant
increase in the dissolution rate. The dissolution curve obtained by taking into account
the temperature dependence of all three parameters suggests that the increase in gas
solubility upon cooling is the main contribution to the increase of the dissolution rate:
the increase in kH causes an increase in the saturation concentration, cs,0 = ρ0 kHRgT ,
and therefore a decrease in the saturation f = ci/cs,0. For an initially saturated
solution, f = 1 at T0 = 298 K, a change in temperature ∆T = −25 K results in an
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Fig. 3.3 Effect of the individual temperature-dependent parameters on the dissolution
dynamics of a bubble. The black curve ’none’ indicates that no temperature-dependence
was used to solve the radius time evolution. The blue dashed curve ’all’ shows the
radius time-evolution including the effects of all temperature-dependent parameters.
The other curves show the radius time-evolution that include only the temperature-
dependence of one parameter (γ, D, and kH) at a time. The time dependence of the
temperature is also shown.
undersaturation f ≈ 0.6. Undersaturation of the external phase drives the dissolution
of drops and bubbles even if the Laplace pressure vanishes, as shown by Equation
(2.66).
3.3 Experimental Methods
3.3.1 Particle-stabilised bubbles
Charge-stabilised, hydrophilic polystyrene beads (Life Technologies, Invitrogen), with
a contact angle of approximately 75◦, were suspended in a solution of 500 mM NaCl
(BioXtra, Sigma-Aldrich) in ultrapure water with resistivity 18.2 MΩ cm (Milli-Q
filtration system, Millipore). The particle diameters used are 2a = 0.5 µm, 2a = 3.1 µm,
and 2a = 5 µm. Particle-coated bubbles were formed by mechanical agitation using
a vortex mixer. Particle-stabilised bubbles were resuspended in NaCl solution and
placed in an observation chamber made of a microscope glass slide and a coverslip
separated by a spacer. All NaCl solutions were equilibrated at room temperature and
atmospheric pressure to obtain a saturation f ≈ 1, unless otherwise stated.
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Fig. 3.4 a) Schematic of the cooling experiment setup. b) Schematic of the undersatu-
ration experiment setup.
3.3.2 Cooling experiments
The observation chamber was placed in a temperature controlled microscope stage
(THMS600, Linkam) (see Figure 3.4a). The rate of cooling and the final cooling
temperature were set using the provided software Linksys32. Images were recorded every
15 seconds with a camera mounted on a upright reflection microscope (Olympus) with
10× magnification. The resolution is limited by the diffraction limit λ2 NA ≈ 0.85 µm,
where λ is the optical wavelength and NA the numerical aperture.
3.3.3 Undersaturation experiments
The setup consists of a closed container of volume 2.2 mL, with an inlet for introducing
degassed liquid and an outlet, placed on the microscope stage (see Figure 3.4b). The
inlet is connected to a syringe pump (Harvard Apparatus). The degassed solution
is prepared by placing a beaker of the NaCl solution in a vacuum chamber held at
50 mbar for at least 24 hours. The container is initially filled with saturated solution,
in which particle-coated bubbles remain stable. The concentration of dissolved gas
in the external phase is then reduced by injecting 2.025 mL of degassed solution at a
constant flow rate of 5 µL/min, so as to replace the external phase. The flow rate is
sufficiently small that the bubble remains in the field of view of the microscope.
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Fig. 3.5 Effect of a decrease in temperature on the dissolution of uncoated bubbles. (a)
Uncoated bubble dissolving at constant temperature. (b) Uncoated bubble dissolution
is enhanced by a decrease in temperature ∆T = −17 K.
3.4 Experimental Results
Effect of time-dependent temperature on the dissolution of uncoated bub-
bles
The dissolution behaviour of an uncoated bubble at constant temperature (Figure
3.5a) is compared to the dissolution behaviour of a particle-stabilised bubble with
decreasing temperature (Figure 3.5b). In both cases the solution is initially saturated
with gas, i.e., c ≈ cs,0, or f ≈ 1 (see Chapter 2.2.3). In Figure 3.5a, a bubble with
initial radius R0 ≈ 10 µm dissolves at constant temperature over a time td ≈ 850 s.
A larger bubble, with initial radius R0 ≈ 30 µm, is cooled by ∆T = −17 K at a rate
T˙ = −5 K/min and dissolves over the same timescale td ≈ 850 s. The time over which
the temperature decreases is tf = 300 s. According to the theory for bubble dissolution
at constant temperature (see Section 2.2.3), the characteristic dissolution timescale
is τD ≈ R02/(πD), and therefore τD ≈ 0.03 s for the smaller bubble in Figure 3.5a,
and τD ≈ 0.3 s for the bigger bubble in Figure 3.5b. This implies that, at constant
temperature, the smaller bubble (Figure 3.5a) should dissolve at a much faster rate
than the larger bubble (Figure 3.5b). However, by comparing Figure 3.5a and 3.5b, it
is evident that they have the same total time for dissolution, therefore, the dissolution
rate of an uncoated bubble is accelerated by temperature decrease.
Figure 3.6 compares the time evolution of the radii of uncoated bubbles for the
two cases of constant temperature and temperature decrease at T˙ = −5 K/min. The
behaviour observed experimentally agrees qualitatively with that of the model (see
Figure 5.2): cooling bubbles results in a strong increase in their dissolution rate.
The results of the model for bubble dissolution are not directly comparable with the
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Fig. 3.7 Effect of a decrease in temperature on the dissolution of particle-stabilised
bubbles. (a) Bubble coated by 3-µm particles remains stable at constant temperature.
(b) Particle-coated bubble is destabilised by a decrease in temperature and completely
dissolves. The last frame is focused at the bottom of the observation chamber. The
timescales in the temperature profiles are not to scale.
experimental results. Firstly, the model is derived in the steady-state limit. In addition,
the assumption was made of an unbounded fluid. However, in experiments the bubbles
come into contact with a solid boundary because of buoyancy, and therefore their
dissolution behaviour is affected by confinement, which considerably slows down the
process [65].
Effect of time-dependent temperature on the dissolution of particle-stabilised
bubbles
In contrast to the behaviour of an uncoated bubble, a particle-stabilised bubble remains
stable at constant temperature. Figure 3.7a shows that a bubble with initial radius
R0 ≈ 15 µm does not change radius over a timescale of more than 103 s.
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Since the Laplace pressure, ∆P = 2γ/R, is the only driving force for dissolution
in a saturated solution (f = 1) (see Section 2.2.3), the stability of the particle-coated
bubble is due either to the elasticity of the monolayer, which can prevent dissolution
provided that the elastic modulus satisfies ϵ > γ/2 [48, 47], or to the vanishing of the
interface mean curvature, H ≈ 0, that makes the Laplace pressure vanish [8, 50, 49, 40]
(see Section 2.2.4).
The surface elastic modulus of the colloid monolayer (3-µm particles) is ϵ = −AdΠ
dA
=
ϕdΠ
dϕ
≈ 20 mN/m, as measured in a Langmuir trough compression experiment, shown
in Figure 4.5, where ϕ = Nπa2
A
is the interface concentration for N particles at an
interface of area A.
The effective surface tension of the particle-laden gas/water interface would need
to be γ ≲ 40 mN/m for the stability criterion ϵ > γ/2 to be satisfied. This surface
tension corresponds to a fractional area coverage ϕ ≈ 0.6, as obtained from optical
microscopy on Langmuir trough (see Figure 4.5). These values seem reasonable since
they are well below the threshold for collapse and buckling, which on the Langmuir
trough occurs at γ ≈ 20 mN/m for ϕ ≈ 0.7.
In stark contrast to the stability observed at constant temperature, a particle-
coated bubble dissolves completely upon cooling (Figure 3.7b). The bubble changes
morphology during dissolution: it becomes non-spherical (t = 360 s), its interface
buckles (t = 720 s), and it eventually breaks up into multiple non-spherical bubbles
(t = 1080 s). During this process, particles detach from the coating, and they sediment
to the bottom of the observation chamber (t = 1260 s). Because particle-stabilised
bubbles become non-spherical and break up upon dissolution, it was not possible to
track their radius to follow the change in gas volume (see Figure 3.7b).
Effect of gas-undersaturation on the dissolution of particle-stabilised bub-
bles
This Section presents results from an experiment in which the dissolved gas concen-
tration is decreased at constant temperature, to confirm that the main driving force
for the enhanced dissolution of cooled bubbles is the undersaturation of the external
phase, as obtained from Section 3.2.2. We slowly added undersaturated solution in the
chamber containing particle-coated bubbles suspended in an initially saturated external
phase. The bubbles are stable in the saturated liquid, as shown in Figure 3.7a. Upon
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Fig. 3.8 Destabilization and dissolution of particle-coated bubble driven by undersatu-
ration (f < 1) of the external phase.
t = 0 s t = 1485 s t = 2970 s t = 4455 s t = 5940 s t = 7425 s t = 8910 s t = 10395 s t = 11880 s
Fig. 3.9 A bubble made at low temperature (277 K) kept at constant temperature
using the temperature-controlled stage does not dissolve. The scale bar corresponds to
30 µm.
addition of undersaturated solution, the coated bubble is noticeably smaller when the
concentration of air in the external phase has reached an undersaturation f ≈ 0.7
(t = 135 s) (see Figure 3.8). The subsequent dissolution of the particle-coated bubble is
shown until t = 360 s. This result is analogous to the behaviour of nanoparticle-coated
droplets of partially miscible liquid made in an initially saturated external phase, which
dissolve and crumple upon dilution of the external phase with unsaturated liquid [66].
With this experiment, we showed that undersaturation at constant temperature is able
to dissolve a particle-coated bubble that would otherwise remain indefinitely stable.
Effect of constant low temperature on the stability of particle-stabilised
bubbles
A control experiment was performed to investigate the effect of constant low temperature
on bubbles initially made at low temperature. According to Section 3.2.2, the main
cause for the enhanced dissolution is the undersaturation created by the decrease in
temperature, and if particle-stabilised bubbles are made and held at constant low
temperature, they should remain indefinitely stable since the saturationf is constant.
From Figure 3.9, it is evident that the particle-coated bubble does not dissolve and is
stable throughout the experiment. This observation further confirms that the enhanced
dissolution of particle-coated bubble does not occur spontaneously because of the
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low temperature. Rather, the decrease in temperature and resulting increase in gas
solubility destabilises bubbles that were initially stable in a saturated solution.
Morphological transitions during particle-coated bubble dissolution
We observed different morphological transitions in the particle monolayer during bubble
dissolution, depending on the ratio between particle radius and bubble radius, a/(2R),
as shown in Figure 3.10. The rate of cooling is T˙ = −5 K/min and the change in
temperature ∆T = 17 K for all the experiments shown. By changing both the particle
size (a = 0.25, 1.55, 2.5 µm) and the bubble size (R ≈ 50− 200 µm), we explored the
range of particle-to-bubble size ratio a/(2R) ∼ 10−3 − 10−1.
Figure 3.10a shows the dissolution of a particle-coated bubble with a/(2R) ≈
1.2 × 10−3. The interface first exhibits one large inward buckling of the scale of R
(t = 1350 s), while the bubble takes an elongated shape, also observed during the
dissolution of lipid-coated microbubbles [42] and nanoparticle-coated droplets [66].
After further dissolution, the interface shows secondary wrinkles of smaller length
scale (t = 5400 s). Finally, when the bubble has completely dissolved, the monolayer
collapses forming a skin of particles, again similar to the behaviour reported for
nanoparticle-coated droplets [66], and deflating microparticle-coated drops [67].
For larger particle-to-bubble size ratio, a/(2R) ≈ 1.5 × 10−2, shown in Figure
3.10b, the bubble also takes an elongated shape upon initial dissolution (t = 315 s),
with a buckling of the scale of R. The bubble then breaks up into smaller bubbles
(t = 735 s), which completely dissolve. In contrast with the previous example, at the
end of the process all the particles have been released from the monolayer, and have
sedimented at the bottom of the observation chamber (t = 945 s). As the particle-to-
bubble size ratio is further increased, a/(2R) ≈ 3 × 10−2 (Figure 3.10c), a different
behaviour is observed. The bubble exhibits buckling on the scale of a fraction of R
(t = 210 s), and looks faceted when the particle-to-bubble size ratio has decreased to
a/(2R) ∼ 10−1 (t = 525 s). Particles desorb continuously from the air-water interface
and sediment at the bottom of the observation chamber (t = 840 s). Buckling followed
by expulsion of the coating material was suggested to occur during the dissolution
of bubbles stabilised by fluorinated surfactants [ 68], although expulsion could not be
directly visualised.
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Fig. 3.10 Dissolution of particle-stabilised bubbles induced by a decrease in temperature
for different particle-to-bubble size ratios. (a) The particle monolayer forms a skin for
a/(2R) ≈ 1.2 × 10−3. (b) The monolayer buckles and expels particles for a/(2R) ≈
1.5 × 10−2. (c) The bubble becomes faceted and particles are expelled from the
monolayer for a/(2R) ≈ 3× 10−2. The red dotted line on frame t = 525 s evidences
the bubble faceting during dissolution.
The phase diagram shown in Figure 3.11 presents the morphology of particle-coated
bubbles upon dissolution. We observed two main differences in morphology: either
shell collapse, that is, the colloidal shell buckles and collapses on itself, or no shell
collapse, that is, the colloids slowly re-disperse in the bulk and the bubble remains
approximately spherical. From the phase diagram in Figure 3.11, it is possible to
see that bubbles with smaller particle-to-bubble size ratio tend to collapse, whereas
bubbles with larger particle-to-bubble size ratio tend to keep a relatively spherical
shape and shed particles continuously.
The effect of particle-to-bubble size ratio on the morphology of deflating armoured
drops and bubbles have recently been investigated in conjunction with measurements
of collapse pressure [69, 70]. The morphology changes from wrinkled or buckled, to
faceted, with increasing value of a/(2R). In contrast with the results of Ref. [69], in our
experiments we also observe shedding of particles for the larger particle-to-bubble size
ratios (a/(2R) > 10−2). This difference can be ascribed to the different wettability
of the particles used, since we used hydrophilic particles, while hydrophobic particles
were used in Ref. [69]. For flat monolayers compressed on a Langmuir trough, the
collapse scenario has been shown to depend on wettability because of the different
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Fig. 3.11 Phase diagram for the occurrence of shell collapse. The particle-to-bubble
size ratio ranges from a/(2R) ∼ 10−3 − 10−1.
microstructures formed at the interface [34]. Hydrophilic particles form a liquid-like
monolayer and, upon area compression, are expelled in the aqueous subphase. For
more hydrophobic particles, a cohesive monolayer is formed, which buckles like a solid
film upon compression. Since in our system the particles are hydrophilic, and the
curvature of the interface facilitates outward expulsion of particles, redispersion of
particles in the external phase is favourable, unlike in Ref. [69].
3.5 Conclusions
We studied the effect of a decrease in temperature on the stability of particle-coated
bubbles. Particle-coated bubbles exhibit outstanding stability because the elastic-
ity of the monolayer can counter the effect of the Laplace pressure, or owing to a
vanishing Laplace pressure for the particular case of faceted bubbles. Strikingly, we
found that particle-stabilised air bubbles in water dissolve completely upon cooling.
Experiments on uncoated bubbles show that the decrease in temperature accelerates
bubble dissolution as compared to constant temperature.
To explain why particles are unable to prevent dissolution upon temperature de-
crease, and to understand what is the main mechanism for enhanced dissolution, we
developed a quasi-steady model of uncoated bubble dissolution with time-dependent
temperature and evaluated the effect of the different temperature-dependent param-
eters. The model suggests that the dominant contribution to enhanced dissolution
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is the increase in gas solubility with decreasing temperature, which results in the
undersaturation of the external phase. This mechanism was confirmed in a control
experiment at constant temperature, in which the saturated external phase was diluted
with unsaturated solution, causing initially stable particle-coated bubbles to dissolve.
The destabilisation of particle-coated bubbles is therefore caused by the undersatura-
tion of the external phase. While the monolayer of particles can counter the driving
force for dissolution due to the Laplace pressure, it cannot prevent dissolution in an
undersaturated external phase.
The morphological transitions observed for dissolving particle-coated bubbles range
from wrinkled or buckled to faceted, depending on the particle-to-bubble size ratio.
After complete bubble dissolution, the particle monolayer is found to form a crumpled
skin for particle-to-bubble size ratio smaller than ∼ 10−2, whereas particles are slowly
released from dissolving bubbles having a larger particle-to-bubble size ratio. The
observation of destabilisation of particle-coated bubbles by cooling has implications
for the design of formulated products that remain stable under varying environmental
conditions. Temperature-triggered expulsion of particles from dissolving bubbles or
drops can also be exploited in controlled release applications.
Chapter 4
Ultrafast desorption of colloids
from fluid interfaces†
The self-assembly of solid particles at fluid-fluid interfaces is widely exploited to stabilise
emulsions and foams, and for materials synthesis. The self-assembly mechanism is
very robust owing to the large capillary energy associated with particle adsorption
which is of the order of millions of times the thermal energy for micron-sized colloids.
The microstructure of the interfacial colloid monolayer can also favor stability, for
instance in the case of particle-stabilised bubbles, which can be indefinitely stable
against dissolution due to jamming of the colloid monolayer (see Chapter 2). As
a result, significant challenges arise when destabilisation and particle removal are a
requirement.
In this Chapter, a method for programmable particle delivery from coated bubbles
is presented. Section 4.1 introduces the relevance and the challenges associated with
particle desorption. In Section 4.2, the experimental methods are introduced. In
Section 4.3, the experimental results are shown and discussed. In Section 4.4, the
Chapter is ended with some concluding remarks.
†This Chapter is adapted from: V. Poulichet, V. Garbin, Ultrafast desorption of colloidal particles
from fluid interfaces. Proc. Natl. Acad. Sci. USA 2015, 112, 5932-5937.
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4.1 Introduction
Colloidal particles can adsorb at fluid-fluid interfaces and confer outstanding stability to
emulsions and foams [71, 72], as covered in detail in Chapter 2. The microstructure that
the colloidal particles form at the interface has also been shown to enhance stability
through jamming [8–10]. Colloids are used to create novel materials, for instance
colloidosomes, which are hollow shells made of close-packed colloids and can serve to
encapsulate active ingredients such as enzymes, drugs or proteins [ 17] and can arrest
bubble dissolution [40]. Another example of novel materials that use colloidal particles
are bijels, bicontinuous emulsions that have their interface stabilised by particles that
arrest phase separation [11]. These continuous channel systems are of great relavance
for many applications such as tissue engineering and electrochemical systems [15].
Materials that make use of the stability of interfacial self-assembly of colloids rely
on the large decrease in free energy accompanying particle adsorption (see Section
2.1.1),
∆E = −γ0πa2 (1− cos θc)2 , (4.1)
which depends on the surface tension γ0, the particle size a, and the three-phase contact
angle θc [4]. Typical values of surface tension are γ0 = 72 mN/m for a clean air/water
interface (γ0 = 52 mN/m for a clean octane/water interface [73]), and for nanometer-
to micrometer-size neutrally wetting particles (θc = 90◦), this difference in free energy
∆E ranges from hundreds to millions of times the thermal energy.
The strong attachment of particles at liquid interfaces is beneficial for engineering
new materials since they enhance stability, but it poses problems when particle des-
orption is a requirement. Particle removal from fluid-fluid interfaces is a significant
challenge in emerging applications of functional nanoparticles in interfacial biocatalysis
[74], gas storage [75], and biomass conversion [18], where the ability to recover and
regenerate the nanoparticles at the end of the process is a key requirement for sus-
tainability and cost-efficiency. The most common approaches to particle removal from
fluid interfaces are based on the physicochemical modification of the fluid phases or
the interface. Desorption has been obtained for instance by addition of surface-active
agents [9, 76] which coat the colloidal particles’ surfaces and change their wetting
properties (Section 2.1.4). In addition, by tuning the strength of electrostatic repulsion
between charged particles at an interface through pH and electrolyte concentration, the
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surface density of particles can be shifted to very low values up to complete removal
[77, 32] (see Section 2.1.4).
We developed a particle removal method that eliminates the need for physicochemi-
cal modifications. Recent observations of particle expulsion mechanisms suggest that
this is a promising direction. Particles can desorb under the effect of a body force due to
an external field. For instance, emulsions stabilised by magnetic nanoparticles can break
in a magnetic field [19] or due the the effect of gravity [20]. Alternatively, compressing
the surface area of a monolayer of adsorbed particles can result in mechanically-forced
desorption as shown by volume reduction of nanoparticle-laden drops [33]. The inter-
face surface area is reduced upon volume reduction, and the particles are forced out
of the interface owing to hard-core repulsion. Mechanically-forced desorption holds
promise for particle recovery without physicochemical modifications that may affect
the reactions or otherwise alter the products in a process, and does not pose limitations
on the properties of the particles (e.g. magnetic). In the present study, the phenomena
of bubble dynamics in ultrasound (Chapter 2) are used to impart controlled, highly
dynamic interface deformation, including compression-expansion cycles, on a timescale
of microseconds.
4.2 Experimental methods
4.2.1 Particle-stabilised bubbles
We made particle-stabilised bubbles by mechanical agitation of an aqueous NaCl
solution containing charge-stabilised polystyrene colloids. We used 500 nm, 3 µm, and
5 µm colloids (IDC surfactant-free Latex Particles, Life Technologies). The 500 nm
and 5 µm colloids are functionalised with sulphate groups. The 3 µm colloids are
functionalised with aldehyde and sulphate groups. It was necessary to add salt to
screen the electrostatic interaction between particles and promote particle adsorption
(see Section 2.1.2). The NaCl concentration in solution was optimised for each kind of
particles to promote particle adsorption at the water-air interface (50 mM NaCl for
500 nm particles; 500 mM NaCl for 3 µm particles; addition of NaCl was not necessary
for 5 µm particles). NaCl (BioXtra, ≥ 99.5%) was obtained from Sigma-Aldrich.
Ultrapure water with resistivity 18.2 MΩ cm was produced by a Milli-Q filtration
system (Millipore).
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Fig. 4.1 Sketch of the experimental setup. The scale bar corresponds to 20 µm.
4.2.2 Acoustical-Optical setup
To observe the particle coated bubbles in detail and resolve individual particles, we use
an observation cell made of a microscope glass slide and a glass coverslip separated by a
1 mm spacer (see Figure 4.1). All parts are cleaned with ethanol, rinsed with ultrapure
water and dried with compressed air before each experiment. We injected a few bubbles
at a time in the cell, and observed isolated bubbles (at least 10 diameters away from
each other) to exclude interactions between bubbles due to scattered ultrasound fields.
A piezoelectric transducer (resonance frequency 754 ± 5 kHz, StemInc) glued on the
glass slide is used to generate ultrasound waves. We use two driving frequencies that
correspond to mechanical resonances of the transducer-glass slide system, 40 and 50
kHz. The sinusoidal driving signal is generated by a programmable waveform generator
(33220A, Agilent) and amplified by a radio-frequency linear power amplifier (AG1021,
T&C Power Conversion Inc.). The acoustic pressure amplitude was calibrated with
a PVDF hydrophone (RP Acoustics). Video microscopy of bubble dynamics was
performed using an inverted microscope (Olympus, IX71) with magnifications 10×,
20× and 40× and a high-speed camera (Photron, FASTCAM SA5, 128×88 pixel
resolution at 350,000 frames per second). The waveform generator and the high-speed
camera are triggered simultaneously using a pulse-delay generator (9200 Sapphire,
Quantum Composer).
The ultrasound wavelength is λ = c/f = 30-40 mm, where c is the speed of sound
in water and f is the frequency of the applied sound wave. If we assume a pressure of
the form:
p = pa sin
(2π
λ
x
)
, (4.2)
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with x=[0,λ] the position, λ wavelength, and where pa is the amplitude of the pressure
wave, then the pressure gradient
dp
dx
= 2π
λ
pa cos
(2π
λ
x
)
(4.3)
is maximum for xmax = λ/2. The maximum pressure gradient that a bubble with a
diameter d can experience is
∆p =
∫ xmax+d/2
xmax−d/2
dp
dx
dx = 2pa sin
(
πd
λ
)
. (4.4)
For a diameter d=100 µm, the pressure difference across the bubble is ∆P ≈ 0.016pa,
thus the acoustic pressure is considered uniform over the bubble.
4.2.3 Langmuir trough isotherm measurement
We measured compression isotherms of the particle monolayers using a Langmuir
trough (MicroTrough, Kibron) (see Section 2.1.3). The trough and the barriers were
cleaned using chloroform, rinsed with ultrapure water, and dried using compressed air.
We filled the trough with an aqueous solution matching the NaCl concentration used
to make particle-stabilised bubbles. A 1:1 mixture of isopropyl alcohol and colloidal
suspension was prepared to facilitate spreading on the interface. The concentration
of particles in the spreading solution was 2%w/v. A known volume of spreading
solution was deposited drop-wise on the interface. The solvent was left to evaporate
for at least 15 minutes. We compressed the monolayer at an area compression rate
α˙ = 1
A
dA
dt
≈ 0.4 s−1 while recording its surface pressure Π as a function of the area
A. Micrographs of the monolayer were taken with an upright microscope (Olympus
BXFM) from which the particle surface coverage ϕ is directly extracted:
ϕ = Nπa
2
A
, (4.5)
where N is the number of particles in the monolayer and a is the particle radius.
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4.3 Experimental results
4.3.1 Ultrafast deformation of particle-coated bubbles
Particle-stabilised bubbles made by mechanical agitation (see Section 4.2.1) are polydis-
perse, with radii between 20 and 100 µm, and are stable against dissolution when the
the density of particles attached at the interface is sufficiently large (see Chapter 2 for
more detail on the dissolution of particle-coated bubbles). We transfer a small number
of bubbles into an observation cell and transmit short ultrasound pulses of 20-100
cycles with acoustic pressures between 200 and 300 kPa, at a frequency of 40 kHz. The
pressure fluctuates in time, driving the bubbles into volumetric oscillations (see Section
2.3), and causing the colloid monolayer to periodically compress and expand. The
high-speed image sequence in Figure 4.2a shows the compression/expansion of a bubble
stabilised by 3-µm colloids during one cycle (∼ 23 µs) of the pressure fluctuation. The
shape is slightly non-spherical during the compression phase, as the colloid monolayer
buckles at sufficiently large density of adsorbed particles at the interface. For each
frame we obtain the average radius as the radius of a circle with area equal to the
projected area of the bubble. Figure 4.2b shows the radial excursion, R(t)−R0, over
20 cycles of ultrasonic driving. Although the relative amplitude of oscillations of the
bubble is (small ∆R/R0 ≈ 0.02 with R0 the initial radius and ∆R = (Rmax −Rmin)/2)
the response is nonlinear, characterised by a larger radial excursion in expansion than
in compression (expansion-only behaviour). This behavior indicates that it is easier to
dilate the monolayer than to compress it and bend it. This is in contrast with behaviour
of lipid-coated bubbles, for which it is easier to compress than expand, leading to a
compression-only behaviour [78].
From Figure 4.2b, we extract the normalised amplitude of oscillation ∆R
R0
=
Rmax−Rmin
2R0 , where Rmax is the maximum bubble radius, Rmin is the minimum bub-
ble radius during an experiment and R0 the initial radius. We perform the same
experiment for 20 bubbles with radius raging from ∼ 30-180 µm and measure their
normalised amplitude of oscillation ∆R
R0
for constant frequency and pressure, reported in
the response curve in Figure 4.2c. The data for radii around 50 µm is not included in the
response curve because the oscillations are of sufficiently large amplitude (∆R > 0.15)
that the response becomes highly non-linear. For reference, the theoretical resonance
curve for the linear response of uncoated bubbles in an unbounded fluid at 40 kHz is
shown in the same graph. It is obtained from the Minnaert frequency (see Section 2.3),
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Fig. 4.2 Dynamics of particle-stabilised bubbles in ultrasound of frequency 40 kHz.
a) High-speed image sequence of the compression/expansion of a bubble stabilised
by 3-µm colloids during one cycle (∼ 23 µs) of the pressure fluctuation created by
the ultrasound wave. b) Evolution of the radius of the bubble during 20 cycles of
compression/expansion. R−R0 is the deviation from the resting radius. The radial
excursion during expansion is larger than during compression. c) Relative amplitude of
oscillations, ∆R/R0, for bubbles of different resting radius R0 at a constant frequency
of 40 kHz. The solid line shows the theoretical resonance curve of an uncoated bubble
of radius 50 µm. The amplitude of the peak is not to scale.
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neglecting the surface tension contribution:
RM =
√√√√ 1
ω2
[
3κgp0
ρ
]
(4.6)
where ω is the applied frequency, κg is the polytropic exponent accounting for deviations
from ideal gas behaviour, p0 the ambient pressure, and ρ the density in the surrounding
liquid. The corresponding resonant radius is larger (80 µm) than the value found in
experiment, primarily due to the boundary created by glass coverslip, that modifies
the resonance frequency [79]. Since we operate at constant frequency, we effectively
tune the amplitude of oscillations through the bubble size. We can further adjust the
amplitude by changing the acoustic pressure pa.
4.3.2 Desorption
Particle detachment upon interfacial compression
Figure 4.3 shows a bubble stabilised by 3 µm colloids that undergoes periodic compres-
sion/expansion at 50 kHz, recorded with a high-speed camera. One period of oscillation
(10 µs) is shown in Figure 4.3, where the monolayer undergoes a compression-expansion-
compression cycle. The particles are not evenly spread at the interface during the
expansion phase, but rather, the monolayer opens up and expands along particle grain
boundaries. During the compression phase, the bubble is slightly non-spherical and
the monolayer displays crystalline patches where particles are ordered in a hexagonal
arrangement, which can be seen in the triangulation diagram that corresponds to the
first compression in Figure 4.3c. Micron-sized particles allow direct measurements
of the surface coverage by particles, ϕ (see Equation 4.5), by image analysis. Image
analysis reveals that the surface coverage is ϕ0 ≈ 0.45 at rest, and increases to ϕ ≈ 0.50
during one cycle upon compression.
We also see that during compression, the bubble assumes a non-spherical shape.
This is a consequence of the particle monolayer behaving like a solid and buckling out
of the plane of the interface. Buckling of the interfacial layer has already been observed
during the volumetric oscillations of milid-stabilised bubbles [51].
Interestingly, monolayer buckling is typically not accompanied by expulsion of particles
[80, 81, 66]; for instance if the desorption energy of the particles is too large, or if
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Fig. 4.3 Ultrafast monolayer compression, buckling and particle expulsion. a) Bubble
stabilised by 3 µm particles undergoing expansion/compression in ultrasound at 50 kHz
and amplitude 200 kPa. The colloid monolayer buckles during the compression phase
(10 µs). b) Images of the same bubble taken every 10 cycles during the compression
phase, showing repeated buckling and expulsion of particles from the interface. c)-d)
Triangulation of the particles shows the evolution of the monolayer microstructure from
small crystalline domains at t = 0 ms c) to disordered at t = 1.4 ms d). e) Schematic
of a bubble side-view showing monolayer buckling.
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Fig. 4.4 Dynamic interface deformation strongly alters the monolayer microstructure.
The 5 µm colloids on the interface of the bubble initially form a gel-like network.
Dynamic compression/expansion at 40 kHz forces the particles to re-disperse over 20
cycles of oscillations due to hydrodynamic forces.
attractive interparticle attractions prevent the particles from detaching from a cohesive
monolayer [82]. As the interparticle interactions in our system are attractive (see
Section 2.1.2), the observation of buckling accompanied by particle expulsion suggests
that the dynamic deformation of the monolayer alters its microstructure.
When the experiments are carried out on bubbles that have low initial surface
coverage ϕ, no desorption is observed (see Figure 4.4). The maximum surface coverage
reached during compression is ϕ ≈ 0.30 while the surface coverage at rest is ϕ0 ≈ 0.23
and the amplitude of oscillations is ∆R/R0 ≈ 0.07. We can, however, observe important
changes in the microstructure of the monolayer. We will see in Section 4.3.3 that these
microstructural changes play a role in particle desorption.
Mechanism for particle desorption for small amplitude oscillations
The comparison between the compression of bubbles with high (Figure 4.3) and low
(Figure 4.4) initial particle coverage point to a dominant mechanism of particle expulsion
for oscillations of small amplitude, ∆R/R0 < 0.10, caused by the interface compression,
in a similar manner to quasi-static mechanically-forced desorption [33]. There should
be a critical surface coverage, corresponding to a critical tangential stress, for which
particles desorb. To corroborate this argument, we observed bubbles with different
4.3 Experimental results 81
0.4 0.5 0.6 0.7 0.8
0
10
20
30
40
50
60
φ
Π 
(m
N
/m
)
0.3
30 µm
Fig. 4.5 Surface pressure of 3 µm colloid monolayer by isothermal compression. The
surface pressure Π is reported as a function of the surface coverage by particles ϕ,
obtained from optical micrographs of the monolayer (see inset).
initial coverage ϕ0 and varied the amplitude of oscillations ∆R/R0. We found that
for bubbles stabilised by 3 µm colloids the average surface coverage during bubble
compression that results in particle expulsion is ϕc = 0.53 ± 0.04.
To determine the critical tangential stress for particle expulsion Πc we characterised
the surface pressure Π(ϕ) by isothermal compression of particle monolayers on a
Langmuir trough (Section 4.2.3). Π is defined as the difference between the surface
tension γ0 of the bare fluid-fluid interface, and the effective surface tension γ of the
particle-laden interface, Π = γ0 − γ. Typically, Π increases with the surface coverage
ϕ. Figure 4.5 shows the compression isotherm for the 3 µm particles, obtained at the
same salt concentration used to make particle-stabilised bubbles. The microstructure
of the monolayer, presenting cohesive particle networks, is shown in the inset. The
surface pressure at ϕc = 0.53 is Πc = 25.0 ± 0.1 mN/m. The average work done on
a particle upon compression can be estimated as W = Π dA, with Π the tangential
stress in the monolayer and dA the change in area. A particle can be expelled from the
interface when, upon compression, the surface pressure Π increases sufficiently so that
the compression work exceeds the desorption energy ∆E. This approximate criterion
can be expressed in terms of a non-dimensional desorption number as:
W
∆E =
Π πa2
γ0 πa2(1− cos θc)2 =
Π
γ0 (1− cos θc)2
> 1. (4.7)
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During bubble oscillations, the surface coverage can increase from an initially low
value to the threshold ϕc corresponding to the critical surface pressure for desorption
Πc, which indeed gives a non-dimensional desorption number Πcγ0(1−cos θc)2 ∼ 3. This
value shows that the mechanical energy input to drive desorption is in excess of the
value estimated from the simple equation for ∆E, which does not take into account
dissipative mechanisms such as contact line motion over the surface of the particle [83]
and the formation of a liquid bridge during particle desorption [35] (see Section 2.1.4).
4.3.3 Microstructure evolution during ultrasound driving
Change in surface coverage and particle re-arrangement
Upon volumetric oscillations, the monolayer of 3µm colloids compresses and expands
during each sound wave period. We use high speed video to visualise and monitor
the evolution of the monolayer microstructure during the ultrasound-activated bubble
oscillations. Figure 4.3b displays several oscillation cycles and shows repeated buckling
upon compression. The surface coverage after 1.4 ms, with the bubble at rest, has
decreased from ϕ0 ≈ 0.45 to ϕ0 ≈ 0.38. By comparing 4.3c & d, it is evident that the
monolayer undergoes microstructural evolution: at t=0, most particles at the monolayer
have 6 nearest neighbours and the monolayer presents small crystalline domains with
a neat hexagonal arrangement (ϕ ≈ 0.50 during compression). After several oscillation
cycles, the surface coverage upon compression has decreased to ϕ ≈ 0.43, and a loss
of order of the monolayer is observed (Figure 4.3d). These observations indicate that
when particle-coated bubbles undergo ultrafast volumetric oscillations, their monolayer
surface coverage decreases because of desorption, and they lose ordering.
Break-up of particle aggregates
The periodic, highly dynamic deformation of the colloid monolayer causes a striking
evolution of its microstructure, as is clearly visible on monolayers with low surface
coverage. Figure 4.4 show a bubble coated with 5 µm particles that initially form a two-
dimensional cohesive network on the interface due to capillary interactions (see Section
2.1.2). Over a few cycles of oscillations at 40 kHz, the periodic compression/expansion
causes the cohesive network to break, and the particles disperse with approximately
uniform coverage on the surface of the bubble. When the oscillations stop, the particles
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re-aggregate over a timescale of hundreds of milliseconds (see the re-aggregation of
3-µm particles in Figure 4.6).
t = 0 ms t = 38 ms t = 76 ms t = 114 ms t = 152 ms t = 190 ms t = 228 ms t = 266 ms
a b10 µm
Fig. 4.6 Reaggregation of 3 µm particles on the surface of a bubble at rest. The bubble
was driven with an ultrasound wave of frequency 40 kHz and amplitude ≈ 200 kPa.
(a) The interfacial monolayer presents a cohesive network structure. (b) Ultrafast
compression-expansion of the interface of the bubble in ultrasound (between 0 and 30
ms) has caused the cohesive structure to rearrange and some aggregates to break. An
isolated particle is clearly visible at the centre of the bubble. Over 200 ms the particles
reaggregate due to attractive capillary interactions.
0 ms 0.16 ms 0.32 ms 0.48 ms 0.64 ms 0.80 ms
20 µm
Fig. 4.7 Desorption of 5 µm particles from an ultrasound-driven bubble. The bubble
was driven with an ultrasound wave of frequency 40 kHz and amplitude ≈ 200 kPa.
The break-up of cohesive monolayer, like the one observed in Figure 4.4, is a
requirement for particle desorption since particles need to break free from the cohesive
monolayer. We ascribe the break-up of particle aggregates during interface dilation
to hydrodynamics. The streamlines of the bulk flow generated by spherical bubble
oscillations are radial. Particles that are part of an aggregate cannot follow radial
streamlines and therefore experience a tangential motion relative to the fluid with
velocity uθ ∼ f∆R of the order of 1 m/s, where f is the frequency and ∆R the
amplitude of radial oscillations (see Figure 4.8).
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Fig. 4.8 The breakup of particle aggregate is attributed to a viscous drag force. Particles
that are part of an aggregate cannot follow the radial streamline and experience a
tangential motion relative to the fluid velocity (a), leading to the breakup of the
aggregate (b).
The resulting viscous drag force on a 1-µm particle, Fθ ∼ ηuθa, with η = 103 Pa.s
the viscosity of water, is of the order of 1 nN. There are two attractive forces between
the particles: van der Waals and capillary forces (see Section 2.1.2). The expression
for van der Waals forces is written as follows:
FvdW (r) = −Aeff12
a
D2
, (4.8)
where Aeff the effective Hamaker constant and D = r− 2a the surface separation. For
latex particles at the interface, Aeff ≈ 1.37× 10−20 J [84], and assuming D ∼ 10 nm
at contact, the magnitude of the interaction force is FvdW ∼ 1 nN.
The expression for the capillary force is
Fcap ≈ −12π γ0H22 cos [2(ϕA + ϕB)]4 ac
4
r5
, (4.9)
where γ0 is the surface tension, H2 the amplitude of the (quadrupolar) undulations
of the contact line, ϕA,B the orientation angles of the particles relative to the line of
centres, r the distance between the centres of the particles, and ac = a sin θc the radius
of the contact line. For colloids with diameter 2a ≈ 3µm, contact angle θc ≈ 45◦, and
a typical undulation amplitude H2 ∼ 100 nm, the maximum magnitude of this force
near contact (r − 2a ≈ 10 nm) is Fcap ∼ 10−1 nN.
For 3 µm diameter particles, the magnitude of the drag force tangential to the
interface is comparable to the attractive interparticle interactions in the system when the
velocity uθ ≳ 1 m/s. The drag force can then cause the break-up of particle aggregates,
until the particles are uniformly dispersed at the interface. Particle desorption is
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possible even from cohesive monolayers upon dynamic interface deformation, provided
that the tangential viscous drag force exceeds any attractive interactions between the
particles.
In a typical experiment like the one shown in Figure 4.4, the interfacial velocity usually
reaches and exceeds uθ ∼ 1 ms−1, and therefore the oscillations should be able to
break-up aggregates through this viscous drag mechanism.
When the 5-µm colloids have a high enough surface coverage, desorption is observed as
illustrated in Figure 4.7. In this experiment the initial surface coverage is ϕ0 ≈ 0.40
and the amplitude of oscillations is ∆R/R0 ≈ 0.15. The maximum surface coverage
upon compression is ϕ ≈ 0.55 and particle desorption is observed.
4.3.4 Directional desorption
Shape oscillations and patterned desorption
For oscillations of sufficiently large amplitude we observe shape oscillations, a char-
acteristic nonlinear phenomenon of bubble dynamics [85], and find that they lead to
directional patterns of particle expulsion. Figure 4.9a shows the occurrence of shape
oscillations on a bubble stabilised by 3 µm particles. The interface exhibits regular
undulations with 6-fold symmetry. The shape oscillations grow in amplitude over a
few cycles, after which desorption of particles is observed from the antinodes of the
interface undulations. Figure 4.9b shows another example for a bubble coated with
500 nm particles. Shape oscillations with 8-fold symmetry develop initially. A mode
with 4-fold symmetry becomes dominant after 20 cycles (followed by particle expulsion
from the 4 antinodes) and more pronounced from two of the antinodes. Figures 4.9a-b
clearly demonstrate that the pattern of particle release for shape oscillations is highly
dependent on the symmetry of the mode, with localised “hot spots” from which most of
the particles are expelled. For very violent oscillations, we observe asymmetric collapse
of the bubble (Figure 4.9c). The first five frames in Figure 4.9c show the stages leading
to asymmetric collapse during one cycle of oscillation (25 µs) after which particles are
expelled as a “blob”, as shown in the last two frames.
86 Ultrafast desorption of colloids from fluid interfaces
b
a
d
0 µs
0 µs
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Fig. 4.9 Patterned particle desorption for non-spherical bubble oscillations. Bubbles
were driven with an ultrasound wave of frequency 40 kHz and amplitude ≈ 200 kPa.
(a) Shape oscillations with 6-fold symmetry of a bubble coated with 3 µm particles.
Particles are expelled from the antinodes. (b) Shape oscillations of a bubble coated
with 500 nm particles, with a dominant 4-fold mode developing over time and directing
particle expulsion. (c) Asymmetric collapse and release of a “blob” of particles. (d-e)
Schematics of shape oscillations and asymmetric collapse of particle-stabilised bubbles.
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Mechanism for particle desorption for large amplitude oscillations
The observation of patterns of particle release that depend on the bubble shape points
to a second mechanism of particle expulsion. For very violent deformations, as in
Figure 4.9c, the radial acceleration R¨ ∼ f 2∆R can reach 105 m/s2 at the antinodes,
which are the points at the interface for which the radial excursion is largest. Because
of this large acceleration, the particles experience a large body force normal to the
interface that should favour expulsion:
Fb = m R¨ = ∆ρVpR¨ = ∆ρ
4
3πa
3R¨; (4.10)
with m the mass of the particle, ∆ρ the density difference between the particle and
the fluid and Vp the volume of particle. The capillary force (see Section 2.1.2) holding
the particle at the interface reads:
Fγ = γ C = γ πa(1− cos θc); (4.11)
where C is the length of the contact line between the particle and the interface.
The relative importance of this body force and the capillary force holding a particle at
the interface can be expressed in terms of a Bond number,Bo, based on the interface
acceleration R¨. It takes the form [20]:
Bo = Fb
Fγ
≈ ∆ρ a
2R¨
γ (1− cos θc) . (4.12)
Despite the very large value of the acceleration, in our experiments the Bond number
does not exceed 10−3. Although the body force on a single particle may be insufficient to
drive desorption, this contribution is enhanced by the effect of many particles collectively
pushing on “keystone” particles in points of high curvature of the monolayer, as has
been reported for the case of desorption under the effect of gravity [20] (see Section
2.1.4). In this study, carried out by Tavacoli et al., the Bond number for a particle is
10−2, which should be too small to cause desorption. However, the contribution from
all the particles is accounted for by multiplying the Bond number by N , the number of
particles present at the monolayer
Bo = N ∆ρa
2g
γ(1− cos θc) (4.13)
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with g the gravitational constant. It was found in experiment that this modification
of the Bond number agrees well with the observation of desorption. Tavacoli et al.
also observe that desorption occurs from points of high interfacial curvature, which is
indeed in keeping with our observations in Figure 4.9.
Even though the two desorption scenarios observed for small amplitude oscilla-
tions and shape oscillations point to two different mechanisms for desorption, both
contributions are always present in our experiments.
Resistance to bending
It is surprising that the presence of a colloidal monolayer does not hamper the occurrence
of phenomena such as shape oscillations and asymmetric collapse, shown in Figure 4.9 d-
e, where the interface undergoes large bending deformation. In what follows, we
investigate the ability of a pressurised shell of particles to bend. Ultrasound-driven
shape oscillations have also been observed for surfactant-stabilised bubbles [86], with a
monolayer thickness of the order of 1 nm, and a ratio of bubble radius to monolayer
thicknessR/h > 1000. Our colloidal shells are comparatively thick, withR/h ≈ 10−100.
The resistance to bending of a pressurised shell can be estimated by a non-dimensional
bending stiffness [87, 88] τ−2 with
τ = ∆p
E
(
R
h
)2
. (4.14)
In Equation 4.14 R/h is the ratio of the bubble radius to the thickness of the monolayer
and E is the Young’s modulus of the monolayer, given by E = ϵ/h, with ϵ the surface
elastic modulus. The surface elastic modulus ϵ is given by
ϵ = −AdΠ
dA
, (4.15)
where ϵ ≈ 25 mN/m, as extracted from the Langmuir trough compression isotherm in
Figure 4.5. The pressure difference ∆p is given by the Laplace pressure 2γe/R, with
γe the equilibrium surface tension of the particle-laden interface corresponding to the
surface tension of the bubble at rest. The effective surface tension γ of a particle-laden
interface is related to the surface pressure by γ = γ0 − Π with γ0 = 73 mN/m the
surface tension of the 500 mM NaCl solution, as measured by pendant drop tensiometry.
We take the value of effective surface tension at the typical surface coverage ϕ0 ≈ 0.40
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of freshly made particle-coated bubbles to be the equilibrium surface tension γe, as
extracted from the graph on isothermal compression in Figure 4.5. The corresponding
surface pressure is Πe ≈ 15 mN/m. We therefore obtain an equilibrium surface tension
γe ≈ 58 mN/m. All the numerical values given are for the 3 µm colloids. The ratio
R/h for the bubbles showing shape oscillations (see Figure 4.9) is between 15 and 100,
resulting in a very low non-dimensional bending stiffness, τ−2 ≈ 10−3 − 10−5. Even
for small bubbles with R/h ≈ 5, as in the example of Figure 4.3, the non-dimensional
bending stiffness is sufficiently low (τ−2 ≈ 10−2) that the monolayer can buckle to
allow bubble compression (Figure 4.3e).
4.3.5 Programmable delivery
It is possible to design protocols of ultrasound activation that enable complete removal
of the monolayer from the interface, and programmable particle release. The bubble
in Figure 4.10a is activated with one pulse of 20 cycles at 40 kHz, which results
in the ultrafast delivery of all the particles from the interface. The bubble is left
behind without the stabilising layer of particles, and slowly dissolves by gas diffusion
in approximately 10 minutes (see Section 2.2.3). During this time we do not observe
adsorption of the particles back on the interface, due to the small diffusivity of 3 µm
colloids with an Einstein-Stokes diffusion coefficient DE ∼ 30 kT. Figure 4.10b shows
a high-speed recording revealing that the condition for complete particle delivery
is a very large amplitude of oscillations (∆R/R0 ≈ 0.3 in this experiment). We
consistently observe that oscillations of very large amplitude enable complete particle
delivery with an ultrasound pulse of only 20 cycles, that takes place over 0.5 ms. The
controlled desorption of colloids from bubble interfaces is promising for particle delivery
applications such as drug delivery or delivery in micro-scale chemical reactors.
4.4 Conclusions
We have demonstrated ultrafast colloid desorption from fluid-fluid interfaces undergoing
dynamic compression, expansion and deformation. We have used particle-stabilised
bubbles as a platform to impart dynamic interface deformations using ultrasound. We
found that particle-stabilised bubbles exhibit some of the characteristic phenomena of
uncoated bubble dynamics in ultrasound, and that the different modes of deformation
90 Ultrafast desorption of colloids from fluid interfaces
time
i
ii iii iv
i ii iii iv
a
20 µm
0.00 s 0.04 s 2.24 s 4.44 s
15 µm
0 µs 110 µs 220 µs 330 µs 440 µs 550 µs 660 µs
acoustic pressure
i
i
ii
ii
iii
iii
iv
iv
v
v
vi
vi
vii
vii
b
time
acoustic pressure
Fig. 4.10 Programmable ultrafast particle delivery. a) Activation of a particle-coated
bubble by ultrasound can produce complete removal of the particle monolayer with
a single pulse of 20 cycles. b) High-speed imaging of an experiment where complete
particle delivery is obtained in 20 cycles. The amplitude of oscillations is ∆R/R0 ∼ 0.3.
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result in different desorption scenarios. Particle expulsion is governed primarily by the
surface coverage by particles, by the large acceleration of the interface due to ultrasonic
driving, and by the shape of the violently deforming interface. The dynamic compression
and expansion of the bubble causes particle aggregates to break-up due to hydrodynamic
forces, allowing expulsion of particles even from cohesive monolayers. Our method will
enable remotely-triggered colloidal disassembly without physicochemical modification
of the system and should find applications in particle recovery, encapsulation [89], and
particle delivery [90]. This method is scalable and applicable in a variety of geometries
and conditions, including existing acousto-microfluidic platforms [91] with precise
control and programmability of the timing of particle release.
The well-defined patterns of expelled particles observed during the bubble shape
oscillation experiment (see Figure 4.9) do not correspond to the mode number of the
shape oscillation n = 4. Indeed, it is possible to see in the experiment that there are
two main plumes of desorption. The next Chapter will be dedicated to understanding
and predicting the preferential expulsion of particles from fluid interfaces.

Chapter 5
Patterned colloid desorption from
bubbles undergoing shape
oscillations†
In this Chapter, we investigate the mechanisms driving the directionality of particle
expulsion during shape oscillations reported in Chapter 4. Section 5.1 introduces the
relevance of directed expulsion of colloids from fluid-fluid interfaces. Section 5.2 exposes
the basics of shape oscillations. Section 5.3 presents the experimental method and the
image analysis used to characterise shape oscillations. In Section 5.4, the results for
particle expulsion during shape oscillations are presented. Section 5.5 concludes this
Chapter.
5.1 Introduction
Particle-stabilised bubbles present new opportunities in controlled release for medical
applications, and in functional materials [92]. For applications in controlled release, it
is desirable that the coating of particles can be forced to desorb in a programmable
fashion when an external stimulus is applied. Particle desorption can be triggered by
addition of surfactants [9, 76], by changing the pH or the electrolyte concentration
[77, 32], by magnetic or gravitational forces [19, 20] (see Section 2.1.4) or by interface
†This Chapter is based on work in preparation for publication: V. Poulichet, A. Huerre, V. Garbin,
Shape oscillations of particle-coated bubbles and directional particle expulsion.
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compression (see Ref. [33], Chapter 3, and Chapter 4). One of the most common
triggers for drug delivery applications is ultrasound [90]. We have previously shown that
ultrasound waves can drive particle-coated bubbles into highly dynamic deformations,
triggering the ultrafast desorption of particles from the surface of the bubble (see
Chapter 4). This method holds promise for controlled release since desorption is
programmable in time, the payload of particles can be released in under a millisecond,
and physicochemical modification of the particles or the fluids is not required.
As shown in Chapter 4, ultrafast desorption can exhibit directionality when the
bubbles are driven into shape oscillations [93]. Shape oscillations are non-spherical
oscillations with highly symmetric shapes. For uncoated bubbles, the order of the
non-spherical harmonics excited depends on the frequency [85]. In this Chapter,
we investigate the conditions for shape oscillations of particle-coated bubbles and
directional particle desorption to ascertain whether this phenomenon can be controlled.
5.2 Dynamics of bubble shape oscillations
If the amplitude of a perturbation of the interface grows during periodic compression-
expansion through a parametric instability, the bubble undergoes shape oscillations.
These oscillations cause non-uniform dilation of the interface, as well as shear and
bending. Parametric instability occurs for a driving frequency ω = 2ωn, with ωn the
resonance frequency of a spherical harmonic distortion of order n (n > 1), given by
Lamb’s equation:
ω2n =
(n− 1)(n+ 1)(n+ 2)γ
ρR30
, (5.1)
with R0 the initial radius of the bubble, and γ the surface tension. The threshold in
acoustic forcing for the onset of shape oscillations depends on the acoustic frequency
[94], and is a minimum when the bubble is driven close to resonance of the spherical
mode, ω0. Experiments on uncoated bubbles [85], confirm the validity of Equation 5.1
since there are preferential harmonics whose mode number increases with bubble size
for a fixed applied frequency. These modes are not dependent on the applied acoustic
pressure, so long as the threshold is passed. The occurrence of shape oscillations has
been studied experimentally [86] and numerically [95] also for lipid-coated bubbles.
Uncoated and lipid-coated bubbles show two main differences in their dynamics during
shape oscillations:
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• For lipid-coated bubbles, the surface modes do not follow Equation 5.1. For a
given bubble radius, modes of different order can occur for the same acoustic
frequency [86];
• The amplitude of the modes for uncoated bubbles grows exponentially until the
acoustic driving stops [85]. For lipid-coated bubbles, the amplitude of each mode
saturates and does not grow exponentially [86].
5.3 Materials and Methods
5.3.1 Particle-coated bubbles
Particle-coated bubbles were made using 500 nm charge-stabilised latex particles
(ThermoFisher Scientific, Molecular ProbesTM). The particles were used as received.
To promote adsorption to the water-air interface, the particles were suspended in an
aqueous solution of 500 mM NaCl (VWR Chemicals, AnalaR NORMAPUR, 99.5%).
Bubbles were made by mechanical agitation of a 0.4% w/v suspension using a vortex
mixer. Ultrapure water with resistivity 18.2 MΩ cm (Milli-Q system, Millipore) was
used to prepare all the solutions.
5.3.2 Acousto-optical setup
We used the acousto-optical setup described in Section 4.2.2. Here we generate
ultrasound waves with a single-element piezoelectric transducer with a resonance
frequency of 45± 3 kHz (SMD50T21F45R, Steminc). The bubbles were driven at a
frequency f = 40 kHz and a pressure in the range 100-500 kPa for 20 or 40 cycles.
Bubbles with sizes ranging from 40 µm to 100 µm can be driven into shape oscillation
with these parameters, that is, when the amplitude of oscillation is sufficiently large
(∆R/R0 > 0.15).
5.3.3 Image analysis
To characterise the shape oscillations, the bubble’s contour is tracked usingMatlab (see
Appendix A.2) in order to extract the radial excursion. A black and white threshold is
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a) b) c) d)
Fig. 5.1 Step-by-step decomposition of the bubble contour tracking. a) Original image.
b) Thresholded image. c) Contour and centroid tracking. d) Superposition of the
original image and the tracked contour and centroid.
applied to the original image using the function im2bw with a threshold value defined
by the function graythresh (see Figure 5.1a-b). From this black and white image, the
limit between the bubble and the background is tracked using the function boundary
and the boundary-pixels location are saved. The centroid of the bubble is also extracted
to calculate the distance between the boundary and the centroid (see Figure 5.1c-d).
A polar coordinate system (r, θ) is defined, with origin at the centroid of the bubble’s
projected area. The radial excursion is obtained by tracking the bubble contour in
each frame, and is cast in polar coordinates as R = R(θ, t). A mean bubble radius, R¯,
can be defined,
R¯(t) = 12π
∫ 2π
0
R(θ, t)dθ, (5.2)
which is a measure of the volumetric oscillations of the bubble. The radial deviation
from the mean radius, δR(θ, t) = R(θ, t)− R¯(t), measures the deviation from circular
shape.
The deviation from circular shape can be described as a sum of harmonics of mode
number n. Hence, δR(θ, t) is decomposed into harmonics, with mode number n, with
a spatial Fourier analysis:
δR(θ, t) =
∞∑
n=2
δRn(θ, t). (5.3)
Since a typical bubble contour contains 300 discrete points, the raw contours δR(θ, t)
are smoothed in Matlab with a moving average filter, smooth, set with a span of 5%
of the total number of data points (≈ 10 pixels), in order to filter the artefacts due
to pixelisation. In this way, we effectively exclude the modes that are greater than
n ≈ 20. The option rloess is set when calling the function smooth to eliminate points
that do not belong to the interface by assigning zero weight to data lying outside six
mean absolute deviations.
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The summation starts from n = 2 because n = 0, 1 do not represent deviations
from spherical shape (n = 0 is the spherical mode, and n = 1 represents a translation
of the centre of mass). The contribution from each mode, δRn(θ, t), is characterised by
an amplitude An(t) and a phase αn(t):
δRn(θ, t) = An(t) cos[n(θ + αn(t))]. (5.4)
The decomposition of δR(θ, t) into Fourier modes fully characterises the deviation from
a circular shape and the temporal evolution of the bubble shape.
5.4 Results and Discussion
5.4.1 Shape oscillations of particle-coated bubbles and direc-
tional particle expulsion
Figure 5.2a shows an example of shape oscillations of a particle-coated bubble driven
at a frequency f = 40 kHz. The dominant mode, n = 5, can be known from the
number of undulations in a frame. The pressure oscillates in time with a period
T = 1/f . As can be seen from the image sequence in Figure 5.2a, the period of the
shape oscillations is 2T . The observed subharmonic behaviour of the main mode is
characteristic of shape oscillations both for uncoated [85] and surfactant-coated bubbles
[86]. Figure 5.2b shows different modes of shape oscillations, n = 2 to n = 7, that
are observed in experiments with the same particles (2a = 500 nm) and at a fixed
frequency (f = 40 kHz). In Figure 5.2c we report the observed mode number n as a
function of the initial bubble radius R0 (circles) at a fixed frequency f = 40 kHz. In
the range of bubble sizes used in our experiments, R0 ≈ 40− 100 µm, surface modes
n = 2 to n = 8 are observed, with no apparent dependence on the initial bubble
radius. The predicted dependence of mode number on bubble radius, computed from
Equation 5.1 with γ = 72 mN/m, is shown for reference (solid line). The shaded
area corresponds to the typical range of values of surface tension for a particle-laden
interface, γ ≈ 30-50 mN/m (see Figure 4.5). The large scatter in the experimental data
is not captured by the models including the rheological properties of the monolayer
[96, 97]. A large variability in properties of the particle-coated bubbles is likely the
reason why mode selectivity is suppressed, as observed for lipid-coated bubbles [86].
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Fig. 5.2 Shape oscillations of particle-coated bubbles and directional particle expulsion.
a) Time sequence of a shape oscillation of dominant mode n = 5. The period of
shape oscillation is twice the driving period. b) Shape oscillations achievable with the
setup described in Section 5.3.2 with dominant mode n=2, 3, 4, 5, 6 and 7. c) Mode
number n versus resting radius R0. The experimental data (circles), show that the
system does not exhibit mode selectivity. The solid line corresponds to the prediction
from Lamb’s equation (see Equation 5.1) for an uncoated bubble and the shaded area
corresponds to the prediction from Equation 5.1 for the typical range of surface tension
of particle-coated bubbles used in experiment (30-50 mN/m). d) Shape oscillation with
dominant mode n = 4 leading to patterned particle expulsion (indicated by the red
arrows). e) Shape oscillation with dominant mode n = 5 leading to a localised particle
expulsion indicated by the red arrow. The scale bars correspond to 80 µm.
Shape oscillations lead to directed particle expulsion from the antinodes (see
Section 4.3.4), however, while the observed pattern of particle expulsion typically
follows the symmetry of the non-spherical mode, in general it does not have an exact
2n-fold symmetry. In many cases, desorption preferentially occurs only from some
of the antinodes, as shown in Figures 5.2d-e. In Figure 5.2d, the bubble undergoes
shape oscillations with a dominant mode n = 4, and plumes of particles are expelled
predominantly from two of the antinodes, indicated by the arrows. In Figure 5.2e,
shape oscillations with a dominant mode n = 5 promote the expulsion of a single plume
of particles from one of the antinodes, as indicated by the arrow. To understand this
phenomenon, the mode decomposition of the bubble contour described in Section 5.3.3
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was performed, and the temporal evolution and the interplay between the different
modes was examined.
5.4.2 Shape oscillations: analysis by mode decomposition
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Fig. 5.3 Results of the image analysis described in Section 5.3.3, performed on a
bubble showing shape oscillations of dominant mode n = 6. a) Left: shape oscillation
frame with the tracked interface displayed in red, as obtained from image analysis.
Right: the mean radius of the projected contour is plotted as a solid blue line. The
scale bar corresponds to 50 µm. b) Tracked and smoothed interface deviation from
a spherical shape δR plotted in polar coordinates. c) Mode decomposition of δR. d)
Reconstruction of δR by summation of modes n=2-8. e) Maximum amplitude of each
of the harmonics of order n during the shape oscillations. f) Time evolution of the mean
radius. g) Time evolution of the amplitude of the three dominant modes (n = 5, 6, 7).
Bubble contour tracking
Figure 5.3a shows a bubble undergoing shape oscillations with a dominant mode, n = 6.
The bubble contour obtained from image analysis is overlaid on the bubble image
in Fig. 5.3a, and gives the radial amplitude as a function of the angular coordinate,
R(θ). The mean radius for the same representative frame, R¯, is also shown. The
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corresponding radial deviation from the mean radius, δR(θ) = R(θ) − R¯, is plotted
in Figure 5.3b. The Fourier transform of δR(θ) reveals the contribution of different
spatial modes. The amplitudes of the first 8 modes, δRn(θ) with n = 2-8, are shown in
Figure 5.3c. While n = 6 is clearly the dominant mode, the amplitudes of other modes
are non-negligible, particularly n = 5 and 7. Figure 5.3d shows the reconstructed radial
deviation, δRsum, obtained by taking the sum of the first 8 modes. The reconstructed
signal satisfactorily reproduces the experimental data, indicating that modes of higher
order can be safely neglected.
Temporal evolution of mode n
The Fourier analysis is performed on the entire image sequence to obtain the time-
dependent amplitude of each mode, δRn(θ, t), to study the temporal evolution of the
shape oscillations. The maximum amplitude in time for each mode, An,max, is shown
in Figure 5.3e. We focus on the three modes with the largest amplitudes, n = 5, 6,
and 7, for the analysis of the time-dependent behaviour. Figure 5.3f shows the time
evolution of the mean radius, R¯(t). The mean radius oscillates in time as the bubble
undergoes volumetric oscillations driven by the ultrasound wave. The oscillations
are at the acoustic driving frequency, f = 40 kHz, which corresponds to a period
T = 1/f = 25 µs.
The observation that the oscillations are not around a constant value of the mean
radius is likely due to an experimental artefact: since the bubble is not surrounded
by an unbounded fluid, but in contact with the solid wall of the sample cell, during
oscillations, it flattens against the wall. As a consequence, the 2D projection of the
shape is no longer representative of the bubble 3D shape, and the volume obtained
from this contour is overestimated. Figure 5.3g shows the time evolution of the mode
amplitude An for n = 5, 6, and 7. The three modes develop at t ≈ 0.3 ms. All the modes
exhibit subharmonic behaviour, as they oscillate with a period 2T , as expected for
both uncoated [85, 98] and lipid-coated [86] bubbles. The same analysis was performed
on experiments where particle expulsion is observed, to reveal the role of the interplay
of different modes in determining the pattern of particle expulsion.
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5.4.3 Mechanisms of directional particle expulsion
The image analysis routine presented in Section 5.3.3 was carried out on a particle-
coated bubble exhibiting shape oscillations with a dominant mode n = 4, that shows
localised particle expulsion (see Figure 5.2d).
Time evolution of the amplitude of shape oscillations
First, we examine the temporal evolution of the maximum deviation from spherical
shape δRmax, defined as the maximum of δR(θ) with respect to θ for each time t.
Figure 5.4a shows that δRmax increases in time during ultrasonic driving, until it
reaches a maximum. It then decays in time after the driving stops, at t = 1 ms. The
time at which desorption occurs, t∗, is represented by the shaded area. Desorption
occurs just before δRmax reaches its maximum in time. The corresponding radial
acceleration of the interface at the antinode, obtained from image processing, is
R¨ ≈ 1× 106 ms−2 ∼ 1× 105 g. Despite the considerable magnitude of the acceleration,
the small density difference between the polystyrene particles and the 500 mM NaCl
solution (∆ρ ≈ 35 kg m−3), makes the inertial force on a single particle negligibly small
compared with the capillary force holding the particles at the interface. This force
balance is expressed by a Bond number, derived in Section 4.3.4 (see Equation 4.12),
which, for this experiment can reach Bo ≈ 10−4. Based on Ref. [20], the threshold for
desorption can be overcome due to a collective effect (see Section 2.1.4), if at least
N ≈ Bo−1 particles are pushing on the ones located at the points of high curvature.
The number of particles at an antinode is given by N = ϕAa
Ap
, where Aa is the area of
an antinode, ϕ the density of particles at the interface and Ap the area of a particle.
We estimate the number of particles by assuming that the antinode is hemispherical,
with area Aa = 2πR2, and taking R ≈ 40 µm, the maximum deviation from a spherical
shape. The packing fraction that corresponds to N ≈ 104 particles at the antinode is
ϕ ∼ 0.5, consistent with the requirement for desorption.
Time evolution of the maximum local interface curvature
Next, we investigate the time evolution of the local interface curvature, based on
previous observations that particle desorption occurred at point of high curvature [20].
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Fig. 5.4 a) Time evolution of the maximum amplitude of the deviation from a spherical
shape δRmax. b) Time evolution of the maximum in interface curvature Hmax. c) Time
evolution of the maximum amplitude in radial excursion for the three main modes
n = 2, 4 and 8. The shaded grey area corresponds to the desorption event and the
dashed line corresponds to the end of the acoustic driving.
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From the bubble contour, R(θ), we compute the local interface curvature
H(θ, t) = R
2 + 2R2θ −RRθθ
(R2 +R2θ)3/2
, (5.5)
where Rθ = ∂R∂θ and Rθθ =
∂2R
∂2θ . We obtain Hmax(t) by taking the maximum of
H(θ, t) with respect to θ for each time. Figure 5.4b shows the time evolution ofHmax.
Desorption, marked by the shaded area at time t∗, occurs when the interface curvature
is also maximum. This observation corroborates the argument made in Ref. [20], but it
does not explain the occurrence of desorption only from certain antinodes. To address
this question, we now analyse the contributions from different modes.
Fourier analysis reveals that, in addition to the clearly visible mode n = 4 (see
Fig. 5.2d), modes n = 2 and n = 8 also have significant amplitudes. Figure 5.4c shows
the temporal evolution of the mode amplitude An for n = 2, 4 and 8. Mode n = 4
develops later than n = 2 and n = 8, starting from t ≈ 0.4 ms, and it rapidly grows in
amplitude to become the dominant mode. While mode n = 4 has a frequency ω4 = 2ω0,
modes n = 2 and 8 exhibit irregular oscillations. The amplitude of all three modes
is a maximum at, or near, the time when desorption occurs, t = t∗. The presence of
different modes partly explains why the desorption pattern does not simply follow the
symmetry of the dominant mode, n = 4. The deviation from a spherical shape δRmax
increases sharply at desorption time t∗ (see Figure 5.4a), whereas the amplitude of each
mode is rather constant for a few periods prior t∗ (see Figure 5.4c). This observation
suggests that there is another mechanism that is responsible for the sudden increase in
δRmax.
Spatial arrangement of the modes
To understand how the interplay of the three modes leads to the desorption pattern
shown in Figure 5.2d, we examine their spatial arrangement.
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Fig. 5.5 a) The principal modes n = 2, 4 and 8 are overlaid on the frame of the
shape oscillation at t=0.83 ms. b) Time evolution of the spatial arrangement of the
principal modes, n =2, 4, and 8, at the interface of the bubble, during 0.32 ms prior
the desorption event. c) Time evolution of the spatial phase difference between mode
n = 2 and n = 4. d) Time evolution of the spatial phase difference between mode
n = 4 and n = 8. e) Sum of the principal mode of radial excursion at desorption.
Figure 5.5a shows the contours of the three modes n = 2, 4 and 8 at time t = 0.83 ms,
overlaid on the image of the overall bubble shape. In Figure 5.5b we plot the amplitudes
δRn(θ) for different times. The amplitude of mode 2, δR2(θ), increases monotonically
in time, and the phase of the mode changes, indicating that mode 2 is drifting along
the bubble’s interface. For modes 4 and 8, the amplitude changes non-monotonically
in time, and the phase does not change significantly.
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From the Fourier analysis, it is possible to recover the time evolution of the spatial
phase of each modes, αp(t). We define the time-dependent spatial phase difference
between modes p and q as ∆αp,q(t) = αp(t)− αq(t). The phase differences ∆α2,4 and
∆α4,8 at t = 0.83 ms are also shown in Figure 5.5c and d respectively. Because the
modes under consideration are second harmonics of each other (q = 2p), a condition
for the phase difference that gives constructive interference can be obtained:
∆αp,2p = αp − α2p = k π2p, (5.6)
with k = 0,±1,±2, ... Since the principal modes in the present shape oscillation are
n =2,4 and 8, the conditions for constructive spatial phase differences are:
∆α2,4 = k
π
4 ,
∆α4,8 = k
π
8 .
(5.7)
The temporal evolution of the two phase differences is shown in Figures 5.5c and d.
The two phase differences change rapidly during the initial 0.4 ms, as mode 4 is still
developing. After t ∼ 0.5 ms, modes 2, 4 and 8 are all present. The modes are seen to
align with their antinodes in phase. For modes 2 and 4, the phase difference ∆α2,4 takes
the values 0 and −π4 , corresponding to the two configurations shown in the schematic
in Figure 5.5c, while for modes 4 and 8, the phase difference ∆α4,8 takes the values
π
8 , 0, −π8 , and −π4 , corresponding to the two configurations shown in the schematic in
Figure 5.5d. The modes align in such a way that their spatial phases are constructive,
which gives a maximum in radial excursion. The time at which modes 2 and 4 and
modes 8 and 4 establish constructive alignment corresponds to t∗ (see Figure 5.5c-d).
This explains why the total deviation from spherical shape δRmax increases sharply
despite the modes remaining constant in amplitude.
Figure 5.5e shows the sum of the three principal modes at desorption time t∗,
δR2 + δR4 + δR8. This sum shows two maxima at the angular locations, θ∗ and θ∗∗,
where the two main desorption plumes are observed. The preferred orientation is
due to the coupling between modes 2 and 4 during spatial phase alignment. Mode
4 contributes the most to the radial excursion as it reaches a maximum amplitude
of ≈10 µm at desorption (see Figure 5.4b). The role of mode 2, whose maximum
amplitude is 4 µm at t = t∗ (see Figure 5.4c), is to impose the selectivity on two
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antinodes and give the sufficient radial excursion necessary to pass the threshold for
expulsion to give two pronounced desorption plumes.
Particle migration to the antinodes
To access the role on directed desorption of the tangential stress Π, we performed
high-magnification visualisations of the particle distribution at an antinode using larger
particles (4 µm or 5 µm diameter). The bubble shown in Figure 3.10a has a resting
radius R0 ≈ 60 µm and exhibits shape oscillations with a dominant mode n = 4 at
f = 43 kHz. Over 20 cycles of shape oscillations, the particles initially located at
the centre are seen to migrate to one of the antinodes. In Figure 3.10b we report the
surface coverage ϕ at an antinode as a function of the number of periods of oscillations
for a bubble with radius R0 ≈ 110 µm undergoing shape oscillations with mode n = 5
at f = 23 kHz. The frames in the image sequence correspond to the solid symbols in
the graph.
The tangential stress results in a non-zero normal component of the force on a
particle when the interface is curved. The normal component increases with increasing
curvature of the interface [8], consistent with the observation that desorption occurs
when the curvature is a maximum (see Fig.5.4b). The surface pressure Π depends on the
surface coverage by particles (see Section 2.1.3), which is expected to be non-uniform
over the surface of a bubble undergoing shape oscillations, since the rate of change of
area is non-uniform. The local surface coverage at the antinode increases from ϕ ≈ 0.2
to ϕ ≈ 0.6 due to particle migration. The migration of particles to the antinodes
further contributes to localising desorption, since the surface pressure Π is larger due
to the local increase in surface coverage, and its effect on desorption is amplified by the
larger curvature at these locations. The mechanism causing migration of particles to
the antinodes remains unclear at this stage, and is the subject of current investigation.
5.5 Conclusions
We have seen in Chapter 4 that shape oscillations can lead to patterned particle
expulsion from the antinodes of the dynamics. However, the plumes of particles
generally do not follow a 2n-fold symmetry, and expulsion is typically observed from a
single or a few antinodes only. In this Chapter, we looked at the time evolution of the
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Fig. 5.6 Migration of particles to the antinodes of shape oscillations. (a) Image sequence
of a bubble undergoing shape oscillations (n = 4). Over 20 cycles of oscillations the
particles accumulate at one of the antinodes. The scale bar corresponds to 40 µm. (b)
Particle tracking shows the net increase in surface coverage ϕ at an antinode (n = 5)
over several periods of oscillation. The time axis is normalised by the period of the
ultrasound driving, T . The frames in the image sequence correspond to the filled
symbols in the graph. The scale bar corresponds to 50 µm.
shape oscillations. We evidenced that particle expulsion is favoured when the amplitude
and the local curvature of the shape oscillations are maximum. We decomposed the
shape oscillations into harmonics to understand the origin of directionality of particle
expulsion. In particular, we investigated the spatial arrangement of the different
modes. The results point to an interplay between the modes, whose spatial phases
drift along the interface to finally lock into a constructive configuration, resulting in
an increase of the deviation from a spherical shape, and leading to particle expulsion.
Some work is still needed to understand what forces are responsible for patterned
particle expulsion. However, higher magnification experiments revealed that particles
migrate to the antinodes of the dynamics. These effects, combined with the strong
local compression of the interface and the large acceleration, should all increase the
stress in the monolayer and favour particle expulsion.

Chapter 6
Conclusions
Colloids are used as stabilisers in a wide range of applications by exploiting their strong
attachment to fluid-fluid interfaces. In some instances, it is beneficial to be able to
remove the particles from fluid-fluid interfaces, for particle recovery or phase separation.
However, particle removal is a challenge because particles attach so strongly to interfaces
that they are typically considered to be irreversibly adsorbed at interfaces. The goal of
this work was to devise non-contact methods for triggering particle desorption. We
used colloid-stabilised bubbles because they are the paragon of stabilisation by particles.
To investigate destabilisation of particle-coated bubbles, we used two varying external
fields: temperature and pressure.
We observed experimentally that a decrease in bulk temperature is able to destabilise
colloid-coated bubbles that would otherwise remain indefinitely stable at constant
temperature and pressure. We derived a model for bubble dissolution in a varying
temperature field, that includes the temperature dependence of the parameters. It
was found that the gas undersaturation, caused by the temperature decrease of the
external phase, is responsible for the destabilisation of colloid-coated bubbles. This
prediction was verified in experiments by destabilising colloid-coated bubbles at constant
temperature by replacing the external fluid with a de-gased solution. The knowledge
gained can be used in the design and the storage of formulated products with relevance
in various industries such as personal care and food industries. By cooling particle-
coated bubbles, it was possible to control the release of colloids. A steady particle
delivery can be obtained under certain conditions that depend on the wetting properties
and the particle-to-bubble size ratio. This way of delivering particles is non-contact,
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however, the time scale over which particle release is observed is rather long (∼ 100
s). This method also allowed the precise tuning of bubbles volume and therefore the
density of adsorbed colloids, to precisely control experimental conditions.
The effects of oscillations in pressure on colloid-stabilised bubbles were investigated.
Ultrasound waves were used to generate the external pressure field. These oscillations
in pressure made the bubbles oscillate in volume at the driving frequency, leading to
volumetric expansion/compression dynamics. If the compression was strong enough,
particles were seen to detach from fluid-fluid interfaces. We defined a condition for
particle expulsion where the work done upon compression on the monolayer must exceed
the energy of detachment of a particle. When using ultrasound waves of sufficiently
large amplitude, it was possible to excite higher order modes which lead to interface
shape oscillations. Desorption during shape oscillations occurred at the antinodes of
the shape oscillation, resulting in a pattern of expelled particles highly dependent
on the symmetry of shape oscillation. Shape oscillations are composed of spherical
harmonics that each have a specific amplitude. We discovered that an interplay
between the dominant harmonics explained the patterns of directed particle expulsion.
For even higher amplitudes, it is possible to obtain complete particle desorption in
under a millisecond. Whether controlled release is obtained through small amplitude
compression, shape oscillation, and in the case of complete delivery, this non-contact
technique operates in under a millisecond for each experiment. This small time scale
makes the remotely triggered release of particles possible, with relevance in particle
delivery and recovery applications.
Future work
The manipulation of particle-coated bubbles by pressure and temperature offers pos-
sibilities for future research such as probing the mechanical properties of particle
monolayers, and studying the link between the microstructure and the mechanical
properties. The study of particle detachment from fluid interfaces could be extended by
de-coupling the two mechanisms responsible for particle desorption (tangential stress
and body force) in order to give a more precise quantification of the threshold for
particle desorption:
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• To isolate the effects of the tangential stress observed during interfacial com-
pression, one option is to carry out slow interface compression through bubble
dissolution enhanced by cooling, during which the interface acceleration is negli-
gible. The particle coverage can be monitored throughout the slow compression
experiment to measure a critical coverage for particle desorption. This critical
coverage can be used to find the critical pressure Πc, and estimate the work nec-
essary to desorb a particle W = Πc dA (see Section 4.3.2). W could alternatively
be estimated by comparing the slow decrease in volume of an uncoated bubble
with the decrease in volume of a particle-coated bubble: during the dissolution
of the particle-coated bubble, one would expect a slower decrease in volume due
to the monolayer’s resistance, which would indicate that it is storing energy. The
energy stored in the monolayer should be directly related to the work done on
the monolayer.
• Another way to cancel the body force-induced particle desorption from the
compression mechanism is by matching the density of the particles with the
density of the external liquid since the body force depends linearly on the
difference in density ∆ρ (see Equation 4.10). In this way, particle desorption
due to collective body force should be cancelled and only the compressive forces
remain.
• To further confirm that there is a threshold in particle coverage for desorption
(see Section 4.3.2), the following control experiment could be carried out: multiple
bursts of sound wave can be sent to the bubble to induce constant amplitude
in oscillation to gradually desorb particles until a constant particle coverage is
achieved. This value is to be compared with the critical particle coverage ϕc
during slow compression to evaluate the contribution from fast compression in
shifting the threshold value.
Finally, an additional study of bubbles coated with a mixture of two or more
particle populations different in size or contact angles would help to discriminate what
particle properties are advantageous for desorption, and to further understand the
mechanisms through which desorption occurs. Preliminary experiments on this topic
using fluorescent and non-fluorescent particles have been carried out, however, more
data is needed to draw definite conclusions.
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Appendix A
Source codes
A.1 Code for the temperature-dependent bubble
dissolution in Chapter 3
1 c l e a r a l l , c l o s e a l l
2 %OUTPUT:
3 % Rcool ( i ) : Radius time−evo lu t i on f o r each step i
4 % tTcool : cor re spond ing time f o r each step i
5
6 %DEFINE PARAMETER AND INITIAL CONDITIONS
7 D = 1.75 e−9∗ l og (2 ) ;%D i f f u s i on c o e f f i c i e n t
8 sigma = 73e−3;%(mN/m)
9 rho = 1 . 2 2 5 ; %( kg/m3)
10 P0 = 100000; %( kg/m3)
11 f = 1 . 0 ; %sa tu ra t i on
12 Kh = 7.44 e−6; % Henry ’ s law constant
13 B = 8 . 3 1 4 ; %i d e a l gas constant
14 Mw = 28.96∗1 e−3; %( kg/mol ) molar mass o f a i r
15 %fo r v i s c o s i t y dependent D
16 eta0 = 2.4044∗1 e−5; %Pa . s
17 P0bar = 1 ; %bar
18 a = 4.42∗1 e−4; %bar^{−1}
19 E = 4.753∗1000 ; %J/mol ;
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20 b = 9.565∗1 e−4∗1e3 ; %J/(mol bar )
21 c = 1.24∗1 e−2; %K/bar
22 Rg = 8 . 3 1 4 ; %J / (mol K)
23 theta = 139 . 7 ; %K
24 t = l i n s p a c e (1 ,15 ,1000) ;
25 l e n t = length ( t ) ;
26 t t = ze ro s (1 , l e n t ) ;
27 T = 298∗ ones (1 , l e n t ) ;
28 T(1) = 298 ;
29 Tcool = ze ro s (1 , l e n t ) ;
30 Tcool (1 ) = 298 ;
31 CORREC = max( t ) / l ength ( t ) ;
32 R = ze ro s (1 , l e n t ) ;
33 R(1) = 30e−6;
34 Rcool = ze ro s (1 , l e n t ) ;
35 Rcool (1 ) = 30e−6;
36 Dt = t (2 )−t (1 ) ;
37 t t (1 )=Dt ;
38
39 %%% COOLED DOWN
40 RATE = 5/60∗CORREC;
41 f o r i = 1 : l ength ( t )−1
42 i f Tcool ( i ) <= 273
43 Tcool ( i +1) = 273 ;
44 e l s e
45 Tcool ( i +1) = Tcool ( i )−RATE;
46 end
47
48 DTDTcool( i ) = double ( ( Tcool ( i +1) − Tcool ( i ) ) / Dt) ;
49 s igmacoo l ( i ) = 148∗(1−Tcool ( i ) /667) ^(11/9) ; % change in
su r f a c e t en s i on with temperature
50 Dcool ( i ) =D ∗ (T( i ) /298) ∗ ( eta0 ∗ exp ( a∗P0bar + ( E − b∗
P0bar ) /(Rg∗(298 − theta − c∗P0bar ) ) ) ) / ( eta0 ∗
exp ( a∗P0bar + ( E − b∗P0bar ) /(Rg∗(T( i ) − theta − c∗
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P0bar ) ) ) ) ; %change in the d i f f u s i o n c o e f f i c i e n t with
temperature
51 khcool ( i )= 6 .4 e−6 ∗ exp ( 1500 ∗ (1/ Tcool ( i ) −1/298.15 ) ) ; %
change in the Henry ’ s constant with temperature
52 f c o o l ( i ) = 0 .0257/( khcool ( i ) ∗P0∗Mw) ; % change in the
s a tu ra t i on with temperature
53 COEFFCOOLING( i ) = −Dcool ( i ) ∗ khcool ( i ) ∗ B ∗ Tcool ( i )∗(1−
f c o o l ( i ) + (2 ∗ Mw ∗ s igmacoo l ( i ) ) / ( rho ∗ Rcool ( i ) ∗ B
∗ Tcool ( i ) ) ) ∗ (1/ Rcool ( i ) + 1/ sq r t ( p i ∗Dcool ( i ) ∗ t ( i ) ) ) /
(1 + (4∗Mw∗ s igmacoo l ( i ) ) / (3∗ rho∗Rcool ( i ) ∗B∗Tcool ( i ) ) )
+ DTDTcool( i ) ∗(P0∗Rcool ( i ) + 2∗ s igmacoo l ( i ) ) /(3∗
Tcool ( i ) ∗(P0+(4∗ s igmacoo l ( i ) ) /(3∗Rcool ( i ) ) ) ) ;
54 Rcool ( i +1) = Rcool ( i ) + COEFFCOOLING( i ) ∗ Dt ;
55 tTcool ( i ) = t ( i )−1;
56 %STOP THE SCRIPT IF R<0
57 i f Rcool ( i ) < 0
58 TF = tTcool ( i ) ;
59 IF = i ;
60 break
61 end
62 end
A.2 Code for the image analysis in Chapter 5
Source code for the bubble contour Fourier analysis used in Chapter 5:
1 % INPUT:
2 % ’movie_name . avi ’ ( the name o f the movie f i l e ) ;
3 % frame_rate ( the frame ra t e o f the movie ) ;
4
5 % OUTPUT:
6 % contour j {1 , j } ( : , 1 ) : x−coo rd ina t e s o f the contour f o r each
frame j ;
7 % contour j {1 , j } ( : , 2 ) : y−coo rd ina t e s o f the contour ;
8 % a l l s i g { j }{n , : } : the whole s i g n a l f o r each modes n f o r a
g iven frame j ;
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9 % Rmean( j ) : the mean rad iu s f o r each frame j ;
10 % amp( i , j ) ; pk−to−pk amplitude o f each i−1 modes in t imes ( j
i s frames ) .
11
12 c l o s e a l l , c l e a r a l l
13
14 MOVIE = VideoReader ( ’movie_name . av i ’ ) ;
15 FRAMES = read (MOVIE) ;
16 frame_rate = 300000;
17 frameNum =s i z e (FRAMES, 4 ) ;
18 timeX = l i n s p a c e (0 , frameNum , frameNum)/ frame_rate ;
19
20 f o r j = 1 : frameNum
21 f p r i n t f ( ’ contour t ra ck ing %d \n ’ , j ) ;
22 BW = FRAMES( : , : , j ) ;
23 sizeBW = s i z e (BW) ;
24 d r o i t e = ze ro s ( sizeBW(1) +4 ,4)+255; %adds a white frame in
case the bubble contour comes too c l o s e to the edge
25 gauche = ze ro s ( sizeBW(1) ,4 ) +255;
26 haut = ze ro s (4 , sizeBW(2)+8)+255;
27 bas = ze ro s (4 , sizeBW(2)+4)+255;
28 BW = [ gauche ,BW; bas ] ;
29 BW = [ haut ;BW, d r o i t e ] ;
30 BW = im2bw(BW, graythresh (BW) ) ;
31 [B, L ,N,A] = bwboundaries (BW) ;
32 c o l o r s =[ ’b ’ ’ g ’ ’ r ’ ’ c ’ ’m’ ’ y ’ ] ;
33
34 l e nBc e l l =0;
35 lenB = length (B) ;
36
37 f o r i =1: lenB
38 l e nBc e l l ( i ) = length (B{ i , 1 } ) ;
39 end
40
41 lenBcellSORT = so r t ( l e nBc e l l ) ;
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42 f ea tu reVa l = lenBcellSORT ( end−1) ;
43 f ea turePos = f i nd ( l e nBc e l l == fea tureVa l ) ;
44 contour j ( j ) = {B{ featurePos , 1 } } ;
45
46 %ca l c u l a t e the cent e r o f mass , r e tu rn s i t s p o s i t i o n COMx and
COMy
47 [COMx,COMy] = findCOM(BW) ; %the source code o f findCOM can
be found below
48
49 %s t o r e s the value o f the cen te r o f mass in to c e l l s
50 COM( j ) = { [COMx,COMy] } ;
51
52 end
53
54 %ca l c u l a t i o n o f R(\ theta )
55 j =0;
56 i =0;
57
58 f p r i n t f ( ’ \n\nNow the c a l c u l a t i o n o f excur s i on as a func t i on o f
the ang le \n\n ’ ) ;
59
60 f o r j = 1 : frameNum
61
62 thetaB ( j , : ) =0;
63 RB( j , : ) =0;
64 f p r i n t f ( ’ c a l c u l a t i o n o f R( theta ) %d \n ’ , j ) ;
65 %the t o t a l number o f po in t s in the contour o f image j
66 Ncontour = length ( contour j {1 , j } ( : , 1 ) ) ;
67 Ncontourkeep ( j ) = Ncontour ;
68 COMxx = COM{ j }(1) ;
69 COMyy = COM{ j }(2) ;
70
71 %r e i n i t i a l i z e theta and R
72 theta ( j ) ={0};
73 R( j )={0};
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74 thetaB=0;
75 RB=0;
76 f o r i = 1 : Ncontour
77 x ( j , i ) = contour j {1 , j }( i , 2 ) ;
78 y ( j , i ) = contour j {1 , j }( i , 1 ) ;
79 v1 = [ x ( j , i ) , y ( j , i ) ] − [COMxx,COMyy ] ;
80 v2 = [COMxx + 10 ,COMyy] − [COMxx,COMyy ] ;
81 thetaB ( j , i ) = mod( atan2 ( det ( [ v1 ; v2 ] ) , dot ( v1 , v2 ) ) , 2∗
pi ) ;
82 RB( j , i ) = sq r t ( ( y ( j , i ) − COMyy )^2 + ( x ( j , i ) − COMxx )
^2 ) ;
83 hold o f f
84 end
85
86 theta ( j ) = {thetaB ( j , : ) } ;
87 R( j ) = {RB( j , : ) } ;
88 [ THETAsorted , SortIndex ] = so r t ( theta { j }) ;
89 Rsorted = R{ j }( SortIndex ) ;
90 theta ( j ) = {THETAsorted } ;
91 R( j ) = {Rsorted } ;
92 end
93
94 % TRACKING OF THE MODE WITH FOURIER ANALYSIS
95
96 f p r i n t f ( ’Now, we are running over a l l the frames to look at
the change in the modes o f o s c i l l a t i o n s ’ ) ;
97
98 f o r j j = 1 : frameNum
99 f p r i n t f ( ’mode t ra ck ing %d \n ’ , j j )
100 Rsmooth ( j j ) = {smooth ( theta { j j } ,R{ j j } , 0 . 05 , ’ r l o e s s ’ ) } ; %
10/271
101
102 % put the data in to x and y
103 x = theta { j j } ;
104 y = Rsmooth{ j j } ;
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105
106 % in t e r p o l a t e the func t i on to have more po in t s and at equal
i n t e r v a l
107 f = c sap i ( x , y ) ;
108
109 % in t e r p o l a t e the func t i on f o r a l i n e a r ’x−axis ’
110 Neval = 1024 ;
111 l i nearR = fnva l ( f , 0 :2∗ pi /(Neval−1) : 2∗ pi ) ;
112 l i nearRconcat = horzcat ( l inearR ) ∗ 2 ; % ∗2 we r e s c a l e
113 l i nearRexc = l inearRconcat−mean( l inearRconcat ) ;
114 meanR( j j ) = mean( l inearRconcat ) ;
115 S2=l inearRexc ; %( without fundamental mode)
116 save_total_ ( j j ) = { l inearRconcat } ; %o r i g i n a l s i g n a l
117 s ave_or i g ina l ( j j ) = {S2 } ; %o r i g i n a l r a d i a l excur s i on
118 max_amp( j j ) = max(S2 ) ;
119 x = S2 ;
120 X = f f t ( x ) ; % Perform the Four i e r trans form o f x .
121 f s = 1024 ;
122 n = 0:1/ f s :1−1/ f s ;
123 N = length (x ) ; % Def ine ’N’ to be the number o f
samples .
124 nmode=12;
125 s i g=ze ro s (nmode ,N) ;
126
127 f o r i i =1:nmode
128 X_mode=ze ro s (1 ,N) ;
129 X_mode( i i )=X( i i ) ;
130 s i g ( i i , : )=r e a l ( i f f t (X_mode) ) ;
131 phase ( i i , : )=imag ( i f f t (X_mode) ) ;
132 amp( i i , j j )=(max( s i g ( i i , : ) )−min( s i g ( i i , : ) ) ) /2 ; %amplitude
o f mode amp(mode−1, frame ) ;
133 end
134
135 a l l s i g ( j j ) = { s i g } ; %each c e l l correspond to a frame and
conta in s i g ( mode−number+1, amplitude ( t ) )
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136 a l l pha s e ( j j ) = {phase } ;
137 XX = 0:2∗ pi /(Neval−1)∗meanR( j j ) : 2∗ pi ∗meanR( j j ) ;
138 YY = S2 ;
139
140 end
Source code of the function for finding the centre of mass:
1 f unc t i on [ x , y ] = findCOM( imx )
2 %ca l c u l a t e s l e c en te r o f mass o f an image
3 imx = imcomplement ( imx ) ;
4 %takes the s i z e o f the image
5 [M,N] = s i z e ( imx ) ;
6
7 %ca l c u l a t i n g the histogram , along x and y d i r e c t i o n
8 X_hist = sum( imx , 1 ) ;
9 Y_hist = sum( imx , 2 ) ;
10
11 X=1:N; Y=1:M;
12 x=sum(X.∗X_hist ) /sum(X_hist ) ;
13 y=sum(Y’ . ∗ Y_hist ) /sum(Y_hist ) ;
