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“The  science of  electroencephalography was at  once new and old.  It was old  in  the  sense 
that the knowledge of the microcurrents generated by nerve cells of living beings belonged 
to  that  immense  category  of  human  knowledge whose  origin was  completely  lost.  It was 
knowledge that stretched back as far as the earliest remnants of human history– And yet it 
was  new,  too.  The  fact  of  the  existence  of  microcurrents  slumbered  through  the  tens  of 
thousands of years of Galactic Empire as one of those vivid and whimsical, but quite useless, 





peaks  and  troughs  are  the  mirrors  of  the  combined  thought‐pulses  of  billions  of  cells. 
Theoretically,  analysis  should  reveal  the  thoughts and emotions of  the  subject,  to  the  last 
and  least.  Differences  should  be  detected  that  are  due  not  only  to  gross  physical  defects, 














por  demostrarme  que  muchas  veces  investigar  es  básicamente  usar  la  imaginación, 
especialmente en el campo administrativo. Pero sobre todo gracias a Gonzalo por ser una 
constante fuente de inspiración incluso desde la distancia. Sin su capacidad de contemplar 
simultáneamente  los  aspectos  clínicos,  matemáticos,  históricos  e  incluso  artísticos  de 
cualquier fenómeno, todos los sistemas implicados en este trabajo estarían fuera de control. 
¿Quién  iba  a  decir  que  de  aquellos  esbozos  de  idea  saldría  una  teoría  tan  bien 
fundamentada? 




me  otorgaron  la  poderosa  arma  de  la  programación  en  MatLAB,  en  particular  a  Liset 
Menéndez de la Prida y su equipo del laboratorio de circuitos neuronales. 
Quiero  dedicar  unas  líneas  a  mi  compañero  de  armas  de  programación  Diego,  por  su 
entusiasmo inagotable y su capacidad compiladora. No sé qué hubiera hecho sin tus bases 






de  alentar más  preguntas  y  por  iniciarme  en  la  ciencia  a  través  del  conocimiento  de  los 
animales.  A  mi  padre  por  iniciarme  en  la  informática,  la  química  y  las  matemáticas  y 
enseñarme  a  hacer  raíces  cuadradas  a  la  antigua  usanza  (ganándome  la  enemistad  de 

































































































The EEG is the most valuable diagnostic test  in epilepsy.  In essence,  it mainly consists  in a 
graphical  representation  of  the  summated  postsynaptic  potentials  generated  in  the 
pyramidal neurons  from the cortex. The electrical  fields can be generated on  the scalp by 
two  mechanisms:  volume  conduction  from  nearby  regions  and  synaptic  inter‐neuronal 
propagation.  Pyramidal  cells  align  conforming  local  microcircuit  configurations  which 
activation  lead to the generation of EEG rhythms. One of the main challenges of EEG is to 
decipher  the  relation  between  the  recorded  EEG  activity  and  the  activity  in  the  neuronal 
networks. To find the source of EEG activity, complex non‐linear and linear mechanisms as 
well as volume conduction effect and influence of the shape and electrical properties of the 





the  time  it  is  recorded on  the  scalp,  thus hiding  any  contributing deeper  source.  Invasive 






of  deep  sources  using  different  mathematical  methods.  Our  group  has  developed  an 









3. To  estimate  the  role  of  centromedian  thalamic  nucleus  in  the  initiation  and 
maintenance of seizures in humans.  
4. To  develop  a  method  to  characterise  the  morphology  of  responses  to  single  pulse 




 For  objective  1,  we  employed  simultaneous  scalp  and  intracranial  foramen  ovale 









 For  objective  2, we  reviewed  responses  to  SPES  from patients  assessed with  intracranial 
electrodes and identified 6 patients in which SPES elicited responses similar to spontaneous 
K‐complexes.  In  all  patients  stimulation  of  the  cingulate  gyrus  elicited  the  response  of 
greatest similarity to spontaneous K‐complexes.  
For  objective  3,  we  studied  ictal  and  interictal  thalamic  and  surface  recordings  from  3 
patients  being  assessed  for  deep  brain  stimulation  of  the  centromedial  nucleus  of  the 
thalamus. The first patient showed cortical seizure onset and late thalamic activation which 
was  associated  with  increased  rhythmicity  of  the  ictal  discharges.  Patient  two  showed 
independent interictal epileptiform discharges and simultaneous scalp and thalamic seizure 




two  control  systems.  We  compared  the  spontaneous  EEG  frequency  content  with  the 
frequency  content  predicted  by  the  control  models  used.  We  found  a  great  degree  of 










‐  It  is  possible  to detect  scalp‐visible  and nonscalp‐visible  intracranial  IED  signatures 
on the scalp EEG employing a mathematical algorithm.  
‐  The probabilistic classifier provided successful detections with a low number of false 
positives  both,  when  trained  with  within‐subject  data  and  when  trained  on  a  pool  of 
patients with epilepsy.  
Specific conclusions obtained from the second paper: 
‐  Electrical  stimulation  of  the  anterior  cingulate  gyrus  initiates  widespread 
synchronous activity that resembles K‐complexes.  





‐  In  the  generalised  seizures  recorded  in  our  patients,  the  thalamus  may  become 
involved early or late in the seizure but, once it becomes involved, it leads the cortex.  






‐  The  thalamus  is  capable  of  generating  focal  unilateral  epileptiform  discharges 
restricted to thalamic structures 
Specific conclusions obtained from the fourth paper  
‐  It  is  possible  to  describe  the  oscillatory  behaviour  of  the  EEG  to  SPES  in  terms  of 
control theory employing one or two control systems. 





cortical  and  subcortical  structures  within  a  conductive  medium.  In  the  present  work  we 
show  that  It  is  possible  to  detect  epileptiform  activities  generated  in  deep  areas  of  the 
mesial  temporal  lobe  at  the  scalp  level.  This  was  achieved  employing  time‐frequency 
algorithms  to  examine  low  amplitude  information  in  the  scalp  EEG  arising  from  deep 
sources (the intracranial signatures). 
Electrical stimulation of the cingulate gyrus is able to produce EEG responses resembling K‐
complexes.  Therefore,  we  have  assessed  with  SPES  the  ability  to  produce  cortically‐
generated phasic events similar to those physiologically generated by the cortex. 
Assessing  the  role  of  deep  mesial  structures  in  generalised  seizures  with  thalamic 
centromedian electrodes we have observed  that  seizure onset  in generalised seizures can 























las  neuronas  piramidales  de  la  corteza.  Los  campos  eléctricos  registrados  en  la  superficie 
tienen principalmente dos mecanismos de origen: conducción de volumen desde regiones 
adyacentes  y  propagación  interneuronal  sináptica.  Las  neuronal  piramidales  se  agrupan 
formando microcircuitos locales siendo estos circuitos los responsables de la generación de 
los  ritmos  registrados  en  el  EEG.  Uno  de  los  principales  retos  de  la  electroencefalografía 
consiste en descifrar la relación entre la actividad registrada y la actividad subyacente en las 
redes  neuronales.  Para  encontrar  la  fuente  de  dichas  actividades,  es  necesario  tener  en 
cuenta  complejos  mecanismos  tanto  no  lineales  como  lineales,  así  como  el  efecto  de  la 
conducción  de  volumen  y  la  influencia  de  la  morfología  y  las  propiedades  eléctricas  del 
cerebro  y  el  cráneo.  Además,  las  regiones  cerebrales  se  encuentran  profusamente 
interconectadas  a  menudo  produciendo  una  modulación  recíproca  que  añade  un  mayor 
grado complejidad. En epilepsia es particularmente  importante averiguar dónde se  inician 
las actividades epilépticas y cómo se propagan a áreas conectadas. Esto es particularmente 






forma  simultánea, ocultando de este modo  la  contribución de  cualquier  fuente profunda. 
Hoy  en  día  es  muy  común  la  utilización  de  técnicas  invasivas  para  registrar  la  actividad 
intracraneal y definir la zona epiléptica.  Los avances en análisis de señal, han contribuido a 
mejorar  la detección de actividad epileptiforme generada en  fuentes profundas utilizando 
diferentes  métodos  matemáticos.  Nuestro  grupo  ha  desarrollado  un  enfoque  alternativo 
que  emplea  la  estimulación  eléctrica  de  pulso  único  (SPES)  para  investigar  tanto  la 
conectividad funcional como el aumento de la epileptogenicidad. 




















de  foramen oval.  El  objetivo era desarrollar  un  algoritmo  capaz de detectar  en el  EEG de 
superficie  las descargas epilépticas generadas en  la región mesial temporal no detectables 
visualmente  en  el  EEG  de  superficie.    Comparamos  la  sensibilidad  y  especificidad  del 
algoritmo comparando las detecciones basadas únicamente en el EEG de superficie con los 
registros  hipocampales  adquiridos  simultáneamente  con  los  electrodos  de  foramen  oval. 
Nuestro  algoritmo  se  basó  características  tiempo‐frecuencia  de  la  señal  y  obtuvo  una 
precisión del 65%.  
Para el objetivo 2, revisamos  las respuestas a SPES de pacientes evaluados con electrodos 






asoció  a  un  aumento  de  ritmicidad  de  las  descargas  ictales.  En  el  segundo  paciente  se 









morfología  de  las  respuestas  tempranas  a  SPES.  Modelamos  con  éxito  las  respuestas 
empleando  uno  o  dos  sistemas  de  control  combinados.  Comparamos  el  contenido  en 
frecuencia del EEG espontáneo con el contenido en frecuencia estimado de acuerdo con los 
modelos de sistemas de control empleados para cada canal. Encontramos un gran grado de 
similitud  entre  el  contenido  espontáneo en  frecuencia  y  el  predicho por  nuestro modelo. 
Cabe resaltar que algunas actividades en determinadas frecuencias que no estaba presentes 
en  el  EEG  espontáneo  seleccionado  (tales  como  el  ritmo  alfa  y  las  actividades 
epileptiformes),  pero  que  aparecían  en  las  curvas  de  estimación  predichas  con  nuestro 





‐  Es  posible  detectar  las  firmas  intracraneales  de  las  descargas  intercríticas  tanto 
visibles como invisible en superficie mediante el uso de algoritmos matemáticos. 

































Es  bien  sabido que  la  actividad del  EEG de  superficie  es  el  resultado de  la  interacción de 
estructuras  corticales  y  subcorticales  superficiales  y  profundas  dentro  de  un  medio 
conductor.  En  este  trabajo  mostramos  que  es  posible  detectar  a  nivel  de  superficie 
actividades epilépticas generadas en áreas profundas del  lóbulo temporal mesial gracias al 
uso  de  algoritmos  basados  en  características  tiempo‐frecuencia  para  examinar  la 
información de baja amplitud en el EEG de superficie que se origina en fuentes profundas 
(las “firmas intracraneales”).  
La  estimulación  eléctrica  del  giro  cingulado  es  capaz  de  producir  respuestas  EEG  que  se 
asemejan  a  complejos  K.  Por  lo  tanto,  se  ha  comprobado mediante  SPES  la  capacidad de 
producir eventos fásicos similares a los generados fisiológicamente por la corteza.  
Mediante el análisis del papel de las estructuras mesiales profundas en las crisis epilépticas 
generalizadas mediante  electrodos  talámicos  centromedianos  hemos  comprobado  que  el 
inicio de crisis generalizadas puede ser complejo, pero una vez que el tálamo está implicado, 
se  convierte  en  la  estructura  principal  liderando  sobre  la  corteza,  actuando  como 
marcapasos.  
Las  respuestas  a  SPES pueden  caracterizarse  por  un  conjunto  de  sistemas  de  control.  Las 
propiedades  de  los  sistemas  sumados  pueden  predecir  las  propiedades  intrínsecas  de  la 












characterised  by  and  enduring  predisposition  to  generate  epileptic  seizures  and  by  the 
neurobiological,  cognitive,  psychological,  and  social  consequences  of  this  condition”.  For 
diagnosis the occurrence of at least one epileptic seizure is required(1).  
According  with  the  ILAE,  an  epileptic  seizure  is  ”a  transient  occurrence  of  signs  and/or 
symptoms due to abnormal excessive or synchronous neuronal activity in the brain”(1). 
Due  to  the  fact  that  suffering  a  single  seizure without  epilepsy  is  common  in  the  general 
population,  translating  these  definitions  into  clinical  practice  has  been  a matter  of  some 
controversy which has led the ILAE to set out a practical definition of epilepsy as “a disease 
of the brain defined by any of the following conditions: 1. At least two unprovoked (or reflex) 
seizures  occurring  >24  h  apart.  2.  One  unprovoked  (or  reflex)  seizure  and  a  probability  of 





The overall  incidence of epilepsy  in the world  is 61.44 cases per 100.000 habitants and  its 
prevalence 6.38 per 1000 habitants. Incidence is higher in paediatric and elderly population 













considered  to  be  at  a  high  risk  of  recurrence.  Here  is where  the  electroencephalography 
(EEG) plays  its major  role  in predicting  the  risk of new seizures. Although a  single  seizure 
plus  epileptiform  EEG  spikes  does  not  automatically  satisfy  criteria  for  this  operational 
definition of  recurrence risk of epilepsy(2), multicentre  studies demonstrate a high  risk of 
recurrence if the EEG is abnormal after a first seizure(4‐7). 
In  addition,  the  diagnosis  of  epilepsy  in  the  case  of  unwitnessed  seizures  and/or  in  the 
absence  of  a  concomitant  video‐EEG  study  can  be  extremely  difficult  as  there  are many 
conditions that can mimic epilepsy including syncope, sleep disorders, migraines, movement 









Nowadays,  despite  of  the  massive  advances  in  neuroimaging,  the  EEG  still  is  the  most 
helpful diagnostic tests in epilepsy with an excellent cost‐effectivity relation when directed 
based in clinical information(11). As a diagnostic tool, it helps in the differential diagnosis of 
paroxysmal  neurological  events,  often  distinguishes  between  focal  and  generalised 
disorders and also provides evidence of photosensitivity(14). Neurologist often use  it  as a 








for  the  first  electroencephalographic  recordings  to  be  applied  in  humans  by  Berger(16). 
However, it wasn’t until the mid‐thirties when the technique gained some acceptance after 
demonstrating  that  the  oscillations  observed  in  the  electroencephalographic  traces,  in 
particular the posterior alpha rhythms, were truly originated in cerebral structures and were 
not  artefactual(17).  Less  than  a  century  later,  our  knowledge  about  the  processes 
transforming the single unit activity from large populations of neurons into the now familiar 








First,  we  need  to  consider  that  the  EEG  consist  in  a  graphical  representation  of  the 
summation  of  extracellular  potentials.  EEG  rhythms  arise  basically  from  the  synchronous 
firing of postsynaptic potentials of thousands to millions of geometrically aligned pyramidal 
neurons  contained within a  circuit.  To a minor degree, other  cells  including glial  cells  and 

























positive,  and  toward  the  charge  if  it  is  negative,  and  its  magnitude  decreases  with  the 
inverse square of the distance from the charge(20). 






a  spatial  averaging  of  the  signals  (18)  and  while  electrical  fields  due  to  a  single  charge 
decrease with the square of distance as it can be deducted from equation 1, electrical fields 
due to dipoles decrease with the cube of the distance(20). 
In  a  broader  sense,  not  all  the  recorded  potentials  recorded  from  the  brain  are  EEG. 
Depending on  the  location of  the  recording electrodes we  strictly  speak  about  EEG when 
referring to differences  in electrical potentials at the scalp  level.  Intracranial recordings by 
contrast are grouped in a few modalities; electrocorticography (ECoG) when recorded at the 





About  19%  of  them  are  located  in  the  cerebral  cortex(21)  profusely  interconnected  by 
approximately  1.5  x  1014    cortical  synapses(22).  Cortical  neurons  receive  two  types  of 






potential(19).  EPSPs  and  IPSPs  contribute  to  the  generation  of  dipoles  where  an  area  of 
positive  charge  (source)  is  separated  from other with negative  charge  (sink).  Postsynaptic 
potentials  in  pyramidal  neurons  are  then  the  major  contributors  to  the  extracellular 
electrical  fields  but  any  excitable  membrane  and  other  non‐synaptic  events  have  the 
potential to contribute to them(18). Pyramidal cells have a relatively larger contribution to 
the  EEG  than  other  cells  because  of  their  number, morphology,  geometrical  location  and 
cortical  location.  In  contrast  with  spherical  neurons,  with  dendrites  emanating  in  all 
directions producing a close field effect when activated(23), pyramidal neurons present as 
strong  dipoles  along  the  somato‐dendritic  axis  due  to  the  apical  distribution  of  their 
dendrites  (with  considerable  spatial  separation  of  the  source  from  the  return  currents) 
generating  open  fields  (18).  In  addition,  their  apical  dendrites  run  parallel  with  apical 
dendrites  from  other  pyramidal  cells  and  also  receive  perpendicular  inputs  from  other 
neurons. Thanks to this distribution, neurons placed  in the same column or  its vicinity are 
activated  synchronously  and  their  dipoles  overimpose  generating  larger  detectable 
fields(24, 25).  
Pyramidal  cells  are  mainly  grouped  in  columns  perpendicularly  oriented  to  the  cortical 
surface  in  layers  II/III,  V  and  VI  of  the  neocortex  following  the  shape  of  the 
circumvolution(26,  27)  facilitating  an  easy  detection  of  their  potentials  on  the  scalp.  The 
folded nature of the cortex also affects the magnitude of the extracellular current  flow as 
dendrites  in gyri sides are closer, producing a higher current density   on the brain surface 






than  that  of  the  cortex  explaining  its  contribution  to  the  scalp  potential,  larger  than 
expected for its deep location (27).  
Cortical  EPSPs  and  IPSPs  are  in  summary  the  major  contributors  to  the  scalp  EEG  but  a 
marginal  contribution  has  been  attributed  to  secondary  mechanisms.  Among  these 
secondary  contributors,  a  relevant  role  has  been  attributed  to  long  lasting Ca2+ mediated 
spikes which  have  the  ability  to  propagate within  the  neuronal  body,  then modifying  the 
extracellular fields within the cortex(18, 29). Na+ action potentials can also generate spikes, 
but its duration is short and their contribution to the extracellular fields in the generation of 
activities  with  frequencies  <100  Hz  is  not  substantial(30)  only  contributing  to  the  high 
frequency components(18). Currents flowing through hyperpolarization de‐inactivated cyclic 
nucleotide‐gated  channels  and  low‐threshold  transient  Ca2+  currents  are  intrinsic  voltage‐
dependent  membrane  responses  that  have  been  proposed  as  the  basis  of  the  intrinsic 
resonance  and  oscillatory  properties  observed  in  the membrane  potential(31).  This  is  an 
interesting property as several neurons have the ability to produce self‐sustained oscillating 
responses following depolarisation mediated by inputs of a particularly frequency range and 
voltage  (32,  33).  Nevertheless,  these  responses  have  great  variability  depending  on  the 












The  electrical  fields  predominantly  generated  in  these  large  columns  of  neurons  can  be 









We  know  how  the  cellular‐level  neuronal  currents  generate  but  the  conceptual  jump 
between the generation of this electrical activities and the content of the EEG signal  is far 
from  being  fully  understood(41).  EEG  is  the  result  of  large‐scale  synchronous  events 
produced  by  geometrically  aligned  pyramidal  neurons(28)  but  different  microcircuit 
configurations  can  converge  in  similar  EEG  elements(42).  Local  circuit  configurations  are 
shaped during the formation of functional networks in order to perform specific tasks. The 
activation of these networks will lead to the generation of EEG rhythms(43). 
We  can  be  tempted  to  think  that  the  variety  of  activity  patterns  that  a  great  group  of 
neurons is able to produce is virtually infinite. Strikingly, it has being observed that the firing 





sequences  of  spikes  (spatio‐temporal  firing  patterns)  lasting  up  to  450ms(44).  These 
patterns  are  linked  to  consistent  chains  of  neurons  that  constitute  the  simplest  levels  of 
feed‐forward network (the theoretical “synfire chains”(45, 46)). A given neuron can be part 
of different chains of neurons. If many neurons have the ability to participate in several links 
among  the  same  chain  they  can  produce  a  reverberant  activation  of  the  stereotypic 
sequence.  Different  stimulus  and  spontaneous  activities  produce  similar  patterns  of 
expression  at  the  population  level.  In  fact,  variations  in  the  spiking  timing  of  individual 
neurons do not  significantly affect  final output.  This means  that  the order of  firing of  the 
group  of  neurons  is  highly  stereotyped  even  considering  some  variations  in  the 
sequence(42, 44). This might seem to be redundant but it might in fact constitute an error‐
proof mechanism to avoid pattern errors and allow an accurate  information output. Once 
produced,  these  stimulus  have  the  ability  to  propagate  through  the  layers  of  pyramidal 
cells(47).  
The  summated  activity  of  neurons  at  either  intracranial  or  scalp  levels  mainly  adopts  a 
sinusoidal  morphology.  These  regular  oscillations  have  classically  been  classified  into 
frequency bands:  delta (1–4 Hz), theta (4–8 Hz), alpha (8– 12 Hz), beta (15–30 Hz), gamma 
(30–90 Hz),  and  high  gamma  (>50 Hz)(24).  It  has  been  proposed  that  oscillations  play  an 
active role in neural communication and different frequencies interact with one another in 
phase  and  amplitude  to  code  information  in  what  has  been  called  cross‐frequency 
coupling(48).  For  instance,  it  has  been  proposed  that  the  phase  of  slower  frequencies 
modulates  the  power  of  faster  frequencies  in  a  process  known  as  phase–amplitude 







be  constructed:  the  power  spectrum,  where  the  power  of  a  signal  is  the  square  of  the 
Fourier  amplitude.  The  Fourier method  therefore  transforms  a  signal  defined  in  the  time 




With  today’s processing power acquisition  systems, we are able  to achieve high  sampling 
frequencies  providing  excellent  temporal  resolution  with  EEG,  ECoG  or  LFP  recordings. 
However, spatial resolution is still the main problem of such techniques(24). 
 “The  inverse  problem”  consists  in  calculating  the  neural    field    generator’s  position  and 
features based  on  the  activity  detected  by  the recording electrodes(24). The root of the 
problem  relays  on  revealing  the  relation  between  the  activity  generated  at  the  neuronal 
networks  and  the  electrical  signals  detected  at  the  recording  electrodes.  Brain  activity  is 
considered  to  be  a  consequence  of  various  coupled  non‐linear mechanisms  originated  at 




impact of  these  “inert”  structures,  simplistic models describe  the head as  a  three or  four 
spherical  compartment  volume:  scalp,  skull,  cerebrospinal  fluid  and  brain.  Inside  each 






not  spherical,  the  skull  is  pierced  by  several  holes  and  its  tissues  are  far  from  being 
homogeneous or  isotropic. Assuming a spherical shape and ignoring the presence of holes 
can  led  to errors of  location up  to 30 mm(53, 54). While  the effect of volumes  filled with 
cerebrospinal fluid can be ignored for small fissures, it can lead to localisation errors up to 
7.5 mm in large fissures(55). Also, conductivities in white matter are anisotropic. There is 10 
times  lower  conductivity  in  directions  perpendicular  to  the  cell  membranes  and  myelin 
layers  compared  with  conductivity  parallel  to  the  fibres(56).  The  skull  is  likewise  an 
anisotropic media where  the outer  layers are  solid bone and  the middle  layer consists on 
spongy  bone  filled  with  blood  with  ten  times  higher  conductivity  in  a  tangential 
direction(52).  If  this  was  already  complicated,  often  epileptic  patients  have  intracranial 
lesions  of  different  densities  and  electrical  properties.  Depending  on  their  nature,  these 
lesions can have higher conductivity, like in cerebrospinal fluid cysts or haemorrhages with 
up  to  five  times  the  brain  conductivity(57);  or  lower,  like  in  calcified  lesions  showing  a 
“bone‐like”  conductivity  1/80  of  that  of  the  brain(58).  Potentials  generated  nearby  high 
conductivity lesions increased when oriented radial to the lesion while an opposite effect is 
observed  when  dipoles  are  oriented  tangentially(52).  Similarly,  the  ventricles  (containing 
highly  conductive  CSF)  can  increase  the  potential when  sources  are  located within  a  few 
centimetres with a larger effect observed when the ventricle is located between the source 
and the surface(52). More complex is the influence of holes in the skull as also depends on 








localisation  errors  of  several  centimetres,  particularly  when  sources  are  more  deeply 
located. 
As  we  have  seen,  when  looking  at  the  raw  EEG  signal,  we  need  to  consider  that  signals 
obtained from each pair of recording electrodes are not merely the brain activity recorded 
from  neighbouring  sources,  but  a  superposition  of  multiple  brain  sources,  filtered  by 
different layers and influenced by volume conduction effects from several sources (51). The 
later may  lead  to  spurious detection of  functional/effective couplings not caused by brain 
interactions but from volume conduction artefacts. Some techniques have been developed 
in order to get rid of the undesirable influence of linear volume conduction artefacts at the 
same  time.  Among  others  the  imaginary  part  of  coherency(61),  the  phase  lag  index(62), 
weighted  phase  lag  index(63)  and  sensitivity  index(51)  produce  a  good  estimate  of 
functional connectivity minimising volume conduction effects. 
When considering the distribution of dipoles inside the brain, classical mathematical models 
have  contemplated  two different  approaches depending on  the  scale. Distributed models 
consider  the overall  behaviour  of  uniformly  distributed dipoles.  These methods provide  a 
general  estimation  of  widely  distributed  cortical  sources  and  are  therefore  capable  of 
modelling the behaviour of relatively wide areas of the cortex(64‐68). Point  dipole models 
just  consider one or  few dipoles are more practical  to understand how  focal  epileptiform 
activities are generated  in a smaller scale  (50). Some more physiological models  intend to 
mimic the cellular or network structure of the brain by modelling small individual elements 







Most  studies  related  to  the dynamics of EEG activity and connectivity  concentrate on  the 
analysis of phase and amplitude measures of spontaneous EEG activity. Latency analysis has 
been  employed  to  describe  conduction  times  and  connectivity  to  study  patterns  of 
propagation  (40,  75,  76).  The  phase  spectrum  of  Fourier  analysis  has  also  been  used  to 
identify  leading  regions  and  propagation  patterns. However,  Fourier  analysis  suffers  from 
relatively  poor  time  resolution. Moreover,  since  Fourier  analysis  can  only  be  defined  for 
oscillatory  (periodic)  activity,  when  phase  differences  are  recorded  between  two  sites,  it 
may be difficult or arbitrary to define the leading site.  
As cerebral regions are profusely interconnected in a reciprocal way (77), it is difficult to find 
out  the  influence  of  a  particular  cortical  region  over  other  and  how  this  external  input 
affects the spectrum of the activity recorded at the contacted area. Each region responds, 
modifies  and  feeds  back  activity  from  other  connected  regions.  Functionally,  connected 
regions can better be viewed as coupled, i.e. each region engaging in receiving and feeding 
back activity from other regions, a process modulated by on‐going processed in many other 




In  clinical  settings,  EEGs  are  routinely  interpreted  by  visual  analysis  and  the 







But  surface  abnormalities  can  be  misleading  due  to  volume  or  distance  from  the  scalp 
recording electrode(78, 79). What we see at the surface is most of the times just the tip of 
the  iceberg.  Early  studies  already  suggested  that  cortical  activities  need  to  have  certain 




The  experiment  had  its  limitations  as  no  background  activities  were  considered  and  the 
cortex is not a perfectly flat lamina as the one modelled, but a complexly folded structure. A 
recent  model  taking  in  account  the  convoluted  anatomy  of  the  cortex,  the  anatomical 
location  of  neuronal  sources  and  their  coupled  behaviour  estimated  a  minimum  cortical 
surface of 3 cm2 to produce a spike with 1.5 higher amplitude than the background activity 
but  a  cortical  source  of  24  cm2  to  obtain  a  clearly  distinguishable  spike  (2.8  times  the 
background  amplitude)(50).  In  vivo  simultaneous  scalp  and  intracranial  recordings  have 
indeed suggested that synchronous cortical activation of at least 10cm2 are needed for scalp 
recordable  activities  and  >20cm2  for  prominent  spikes(82‐84).  Interestingly  it  has  been 
observed  that  a  mean  cortical  surface  of  19cm2  is  required  to  produce  a  rhythmic  ictal 
activity at seizure onset detectable from the scalp (83). There has been observed that the 
sources  required  to  produce  detectable  activities  in  the  surface  EEG  may  be  different 
depending on the lobe studied. An area of 6– 24 cm2 is required in the lateral temporal lobe 







Even when  clear  epileptiform  discharges  are  obtained  at  the  scalp,  these  are  sometimes 
poorly informative as different sources can produce similar distribution of abnormalities at 
the  surface EEG(83, 87).  Simultaneous  scalp and  intracranial  recordings have documented 
wrong  lateralisation  of  scalp  abnormalities  in  frontal,  up  to  8.6%  of  temporal,  28%  of 
occipital and 16% of parietal  seizures(88‐92). Even  in  intracranial  recordings  it  is not clear 
which interictal epileptiform patterns are a reliable biomarker to detect the cortical regions 
originating seizures. Some studies show that only 54% of the largest interictal epileptiform 
abnormalities  were  located  at  the  region  of  focal  seizure  onset(40,  93).  A  potential 








The  localisation  value  of  the  scalp  EEG  is  well  recognised  but  invasive  investigations  are 
often  required,  particularly  in  MRI  negative  cases  and  invasive  recordings  are  the  gold 






A  recent  consensus  paper  has  defined  some  general  indications  for  invasive 
electroencephalography(96).  One  of  the  major  indications  is  to  accurately  define  the 
epileptogenic  zone  when  non‐invasive  EEGs  are  inconclusive.  This  reaches  its  maximal 
relevance  in  epilepsy  surgery.  Epilepsy  surgery  aims  for  the  removal  of  certain  structures 
involved  in  the  development  of  clinical  seizures.  The  epileptic  zone  is  the  classical  term 
defined by Bancaud to name the brain regions primarily  involved in seizure generation(97, 





multiple  areas  interplaying  in  seizure  generation.  Another  interesting  concept  is  the 
irritative zone, the area where epileptiform activities (in the form of interictal spikes or high 
frequency oscillations(99))  are more persistently  recorded.  Lastly,  the  area where we  can 
find  a  structural  lesion  is  named  lesional  zone(100).  Given  the  complexity  of  the 
physiopathology  of  epilepsy  these  areas  may  have  variable  degrees  of  overlapping.  The 
main  role  of  the  neurophysiological  assessment  for  epilepsy  surgery  is  to  discriminate 
between areas identifying the seizure onset, with the final aim of patient’s seizure freedom 
but also limiting the loss of eloquent functions to the minimum(100). There is also need for 
invasive  assessment  when  non‐invasive  data  point  to  two  or  more  regions  involved  in 
seizure generation(96). 






has  its  strengths  and  limitations.  Subdural  arrays  cover  extensive  surfaces  but  neglecting 
deep  sources(101)  while  depth  electrodes  can  provide  excellent  cover  of  selected  deep 
structures but their strength is also their weakness, as they spatial sampling is very limited 
to  the  selected  region(102).  Foramen  ovale  recordings  consist  in  the  insertion  of  an 











Insular  cortex,  fronto‐parietal  opercular  cortex,  inferomedial  temporal  lobe, 
interhemispheric  fissure,  basal  orbitofrontal  cortex,  hippocampal  inferior parietal‐occipital 
cortices  and  deep  sulcal  generators  are  underrepresented  in  the  scalp  EEG(40,  108).  For 
some  nucleus,  this  is  not  only  related  to  distance  to  the  source;  tangentially  oriented 
generators  in  the  sulci  do  not  generally  contribute  significantly  to  the  EEG(11)  and  other 





architecture  producing  a  very  limited  scalp  electromagnetic  field  (such  as  thalamus  and 
striatum)(27). 
Mesial temporal sources are particularly difficult to record at a scalp  level due not only to 




the  temporal  region: Medial,  lateral‐medial, medial‐lateral  and  lateral(109).  In medial  and 
lateral  types,  the onset  is  restricted within  each  given  area  (either mesial  or  lateral) with 
high  ictal coherence within  it and only  late spreading,  if any,  to the opposite structure (to 
the lateral if onset was mesial and vice versa). In the medial‐lateral and lateral‐medial types, 
the onset starts in medial or lateral regions with a fast‐low amplitude discharge that spreads 
to  the  neighbouring  structure  (either  lateral  or  medial)  in  less  than  3  seconds  or  starts 
simultaneously in limbic and neocortical structures but one shows a predominant influence 
over  the  other  in  each  subtype(110).  Purely mesial  sources  can  be weakly  detected  as  a 
small  negativity  at  the  ipsilateral  anterior  basal  temporal  electrodes,  while  combined 
neocortical temporal or meso‐lateral sources can also be detected at fronto‐centro‐parietal 
electrodes as a positivity(102). Studies with  foramen ovale electrodes revealed that about 
70%  of  the  discharges  detected  in  deepest  contacts  were  not  detectable  at  the  scalp 
level(107). 







depth  of  mesial  and  orbital  sources  second  to  the  high  degree  of  intra  and  interlobar 
connectivity and the consequent high degree of synchronicity(114) and finally, in the case of 
ictal abnormalities, to the presence of movement artefacts that typically characterise frontal 
seizures(115).  Focal  frontal  spikes  have  been  related  to  dorsolateral  cortex  but  bifrontal 
spikes can arise from medial and orbitofrontal sources(101) sometimes even showing a false 
lateralisation(91,  92).  For orbitofrontal  structures,  a  variable percent of  patients does not 
show any scalp abnormality. This varies between 12.5 and 88% depending on the series(91, 
92,  101,  112,  113). Most  patients  present with  fronto‐temporal  spikes  and  the  remaining 
shows  either  frontal  or  temporal  abnormalities.  However,  similar  to  what  happens  in 
temporal lobe epilepsy, the averaging of EEG activity triggered by subdural spikes increases 
the  signal‐to‐noise  ratio  helping  to  detect  low  amplitude  spikes.  This  allows  to  identify 
medial,  basal  and  dorsolateral  frontal  cortical  sources(101).  In  any  case,  considering  the 
electrical  properties  of  the  head,  these  studies  however  suffer  from  some  breach  effect 
after craniotomy. This might enhance the amplitude of the epileptiform discharges obtained 
at  the  scalp,  therefore  overestimating  the  role  of  EEG  in  the  detection  of  deep  frontal 
sources. 
Among  deep  structures,  the  thalamus  historically  has  had  a  controversial  role  in  the 
generation of a particular type of seizures: the generalised seizures. These are characterised 








Over  the  last  decades  four  main  theories  have  tried  to  explain  the  origin  of  generalised 
seizures  attributing  different  roles  to  cortical  and  subcortical  structures.  The 
“centrencephalic”  (80) and “thalamic clock”  (117)  theories suggest a  thalamic origin while 
the “cortico‐reticular”  (118) and “cortical  focus”  (119, 120) models point  to the cortex   as 
the  initiator.  A  number of  intracranial  EEG  studies  in  humans with  absence  seizures  have 
demonstrated the presence of thalamic rhythmic activities preceding the cortical onset(121‐
123).  However  other  studies  reveal  simultaneous  or  preceding  onset  of  the  cortical 
discharges  (124‐129)  and  experimental  studies  have  demonstrated  that  electrical 
stimulation of the cortex  (130, 131) can induce generalised abnormalities. 
Overall,  it  is not clear which  is the exact relation between thalamus and cortex during the 
onset  and development of  generalised  seizures.  In  this work we have employed  standard 
visual  analysis  and  the  methodology  described  by  Meeren  et  al(119),  to  examine 




Advances  in  signal  analysis  over  the  last  decades have being  followed by development of 
multiple  methods  for  automatic  detection  of  epileptiform  discharges  based  on  methods 
such  as  template  matching(133,  134),  morphology  classification(135‐137),  independent 
component  analysis(138),  signal  modelling(139)  and  field  of  spike  detection  among 
others(140,  141).  All  these methods  analyse  the  EEG  signal  searching  for  similarities  to  a 






selected  evaluation  criteria  and  methodology  based  in  parameters  such  as  duration, 
amplitude, sharpness, risetime, fall‐time, after‐coming slow waves or background frequency 









fitted to the signal).  In the  last decades most efforts have been focused  in parameter and 





visible  at  the  scalp  EEG.  The  reality  is  that  their  activity  still  contributes  to  the  scalp 
potentials  but  is  buried under  the on‐going background activity due  to  its  low amplitude. 
These  signals are  still  susceptible of being detected on  the  scalp by average analysis  time 
locked  to  the  timing of  the spikes observed  in depth electrodes(102, 107).  It  is absolutely 















An  alternative  approach  to  the  study  of  intracranial  activities  goes  beyond  the  passive 
observation of physiologically generated activities and jumps to the active stimulation of the 
brain  and  the  later  observation  of  the  evoked  response.  The  first  attempts  to  record 
electrical responses from the brain surface to electrical stimulation were carried out in 1936 
in  anesthetised  animals(158).  Adrian  described  electrically  elicited  waveforms  recorded 
both  at  cortical  surface  and  depth  structures  showing  great  waveform  variability  but 
constant  time  relations  when  propagated  to  neighbouring  cortical  areas.  Electrical 
stimulation has been regularly used in humans since the time of Penfield(80), particularly for 
functional mapping.  













171).  Early  responses  are  deflections  immediately  following  the  stimulus  artefact  and 
occasionally merging with  it.  These  responses  can  be  recorded  in  epileptogenic  and  non‐










Our group has already demonstrated  that SPES  is able  to  induce  responses  that  resemble 
epileptiform  discharges  both with  single  cell  and  scalp  recordings(93,  94)  suggesting  that 
both phenomena can share some similar mechanisms of generation. Stimulation of depth 






onset  and  propagation,  but  also  to  unveil  the  mechanisms  mediating  physiological 
phenomena  such  as  sleep  elements.  For  instance,  while  the  structure  generating  sleep 
spindles  has  being  identified  (reticular  nucleus  of  the  thalamus  in  sleep  spindles  for 
instance)(179),  the  structures  responsible  for  the  generation  of  K‐complexes  are  still 
unknown.  Several  studies  have  proposed  that  K‐complexes  arise  from  widespread 
synchronized  cortical  areas  due  to  hyperpolarising  currents  in  layer  III  of  the  cortex  that 
propagate  through  the  cortex(180‐184).  There  must  be  a  particular  area  that  starts  the 
hyperpolarising  mechanism  leading  to  the  K‐complex  which  remains  unknown.  Several 
studies  have  suggested  that  this  area  could  be  hidden  in  the  depths  of  the  cingulate 
gyrus(185‐189).  Following  this  hypothesis,  our  group  has  conducted  a  comprehensive 
examination  of  the  intracranial  recordings  obtained  during  SPES  over  deep  structures  in 





the  physiological  neural  mechanism  underlying  responses  to  SPES  (164,  166,  174).  In 
addition, there is no explanation for the great variability of the evoked waveforms in terms 
of  polarity,  morphology  and  latency  (159,  166)  and  evoked  responses  frequently  fail  to 
strictly fit into any of the currently proposed descriptions.  
We have observed that the morphology of early responses frequently shows several cycles 





control  systems  to  step  inputs(191). We  have  developed  a  theory  suggesting  that  single 
pulse  stimuli  can  be  interpreted  as  a  transient  function  applied  to  the  neuronal 
network(192).  The EEG responses would then reflect the transient steady‐state response of 
the system (the cortex) until return to the baseline state is reached. Our hypothesis assumes 
a  number  of  postulates:  First,  that  the  presence  of  a  cortical  response  to  stimulation 
indicates the presence of a functional connection between the stimulated area and the area 
where  a  response  is  recorded.  Second,  that  a  single  electrical  pulse  applied  to  the  cortex 
behaves  as  a  transient  input  function.  Third  and  last,  that  the  EEG  response  reflects  the 
output  of  the  cortical  network  activated  by  the  connection  between  stimulated  and 
recorded areas. 
We aim to show that linear control models can be used to describe the morphology of early 
responses  to  SPES  and  that  the  frequency  response of  the  connections  activated by  SPES 
can explain some of the oscillatory behaviour of the spontaneous EEG. If our hypothesis  is 
correct,  SPES  can  be  employed  to  estimate  functional  coupling  between  regions  and 




areas  with  increased  excitability  and  to  detect  which  is  the  resonant  frequency  of  the 
system.  In  addition,  as  the  technique  is  performed with  intracranial  recordings, we  could 












2. HYPOTHESIS AND OBJECTIVES 
Our  broad  hypothesis  is  that  deep  structures  significantly  contribute  to  the  surface  EEG 
either  directly  by  the  generation  of  identifiable  electrical  fields  or  indirectly  by  the 
modulation of populations of cortical neurons. The specific hypotheses are: 
1) Electrical  fields  from focal hippocampal epileptiform discharges are not  identifiable 
on  the  scalp EEG on visual  inspection but may be detectable by modern analytical 
tools. 








 To  determine  whether  by  considering  the  timing  information  of  the  interictal 
epileptiform discharges  from  intracranial  EEG electrodes  at  the  temporal  lobe,  the 
resulting  concurrent  surface  EEG  contains  enough  information  for  the  interictal 
discharges to reliably distinguish activity generated at deep sources.  






 To  study  simultaneous  scalp  and  thalamic  human  EEG  recordings  during  epileptic 
seizures to estimate the role of centromedian thalamic nucleus in the initiation and 
maintenance of seizures in humans.  
 To  develop  a  model  that  explains  the  morphology  of  responses  to  single  pulse 
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Interictal  epileptiform  discharges  (IEDs)  are  transient  neural  electrical  activities  that  occur  in  the  brain  of 









The  algorithm  obtained  a  65%  accuracy  in  recognizing  scalp  IED  from  non‐IED  segments  with  68%  accuracy 
when trained and tested on the same subject. Also, it was able to identify nonscalp‐visible IED events for most 
patients  with  a  low  number  of  false  positive  detections.  Our  results  represent  a  proof  of  concept  that  IED 








Epilepsy  is  characterized  by  a  chronic  tendency  to  suffer  epileptic  seizures.  It  is  associated  with  abnormal 
cortical activation patterns that can be recorded by the electroencephalogram (EEG) during seizures (ictal) and 
in  the  periods  between  seizures  (interictal).  Since  seizures  are  relatively  infrequent  and  brief  events,  it  is 
unlikely to record seizures in a standard EEG1 and, consequently, finding interictal abnormalities on the scalp 






false negatives.  In  patients  known  to have  epilepsy,  only  about  55% of  awake EEGs and 80% of  sleep EEGs 
show epileptiform discharges.2,3 This leaves a significant proportion of patients with an uncertain diagnosis and 











mesial  temporal  spikes,  typical  of  temporal  lobe  epilepsy  (TLE),  the  most  common  type  of  focal  epilepsy. 
During  this  procedure,  electrode  bundles  are  introduced  bilaterally  through  the  FO  under  fluoroscopic 
guidance. The deepest electrodes within each bundle lie next to mesial temporal structures, whereas the most 
superficial electrodes lie at or just below the FO.18 Since the FO electrodes are introduced via anatomical holes, 
they  provide  a  unique  opportunity  to  record  simultaneously  from  scalp  and  mesial  temporal  structures 
without  disrupting  the  conducting  properties  of  the  brain  coverings  by  burr  holes  and  wounds,  which  can 
otherwise make simultaneous scalp and intracranial recordings unrepresentative of the habitual EEG.6,8,16,18–20 













the  performance  of  or  design  a  detection  algorithm  on  either  the  same  or  different  subjects.  Developing 
algorithms that detect  IEDs from sEEG scored data are not sufficient since they are tuned to detect only the 
visible  spikes  that are used as examples  in  the algorithm design.  Such an algorithm  is biased  to prefer  such 
spikes.22 In this work, we employ concurrent iEEG and sEEG recordings in order to develop an algorithm that 
primarily aims to detect nonscalp‐visible sEEG IED events. The algorithm is based, trained, and tested, solely on 
sEEG discharges where the timing  information of such discharges  is obtained from the concurrent  iEEG. This 
way  provides  the  advantage  that  low‐amplitude  scalp  events  are  utilized  in  the  algorithm  development,  a 
feature which is not available for traditional algorithms that are trained on scalp‐visible IEDs. The presence of 
deep spikes from their associated low amplitude scalp fields can then be detected and evaluated against the 
gold  standard of  deep  FO  recordings. Our  algorithm employs multichannel  pattern  classification  in  order  to 
develop 
a  classifier  that  distinguishes  IED  from non‐IED events  in  a  subject‐independent  fashion.  In  order  to  ensure 

















The  study  included 20min  recordings  from 18  TLE patients  (11 males,  seven  females, mean age 25.2  years, 
range  13–37)  studied  with  scalp  EEG  recordings  and  simultaneous  intracranial  multicontact  FO  electrode 
bundles in the Department of Clinical Neurophysiology at the Maudsley and Kings College Hospitals. Patients 
suffering from seizures arising from mesial temporal structures were submitted for telemetry recording with 
FO  when  history,  interictal  scalp  EEG,  neuroimaging  and  neuropsychological  studies  were  not  able  to 
confidently  determine  the  side  of  seizure  onset,  or  there  were  doubts  about  a  lateral  temporal  or  extra‐
temporal  seizure  onset.  In  10  patients  the  seizure  onset  was  identified  within  mesial  temporal  structures 
preceding in at least 2 ms the scalp changes while in eight patients it was located outside the mesial temporal 





For  scalp  EEG,  20  standard  chlorided  silver  cup 
electrodes  were  applied  according  to  the  ‘Maudsley’ 
electrode 
placement  system.9,16,18,29  The  advantage  of  the 
Maudsley  system  compared  to  the  standard  10–20 
system is that it provides more extensive coverage of the 
lower part of the cerebral convexity and adapts  itself to 
cranial  asymmetries,30  increasing  the  sensitivity  for 
recording  from  basal  sub‐temporal  structures.  This 
system is essentially similar to 10–20 system, naming of 
electrodes  is  identical,  but  mid‐temporal,  posterior‐





by  Ref.  17.  This  method  has  been  extensively  employed  in  several  centers  all  around  the  world  as  a  gold 
standard technique for the assessment of mesial TLE.5,9,16,18,30–32 Each individual electrode consisted of a 0.1 
mm fully  insulated stainless steel wire. The recording contacts  for  the three deepest electrodes were 3 mm 
long  and  those  of  the  most  superficial  electrodes  were  5  mm  long.  The  distance  between  contiguous 
electrodes was 10 mm except  for  the two most superficial electrodes whose  interelectrode distance was 15 
mm.  For  each  electrode  bundle,  the  two  deepest  electrodes  lay  next  to  mesial  temporal  structures.  The 
position  of  the  FO  bundles  was  confirmed  with  post‐insertion  radiography  (Fig.  1).  The  labeling  of  the 
electrodes is indicated as R1 to R6 and L1 to L6 fromthe deepest to the most superficial right and left side FO, 





















Scoring  of  the  IED was  performed  by  an  expert  epileptologist  (DML)  based  on  the morphology  and  spatial 
distribution  of  the  observed  waveforms.  Interictal  events  location  and  morphology  were  evaluated  in  the 
background  context.  IED  were  evaluated  in  terms  of  morphology  and  distribution,  following  the  standard 
definitions  for  epileptiform  pattern,  spike  and  sharp  wave  of  the  International  Federation  of  Clinical 
Neurophysiology33  (A  glossary  of  terms  most  commonly  used  by  clinical  electroencephalographers  and 
proposal for the report form for the EEG findings) and currently accepted EEG descriptions. Each IED was given 
a  certainty  score  (1–10)  and  categorized  to  one  of  the  following:  (a)  scalp‐visible  without  considering  the 
















Many detection algorithms  for epileptic  transient activity have  long been proposed and applied  into  clinical 
practice,  albeit  with  variable  and  dubious  success.  They  are  typically  based  on  methods  such  as  template 
matching,25,28,34,35  classification,36–38  through  independent  component  analysis  (ICA),39  signal modeling23  and 
many  other  methods40  in  common  with  the  well‐established  field  of  spike  detection.  41,42  The  common 
characteristic  of  all  these  methods  is  that  a  description  of  an  IED/spike  signal  is  obtained  either  through 
modelling or through the use of real data and some similarity‐based algorithm developed  in order to detect 
those signals. This is often facilitated by obtaining useful representations of the signal that can better exploit 
its  structure.  The  feature  representations  that  are  useful  for  IED  detection  has  been  a  rather  unresolved 
issue.40  They  can  be  grouped  into  the  following  categories:  (a) Mimetic,  where  the  extracted  features  are 
designed to mimic human evaluation and methodology for the presence of a spike,43,44 (b) time‐frequency (TF) 
representations such as Wavelet, Fourier, or Hilbert transform have been used in IED detection and with much 
success  in  EEG  signal  processing  in  general,27,45–49  (c)  nonlinear  features  such  as  Hjorth  parameters,  fractal 
dimension, mean energy50 and through (d) decomposition methods such as ICA51,52 and kernel type methods.53 
Apart from various feature representations, many signal conditioning and preprocessing techniques have been 













Table 3  (column #IED: numbers  in brackets).  In  this work, we used TF  features  for  the detection of  IEDs on 
scalp  EEG.  We  also  compared  wavelet,  chirplet,  and  time  domain  features  but  the  highest  classification 
performance was obtained by exploiting the TF  features. Mimetic analysis methods and nonlinear operators 




Wavelet  features  were  obtained  by  performing  a  discrete  wavelet  decomposition  using  the  “db4”  mother 
wavelet since it provides the highest correlation with epileptic spikes.26,59 Similar to Ref. 26 we considered a 
five‐level wavelet decomposition with  features chosen as  (a)  the maximum,  (b)  the minimum,  (c)  the mean, 
and (d) the standard deviation of the wavelet coefficients in each of the five sub bands. Also, we considered as 
features  the  transformation  to  the  time domain of  the wavelet coefficients  for  the  five sub‐bands. For both 
cases,  the wavelet  transform was performed  for each channel  separately.    Each  IED  segment consists of 20 
scalp channels × Nw the number of wavelet features. For the first case Nw = 20 while for the second case Nw = 
65 which is the number of time domain samples for each segment.  









Each chirplet consists of  four parameters controlling  the scaling  (s),  chirp  rate  (a),  through  the  functions σ() 
and  l(),  the  time  shift  (u)  and  frequency  shift  (v).60  We  fit  up  to  3  chirplets  to  the  data  of  each  channel 
separately  obtaining four features for each case (s, a, u, v). Each IED segment consists of 20 scalp channels × 4 
chirplet parameters ×N number of chirplets.  








subject  was  common‐average  referenced  in  order  to  reduce  the  spatial  IED  location  differences  between 
subjects,  resulting  in  a  more  homogenous  group.  Furthermore,  the  scalp  and  intracranial  segments  were 
normalized  to  have  unit  norm  per  electrode  channel,  a  step  which  again  reduces  the  spike  amplitude 






















optimal weighting of  those  factors  is  learned  from the data. For a  two‐class classification problem, here  the 
two classes are the IED and non‐IED segments, the sign of f(x) denotes the prediction of class membership of 
data x. One benefit  of  logistic  regression  is  that  it  provides  a  natural way  to  express  the  class membership 

















regression  loss  function  where  there  is  a  trade‐off  between  classification  accuracy  and  over  fitting  and 
generalization performance. The regularization parameter, which controls the trade‐off, is estimated by cross‐
validation.65 Cross‐validation is a method for model selection that works by partitioning the training data in a 
number of complementary subsets  (folds).  In a k‐fold cross‐validation the data are split  into k subsets. Each 
subset is used once to validate the model, while the rest k – 1 subsets are used to train the classifier. For each 
fold  we  test  the  following  regularization  parameters  [125, 25,  5,  1,  0.2,  0.04,  0.008]  scaled  by  10%  of  the 
variance of the data and select the one that achieves the highest performance. 
For  IED detection we train a classifier  for each subject separately. The  leave‐subject‐out detection algorithm 
discards  a  subject’s  data  (test  subject)  and  combines  the  rest  of  the  subjects’  classifiers  in  a  linear  voting 
scheme where the individual classifiers are assigned equal weights. Such a weighting procedure corresponds 
to a naive Bayes  combination of  the  individual  classifiers.66  The accuracy of  the  classifier  resulting  from  the 
linear voting scheme is obtained for the sliced IED and non‐IED data segments of the test subject.  Individual 
classifiers whose 
within  subject  or  between  subject  classification  performance  was  less  than  55%  were  excluded  from  the 































is  a  convenient way  to measure  the  (nonduplicate)  false  alarms  in  some  specified  time  frame.  The  FP/min 
measure provides an estimate of the time burden of having to review false detections. 
In  order  to  estimate  the  statistical  performance  of  the  detection  methodology  we  performed  a  classifier 













 Figure  5.  Epilepsy  expert  scored  predictions  histogram  over 




Figure  7.  Group  ROC  curve  showing  the  relation  between  the 







E  ach  identified  IED pattern  from  the  iEEG  data was 
given  a  score  by  the  expert  epileptologist 
corresponding  to  the certainty  that  the pattern  is an 
IED. The histogram of the expert’s scores is shown in 
Fig. 5.  
The  baseline  performance  of  classifying  iEEG 
signatures on  sEEG can be  established by estimating 
the performance of the individually trained classifiers 
first.  The  different  feature  selection  methods 
obtained  63%,  63%,  62%,  63%,  67%  for  the Tm, 
W5,  Ws,  CL,  and  TF  features,  respectively,  as 
explained  in Table 1.  Since  the highest accuracy 
Table 2. Classification accuracy of  the  leave‐subject‐out method 
in  terms  of  correctly  classifying  the  IED  and  non‐IED  segments. 




Figure  6.  Classification  accuracy  of  the  ensemble  classifier with 
regards  to  the number of  training subjects. For each number of 
training subjects 100 different subsets of the full set were used in 
the  ensemble.  It  can  be  observed  that  at  around  10  subjects  a 









did not  achieve  the  necessary  significance  (p  < 0.05)  level  according  to  the binomial  proportion  confidence 






detections  as  described  in  Sec.  2.4, where  consecutive  detections  are  considered  as  a  single  event, we  can 
estimate  the  proportion  of  detected  spikes  for  various  expert  IED  score  values  and  detection  thresholds  in 
terms  of  FP/min  (see  Fig.  8).  Even  for  low  sensitivity  and  false  positive  values  a  high  percentage  of  high 
likelihood spikes were detected by the algorithm (Fig. 8). For only nonscalp‐visible IEDs the results can be seen 
in Fig. 9. 






In Table 3,  the  results of an example usage of  the algorithm as described  in Sec. 2.4  can be  seen.  For each 











value  (see  Figure  5)  for  high  (red)  to  low  (black)  detection 
thresholds.  The  higher  the  detection  threshold  the  smaller  the 
number of detections that are considered IEDs reducing both the 
true  and  false  positives.  For  example  21%  of  IEDs  with  an  IED 
score  of  9  were  detected  by  the  algorithm  for  a  detection 
threshold 
that produced 3.6 FP=min. Increasing the detection 
threshold  decreases  the  number  of  detected  IEDs.  The  dashed 
line  indicates  the  average  performance  of  the  classifier 
randomisation test (see Section 2.4). 
 
Fig.  9.  The  ratio  of  detected  nonscalp‐visible  IEDs  to  the  total 
number of nonscalp‐visible IEDs per each score value (see Fig. 5) 
for high (red) to low (black) detection thresholds. The higher the 
detection  threshold  the  smaller  the  number  of  detections  that 
are  considered  IEDs  reducing  both  the  true  and  false  positives. 
For example, 20% of the nonscalp‐visible IEDs with an IED score 
of  9  were  detected  by  the  algorithm  for  a  detection  threshold 
that  produced  3.6  FP/min.  Increasing  the  detection  threshold 
decreases  the  number  of  detected  IEDs.  The  dashed  line  











group average 3.6 FP/min. We  show  the FP/min,  the  total  number of detected  IEDs which are  subsequently 
split  into nonscalp‐visible and scalp‐visible. The scalp‐visible IEDs are split  into IEDs that were visible with and 
















subject  data  give  superior  performance  to  more  generic  or  subject‐independent  algorithms,  optimal 
classification rate can be established at  the  level of within subject classification rate. This was achieved at a 
group  average  of  67%  indicating  that  there  is  enough  discriminative  information  in  the  scalp  EEG  to  be 

















per  10  s  of  data,  the  traditional  time  window  size  suitable  to  inspection  of  the  EEG  data.  Detecting  both 
nonscalp‐visible and scalp‐visible IEDs suggests a potential improvement on the diagnostic ability of sEEG70 as 
compared  to  algorithms  considering  only  scalp‐visible  segments.  A  limitation  however  is  that  the  obtained 








FPs.  For  a  20min  sEEG  recording  our  patient  group  had  from  50  to  1000  IEDs.  This  corresponds  to  an  IED 
duration of 1.25% to 25% within a 20min recordingb. Also, since the IED waves exhibit similar wave shapes to 
other EEG sources further information has to be used to improve the detection performance. Ultimately, the 
decision  of  whether  a  set  of  candidate  IED  detections  correspond  to  epileptic  activity  lies  on  the  clinician 
performing the evaluation. 













be detectable from the sEEG.  Increasing the duration of the recording,  increases the occurrence of  IEDs and 
subsequently the number of detected IEDs and the number of patients for which such a method is useful. 
The visual inspection of the candidate IEDs can provide useful information regarding the presence of epilepsy. 








EEG.  Both  scalp‐visible  and  nonscalp‐visible  IEDs  were  detected  with  a  low  number  of  FPs.  We  used  a 
probabilistic  classifier  which  provides  a  natural  way  of  describing  the  data  in  terms  of  class  membership 
probabilities of the obtained data of decreasing probability.25 The IED detection methodology was successful in 
both cases when the algorithm was trained with within‐subject data and when the classifier was trained on a 
pool  of  patients  with  epilepsy.  Since  we  are  aiming  for  generalization  performance  on  unseen  data,  the 
algorithm was  tested  in  a  leavesubject‐out  fashion  such  that  a  realistic  usage would  be  emulated.  A  good 
performance was achieved and the algorithm was able to provide a new utility of EEG70 for TLE. Even in cases 
where  the  expert  epileptologist  did  not  mark  any  scalp‐visible  IEDs,  the  algorithm  succeeded  in  detecting 




to  defining  IED  segments  based  on  only  scalp‐visible  discharges.  Detecting  even  a  small  number  of  IEDs  is 
important in clinical practice since it can aid the diagnosis of epilepsy and increase the performance in related 
fields  such  as  interictal  fMRI  bold  detection28  and  electrical  stimulation  of  the  brain.72  Since  EEG  only 
complements the diagnosis of epilepsy, the clinical efficacy and diagnostic ability of the proposed method will 
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pulse  electrical  stimulation  (SPES)  at  King’s  College  Hospital  between  1999  and  2013.  Intracranial  EEG 




similarity  to  the patient’s K‐complex was  located within  the dorso‐caudal  anterior  cingulate.  The K‐complex 
like responses were evoked when the patients were awake. 
Conclusion: Our  findings  provide  the  first  causal  evidence  that  the  cingulate  gyrus  initiates  the widespread 





















K‐complexes  are  electroencephalographic  (EEG)  phenomena  occurring  during  sleep,  arising  either 
spontaneously or in response to sensory stimulation. They are identified as a large biphasic negative‐positive 
wave lasting for longer than 0.5 seconds, often preceded or followed by a sleep spindle[1]. 
Since  K‐complexes were  first  described  in  1938 by  Loomis  et  al.[2],  they  have  become  a marker  of  stage  II 
sleep. Their physiological mechanisms are largely unknown, with evidence supporting both a sleep‐protective 




field  and  scalp  EEG  recordings[7–12]  suggest  that  K‐complexes  arise  from  synchronised  activity  across 
widespread cortical areas mediated by hyperpolarising currents in layer III of the cortex, such that they form a 
transient version of  the on‐going slow wave activity  that predominates  in  stage  III‐IV sleep[13]. This activity 
then propagates via  cortico‐cortical  connections[7]  in a predominantly anterior‐posterior direction[14,15].  It 
follows, however,  that  there must be a  region  that orchestrates and synchronises  the  initial hyperpolarising 
input to widespread cortical regions, the location of which remains unknown.  
The  areas  originating  K‐complexes  are  much  debated.  As  long  ago  as  the  1950s,  the  cingulate  gyrus  was 
proposed as the area originating K‐complexes[16,17]. Initially this was based on source‐localisation from scalp 
EEG recordings, but such conclusions were  limited by poor spatial coverage and the tendency for traditional 
simple  dipole  models  to  attribute  diffuse  bilateral  cortical  activity  to  a  deep  midline  source.  More 
sophisticated  contemporary  source  localisation  techniques  employing  high  definition  EEG  and  distributed 
source modelling  could  not  provide  convincing  evidence  for  the  involvement  of  the  cingulate  gyrus  in  the 
generation  of  K‐complexes[17].  EEG‐fMRI  studies  [20,21]  have  implicated  deep midline  structures  including 
the  cingulate  gyrus  in  some  aspects  of  K‐complex  physiology,  but  the  area  responsible  for  initiating  K‐
complexes  was  not  identified.    Intracranial  EEG  has  provided  more  direct  insight  into  this  question.  Early 
studies  in  cats[22]  and  monkeys[23]  highlighted  a  cingulate  generator  for  the  K‐complex,  but  the 
transferability of such findings to humans is questionable.  In contrast,  intracranial EEG recordings  in humans 
have suggested that the cingulate cortex and functionally related mesial frontal structures appear uninvolved 
in  generating  the  visible  human  K  complex waveform  [24],  although  the  site  of  initiation  of  the  K‐complex 
could not be resolved at the level of EEG macroelectrodes.  
At  our  centre, we have developed  a novel  approach  to  investigate  the  generators of  K‐complexes.  Patients 
studied with intracranial EEG recordings routinely undergo assessment with single pulse electrical stimulation 
(SPES)  to  aid  identification of  epileptogenic  cortex[25–29].  Essentially,  a  single  small  electrical pulse  (3‐5mA 
amplitude,  1ms  duration)  is  applied  between  contiguous  electrodes,  and  EEG  responses  are  recorded  by 























2. Continuous  abnormalities  in  the  background  EEG  precluding  identification  of  K‐complexes  and/or 
SPES responses. 
The development of SPES was approved by the ethical committee of King’s College Hospital (99‐017). SPES is 




In  all  patients,  bilateral  multicontact  flexible  bundles  of  depth  (intracerebral)  electrodes  (AdTech  Medical 
Instruments  Corp.,  WI,  USA)  were  implanted  stereotactically  under  MRI  guidance  at  sites  which  included 
frontal, parietal  and  temporal  locations. Each electrode bundle  contained 6–10 cylindrical  2.3 mm platinum 
electrodes, with adjacent electrode centres separated by 5 mm. The location of depth electrodes was verified 
by  postimplantation  skull  X‐ray,  brain  CT  or  MRI.  The  type,  number  and  location  of  the  electrodes  were 
determined by the suspected location of the ictal onset region, according to non‐invasive evaluation: clinical 























(Medelec  ST10  Sensor,  Oxford  Instruments  or  Leadpoint,  Medtronic)  using  monophasic  single  pulses  (0.1‐
0.2Hz,  1ms,  3‐5mA).  At  least  20  stimuli  were  delivered  at  for  each  stimulated  site.  Either  all  electrodes 
(patients 1, 3, 5 and 6) or only the electrodes located in grey matter (patients 2 and 4) were used to stimulate. 
EEG  responses  to  each  pulse  were  recorded  through  the  non‐stimulating  electrodes.  A  more  detailed 
description of  the  experimental  protocol  for  SPES  is  described  elsewhere[26–29].  SPES protocol was  always 
started  with  the  patient  awake.  SPES  responses  resembling  K‐complexes  will  be  called  “K‐complex  like” 
responses  to  emphasise  that,  despite  their  resemblance  to  K‐complexes,  SPES  responses  did  not  fulfil  the 




In  contrast  to  scalp  recordings,  where  K  complexes  are  usually  bilaterally  symmetrical  and  largest  at  the 
midline, there are not established criteria to identify K‐complexes in intracranial recordings. We have followed 
some  of  the  standard  scalp  criteria  in  addition  to  those  described  by  Wennberg[24]  with  simultaneous 
intracranial  and  scalp  recordings.  In  essence,  we  identified  K‐complexes  in  our  intracranial  records  as  high 
amplitude (>50µV) bilateral frontal biphasic waveforms lasting longer than 0.5 sec, often preceded or followed 













GA.  Interictal  awake  recordings  were  also  reviewed  for  K‐complex‐like  spontaneous  interictal  epileptiform 
discharges. Where present, the first 20 of such discharges were averaged using the same method. Similarly, for 
each  pair  of  stimulating  electrodes,  20  SPES  responses  were  averaged  in  4‐second  epochs  and  compared 
visually  against  the  average  of  K‐complexes  or  spontaneous  interictal  epileptiform  discharges.  For  each 







(where  available) were  compared  to  each  other  in  one‐to‐one  comparisons.  Because  there was  no  a  priori 
synchronising  marker  for  recordings  to  be  compared,  an  initial  synchronising  time  for  all  channels  was 





1) The two recordings were shifted and synchronised at  the time of  the  largest compound amplitudes 
(“initial  synchronising  time”)  (figure  1a).  After  that,  SPES  artifact  was  removed  by  flattening  the 





500ms  before  and  1500ms  after  the  initial  synchronising  time  (figure  1c)  in  order  to  quantify  the 
similarity between waveforms of homonymous channels. For homonymous  recording channels,  the 
correlation coefficients and their significance values were calculated after successive one‐sample time 













As  the  correlation  coefficient  does  not  take  into  account  signal  amplitude,  traces  markedly  different  in 
amplitude can misleadingly yield a high correlation coefficient. To minimise this effect, once each channel was 
synchronised  at  the  final  synchronising  time,  amplitudes were  adjusted  to  yield  the  least  square  difference 
between  waveforms  (figure  1d).  Amplitude  adjustments  consisting  of  increments  by  a  factor  of  3.3  or 
decrements by 0.3 (i. e, more than 70% of the largest amplitude) included all values between the 10th and 90th 
percentiles  of  all  least  square  differences.  Consequently,  if  amplitude  adjustments  greater  than  70% of  the 
largest  were  required,  channels  were  considered  too  different  to  resemble  each  other  (see  below)  and 









complexes  (K‐complex  like  responses)  if  the  overall  SI  exceeded  50%.,  i.e.  50%  or  more  of  homonymous 
channels were similar.  
In a final phase of analysis, stimulation sites were grouped into regions: orbitofrontal, lateral frontal, parietal, 
temporal,  rostral  anterior  cingulate  and  dorso‐caudal  anterior  cingulate.  The  proportion  of  similar  SPES 











Out  of  the  initial  269  patients,  the  inclusion  and  exclusion  criteria  identified  6  patients  (2 men,  4  women; 
median  age  35;  range  24‐49).  Their  characteristics  are  shown  in  table  1.  Patients  had  between  6  and  10 
electrode bundles, ranging from 45 to 68 electrodes per patient. Figure 2 shows all electrodes implanted in all 
6  patients.  All  patients  had  electrodes  located  in medial  and  lateral  frontal  areas  bilaterally.  In  addition,  4 




Four  patients  subsequently  underwent  frontal  resections  for  the  treatment  of  epilepsy.  Histopathology 




repeats  of  identical  stimulation  at  each  recording  electrode.  Conversely,  the  morphology,  amplitude  and 
distribution  of  SPES  responses  varied  markedly  with  the  stimulated  region,  ranging  from  low  amplitude 
deflections to widespread, bilateral responses. Examples are shown in Figures 3 and 4.  
Visual  analysis:  Stimulation  at  sites  in  the  anterior  cingulate  frequently  resembled  sleep  K  complexes. 
Conversely,  stimulation  of  lateral  frontal  cortex,  posterior  cingulate,  orbitofrontal  cortex,  temporal  lobe 
(including hippocampal) or parietal regions did not readily elicit responses resembling K‐complexes. 
Quantitative  analysis:  Figure  5  shows  the  stimulation  sites  that  induced  SPES  responses  with  SI  (similarity 

















Table 2  summarises  the degree of  similarity between K  complexes  and SPES  responses when  stimulating at 
different  regions.  For  each  stimulated  region,  Table  2  shows  the  number  and  proportion  of  homonymous 
channels  meeting  the  criteria  for  similarity  (see  Methods).  Responses  to  stimulation  of  the  dorso‐caudal 
anterior cingulate (n=24) showed the highest proportion of similar channels  (63.33%). All other regions bore 
less than 35% of channels exhibiting similarity. Chi‐square analysis revealed the existence of differences in the 
proportion  of  similar  channels  among  regions  (p<0.0001;  63.33%  observed  vs  35.88%  expected),  which 
















We have  found  that  electrical  stimulation of  the  frontal  lobes while  awake  can  induce  responses  similar  to 
sleep  K‐complexes.  The  responses  of  greatest  similarity  are  elicited by  stimulation  of  the  anterior  cingulate 
gyrus  or  its  underlying  white  matter  (red  dots  in  figure  5).  Their  similarity  is  apparent  both  visually  and 
quantitatively.  Stimulation  of  other  regions  including  the  posterior  cingulate,  orbitofrontal,  medial  frontal, 
temporal,  hippocampal  or  parietal  areas  did  not  induce  such  responses.  Our  findings  are  consistent with  a 
model  in  which  the  dorso‐caudal  anterior  cingulate  initiates,  and  possibly  coordinates,  the  widespread 
synchronous cortical process that constitutes the K‐complex. Indeed, slow waves and K‐complex‐like responses 
can  also  be  evoked  by  cortical  transcranial  magnetic  stimulation  over  sensorimotor  areas  [33].  However, 
previous  studies  with  intracranial  EEG  recordings  in  humans  have  suggested  that  the  cingulate  cortex  and 
functionally  related mesial  frontal  structures  appear  uninvolved  in  generating  the  visible  human K  complex 










normal  sleep  K‐complexes  and  electrically  induced  K‐complexes[7].  In  the  generation  of  normal  sleep  K‐
complexes,  subcortical  structures  could modulate  cortical  excitability,  allowing  for neuronal  synchronization 
similar to that induced by focal stimulation of the anterior cingulate in our awake patients.  
The  neurochemical  and  electrophysiological  state  of  the  brain  is  very  different  between  sleep  and  awake 
states. The fact that we can induce “sleep” phenomena while awake suggests that some sleep mechanisms are 
somehow present but “latent” during wakefulness, and can be activated by stimulation of the appropriate site 
while  awake. Moreover,  it  is  possible  that  by  stimulating  the  cingulate  gyrus we  are  activating  only  a  sub‐
branch  of  the  “K‐complex”  pathway.  In  that  case  we would  expect  only  a  channel  subset  within  the  SPES 
response to simulate K‐complexes in contrast to what we have observed. 
Other  relatively  large‐amplitude  evoked  slow  responses  arising  from medial  cortical  structures  (such  as  the 
P300) during wakefulness have been proposed as a marker of conscious perception [35,36], a proposal  that 
has  been  recently  challenged  by  evidence  suggesting  that  these  responses  are  absent  when  conscious 







Anterior  cingulate  stimulation  consistently  induced  K‐complex  like  responses  but  not  sleep  spindles.  This 





This  study  with  intracranial  electrodes  was  necessarily  limited  to  patients  with  epilepsy.  Anti‐epileptic 
medication has been shown to reduce the abundance of K‐complexes[39–41] but to date there is no evidence 
that  their  morphology  or  distribution  is  altered[24].  The  question  of  whether  epilepsy  itself  may  have 
influenced  our  findings  is more  complex.  In  our  series,  seizure  onset  in  4  out  of  6  patients  did  not  involve 
medial  frontal cortex, suggesting that our observations are not necessarily due to abnormalities  in cingulate 




whose  stimulation  induces  K‐complexes  can  also  originate  interictal  discharges  similar  to  K‐complexes,  as 
observed in two of our patients with anterior cingulate cortical dysplasia. 
The beauty of  this  study  is  that  the  localising power  is  not  only provided by  the EEG  itself,  but  also by  the 
stimulation site, i.e. the initiator of a spontaneous event is identified by the site whose stimulation induces a 
response  similar  to  the  spontaneous  event  in  question, making  localisation  independent  from  the montage 
used.  
It could be argued that our patients had a predominance of frontal electrodes compared to other lobes (figure 
2).  Patients  with  bilateral  frontal  electrodes  were  deliberately  chosen  because  stimulating  at  extra‐frontal 
structures  in the total population of 269 patients did not  induce responses remotely similar to K‐complexes. 
For  instance,  SPES  responses  to hippocampal  stimulation  induces bilateral  responses only  in  5% of  patients 
[34,45], and when they occur, they are grossly asymmetrical. Furthermore, even within the frontal lobes, the 
similarity  between  SPES  responses  and  K‐complexes  is  highly  specific  of  stimulation  of  the  dorso‐caudal 
anterior cingulate or its underlying white matter (table 2). In any case, the cortical region within the anterior 
cingulate responsible for K‐complex like responses appears to be rather specific. For instance, in patients 1 and 
6,  stimulation  of  the  deepest  contacts  of  the  bundle  located  at  the  anterior  cingulate  did  not  induce  the 
responses with highest similarity to K‐complexes, despite being located in regions apparently similar to those 









cingulate  gyrus  initiates  widespread  synchronous  activity  that  resembles  K‐complexes. Moreover,  cingulate 


























































































































square  difference  (LS)  are  shown.  First,  for  each  channel,  an  averaged  K‐complex  and  an  averaged  SPES 
response are shifted and synchronised at initial synchronising time (a). After that, SPES artifact is removed (b). 
































column  between  the  two  recordings  shows  the  correlation  coefficient  (r)  between  homonymous  channels, 
showing values of up to 0.97. Bottom: The red dot shows the stimulation site used to induce the SPES response 
with the highest SI when compared to K‐complexes and the yellow dots show all EEG recording sites. The pie 
chart  shows  the percentage of homonymous  channels with  correlation  coefficients between 0‐0.25  (green), 







 Figure  4.  Example of  response not  similar  to  K‐complex  from patient  2  after  stimulation of  rostral  anterior 
cingulate. Top: Resemblance between averaged spontaneous K‐complex (left) and SPES response (right). The 
column  between  the  two  recordings  shows  the  correlation  coefficient  (r)  between  homonymous  channels. 
Bottom: The red dot shows the stimulation site used to  induce  the SPES response with  the highest SI when 
compared  to  K‐complexes  and  the  yellow  dots  show  all  EEG  recording  sites.  The  pie  chart  shows  the 
percentage of homonymous channels with correlation coefficients between 0‐0.25 (green), 0.25‐0.50 (yellow), 
0.50‐0.75  (orange), 0.75‐1  (red).  The percentage of dissimilar  channels  (see Methods)  appears  in blue. Note 

































Figure  6.  Averaged  intracranial  K‐complexes  from  each  6  patients  displayed  in  referential  montages  and 
topography  of  the  electrodes  used  to  induce  the most  similar  K‐complex‐like  responses.  Each  graph  shows 
recordings  from  the  electrode  bundle  used  to  stimulate  the  site  that  induced  the  responses  resembling  K‐







THE ROLE OF THALAMUS VERSUS CORTEX IN EPILEPSY: EVIDENCE FROM 
HUMAN ICTAL CENTROMEDIAN RECORDINGS IN PATIENTS ASSESSED FOR 





































Background: The onset of generalised seizures is a long debated subject in epilepsy. The relative roles of 
cortex and thalamus in initiating and maintaining the different seizure types are unclear. Objective: The 
purpose of the study is to estimate whether the cortex or the centromedian thalamic nucleus is leading in 
initiating and maintaining seizures in humans. Methods: We report human ictal recordings with 
simultaneous thalamic and cortical electrodes from three patients without anaesthesia being assessed for 
deep brain stimulation (DBS). Patients 1 and 2 had idiopathic generalised epilepsy whereas patient 3 had 
frontal lobe epilepsy. Visual inspection was combined with nonlinear correlation analysis. Results: In 
patient 1, seizure onset was bilateral cortical and the belated onset of leading thalamic discharges was 
associated with an increase in rhythmicity of discharges, both in thalamus and cortex. In patient 2, we 
observed bilateral independent interictal discharges restricted to the thalamus. However, ictal onset was 
diffuse with discharges larger in the cortex even though they were led by the thalamus. In patient 3, 
seizure onset was largely restricted to frontal structures, with belated lagging thalamic involvement. 
Conclusion: In human generalised seizures, the thalamus may become involved early or late in the seizure 
but, once it becomes involved, it leads the cortex. In contrast, in human frontal seizures the thalamus gets 
involved late in the seizure and, once it becomes involved, it lags behind the cortex. In addition, the 
centromedian nucleus of the thalamus is capable of autonomous epileptogenesis as suggested by the 
presence of independent focal unilateral epileptiform discharges restricted to thalamic structures. The 
thalamus may also be responsible for maintaining the rhythmicity of ictal discharges. 






relevance  for  cortical  and  subcortical  structures.  The  “centrencephalic”2  and  “thalamic  clock”3  theories 





and  illustrate  relevant  issues  with  human  ictal  recordings  obtained  with  simultaneous  thalamic  and 
scalp/subdural  electrodes  in  three  patients  assessed  for  deep  brain  stimulation  for  the  treatment  of  their 
epilepsy. 
The  involvement  of  subcortical  structures  such  as  the  thalamus,  in  the  generation  of  sudden  bilaterally 
synchronous  epileptiform  discharges  was  proposed  in  the  forties  under  the  so  called  ‘centrencephalic’ 
hypothesis2,6,7.  Jasper  and  Kershman  suggested  the  existence  of  a  deep‐lying  central  focal  pacemaker  for 
discharges involving bilateral cortical areas, such as the 3 Hz wave and spike bifrontal synchronous discharges. 
Hursh  observed  that  these  rhythms  remained  generalised  and  synchronous  after  callosotomy  suggesting  a 
subcortical origin in the thalamus. Further supporting arguments for the pacemaker function of the thalamus 
on generalised seizures were suggested by the ability of  the  thalamic circuits  to generate  rhythmic patterns 
due  to  the  intrinsic properties of  its neurons and  the profuse web of  connections with  the  cortex8.  Further 
support for a thalamic origin for generalised discharges was provided by the finding that cortical generalized 
discharges could be induced by thalamic stimulation in anesthetized rats9–12.  
Nevertheless,  other  studies  fail  to  show  a  convincing  primary  involvement  of  the  thalamus  in  the 
generation  of  spike  and wave  patterns.  In  a  study with  simultaneous  scalp  and depth  electrodes  in  several 
subcortical  structures13,  it  was  not  possible  to  identify  a  thalamic  origin  for  the  generalised  epileptiform 
activity.  Simultaneous  onset  was  reported  for  cortical  and  thalamic  discharges.  Frequently,  3  Hz  spike  and 
wave discharges were seen in the cortex with no changes in thalamic activity. They observed a phase reversal 
of  this activity  in or  just beneath  the cortex. On a  few occasions,  spikes were  recorded  independently  from 
subcortical structures but discharges in or around the medial thalamus could not be interpreted as initiating 3 








first  by  cortical  electrodes  and  then  progressed  to  deep  structures15.  Another  experimental  study  of 
generalised seizures  in cats16  studied with electrodes  in cortex and centromedian and dorsomedial  thalamic 
nuclei,  failed  to  demonstrate  a  significant  involvement  of  thalamic  structures  at  the  onset  of  generalised 






induced  after  injection  of  the  vertebral  artery,  which  supplies  thalamus  but  not  cortex4,17.  Furthermore, 
electrical stimulation of the frontal lobe in man can induce absence‐like attacks18 and generalised discharges19.  
Other studies in the feline penicillin model concluded that primary generalised epilepsies are caused by a 
general  state  of  hyperexcitability  of  cortical  neurons,  originated  by  an  enhancement  of  both,  Glu/Asp‐
mediated excitation and GABA‐mediated  inhibition, that  leads to a thalamic dysfunction via thalamo‐cortical 
connections20.  The  thalamocortical  circuits  involved  in  the  genesis  of  the  generalised  spike  and  wave 
discharges  are  proposed  to  be  those  sustaining  physiological  sleep  spindles,  which  in  a  state  of 
hyperexcitability would lead to the production of spike‐wave discharges instead of spindles.  
Early  studies  in  anaesthetised  humans  with  petit  mal  seizures  observed  the  presence  of  epileptiform 
activity  in  the dorsomedial  thalamic nucleus  that was not always accompanied with cortical  spike and wave 
activity21.  Human  intracranial  recordings  with  electrodes  in  thalamus,  white  matter  and  cerebral  cortex  in 
children  during  petit  mal  attacks  showed  spontaneous  3Hz  recruiting  rhythms  in  the  thalamus  preceding 
cortical  activity  by  14  milliseconds  and  phase  reversing  within  thalamic  structures,  supporting  a  thalamic 
origin22.  In  patients  with  generalised  epilepsy,  discharges  appeared  first  in  thalamus  or  simultaneously  in 
thalamus and cortex, but never first in the cortex23,24. 
In  five patients  suffering  generalised  seizures  studied with  scalp  and depth electrodes  covering  thalamic 
nuclei (centromedian, reticularis, reuniens and limbic nuclei of the thalamus including anterior, medial dorsal 




and  thalamic  recordings  (located  in  centromedian,  parafascicularis  thalami,  amygdaloid  and  ventrolateral 
nucleus)  in six patients with partial motor, complex partial and generalised seizures assessed  for deep brain 
stimulation26 .  The amplitude gradients and early participation of the centromedian nucleus during the onset 
and  maintenance  of  non‐convulsive  and  tonic‐clonic  generalised  seizures  suggested  a  leading  role  of  this 
structure in the generation and propagation of epileptiform activity leading to generalised seizures. Conversely 




Velasco  also  described  epileptiform  activity  observed  in  the  centromedian  nucleus  in  four  children  with 
Lennox‐Gastaut  syndrome  and  different  generalised  seizure  patterns27.  During  atypical  absence  seizures, 




spike  component of  the  spike‐wave discharges,  supporting  that  the  thalamus  is  the  leading  structure  in  the 
generation  of  generalised  epileptiform  activity.  Buzsaki3  studied  the  rhythmical  oscillations  of  thalamic 
neuronal  population  and  its  relation  with  cortical  activities.  He  described  the  mechanisms  of  high‐voltage 







of  cortical  function.  Analysis  of  multiunit  activity  at  different  thalamo‐cortical  sites  in  the  genetic  absence 
epilepsy rats from Strasbourg model (GAERS) observed early rhythmic burst‐like activities within layers IV/V of 
the somatosensory cortex which preceded the diffuse cortical and thalamic spike‐wave discharges29. Meeren 
et  al  in  the  light  of  observational  and experimental  findings obtained  from humans  and,  in particular,  from 
experiments  in  the  WAG/Rij  model,  proposed  the  cortical  focus  theory5,30.  This  is  a  holistic  model  that 




would  reach  the  thalamus and  set  a  cascade of  thalamo‐cortical  events  that  transform  the  initial  spike  into 





has  also  been  observed  with  functional magnetic  resonance  imaging  (fMRI)32,33. Markers  of  focal  neuronal 
dysfunction  had  been  identified  with  neuroimaging  techniques  in  the  thalamus  of  patients  with  typical 
absence  epilepsy34.  For  instance,  proton  magnetic  resonance  spectroscopy  revealed  a  decrease  in  N‐
acetylaspartate/creatine  ratio  at  the  centre  of  the  thalamus, which  has  been  related with  neuronal  and/or 
axonal loss. The timing of cortico‐thalamic activation in patients with idiopathic generalised epilepsy revealed 
by  EEG‐fMRI  suggests  that  the  posterior  intralaminar  nuclei  (centromedian  and  parafascicular  part  of  the 
cortico‐reticular system) are involved in the initiation and early propagation of discharges whereas the anterior 
nucleus  is  involved  in  their  maintenance35.  The  timing  and  topography  of  the  magnetic  changes  during 
generalised  absence  seizures  studied  with  magnetoencephalography  (MEG)  suggests  a  source  of  thalamic 
activity 50 ms before the beginning of  the seizure,  immediately  followed by activation of  the  lateral  inferior 
frontal  cortex36.  In  addition,  a  SPECT‐EEG  study  in  six  patients  with  childhood  absence  epilepsy  failed  to 
demonstrate a focal onset during ictal or interictal discharges (Yeni et al. 2000). 
Positron  emission  tomography  (PET)  studies  provided  further  evidence  supporting  the  role  of  cortical 







activity. When  activity  propagates with  preserved morphology,  latency  analysis  identifying  time  differences 
between peaks  can characterise propagation patterns and conduction  times  41–43.  This  could be useful once 
seizure  activity  becomes  established  and  is  driven  by  a  specific  region.  However,  at  seizure  onset,  EEG 
waveforms can be different between regions due to the mutual interactions between them. When waveforms 
are different between  recording  sites,  the phase  spectrum of Fourier analysis,  spectral  coherence and cross 
correlation have been used  to  identify  leading  regions and propagation patterns.  Such methods  suffer  from 
relatively poor time resolution, which renders them unhelpful during for the analysis of the few milliseconds 
when seizure onset occurs. A number of non‐linear signal processing methods, have been developed over the 





too  simplistic, with  both  structures  becoming  involved  and  active  during  early  stages,  suggesting  a  cortico‐

















the  study  included  patients  with  generalised  or  frontal  epilepsy.  The  specific  inclusion  criteria  for  DBS 
implantation have been described elsewhere48.  Immediately following DBS implantation, patients underwent 
video telemetry with  thalamic and scalp/subdural electrodes  in order  to  record cortical  recruiting  responses 
and  establish  the  best  stimulation  parameters  for  each  patient.  The  optimal  stimulation  parameters  were 
identified by the evaluation of seizure frequency and cortical responses to centromedian stimulation, including 
recruitment responses at 6 Hz and responses to single pulse electrical stimulation (SPES) 51–54. After telemetry, 
the  subdural  electrodes  were  removed,  the  system  was  internalised  (Kinetra  ©Medtronic)  and  stimulator 
turned  off.  The  study  was  approved  by  King’s  College  Hospital  Ethics  Committee  and  the  New  Clinical 
Procedures Committee  in 2005. Records  from all  9 patients  assessed  for DBS with both,  scalp  and  thalamic 
electrodes  at  King’s  College  Hospital  were  reviewed  retrospectively.    The  three  patients  showing  epileptic 
seizures were  identified and  reported here. The clinical  characteristics of  these  three patients are  shown  in 
table 1. 
A  four‐contact  electrode  bundle  (K‐3387  or  K‐3389,  Medtronic)  was  stereotactically  implanted  in  the 
centromedian nucleus of each hemisphere under general anaesthesia. Within each bundle electrodes have a 
length  of  1.5  mm  and  inter‐electrode  spacing  was  1.5/0.5  mm.  Target  location  for  each  electrode  was 
determined using frame (Leksell Coordinate Frame G, Elekta, Stockholm, Sweden)‐based atlas coordinates and 
calculated with STEALTH FRAMELINK 5 software  (Medtronic,  Inc., Minneapolis, MN, U.S.A.). Electrodes were 
implanted  through  bilateral  frontal  burr  holes  in  a  transparenchymal  extraventricular  trajectory  under 
neurophysiologic  monitoring.  The  final  electrode  position  was  decided  on  the  basis  of  atlas‐derived 
coordinates, intraoperative recordings and the thalamic location where stimulation induced the largest cortical 
responses. The position of implanted electrodes was checked with intraoperative X‐ray or CT scan. In addition, 
in  patient  3,  one  lateral  frontal  eight‐contact  subdural  strip  electrodes  was  implanted  over  the  frontal 
convexity  on  each  hemisphere.  A  detailed  figure  of  electrode  arrangements  can  be  seen  in  figure  1  of 
reference41. 
Table 1. Patients’ details.  M: Male, F: Female. GCTS= Generalised tonic‐clonic seizures. 
Patient  Sex  Age  Diagnosis  Onset age 
(years) 
Type of seizures  MRI 
1   M  26  Idiopathic generalised 
epilepsy. 
8  Absence seizures and GTCS  Normal 
2   F  24  Idiopathic generalised 
epilepsy. 
9  Absence seizures and GTCS   Normal 












ceased.  Cable  telemetry with  up  to  64  recording  channels was  used  for  data  acquisition with  simultaneous 









GA).  Quantitative  analysis  was  then  carried  out  to  estimate  the  degree  of  association  between  any  two 
recording channels and the corresponding time delay in order to identify the leading structures, according to 
the  methodology  described  by  Meeren  et  al.5.  For  completeness,  we  copy  the  main  principles  here.  The 
nonlinear correlation coefficient h2 was calculated as a  function of  time shift  (τ) between the two signals.  It 
describes the dependency of a signal Y on a signal X  in a general way. Basically,  the amplitude of signal Y  is 
considered as a function of the amplitude of signal X, the value of y given a certain value of x can be predicted 
according  to  a  nonlinear  regression  curve.  The  variance of Y  according  to  the  regression  curve  is  called  the 
explained variance,  i.e.,  it  is explained or predicted on  the basis of X. By  subtracting  the explained variance 
from the total variance one obtains the unexplained variance. The correlation ratio η2 expresses the reduction 
of variance of Y that can be obtained by predicting the y values according to the regression curve as follows: 
η2=  (total  variance  ‐  unexplained  variance)/total  variance.  In  practice,  a  numerical  approximation  of  the 
nonlinear  regression  curve  is  obtained  by  describing  the  scatterplot  of  y  versus  x  by  segments  of  linear 
regression curves. The variable x is subdivided into bins; for each bin the x value of the midpoint (pi) and the 
average  value of y  (qi)  are  calculated, and  the  resulting points  (pi,qi)  are  connected by  segments of  straight 
lines (linear regression curves). The nonlinear correlation coefficient h2, can now be computed as the fraction 
of total variance that can be explained by the segments of linear regression lines, as follows: 

























Figure 1. A) Scalp and thalamic EEG recordings during a typical absence seizure. Recordings are displayed in bipolar longitudinal 
montage. Bursts of 3 Hz generalised polyspike wave activity were initially recorded on the scalp and later recruited the centromedian 
nucleus. Note the rhythmicity of epileptiform activity after thalamic involvement. A black arrow marks the seizure onset identified 
visually. RT, right thalamic centromedian nucleus; LT, left thalamic centromedian nucleus. B) Colour matrix indicating the time 
differences (in milliseconds) between all possible channel pairs. Channels in the horizontal axis are compared to those in the vertical 
axis. Negative values (red) mean that to achieve the highest degree of association between both signals, the channel in the horizontal 
axis precedes (needs to be shifted to the right). Positive values (blue) indicate that to achieve the highest degree of association 
between both signals, the channel in the horizontal axis lags behind (needs to be shifted to the left). Note the preponderance of red-
yellow squares over the four bottom rows in t2 to t4 (only t3 and t4 are statistically significant) indicating that the thalamus started to 








Patient  1  is  a  26  year  old  man  with  the  diagnosis  of  idiopathic  generalized  epilepsy  with  absence  and 
generalised  tonic‐clonic  seizures.  There  is  no  history  of  meningitis,  encephalitis,  head  injury  or  febrile 
convulsions. He had a normal birth and has no family history of epilepsy. He stated to suffer typical absence 
seizures  at  age 8,  and had his  first  generalised  tonic  clonic  seizure at  10.  Typical  absence  seizures occurred 
mainly during daytime and consisted of unresponsiveness and looking blank for 2‐3 seconds, associated with 
repetitive  blinking  and  no  recall  for  the  episode, which was  followed  by  immediate  complete  recovery.  He 
occasionally  suffered  generalised  tonic‐clonic  seizures,  usually  at  night  time,  sometimes  associated  tongue 
biting and  incontinence without  recall  for  the episode. Seizure  frequency was around 15 absence seizures a 
day and 5  convulsive  seizures a month. At  the  time of assessment, he was  taking  levetiracetam, phenytoin, 
sodium valproate and zonisamide. MRI scan (1.5 T) failed to show any abnormality. 
Scalp  EEG  and  video‐telemetry  showed  mild  slowing  of  the  background  activity,  probably  due  to 
medication. Some bursts of irregular 2‐4 Hz generalised spike‐wave activity were seen lasting for 5‐7 seconds. 
Generalised  bursts  of  polyspike‐wave  activity  were  also  seen  lasting  for  1‐2  seconds.  Before  thalamic 
implantation, he also suffered a generalised tonic‐clonic seizure occurring in sleep. The onset was associated 
with  rhythmic generalised  spiking  followed by a diffuse electrodecrement and  then high amplitude bilateral 
spike and wave activity.  
3.1.1 DBS telemetry 
One  thalamic  electrode  bundle  was  implanted  at  the  centromedian  nucleus  on  each  hemisphere  for  DBS. 
Telemetry  recording started 24 hours after  implantation and  lasted  for 7 days. The ensuing video telemetry 
with  thalamic and standard scalp electrodes  showed a diffuse excess  slow activity as  suggested by previous 
EEG recordings.  
3.1.2 Interictal activity 
Frequent  bursts  of  3‐4 Hz  generalised  spike  and  polyspike wave  activity were  also  seen without  associated 
obvious clinical semiology. During sleep, bursts of generalised irregular polyspike wave activity involving scalp 
and  thalamic  electrodes  were  seen  without  associated  clinical  changes.  The  thalamic  electrodes  were 
bilaterally involved.  
3.1.3 Seizures 







amplitude  of  successive  discharges was  not  as marked  in  the  thalamus  as  on  scalp.  Some  seizures  showed 
thalamic  slow  activity  preceding  any  other  change  but  it  was  difficult  to  determine  if  this  was  part  of 
spontaneous  fluctuations  of  the  background  activity.  The  frontal  spikes  led  the  thalamus  by  30ms  in  all 






3.1.3.2 Quantitative analysis  (figure 1b): Mean time shift values  for segments  t1 and t2  (which covered  from 
one  second  before  seizure  onset  to  two  seconds  after  seizure  onset)  revealed  no  statistically  significant 
differences between cortical and thalamic electrodes. However during t3 and t4 segments (covering from 1 to 4 
seconds after seizure onset)  thalamic activity preceded cortical activity bilaterally  (mean=  ‐10.7 ms, p=0.005 
for  t3,  and mean=  ‐11.4 ms, p=0.001  for  t4).  In  summary,  quantitative  analysis  suggested  that  the  thalamus 
started to lead after seizure onset. 
3.2 Patient 2 
Patient  2  is  a  24  years  old woman with  the  diagnosis  of  idiopathic  epilepsy with  absences  and  generalised 








at  any  time,  starting  with  her  ring  fingers  going  up  and  non‐forced  head  turning.  There  is  no  warning  or 
prodromal signs, but occasionally there is an increase in heart rate and sometimes lip twitching occurring up to 
2 hours before seizures. Seizures can be triggered by flashing lights and stress. At the time of assessment, she 
was  taking  sodium  valproate  and  lamotrigine.  She  had  been  previously  treated  with  levetiracetam.  A  1.5T 
brain MRI was normal.  
A  scalp  EEG  telemetry  showed  normal  background  activity  during  wakefulness  and  sleep  and  multiple 
bursts of generalised spike‐polyspike and wave discharges at 2‐4 Hz, of abrupt onset and offset, lasting for 1‐















The  interictal period showed runs of theta activity over  frontal  regions and occasional bilateral  independent 
epileptiform discharges over the thalamic electrodes (figure 2). Very infrequent runs of activity at around 14 
Hz were seen over the right thalamic electrodes without scalp involvement. In addition, there were frequent 
high  amplitude  generalised  epileptiform  discharges  with  frontal  emphasis  involving  thalamus  (figure  3). 










Recordings  showed  frequent periods of  stereotyped absence  seizures  (1‐3/hour) with generalised  spike and 



















The  first discharges on each burst were  simultaneously  recorded  in  frontal  cortical  and  thalamic  structures. 
One generalised tonic‐clonic seizure was recorded showing an onset consisting of generalised spike and wave 
discharges simultaneously recorded on scalp and right thalamic electrodes (the left thalamic recordings were 









































































led  the cortex belatedly  in  the seizure.  In patient 2, we observed bilateral  independent  interictal discharges 
restricted to the thalamus. However, ictal onset was diffuse involving cortex and thalamus though discharges 
were  significantly  larger  in  the  cortex,  but  were  led  (6.1ms)  by  thalamic  activity  as  shown  by  quantitative 
analysis.  In  contrast,  seizure  onset  in  patient  3  was  largely  restricted  to  frontal  structures,  with  minimal 
thalamic involvement, confirming the focal nature of his seizures. However, even in such frontal seizures the 
thalamus comes  involved belatedly and  lagged behind  the  cortex. Overall  the  findings are consistent with a 
primarily  cortical  seizure  onset  with  secondary  involvement  of  the  thalamus  which  may  be  involved  in 








Simultaneous  scalp  and  depth  electrodes  recordings  have  provided  further  insight  into  seizure  onset 
patterns.  In addition to the present study, we have found only four other such studies which report findings 





seizures  operated  under  local  anaesthesia;  b)  Discharges  restricted  to  the  thalamic  electrodes  in  a  patient 
under  general  anaesthesia,  suggesting  that  generalisation  of  discharges  could  be  prevented  by  anaesthetic 
drugs; and 3) Previous appearance of spike‐and‐wave discharges in the thalamus24: In a patient suffering grand 
and petit mal attacks, spike‐wave discharges  in the thalamus (dorsomedial nucleus region) appeared several 
seconds  before  those  in  frontal  region.  In  this  patient  the  burst  of  thalamic  discharges  outlasted  cortical 
discharges. There were no cases of onset of spike‐and‐wave discharges in the cortex with secondary thalamic 
involvement.  In five patients suffering generalised seizures studied with scalp and depth electrodes covering 
several  thalamic  nuclei,  three modes  of  initiation  of  spike  and wave  discharges  were  observed25:  Thalamic 
onset, simultaneous  initiation  in thalamic and extra‐thalamic structures, and extra‐thalamic onset (spike and 
wave discharges recorded from scalp electrodes and temporal structures preceding by at  least half a second 





was usually bilateral, but  in one  instance  it appeared first on one side. One second after  the  first discharge, 







synchronous,  as  a  typical  3  Hz  pattern.  In  contrast,  discharges  showed  more  complex  and  asymmetrical 
morphology when the thalamus was not involved, and patterns became disorganized when the thalamus was 
no longer firing. It appears that generalised seizures may show different mechanisms of initiation, with various 
relative cortical and thalamic  involvements, which may explain  the apparent contradictory  findings between 
different studies. 
The specific timing and topography of the electrical changes during generalised absence seizures has been 
studied  in  a  recent MEG  study36.  Standardized  low  resolution  brain  electromagnetic  topography  (SLORETA) 
identified a source of activity at the thalamus starting 50 ms before the beginning of the seizure, which was 
immediately  followed  by  involvement  of  the  lateral  inferior  frontal  cortex.  At  the  time  of  the  first  cortical 
spike, there was  little activation at the thalamus but a prominent  lateral  inferior frontal source was present, 
with gradual cortical cranio‐caudal recruitment leading to the generalised pattern. Interestingly they observed 
a  source  localised  to  the  thalamus  during  the  slow  wave  component  of  the  spike  and  wave  complex, 
suggesting a major involvement of the thalamus during the cortical “quiescent” period.   
Patients  1  and  3  were  recorded  with  a  relatively  low  sampling  rate  of  256  Hz.  According  to  Nyquist 
theorem, this will limit time resolution to signals below 125 Hz (8 ms time resolution). In the higher limit of this 
range (two samples per second at 125 Hz), this sampling rate may be insufficient for visual inspection, which 
typically  requires  at  least  5‐6  samples  per  cycle  to  identify waveforms.  However,  quantified  signal  analysis, 






issue  whether  some  leading  smaller  high  frequency  seizure‐like  events  in  the  thalamus  could  have  been 
missed. 
In  summary,  it  appears  that  generalised  seizures may  show  complex  patterns  of  initiation, with  various 
relative cortical and thalamic involvements. In the generalised seizures recorded in our patients, the thalamus 
may  become  involved  early  or  late  in  the  seizure  but,  once  it  becomes  involved,  it  leads  the  cortex. 
Traditionally,  it  is  considered  that  both  thalamus  and  cortex  become  involved  from  start  in  generalized 
seizures. Therefore, these are novel findings suggesting that the thalamus may not always be involved in the 
initiation  of  generalized  seizures  but,  when  it  is  recruited,  it  becomes  the  leading  structure,  possibly 
maintaining  and  leading  seizure  activity  in  the  cortex.  This  may  be  due  to  the  various  dynamical  changes 
between cortical and subcortical structures as a result of multi‐structure interplay, broadly consistent with the 
cortico‐reticular  model  of  generalised  epilepsies.  Such  complex  interactions  have  been  predicted  by 
computational models62,63.  In  contrast,  the  frontal  seizures  recorded  in  patient  3  suggest  that  the  thalamus 
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CHARACTERISING EEG CORTICAL DYNAMICS AND CONNECTIVITY WITH 



























Objectives: To model cortical connections in order to characterize their oscillatory behavior and role in 
the generation of spontaneous electroencephalogram (EEG). Methods: We studied averaged responses to 
single pulse electrical stimulation (SPES) from the non-epileptogenic hemisphere of five patients assessed 
with intracranial EEG who became seizure free after contralateral temporal lobectomy. Second order 
control system equations were modified to characterize the systems generating a given response. SPES 
responses were modelled as responses to a unit step input. EEG power spectrum was calculated on the 20 
seconds preceding SPES. Results: 121 channels showed responses to thirty-two stimulation sites. A single 
system could model the response in 41.3% and two systems were required in 58.7%. Peaks in the 
frequency response of the models tended to occur within the frequency range of most activity on the 
spontaneous EEG. Discrepancies were noted between activity predicted by models and activity recorded 
in the spontaneous EEG. These discrepancies could be explained by the existence of alpha rhythm or 
interictal epileptiform discharges. Conclusions: Cortical interactions shown by SPES can be described as 
control systems which can predict cortical oscillatory behaviour. The method is unique as it describes 









study  electroencephalographic  (EEG)  brain  connectivity  and  dynamics  rely  on  identifying  regions which  are 
driving spontaneous cortical activity. When EEG activity propagates with preserved morphology, as in the case 
of  epileptiform  discharges,  latency  analysis  identifying  time  differences  between  peaks  can  characterise 
propagation  patterns  and  conduction  times  1‐3.  However,  EEG  waveforms  can  change  with  propagation 




differences are recorded between two sites,  it may be difficult or arbitrary to define which site  is  leading. A 
number  of  non‐linear  signal  processing methods,  have  been  developed  over  the  last  decades  to  overcome 
some  limitations  (for  review,  see  4).  These  include  non‐linear  regression  analysis,  amount  of  mutual 










The  intracranial  implantation  of  electrodes  in  patients  being  assessed  for  surgery  to  treat  their  epilepsy 
provides  a  unique  opportunity  to  study  human  brain.  In  the  present work we  propose  a  new  approach  to 
estimate functional coupling between two regions and its contribution to spontaneous EEG activity, based on 
the  response of neuronal networks  to  localised external  stimulation. We have previously used  responses  to 
single  pulse  electrical  stimulation  (SPES)  directly  applied  to  the  human  cortex  for  interictal  identification  of 






onset  site,  and  can  be  considered  as  a  biomarker  for  epileptogenicity  in  children  and  adults  7‐9,  25.  The 
morphology of early responses tends to be very consistent at each site but can vary largely among regions 7, 16. 












Patient  Etiology  Age (years)  Age at seizure onset  Medication  Surgery performed 
1  Mesial temporal 
sclerosis 
24  11 months  Carbamazepine, lamotrigine.   Right temporal 
lobectomy 





















to  be  that  of  several  cycles  of  oscillations,  sometimes  resembling  the  damped  sinusoids  that  describe  the 




28.  The amplitude of  early  responses behaves broadly  linearly over  a  range of  amplitudes:  the amplitude of 
early responses to SPES tend to increase with increasing stimulation intensity and with proximity to stimulating 
electrodes up to a ceiling 15, 29, suggesting that response amplitude is  linearly related to stimulation intensity 
and  that  linear models  could  be  appropriate  to  describe  such  responses.  The  amplitude  of  the  response  is 
broadly proportional to the strength of the connection and to the distance from stimulation. 
One  advantage  of  linear  control  theory  is  that  it  provides  an  estimate  for  the  system’s  response  to  any 
frequency, regardless of the frequency composition of a particular input signal. In this sense, the application of 
control theory would provide an estimate of the ability (likelihood) of connections to generate each possible 
frequency,  and  therefore  an  estimate  of  the  frequencies  with  which  each  connection  is  more  likely  to 
contribute  to  the spontaneous EEG. This  is  fundamental  to  the understanding of oscillatory systems such as 
those generating electrical cortical activity. 
Our model assumes the following postulates with regard to cortical responses to SPES: 
1) Presence of a cortical response to stimulation indicates the presence of a functional connection between 
the stimulated area and the area where a response is recorded. 
2) A single electrical pulse applied to the cortex behaves as a transient input function. 
3) The EEG response reflects the output of the cortical network activated by the connection between 
stimulated and recorded areas 27. 
The aim of this work is to tests the following hypotheses: 
a) Linear control models can be used to describe the morphology of early responses to SPES. 
b) The frequency response of the connections activated by SPES can explain some of the oscillatory 






regions  (stimulated  and  recorded)  and  determine  the  relative  contribution  of  the  stimulated  region  to 
oscillatory  mechanisms  in  the  recorded  region.  This  implies  that  SPES  can  be  used  to  identify  cortical 
connections  in  addition  to describing  their  dynamics,  a  unique  feature  not  present  in  any other method  to 
date.  In essence,  the  frequency  response of  the  systems  involved can be characterised as Bode plots which 
describe  the  system  gain  at  each  frequency.  Thus,  the  peak  of  the  Bode  plot  determines  the  frequency  at 
which  input gain  is highest, and  therefore  the  frequency at which  the system  is most  likely  to oscillate  (the 
resonant frequency). In addition, the methodology described here can provide a uniform model to describe all 





treatment of  their  epilepsy at King’s College Hospital  (London) between February 2007 and  June 2009 who 
fulfilled the following inclusion criteria: 
a) Patients had subdural or depth (intracerebral) electrodes bilaterally implanted in the temporal lobes. 
b) Responses to SPES were recorded during assessment. 
c) Patients underwent temporal lobectomy for the treatment of their epilepsy. 
d) Patients became seizure free after surgery.  
In  order  to  estimate  the  behaviour  of  non‐epileptic  brain,  only  recordings  from  the  non‐epileptic  temporal 
lobes were selected for analysis. Since all selected patients were seizure free after surgery, it is assumed that 
the  remaining  temporal  lobe  was  not  epileptogenic  during  the  preoperative  recordings  used.  Intracranial 
recordings  cannot  be  compared  with  normal  controls  because  it  is  impossible  and  unethical  for  normal 
subjects  to  undergo  intracranial  recordings.  At  present,  the  only  clinical  indication  for  chronic  intracranial 
recordings  is  presurgical  assessment of  epilepsy which  is  the  case of our patients.  Therefore,  the  closest  to 
normal  control  is  the  non‐epileptogenic  hemisphere  in  patients  who  become  seizure  free  after  resective 
surgery,  which  was  the  rationale  for  patient  selection  in  our  study.  Furthermore,  for  the  study  of  the 
mechanisms  of  the  spontaneous  EEG,  each  patient  behaves  as  his/her  own  control  since  we  compare  the 
compound Bode plot and the spontaneous EEG generated in the same region. 
 
The  surgical  procedure  consisted  on  en‐bloc  temporal  lobectomies  which  followed  an  anatomically 
standardised surgical  technique30. En bloc  temporal  lobectomy was undertaken at King’s College Hospital as 
originally described by Falconer 31, later modified to achieve a more complete removal of the hippocampus by 
use of the principles described by Spencer32. In effect, between 5∙5 cm and 6∙5 cm of the temporal lobe was 






previously connected  to  the removed  focus will  remain, which appear unable  to generate  seizures by  itself. 










mm thick polyurethane  strip which overlapped  the edges,  leaving a diameter of 2.3 mm exposed,  recessing 
approximately  0.1  mm  from  the  surface  plane.  Multicontact  flexible  bundles  of  depth  electrodes  (AdTech 










implantation,  at  least  24 hours  after  the  surgery  for  electrode  implantation.  Cable  telemetry with  up  to  64 
recording  channels was used  for data acquisition with  simultaneous  video monitoring.  In  all  five patients,  a 
Medelec‐Profile system was used (Medelec, Oxford Instruments, United Kingdom). Data were digitized at 256 
Hz  and  band  pass  filtered  (0.05‐70  Hz).  The  input  range was  10 mV  and  data  were  digitized with  a  22  bit 
analog‐to‐digital  converter  (an  amplitude  resolution  of  0.153  nV).  Interictal  awake  and  sleep  recordings  in 
addition  to  ictal  recordings  and  responses  to  SPES  were  permanently  stored  in  hard  drives.  Data  were 








Interictal  epileptiform discharges:  The non‐epileptogenic  hemisphere  often  shows  independent  epileptiform 
discharges 1, 34. Therefore, interictal telemetry recordings from all patients were inspected in order to identify 
the  presence  of  interictal  discharges  in  the  non‐epileptogenic  hemisphere.  If  present,  25  of  such  interictal 




cortex7,  8,  25.  SPES  was  applied  sequentially  between  pairs  of  adjacent  electrodes  with  a  constant  current 
neurostimulator (Medelec ST10 Sensor, Oxford Instruments or Leadpoint, Medtronic) using  monophasic single 
pulses (0.1 or 0.2 Hz, 1 ms, 5 mA). At least 10 identical stimuli were delivered at each stimulated site with each 
polarity. All  pairs  of  consecutive  electrodes were  used  to  stimulate  on  successive  trials. Monophasic  pulses 
were chosen in order to increase spatial resolution because the cathode is more effective in exciting neurons. 
We  applied  10  pulses  with  one  polarity  followed  by  another  10  pulses  with  reversed  polarity,  so  that  all 
electrodes were used as cathode at some point. These stimulation parameters are safe (for more details, see 
Valentin  et  al.  20027)  and  charge  delivered  per  second  is  100  times  lower  than  that  applied  for  routine 
functional  mapping.  We  have  safely  used  this  technique  in  over  200  patients  assessed  with  intracranial 
electrodes for presurgical assessment of epilepsy. Essentially, 5 mA appears to provide the best compromise 















Software  was  designed  and  implemented  in  MatLab  R2014a  (The  Math  Works  Inc.,  USA).  Responses  to 
identical SPES stimuli were averaged. Responses to stimuli of different polarities were averaged and analysed 










of  the  oscillation  (the  inverse  of  T)  corresponds  to  2π/𝜔ௗ.  𝜔ௗ  is  the  angular  frequency  of  the  damped  oscillation  and  equals 
















Figure  1),  that  is,  the  amplitude  attenuation  between  the  first  deflection  and  the  second  deflection.  An 
example of response modelling is shown in figure 2. 
 
Figure  2.  Modelling  process.  Patient  implanted  with  subtemporal  strips.  A.  Averaged  responses  to  SPES  delivered  between 
electrodes LT4 and LT5 (flat traces). Note the high amplitude artefact recorded at channels close to the two stimulating electrodes. 
Response in channel LT8 (blue trace) has been selected for modelling. B. Recorded response (blue) and first control model (black). C. 
Difference  (purple) between recorded response and  first control model obtained  in B, and the control system used to model  the 
difference (second control model shown in black trace). D. Recorded response (solid line), first control system model (thick dotted 
line) and second control system model (thin dotted line). E. Comparison between recorded EEG response (blue line) and the final 














first  control model was  calculated,  it was  subtracted  from  the  original  recorded  response  (Figure  2B).    If  a 






compared with  the original  recorded  response  (Figure 2E). The degree of  resemblance between  final model 




















calculated  and  the  peak  resonance  frequency  identified  (i.e.,  the  frequency  showing  the  highest  gain).  In 
addition,  for  each  channel,  the  power  spectrum  of  spontaneous  EEG  activity  during  the  20  second  epoch 
previous to the first stimulation was calculated.  
For each recording channel, Bode plots resulting from responses  induced by stimulation applied to different 




The  hypothesis was  tested  that  the  power  spectrum  of  the  EEG  can  be  estimated  as  the  summation  of  all 
resonance  frequencies  from all  active  connections. However,  the  summation of  all  the  recorded Bode plots 
renders a rather spiky graph since a relatively  low number of connections are available for study due to the 
necessarily  limited  number  of  electrodes  implanted.  The  envelope  of  the  Bode  plot  peaks  was  used  to 
integrate (summate) all  the Bode plots, because the connections where no electrodes were  implanted were 
not studied and were therefore missing. The envelope was used as a way to smooth the curve and allow for 
the  Bode  plots  from missing  connections,  thus  improving  the  estimation  of  the  spontaneous  EEG.  A  fifty‐
sample moving average (smoothing) was applied to the resulting envelope. The smoothed envelope was then 
superimposed to the average of the frequency composition of the spontaneous EEG from all channels from the 
same  patient.  Pearson  correlation  coefficients  (ρ)  were  obtained  in  order  to  quantify  the  degree  of 
resemblance between averaged power spectrum composition of the spontaneous EEG and the envelope of the 




of  the analysed sample of  spontaneous activity.  It was hypothesised  that such peaks  in  the SPES Bode plots 
were  due  to  oscillatory mechanisms which were  either:  a) Not  active  (or  suppressed)  during  the  sample  of 
spontaneous EEG analysed (for instance, alpha activity not present with eyes open), or b) Their activity was too 
brief  to  be  observed  on  the  relatively  long  period  of  spontaneous  EEG  analysed with  power  spectrum  (for 
instance,  occasional  interictal  epileptiform  discharges  or  sharp  waves).  When  such  discrepancies  between 
Bode plots and spontaneous power spectrum were observed, the complete telemetry record was reviewed in 
search of epileptiform discharges, sharp waves or oscillatory activity not present in the 20 second EEG sample 
selected  for power  spectrum.  If  found,  the  frequencies of oscillatory activity  and of  epileptiform discharges 







Kolmogorov‐Smirnov and Shapiro‐Wilk  tests were used  to assess  if  variables are normally distributed within 
groups. Kruskal‐Wallis H test was used to determine if there were statistically significant differences between 
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30.6 years,  range between 23 and 40 years) who underwent  temporal  lobectomy  for  the  treatment of  their 




out  using  gauze  soaked  with  saline  as  a  model  for  an  inert  conductor  resembling  the  passive  electrical 
properties  the  brain.  Figure  4  compares  recordings  obtained  in  vitro  and  in  a  patient.  Note  the  additional 
deflections (arrows) occurring after the artefact only in patient recordings, hence demonstrating that these are 
biological responses rather than artefacts.  






















tended to show higher duration with  longer  latency, e.g.  late deflections were  longer  than earlier ones  (see 





cent  of  recording  channels  showed  large  stimulus  artefact which  obscured  the  EEG  response  (Table  2)  and 






the decomposition of  the response  in  first and second systems  in  the time domain  (left column),  in  the  frequency domain  (Bode 
plots, middle column) and the combination of both systems into the final model of the response (right column). Note that identical 


















illustrated  in  figure  6).    In  as many  as  71/204  (35%)  of  channels,  two  different  superimposed  responses  of 
types  A‐C  could  be  identified  (D),  which  could  be  modelled  as  two  different  control  systems.  Their  initial 
deflections  showed  shorter  components  resembling  type  A  responses  (D1)  followed  by  later  slower 






As  stated  above,  a  single  control  system  was  identified  in  50  responses  and  two  control  systems  in  71 
responses.  Similarity between recorded responses and modelled responses was quantified. Traces reaching ρ 
values  above 0.8 with  statistical  significance <0.01 were obtained  in 79.04% of  responses.  ρ  values of 0.9‐1 
were  obtained  in  55.65%  of  responses,  ρ  values  between  0.8  and  0.9  in  23.39%,  between  0.7  and  0.8  in 
11.29%, between 0.6 and 0.7 in 3.23%, between 0.5 and 0.6 in 3.23%, and less than 0.5 was obtained in 3.23% 
of responses.  
Five  examples  of  modelled  responses  requiring  two  control  systems  are  shown  in  figure  7.  The  left  hand 
column  shows  the  recorded  response  superimposed  on  the  two  control  systems  required  to model  it.  The 
middle  column  shows  the  Bode  diagrams  for  the  two  control  systems,  showing  that  each  system  has  a 




Table  2  shows  response  type  according  to 
distance  from  recording  to  stimulating 
electrodes.  Type  A  tends  to  occur  closest  to 
stimulating electrodes whereas types B and C are 
more common at 10‐20 mm from the stimulating 
electrodes.  Compound  responses  (type  D)  were 
the  most  common  and  widespread,  showing 





with  a  limited  number  of  deflections  (high  R  value)  which  are  the 
simplest  types  of  observed  responses.  Responses  with  more 











occur  closest  to  stimulating  electrodes  whereas  types  B  and  C  are  more  common  at  10‐20  mm  from  the 


















A  B C D1 D2 
A - 0.000* 0.073 0.413 0.002* 
B 0.000* - 0.250 0.003* 0.151 
C 0.073 0.250 - 0.102 0.007* 
D1 0.413 0.003* 0.102 - 0.000* 




A  B C D1 D2 
A - 0.000* 0.000* 0.312 0.000* 
B 0.000* - 0.643 0.000* 0.234 
C 0.000* 0.643 - 0.000* 0.110 
D1 0.312 0.000* 0.000* - 0.000* 




A  B C D1 D2 
A - 0.000* 0.000* 0.255 0.000* 
B 0.000* - 0.926 0.000* 0.491 
C 0.000* 0.926 - 0.000* 0.945 
D1 0.255 0.000* 0.000* - 0.000* 









0.036;  T  χ2(2)  =  122.842,  p  =  0.000;  distance  χ2(2) 
=14.121,  p  =  0.007).  Mean  values  for  these 
parameters within each group are displayed in Table 
3.  
No  significant  differences  were  found  between  the 
different  types  of  responses  in  terms  of  R  values 
(Kruskal‐Wallis H test). 
A Mann‐Whitney  U  test  with  Bonferroni  correction 
(p  value  was  defined  as  <0.01)  was  performed  to 
find  specific  differences  between  groups  for  the 
parameters  that  showed  significant  differences 
(amplitude, period and distance) (Table 4).   
The  only  significant  difference  in  amplitude  was 
found  between  C  type  and  all  other  groups  except 
type  B  (Mann‐Whitney  U  test  with  Bonferroni 
correction).  In  terms  of  period  and  peak  latency, 
there were no significant differences between A and 
D1, which were significantly different from B, C and 
D2  types.  Similarly  B,  C  and D2  types did not  show 
significant  differences  among  themselves  but 
reached statistical significance when compared to A 
or  D1.  With  regards  to  distance  to  stimulating 
electrode,  only  significant  differences  were  found 
between D1‐D2 and A.  
In summary, there were no significant differences in 
terms  of  latency,  amplitude  and  period  neither 
between A and D1 types or between B and D2 types. C type was not significantly different to B and D2 types in 
terms  of  latency,  period  and  distance  to  the  stimulating  electrode,  but  amplitude  values were  significantly 
different. This suggests that A responses and the first component of D responses can be considered equivalent 
and so can be B responses and the second component of D responses. 




































For each patient,  the power spectrum of  the spontaneous EEG and Bode plots  for each control model were 
obtained and calculated following the procedure described in the methods section. Figure 8 shows the Bode 
















Furthermore,  in  some  channels  (e.g.  E3  and  E4),  the  largest  frequency  on  the  Bode  plot  corresponded  to 
specific peaks on the power spectrum (arrows in figure 8).  
The clustering of  resonance  frequencies  in  the Bode plots of  the responses around the  frequencies showing 
larger power in the spontaneous EEG raised the question of whether the power spectrum of the spontaneous 
EEG can be estimated by the addition of the resonance frequencies from all regions projecting to the region 






by  increasing  the number of  connections  studied, we  calculated a  grand  average of  power  spectra  from all 
channels and  superimposed  the envelope of all Bode plots  from all  channels  (the  compound Bode plot)  for 
each patient  (figure 9). The averaged power  spectrum and  the compound  frequency response curves  in  the 
Bode plots were similar in all 5 patients showing Pearson correlation coefficients above 0.9 (p<0.01).  
Despite  the  overall  similarity  between  power  spectra  and  compound  Bode  plots  seen  in  figure  9,  some 
channels  revealed  isolated  peaks  in  the  frequencies  of  the  compound  Bode  plot  (arrows  in  figure  9)  not 
corresponding  to  similar  peaks  in  the  compound  power  spectrum  of  the  spontaneous  EEG.  Table  6  shows 
frequency and periods of the Bode plot peaks that do not appear in the power spectrum of the spontaneous 
EEG  (unexplained  peaks).  The  complete  telemetry  record  was  reviewed  to  find  elements  to  explain  such 







envelope  of  the  graphs.  A moving  average  was  applied  to  the  resulting  envelope.  Note  that,  despite  their  similarity,  each  patient 















N1 (A/D1) Median 13.5 59.92 145.48 20.00 0.14 30.0 
Interquartile range 20.00 43.12 133.36 43.75 0.09 20.0 
N2 (B/D2) Median 70 249.49 121.70 20.00 0.55 30.0 






Patient Peak to be 
explained  
(frequency in Hz 
or period in ms) 
Electrode 
number showing 
the peak to be 
explained 
EEG element that 
explains the peak 
Topography of EEG 






1 9.6 Hz or 104 ms Post temp-
occipital (7-8) 
Alpha activity at 9-10 
Hz 
- - 
2 7.1 Hz or 140 ms Electrode 7 Interictal spike wave 
discharge with period of 
144ms 
All channels but 
maximal at electrode 7. 
-  
 
3 13.6 Hz or 74 ms Electrodes 1, 2 Interictal sharp waves 
with period of 86ms 
Maximal at electrode 2 Sharp waves of 
300 ms maximal 
at electrode 10 
4 11.8 Hz or  84.7 ms Electrodes 3, 6 Interictal sharp waves 
with period of 86ms 
Electrodes 1-5 
Maximal at electrode 4 
Spike-wave of 62 
ms at electrodes 
6-8 
5 15.2 or  66 ms Electrodes 1, 8 Interictal spikes with 
period of 70ms 
Electrode 8 - 
not present in the power spectrum.  
In patient 1,  the SPES responses responsible  for  the extra peak  (at a  frequency of 9.6 Hz) on the compound 
Bode plot were generated by the most posterior electrodes (electrodes 7 and 8 in figure 3). This is the region 











We essentially describe a method  to characterize connections and how they can contribute  to  spontaneous 
oscillations.  We  found  it  useful  in  explaining  how  connections  contribute  to  the  oscillatory  nature  of  the 
spontaneous EEG generated in the regions were electrodes were implanted. Our results suggest that cortical 
interactions can be described as linear control systems. Responses to electrical stimulation can be explained as 
the  superimposition  of  responses  from  one  or  two  control  systems  which  can  be  described  with  only  3‐6 
parameters (R, T and delay‐phase for each control system). This method can characterise responses regardless 
of whether they show the standard deflexions and the method can be used to describe waveforms with few 
parameters.  More  importantly,  the  method  can  quantify  the  resonant  frequency  of  functional  coupling 
between two sites, and we suggest that the models can explain spontaneous EEG oscillations, teasing out the 
relative  contributions  to  spontaneous  oscillations  from  each  pair  of  connected  regions.  Furthermore,  the 
method appears to be able to identify oscillatory capabilities of the different regions of the cortex, potential 











regions  involved are most  likely to oscillate. The frequencies at which a connection  is  likely to oscillate after 
stimulation determine the largest peaks on the frequency response of the connected regions (the resonance 
frequencies)  and  the  resonance  frequencies  of  the  local  connections  will  determine  the  overall  oscillatory 






Brain  dynamics  display  non‐linear  features  (e.g.  the  behaviour  on  single  neurons)  in  conjunction  to  linear 
characteristics  (e.g. Weber’s  law,  the  sinusoidal behaviours of  alpha and  sigma activities). More  specifically, 
the  amplitude  of  early  responses  behaves  broadly  linearly  over  a  range  of  amplitudes15,  29,  suggesting  that 
linear models may be adequate for characterisation of the amplitude of response oscillations. In any case, in 
the end, the main purpose of our method is the characterization of brief oscillations with few parameters. The 
linear models used have been effective  for  this purpose. Overall  the  findings  from  this  study are  consistent 
with clinical practice. The EEG itself can be described as a low‐pass filter in that the amplitude of oscillations 
decreases  with  increasing  frequency  as  shown  by  the  power  spectrum  of  spontaneous  EEG  activity. 
Accordingly, the Bode plots obtained describe the response of the modelled system to any frequency. Above 
the  cut‐off  frequency,  Bode  plots  show higher  signal  attenuation  the  higher  the  frequency.  Each  Bode plot 
shows an amplitude peak at the so called resonance frequency, presumably the frequency which is easier to 
generate by the system.  
We  have  treated  the  stimulus  as  a  unit  step  function, when  in  fact  it would  be  better  described  as  a  unit 
impulse function. Indeed, responses are transient oscillations returning to 0. It would be impossible to apply a 
true  step  function  to  the  cortex as  this would polarize  the  cortex  for  long enough  to possibly  induce  tissue 
damage. Conceptually we could  consider  that  each  single pulse activates  the neuronal network  for  a while, 
maintaining  it  on  an  activated  state,  which  in  itself  could  be  considered  as  a  pseudo‐step  function.  The 
difference between considering the stimulus as a step or impulse function would probably be minimal, as we 
are  essentially  interested  in  characterizing  the  frequency of  the  resulting brief  oscillations,  and  the method 
used  appears  effective  for  this  purpose.  The  practical  difference  is  that  the  mathematical  development 
(appendix) is simpler for the step function.  
Figure  9  suggests  that  the  frequency  composition  of  the  spontaneous  EEG  can  be  predicted  from  the 
summation of the  frequency responses  from individual connections (compound Bode plots).  In other words, 
the transfer functions of the corresponding control systems summate to generate cortical activity. This means 
that the control systems from different connections are largely arranged in parallel rather than in series since 
the  transfer  functions of  controls  systems arranged  in parallel  add up. The overall  similarity  found between 










power  spectrum was  obtained with  eyes  open  (alpha  activity  blocked)  and  epileptiform  discharges  are  too 
brief to be observed in the power spectrum of a 20 second EEG, it is not surprising that their frequencies do 
not  appear  in  the  power  spectrum  of  the  spontaneous  EEG,  yet  they  are  shown  by  the  SPES  Bode  plots. 
Therefore, Bode plots obtained from responses to SPES could be a biomarker for the capacity of the cortex to 
generate activity which may or may not be present in the specific sample of EEG. 
A puzzling  finding  is  that despite their overall  similarities  the blue traces appear to be slightly shifted to the 
right  (towards higher  frequencies)  than  the  red  traces  in  figure 9.  This may be due  to  the  fact  that pairs of 





most EEG activity occurs below 12 Hz. The graph  falls off  thereafter and has  therefore been omitted  in  the 
figures. The assertion that this band below 12 Hz is “broad” is subjective. One could equally take the opposite 
view,  that  it  is extremely narrow.  If  the duration of action and postsynaptic potentials are 1‐2 ms, electrical 
activity could in principle oscillate at up to 500‐1000 Hz. The fact that most power is below 12 Hz can be taken 
as evidence that the band is surprisingly narrow. The main point  is that most Bode plot peaks scatter within 























oscillatory  system,  whereas  later  deflections  are  dominated  by  the  slower  system.  Not  all  deflections  are 
present  in  all  responses,  suggesting  a  different  generation  mechanism  for  different  deflections  11,  12,  15,  21. 
Indeed, simultaneous EEG and single cell recordings in animal and humans suggest that responses to SPES are 









and  recording  electrodes,  it  is  assumed  that  the  strength  of  the  connections  is  proportional  to  response 
amplitude.  Thus,  SPES  responses  provide  information  on  the  presence,  strength  and  direction  of  functional 
connections. However, it is unclear if the morphology of responses is related to the nature of the connections.  
Our method goes one step ahead  in estimating  the coupling  frequency between connected  regions and  the 
relative  contribution of  such coupling  to  the overall oscillatory activity. Consequently, we  suggest  that  for a 
given  recording site, our method could be used  to  tease out  the  relative contribution  towards activity  from 
each site connected to it, in addition to revealing the frequencies at which specific connections are capable of 
oscillating or most  likely  to oscillate.  The damped oscillatory  responses  described  here  appear  to be  rather 
ubiquitous,  possibly  a  manifestation  of  some  generic  cortical  mechanism,  suggesting  that  the  method 
proposed could be used to model other electrical responses such as somatosensory evoked responses or high 
frequency  oscillations.  Furthermore,  it  appears  that  our  method  can  detect  the  capability  of  a  region  to 
generate frequencies which may not be present in a sampled EEG record as suggested by table 6. For instance, 
the ability to generate alpha activity by temporo‐occipital cortex was identified on the SPES Bode plots even 
when  the  sampled EEG and SPES  responses were  recorded with eyes open and did not  show alpha activity 
(patient 1). The compound Bode plot for SPES responses showed a peak at the frequency of the alpha activity 
of  that patient at  the most posterior electrode which  is precisely  the electrode  that  recorded alpha activity 
when eyes were closed. An interpretation may be that SPES responses at the posterior electrode contain the 
alpha frequency because the underlying cortex is capable of generating alpha activity even if the brain was not 
actually  generating  alpha  during  the  recording.  Similarly,  the  capability  to  generate  frequencies  present  in 
epileptiform discharges may have been  identified by the method even when discharges were not present  in 
the spontaneous EEG sampled (patients 2 to 5). The power spectrum of the EEG is unlikely to show a peak at 
the  frequency  of  epileptiform  discharges  because  discharges  are  either  absent  or  very  brief  (one  or  few 
discharge  lasting  for  400  ms  will  be  diluted  in  the  power  spectrum  of  a  20  second  EEG).  However,  the 
frequencies  of  the  discharges  appear  in  the  compound  Bode  plot  at  the  appropriate  channels.  In  fact,  this 
finding  is  not  all  that  surprising because we have described  that  SPES  responses  resemble  the  epileptiform 
discharges  seen  in  the  same  channel42.  A  puzzling  finding  is  that  there  were  two  patterns  of  epileptiform 
discharges which did not appear on specific peaks in the compound Bode plots (durations of 300ms in patient 
3,  and  of  62ms  in  patient  4).  This may  reflect  a  limitation  of  stimulation with  intracranial  electrodes,  since 












To  conclude, we  provide  a method  that  describes  the  oscillatory  behaviour  of  the  EEG  in  terms  of  control 
theory while estimating oscillatory coupling between connected cortical regions. It may have the potential to 
identify  frequencies  at  which  cortical  regions  are  able  to  oscillate,  and  possibly  to  separate  excitatory  and 
inhibitory  activities  between  regions.  The  method  is  unique  in  that  it  has  the  potential  to  bring  together 
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Where  𝜔ௗ   is  the  system’s  natural  undamped  oscillatory  angular  frequency  (i.e.  angular  frequency  of  the 
oscillation of the unit step response) of the response, which is:  
 




























Most mathematical development of  control  theory deals with  the design of  systems  to obtain  responses of 

























ሺെ1 ൅ 3ሻ𝜁𝜔௡ 𝜋𝜔ௗ ൌ 𝑙𝑜𝑔௘𝑅 
 
2𝜋𝜁 𝜔௡𝜔ௗ ൌ 𝑙𝑜𝑔௘𝑅 
 























4𝜋ଶ𝜁ଶ ൌ ሺ𝑙𝑜𝑔௘𝑅ሻଶ െ 𝜁ଶሺ𝑙𝑜𝑔௘𝑅ሻଶ 
 
 
𝜁ଶሺ4𝜋ଶ ൅ ሺ𝑙𝑜𝑔௘𝑅ሻଶሻ ൌ ሺ𝑙𝑜𝑔௘𝑅ሻଶ 
 
 
𝜁 ൌ ට ሺ௟௢௚೐ோሻమସగమାሺ௟௢௚೐ோሻమ 
 
Equation (18) provides the value for ζ from R, which can be measured on the recorded systems response (in 
our  case,  on  the  EEG  response  to  SPES).  The  expected  (modelled)  system  time  response,  or  y’(t),  can  be 
calculated  from  the  characteristic  equation  of  the  transfer  function  (1)  and  a  standard  partial‐fraction 
expansion with its three poles (Thompson, Control systems…… pages 77‐79) as:  
 
𝑦′ሺ𝑡ሻ ൌ 1 െ ௘షഅഘ೙೟ඥሺଵି఍మሻ ൣ𝜁 sinሺ𝜔ௗ𝑡ሻ ൅ ඥሺ1 െ 𝜁ଶሻ cosሺ𝜔ௗ𝑡ሻ൧ሿ 
 
By  substituting  ζ  obtained  from  equation  (18)  into  y’(t)  in  equation  (19)  we  can  calculate  the  expected 
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4.  DISCUSSION 
The work  described  above,  shows  that  EEG  activity  recorded  at  the  scalp  level  reflects  a 
complex  system  originated  by  the  interactions  of  superficial  and  deep  cortical  and 





recordings  for  the diagnosis  of  epilepsy.  The qualitative  analysis  of  scalp  EEG  is  a  routine 
practice  in  any  Neurophysiology  department,  but many  relevant  information  escapes  the 
eye,  hidden  beneath  the  waves  of  higher  amplitude  background  activity  (Alarcon  et  al., 
1994). Deep activity cannot be easily recorded on the scalp but can be estimated by their 
interplay with  superficial  sources  and more directly  by  the methods outlined  in  our work 
about  intracranial signatures(193). Overall,  the classification performance of our algorithm 
reached a 65% accuracy.  This might  seem  low  compared with other  studies  just  based  in 
scalp data(149, 194) but it is an excellent result considering that we are detecting virtually 
invisible  epileptiform  discharges  on  the  scalp  while  other  methods  count  on  prominent 









with  the perfection of  this and other similar algorithms exploring  the value of  intracranial 
signatures,  we  will  be  able  to  reduce  the  need  for  invasive  assessments  and  target  well 
defined  focal  areas  of  increased  epileptogenicity  with  a  simple  scalp  EEG.  A  significant 
improvement  in  this  field  will  not  only  improve  diagnostic  accuracy  but  would  positively 
impact  parallel  fields  such  as  automated  seizure  detection(196).  Nowadays  these  devices 




networks  to  learn meaningful  features  in a hierarchical process. As a result,  the algorithm 
distinguishes  not  only  between  segments  where  there  are  or  there  are  not  definite 
epileptiform  discharges,  but  also  is  able  to  classify  how  abnormal  are  the  elements 
detected.  This  approach  has  demonstrated  to  be more  accurate  reaching  an  outstanding 
89% accuracy possibly due to its ability of assimilate more complex information(157). 
We  cannot  close  this  subject  without  a  final  methodological  remark.  A  great  variety  of 
algorithms are trained to detect what is abnormal based in a pre‐established definition but 
the performance of such automated systems for detection of epileptiform discharges is still 
poor compared with human detection. Even  in  the best case scenarios,  some of  the most 
popular methods  combining wavelet  transform, neural  networks  and artificial  intelligence 
fail  to  identify  a  high  proportion  of  spikes  when  compared  with  human  expert 
detection(149)  and  what  is  worse,  show  a  dangerous  tendency  to  identify  abnormalities 








our  job  falls  onto  the  trendy  area  of  artificial  intelligence  systems.  Our  method  is  more 
“natural” in the way that we do not offer the algorithm a definition, but a precise timing to 
look at considering temporal, spectral and spatial parameters and we ask the algorithm to 
find  similar  circumstances  in  other  recordings.  Deep  learning  avoids  the  need  for  central 
representations(198)  and  falls  in  the  field  of  what  has  been  called  “intelligence  without 
representation”(199). This  is a way to understand  learning as an  interactive process based 








In  our  study  about  K‐complexes, we have  found  that  electrical  stimulation of  a  particular 
area  of  the  anterior  cingulate  gyrus  generate  responses  similar  to  spontaneous  sleep  K‐
complexes consistent with a model in which the dorso‐caudal anterior cingulate would act 
as a relevant trigger in the initiation of the cortical process leading to the generation of K‐








activated,  probably  sparing  the  subcortical  loops.  This  would  mean  that  K‐complex 
generation  is  largely  based  on  cortico‐cortical  connections  as  has  been  suggested 
elsewhere(183).  The  K‐complex‐like  responses  observed  after  electrical  stimulation  were 
not usually associated with spindle activity  in contrast  to  spontaneous K‐complexes which 
are often associated with sleep spindles(201). Sleep spindles generation requires activation 
of  the  reticular  nucleus  of  the  thalamus(184)  and  our  findings  suggest  that  during 
wakefulness,  cingulate  stimulation  is  unable  to  activate  such  circuits,  either  because  the 






The K‐complex‐like  responses  induced by  SPES  resemble  spontaneous  K‐complexes  in  the 
same patient.  In  contrast  to  responses  to  stimulation physiological K‐complexes would be 
the  result of  spontaneous  interaction between neural  sets  resulting  in  cingular activation. 
The  stimulation  triggering  spontaneous  K‐complexes  would  then  be  a  physiological 
activation,  possibly  arriving  from  sensory  networks  (mainly  somatosensory  or  auditory 
modalities)  as  classically  proposed(202‐204).  Activation  of  the  cingulate  gyrus  may  arise 
from  excitatory  input  from  parietal  association  cortex  or  thalamic  projections  in  the 





medial  geniculate  nucleus  of  the  thalamus)(205).  Therefore,  a  direct  thalamo‐cortical 
excitatory input to the cingulate cortex cannot be excluded as the initiator of the sequence 










pointed  to  the  thalamic  structures  as  the origin  of  the  synchronous  epileptic  phenomena 
known  as  generalised  seizures  but  evidence  from  animal  models  and  humans  has  often 
provided  contradictory  evidence  for  the  relative  contribution  of  cortical  and  thalamic 
structures in generalised seizures. 
In  our  study  we  analysed  qualitative  and  quantitatively  three  patients  studied  with 
simultaneous scalp and thalamic centromedian electrodes. We had the rare opportunity of 
assessing the centromedian nucleus via implanted electrodes for deep brain stimulation and 







Patients  with  generalised  epilepsy  showed  simultaneous  or  nearly  simultaneous  onset  of 
epileptiform  activities  at  scalp  and  thalamic  EEG  recordings.  In  one  case  the  onset  was 
cortical while  in  the other was  simultaneous  in  cortex  and  thalamus. However, what was 
common for both was that once the thalamus was involved it became the leading structure 
and  induced  a  higher  degree  of  rhythmicity  and  homogeneity  to  the  epileptiform 
abnormalities  observed.  In  the  patient  with  focal  epilepsy,  as  it  can  be  expected  the 
thalamus only became involved after the seizure was already established. 
A surprising but significant finding was the presence of frequent spontaneous independent 




In  the  last  decade  a  new  concept  has  emerged  to  describe  the  pathophysiology  of 
generalised  epilepsy  as  a  “system  epilepsy”  (206).  The  focal  “trigger”  has  lost  some 
importance  as  the  new  concept  of  a  diffuse  increase  in  excitability  (altered  functional 
connectivity) has emerged. This model assumes that the root of the problem lies in a large‐
scale increase in circuit excitability. Evidence for this concept has been provided from basic 
quantitative  EEG  studies(207),  graph  theory  analysis(208,  209),  combined  EEG‐fMRI 
studies(210‐212)  and  magnetoencephalography  studies(213).  The  scenario  allows  for  a 
great variety of mechanisms being able to initiate the spark that leads to the development 







frame  replacing previous  theories  suggesting a  rather complex  relation between  thalamo‐
cortical circuits at seizure onset.  
What  our  findings  suggest  is  that  irrespective  of  the  structure where  the  seizure  actually 
originates, the characteristic rhythmicity and seizure maintenance observed in the ictal EEG 
is determined  in part by  thalamic  involvement. Perhaps  therapeutic approaches aiming  to 
stop this rhythmic behaviour would help in the reduction of the incidence and duration of 
generalised  seizures  but  it  is  difficult  to  predict  how  the  hyperexcitable  network  would 
behave without  the  regulatory  influence  of  the  thalamus.  This  would  vary  depending  on 




spreading  through  layer  V  has  demonstrated  to  be  faster(214).  We  cannot  predict  the 
effects of such hyperexcitable state at a cellular level but there is some evidence supporting 
intracortical spreading(119) and therefore this hypothesis cannot be excluded. Perhaps the 











In  our  last  and  perhaps more  relevant  study, we  have  demonstrated  that  cortico‐cortical 
interplay can be characterised by a set of control systems acting together in response to a 
given stimulus. Despite of the complexity of the mathematical development, the principles 
of  our model  are  simple.  Essentially,  induced  coupling  assumes  that  electrical  stimulation 
forces  functional  coupling  between  brain  regions  (neural masses)  synaptically  connected, 
inducing oscillations at the frequencies at which the cortical regions involved are most likely 
to  oscillate.  The  frequencies  at  which  a  connection  is  likely  to  oscillate  after  stimulation 
determine  the  largest peaks on  the  frequency  response of  the connection  (the  resonance 
frequencies)  and  the  resonance  frequencies  of  the  local  connections  will  determine  the 
overall  oscillatory  behaviour  of  the  region.  In  this  context,  it  is  easy  to  understand  that 
interictal epileptiform discharges or seizures can arise when the resonance frequency of one 
connection dominates over others, and our method can measure such dominance. This is a 
new way  to  interpret  the electroencephalogram and  cortical  physiology  in  general, which 
opens  a  wide  new  area  of  research  in  neuroscience  by  providing  objective  measures  of 
degree of functional coupling between connected regions in the frequency domain. 
The brain is composed by a large number of neurons profusely interconnected by tracts of 
white matter.  It  is  relatively  simple  to estimate  the behaviour of a  single neuron or  small 
group  of  neurons  with  a  limited  number  of  equations,  but  the  behaviour  of  larger 
populations  is  rather  complex  and  frequently  cannot  be  predicted  by  the  summation  or 
interconnection of a large number of the individual elements(69, 70). Failure of such models 
can  be  attributed  to  the  practical  impossibility  of  describing  all  the  connections  of  each 






and  then  analyse  the  populational  dynamics  between  them(72).  Neural  mass  theory 





of  small elements  (neurons) activated within a neural mass may not change  the  response 
(42,  44).  The  overall  behaviour  of  the  mass  is  the  result  of  large‐scale  spatio‐temporal 
interaction  of  neurons  exceeding  the  microscopic  level  ultimately  leading  to  large  scale 




connection  between  two  groups  of  neurons  or  a  more  complex  interaction  with  several 
networks intercalated in the chain and mutually interacting. Whichever is the case, the final 
result  is  a  variation  in  the  local  field  potential  expressed  as  a  deflection  or  group  of 
deflections.  These  intracranial  EEG  deflexions  allow  us  to  employ  a  phenomenological 
approach to infer some oscillatory properties of the group of neurons in the proximity of the 
electrode. Our work aimed at characterising the generation of these EEG elements: the early 
responses  to  single  pulse  electrical  stimulation.  These  responses  have  proven  to  be 







justify  their  morphology  until  now.  In  an  initial  approximation  we  observed  that  the 
outcome  of  the  neuronal  activation  after  SPES  can  often  be  described  as  dampened 
sinusoids,  resembling  the  response  of  second  order  linear  control  systems  to  a  transient 
input(191). A control system is composed of multiple components connected or related  in 
such manner  that  they  act  as  an  entire  unit(191).  This  is  in  our  case,  the  neural mass  or 
masses  contained  within  the  cortical  region  surrounding  the  recording  electrodes.  We 
suggest  that during SPES, electrical stimulation acts as a  forced  input  that destabilises  the 
balanced state of the system embodied by the cortex.  The induced early responses would 
be  a  product  of  the  transient  responses  of  the  system  (the  cortex)  until  a  baseline 
equilibrium level is reached again (the steady‐state).  
Brain  activities  can  be  described  as  a  conjunction  of  non‐linear  and  linear  features. 
Responses  to  SPES  show a quasi‐linear  increase  in  amplitude with  increase  in  stimulation 
intensity(165,  217).  In  addition,  control  theory  has  previously  been  employed  to  model 
cortical  activity  by  different  authors  (72,  218‐222).  Model  based  predictor‐controller 
systems  as  the  Kalman  filter  (222),  can  calculate  a  particular  system  state  (as  a  neuronal 
population)  and  the  control  vectors  that  modulate  it.  An  important  part  of  the  defining 
process of these models  is the definition of a number of  initial conditions whose variation 
significantly  affects  the  outcome  of  the  system.  These  control  models  have  been 
successfully employed to replicate a variety of dynamic patterns spontaneously produced by 
the  mammalian  brain  (220)  and  modulate  them  in  terms  of  oscillation  frequency  and 
spatiotemporal parameters (221).  







responses  obtained  from  electrodes  close  to  the  stimulating  pair  showed  highest 
amplitudes.  Other  authors(168,  170)  have  observed  higher  amplitudes  and  response 
damping  (fewer  oscillations)  with  increasing  stimulation  intensities.  By  contrast,  lower 
intensities  and  longer  recording  distance  from  stimulation  are  associated  with  lower 
amplitude  responses  and  higher  number  of  oscillations.  This  would  suggest  that  the 
parameters  of  the  control  systems  involved  change  with  stronger  stimuli.  We  could 
hypothesise  that  as  a  response  to  a  strong  stimulation,  the  cortex  reacts  with  a  strong 
inhibitory response with strong oscillation damping. By contrast, weaker stimulation induces 
a milder  inhibitory  response,  allowing  the  cortical  connections  to oscillate  for  longer.  The 
fact  that  R  and  T  values  change  in  response  to  different  intensities  means  that  cortex 







we  have  assumed  that  feedback  loops  are mainly mediated  by  surround  tonic  inhibition. 
Indeed, inhibitory postsynaptic potentials observed in single cell recordings coincide in time 
with  the macroscopic  slow EEG  response deflections  in anaesthetised cats  (223)  and with 
the  responses  to  SPES  observed  in  human  recordings(94). We  can  gain  some  insight  into 





behaviour  resulting  after  TMS.    The  complexity  of  cortical  excitability  has  been  profusely 
studied with TMS in the motor cortex has disclosed several mechanisms of facilitation and 
inhibition.  TMS  and  electrical  stimulation  share  common  principles  of  action.  Both  can 
activate  a  descending  volley  through  the  corticospinal  tract,  but  there  are  some  slightly 
different mechanisms  involved  in  each modality  of  stimulation.  Epidural  electrical  cortical 
stimulation excites the neuron perpendicularly at the axon hillock whereas during magnetic 
stimulation,  activation  is mediated by  interneurons due  to  the orientation of  the  induced 
electric field, parallel with the scalp(224). When examining corticospinal tract responses at 
motor  threshold  intensities,  a  single  prominent  wave  (the  D‐wave)  is  characteristically 
elicited  by  electrical  stimulation  followed  by  variable  smaller  waves  with  slightly  longer 
latencies (the I‐waves) while magnetic stimulation predominantly or exclusively generates I‐
waves(225).  These  I‐waves  are  mediated  by  interneurons  or  by  connections  proceeding 
from other pyramidal cells from layer V with complex dendritic trees(226). However, when 
employing supra‐threshold magnetic intensities evoking latero‐medial induced currents, the 
obtained  pyramidal  tract  responses  are  similar  to  those  induced  by  electrical  stimulation 
producing both types of responses, D and I‐waves. 
For our purpose,  the study of intracortical inhibition and facilitation after subthreshold TMS 
pulses  is highly  relevant(227). There  is a  variety of mechanisms  from  the pharmacological 
point  of  view  that  can  help  us  to  illustrate  such  complex  balance between  inhibition  and 
excitation after electrical  stimuli. When a  conditioning  stimulus  is delivered  to  the cortex, 
there  is  an  initial  period  of  inhibition  (short  intracortical  inhibition  ‐  SICI),  mediated  by 
GABA‐A and dopamine,  lasting  for 1‐4ms(228) and a  later period, between 50 and 200ms 








but  the  initial  50‐75ms  of  this  inhibition  are  attributed  to  spinal  mechanisms  while 
intracortical  inhibition accounts  for  the  remaining  time(232).  Interestingly after peripheral 
somatosensory  stimulation,  other  periods  of  cortical  inhibition  are  described  at  20  and 
200ms  (short  afferent  and  long  afferent  inhibition  –  SAI  and  LAI) which  are mediated  by 
cholinergic  effects(233).  In  terms  of  longer  cortical  projection  phenomena,  stimulation  of 
the  primary  motor  cortex  has  demonstrated  to  produce  inhibition  on  the  contralateral 
primary  cortex  at  10  and  40ms  after  the  motor  cortex  stimulus  (transcallosal  or 
interhemispheric  inhibition)(234)  and  similarly  premotor  cortex  stimulation  produces  ipsi 
and  contralateral  inhibition(235,  236).  Interestingly  interhemispheric  inhibition  is  affected 
by  LICI,  SICI  and  LAI  meaning  a  hierarchical  predominance  of  these  GABA‐mediated 
mechanisms(237,  238)  but  there  is  also  some  conflicting  evidence  questioning  this 
preponderance (239). On the other side, after the TMS pulse there is a period of facilitation 




activation  lasting  less than 100ms followed by a period of  inhibition up to 700ms(94, 223, 
242,  243).  This  then  suggests  that  the  earlier  responses  can  correspond with  a  period  of 
increased  neuronal  firing  in  keeping  with  excitation  while  that  later  wave  would  reflect 





specific  role  of  each  cortical  neurotransmitter  after  electrical  stimulation.  Our  study 
revealed  that  the  initial  and  generally  shorter  deflections  (responses  A  and  D1)  occurred 
with  latencies  of  around  13.1  ms.  This  would  fall  in  the  interval  where  intracortical 
facilitation  applies  and  interestingly  would  have  its  maximal  expression  in  areas  in  the 
vicinity  of  the  electrode. We  can  hypothesise  that  glutamatergic  activation  underlies  the 
generation  of  such  responses.  Similarly,  the  second  group  of  responses  showing  longer 
duration and more prolonged latencies with onset around 70ms (B and D2 responses), fall in 
the  interval  of  late  intracortical  inhibition  and  cortical  silent  period,  suggesting  a 




The  original  idea  behind  our  approach  to  control  system  theory  was  to  find  the 
mathematical  explanation  for  the  variety  of  waveforms  observed  after  electrical 
stimulation.  However,  the  model  soon  demonstrated  its  utility  beyond  this  goal.  As  an 
emergent property it can predict the overall populational behaviour in terms of the power 
spectrum.  
The  morphology  of  the  responses  modelled  (dampened  sinusoids)  resembles  other 
biological responses obtained from the brain. For example, we can for instance consider the 
somatosensory  evoked  potentials  or  the  slow  waves  that  frequently  follow  epileptiform 
discharges. These activities possibly obey to similar mechanisms producing such waveforms 





evoked potentials  and pathological  in  the  case of  epileptiform discharges).  This may be a 
clue for understanding the majority of sinusoidal activities observed in the EEG. 
Our method assumes  that  SPES  activates  functional  coupling between connected  regions. 
We  suggest  that  the  induced  responses  oscillate  at  the  frequencies  at  which  the  neural 
masses involved are most likely to oscillate. From our model and based in the morphology 
of  the  responses,  we  can  determine  the  resonance  frequencies  of  the  local  connections 
based  on  the  frequency  of  the  response  and  the  attenuation  between  contiguous 
deflections. With these parameters, a function of the expected amplitude of frequencies for 
each  control  system  can  be  expressed  as  a  diagram  (Bode  plot).  Such  diagrams  showed 
resonance peaks, reflecting the frequencies at which each system is most likely to resonate. 
Thus,  the  relative  contribution  to  spontaneous  oscillations  for  each  pair  of  connected 
regions can be established with this method. But what would be the processes generating 
such  oscillations  at  a  cellular  level?  Based  in  the  nature  of  our  responses  and  in  the 
deductions  inferred  from  TMS  investigations  we  can  theorise  that  the  initial  deflection 
(most  likely glutamatergic)  is  therefore generated as an effect of pyramidal  cell activation 
and  resonance,  while  the  later  deflections  (most  likely  GABA‐ergic)  would  arise  from 
inhibitory  interneurons  to  counteract  the  excitatory  effect  of  the  initial  pyramidal  cell 
response. 
At  a  given  region,  after  stimulating  at multiple  sites we  can  summate  the  obtained Bode 
plots  obtained  by  stimulating  at  each  connected  site  in  order  to  determine  the  overall 
oscillatory  behaviour  of  the  region  studied.  In  other words,  we  suggest  that  the  transfer 
functions of the control systems for a particular area with their peaks, summate to generate 






number  of  stimulations  due  to  the  limited  number  of  electrodes  inserted,  but  even 
considering  this  limitation,  the  degree  of  similarity  between  recorded  and  simulated  EEG 
power spectra  is surprisingly high. The differences may arise from connections from other 
regions not  implanted and  therefore not examined by SPES. We hypothesise  that  a  study 
with  a  higher  number  of  electrodes  implanted  will  increase  such  similarity  ultimately 
achieving a perfect modelling in a theoretical setting with a high number of electrodes. 
The  resulting overall prediction  for  the  response power  spectrum shows a high degree of 
similarity  with  the  spectrum  of  spontaneous  EEG.  This  interesting  result  provides  a  new 
explanation  for  the  low‐pass  property  of  the  EEG.  It  is well  known  that  the  amplitude  of 
brain oscillations decreases with increasing frequency as shown by the power spectrum of 
spontaneous  EEG  activity.  In  general  lines  the magnitude  of  power  tends  to  be  inversely 
related  to  temporal  frequency(244,  245).  Our  model  also  predicts  a  similar  behaviour, 
showing  a  predominance  of  “slower”  frequencies  grossly  below  12  Hz,  and  a  steep 
attenuation  of  frequencies  above  the  cut‐off  frequency.  This  attenuation  is  particularly 
dramatic  in  high  frequencies  corresponding with  the  high  frequency  oscillation  spectrum, 











length  and  activation.  Some  authors  have  also  linked  this  phenomena  to  the  capacitive 
properties of the extracellular medium(248), but the capacity of the extracellular medium is 
negligible in practice(104). In addition, the neurons as a group also have some features that 




sufficient  number  of  neurons  to  be  activated  synchronously  and  therefore  the  resulting 
amplitude  of  the  local  field  potential  would  then  be  smaller(18,  24).  Also,  this  process 
depends on  the  time  constant  of  a particular neurotransmitter  and  this would determine 
the  type of activity generated. For  instance, NMDA and GABA‐B receptors have slow time 
constants while AMPA or GABA‐A have  faster  time constants(18, 106).  In addition, due  to 
the phase‐amplitude  coupling  phenomenon,  the phase of  slow oscillations modulates  the 
power of faster oscillations limiting their duration(24, 48, 249).  
In our work, the majority of the recorded responses required the algebraic addition of two 
control  systems  to be modelled. Usually early deflections were  shorter  and yielded  faster 





input able  to produce supramaximal  recruitment of connections.  It  is precisely due  to  the 






plot.  For  instance,  our  method  was  able  to  successfully  identify  resonance  peaks  in  the 
alpha  frequency  when  activating  connections  to  the  occipital  region  even  with  eyes 
open(192), even when such peaks corresponding with the alpha frequency were not present 
in the power spectrum of the spontaneous EEG because eyes were open during recording. 
Analysis  of  the  alpha  rhythms  in  the  same  subject  revealed  that  resonant  frequencies 
predicted by our method were similar to the patient’s mean alpha frequencies. In a recent 
work with SPES, the amplitudes of early responses tend to vary depending on the baseline 
power of alpha and beta  frequencies(250).  In essence,  the authors  interpreted  that alpha 
and beta oscillations can modulate  local excitability demonstrated by enhanced amplitude 
in SPES responses.  Integrating this  information  in our model adds a further explanation to 




the  cortex  properties  are  altered  either  due  to  drug‐induced  effects  like  anaesthesia  or 
secondary  to  pathological  conditions  such  as  encephalopathies  or  disorders  of 
consciousness.  Some  evidence  has  been  obtained  in  TMS  studies  revealing  abnormal 









Neural  mass  models  have  been  created  to  simulate  the  behaviour  of  large  cortical 
populations  according  with  a  few  parameters.  This  has  been  employed  not  only  to 
understand  the generation of physiological background  rhythms(72), but also pathological 
phenomena.  Seizures  have  successfully  been  simulated  employing  neural  masses‐based 
models(252).  In  this  model,  changes  in  the  inhibitory  or  excitatory  gain  lead  to  the 
generation  or  seizure‐like  rhythmic  patterns.  For  this  purpose,  changes  in  pyramidal  cells 
excitatory  time  are  necessary  in  order  to  generate  instability.  Either  a  reduction  of 
GABAergic  tone(253)  or  an  increase  in  the  speed  of  secretion  of  excitatory 
neurotransmitters  by  the  pyramidal  cells(252)  would  then  lead  to  the  unstable‐
hyperexcitable state of the cortex that characterises seizures. 
Translating into our approach, when prominent peaks (resonant peaks) are predicted by our 
model,  a  high  likelihood  of  oscillating  at  a  particular  frequency  arises  (instability).  This 
increases  the  tendency  to  oscillate,  with  the  property  of  progressively  recruiting  an 
increasing number of circuits, which is in essence what characterises epileptic seizures.  Our 
method can detect and quantify when a particular resonance frequency of one connection 
dominates  over  the  rest  due  to  the  model’s  ability  to  estimate  the  functional  coupling 
between connected  regions at each  frequency  (even when not oscillating at  the  resonant 
frequencies).  The  sharper  and  larger  the peak  is,  the more  likely  that  the  connection will 
resonate at the peak frequency, supposedly transforming into a seizure. 
We  have  already  discussed  the  ability  of  control  system  theory  to  detect  background 







that  disagreements  in  resonance  peaks  between  the  recorded  EEG  spectrum  and  our 
predicted peaks could often be explained by the presence of transient EEG phenomena later 
in the record. As epileptiform discharges occur occasionally, they may be too infrequent to 
be  detected  in  the  selected  period  of  EEG  for  analysis.  Similarly,  in  contrast  to  the 
interpretation of a standard EEG usually lasting for 20‐90 minutes, our method may allow us 
to  establish  the  capability  of  the  cortex  to  generate  epileptiform  discharges  even  if  such 
discharges were  not  present  during  the  necessarily  limited  duration  of  the  standard  EEG. 
The  implications  of  this  for  the  study  of  propagation  of  interictal  and  seizure  activity  are 
enormous  and  can  lead  to  the  future  development  of  specific  therapeutic  tools  and 
protocols for mapping of brain areas involved in the initiation and spreading of epileptiform 
activity.  This  could  lead  to  improved  resections  in  epilepsy  surgery,  avoiding  unnecessary 
removal of functionally independent areas and focusing on relevantly connected cortices.  
This  is  not  the  first  time  that  SPES  has  proved  its  ability  to  demonstrate  the  presence  of 
connections  activating  epileptogenic  circuits.  Its  role  in  detecting  the  seizure  onset  zone 
relies  on  the  induction  of  delayed  responses(159,  163,  165,  169,  171,  172,  177,  178). 
Furthermore,  there  is  also  some  evidence  suggesting  that  electrodes  showing more  early 
responses are associated with the epileptogenic cortex (seizure onset area)(254). Although 
this can just possibly correlate with adequate location of the stimulating electrodes in well‐
connected  areas,  it  can  also  be  attributed  to  increased  effective  connectivity  of  the  ictal‐
onset  zone.  The  reasons  for  this  are  unknown  but  could  be  potentially  attributed  to 





tissue(255).   Our group has demonstrated  the usefulness of  SPES  to  reproduce  responses 
with  similar  morphology  to  the  patient’s  habitual  interictal  epileptiform  discharges  after 
electrical stimulation of epileptogenic areas(93), and they not only share similar morphology 
but  also  common  cellular  mechanisms  (94,  256).  Therefore,  as  suggested  earlier,  our 
method could prove useful to model epileptiform discharges and ensuing slow waves, and 





mechanisms.  It  has  been  proposed  that  indirect  spread  to  non‐connected  areas  and 
secondary  generalization  could  be  linked  with  reduced  inhibition  over  the  large  cortical 
areas  rather  than  direct  axonal  spreading(215).  In  this  direction,  SPES  ability  to  map 













HFOs are  low amplitude highly  fast oscillations between 80 and 800 Hz(257), divided  into 
ripples band defined (between 80‐250 Hz) and the fast ripples (between 250‐500 Hz)(258). 
These phenomena have recently gained importance in the field of epilepsy as there is strong 
evidence  suggesting  their  potential  role  as  a biomarker  for  epileptogenic  tissue  in human 
micro  and  macro‐electrode  recordings(259‐262),  suggested  by  the  better  postsurgical 
results obtained after  removal of HFO‐generating  tissue(263).  SPES ability  to  induce HFOs 
has  been  demonstrated  by  other  groups(254,  264).  Interestingly,  SPES  stimulation  in  the 
seizure onset zone provokes a significant increase in HFO compared with other non‐seizure 
onset  locations.  Although  the  diagnostic  role  of  HFO  is  increasingly  being  accepted  and 
incorporated  to  the  clinical  practice,  some  studies  suggest  that  its  reliability  as  a  seizure 





Can  we  use  our  model  to  study  HFOs? We  have  already  mentioned  a  tendency  for  the 
shorter  duration  (higher  frequency)  oscillations  to  generate  closer  in  time  to  the  SPES 
stimulus.  We  can  hypothesise  that  circuits  generating  faster  oscillations  show  an  early 
activation.  Therefore,  networks  responsible  for  the  generation  of  HFOs  would  then  fire 
closer to the electrical stimulus. HFOs have been the object of study of recent works with 
SPES.  A  recent  study  employing  higher  sampling  frequency  than  ours  looked  for  the 






an  increase  in HFOs power during  the early period after stimulation but decreased power 
afterwards(264). This  is consistent with the presence of bursts of action potentials shortly 
after  SPES,  followed  by  longer  periods  of  inhibition  (94).This  is  strongly  in  line  with  the 


















‐ Electrical  stimulation  of  the  anterior  cingulate  gyrus  initiates  widespread 
synchronous activity that resembles K‐complexes.  





‐ In  the  generalised  seizures  recorded  in  our  patients,  the  thalamus  may  become 
involved  early  or  late  in  the  seizure  but,  once  it  becomes  involved,  it  leads  the 
cortex.  






‐ The  thalamus  is  capable  of  generating  focal  unilateral  epileptiform  discharges 
restricted to thalamic structures 
And the fourth paper provides the following conclusions: 









the  summated  systems  can  help  to  identify  intrinsic  properties  of  the  cortex  such  as  the 
ability  to  produce  the  explicit  or  latent  background  rhythms,  epileptiform  activity  or 











deep  areas  of  the  mesial  temporal  lobe)  at  the  scalp  level.  This  shows  that  there  is  a 
significant  amount  of  unused  information  available  on  the  scalp  EEG  arising  from  deep 
sources  (the  intracranial  signatures).  Due  to  its  low  amplitude,  this  information  is  not 
identifiable  by  human  experts’  eye  but  detectable  by  more  sophisticated  analytical 
methods.  
The role of deep mesial structures in generalised seizures has been assessed with thalamic 
centromedian  electrodes.  We  conclude  that  generalised  seizures  can  show  complex 
initiation patterns with earlier or later involvement of the thalamus. Despite the presence of 
interictal  thalamic epileptiform discharges,  there  is no consistent evidence of an exclusive 
initiation role at the thalamus, but once it becomes involved imposes a leading role over the 
cortex acting as a pacemaker for the generalised seizures.  
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