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En general, encontrar una solución analítica de una ecuación diferencial parcial
no es fácil, y más aún cuando ésta ecuación es no lineal. Debido a esto, surgieron
varios métodos numéricos para encontrar una solución aproximada a la deseada.
Los métodos numéricos más conocidos son:
• Métodos de Diferencias Finitas que tuvo su gran auge en la década de 1950.
• Métodos de Elementos Finitos que tuvo su gran auge en la década de 1960.
• Métodos Espectrales que tuvo su gran auge en la década de 1970.
Mientras que los métodos de diferencias finitas dan soluciones aproximadas
en los puntos de la malla computacional elegida, los métodos de elementos fini-
tos dan aproximaciones polinomiales continuas o continuas por partes en regio-
nes poligonales (generalmente triangulares en dos dimensiones), mientras que
los métodos espectrales brindan soluciones aproximadas en la forma de polino-
mios sobre todo su dominio.
Los métodos espectrales fueron propuestos originalmente en 1944 por Blino-
va [1], implementado por primera vez en 1954 por Silberman [52], y prácticamen-
te olvidados a mediados de los años 1960. Luego, retomadas por Orzag, Eliason,
Machenhauer y Rasmussen que desarrollaron aplicaciones especializadas en la
década de 1970, dotados de los primeros fundamentos matemáticos por el traba-
jo de Gottlieb y Orzag [20].
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El origen del término “espectral” [50], no está muy claro pero probablemente
surgió del uso de los senos y cosenos de Fourier como funciones base ([3], [20]),
especialmente por la relación con el análisis de series de tiempo [49].
El primer esquema de método espectral que se usó para la solución de ecua-
ciones diferenciales parciales fue el conocido método de Fourier, el cual consiste
en representar la solución como una expansión en serie truncada donde las in-
cógnitas son los coeficientes de expansión. Las funciones base que se utilizan pa-
ra dicho método son apropiadas para problemas periódicos; mientras que para
problemas no periódicos, los polinomios de Chebyshev o Legendre se consideran
como funciones base, pero otras funciones base (Laguerre, Hermite) se deberían
de tener en cuenta según el problema que se esté considerando.
Por mucho años antes de la aparición de las computadoras, los estudios teóri-
cos en física matemática, y especialmente en mecánica de fluidos frecuentemen-
te hacían uso de la expansión en series. Sin embargo, los métodos de expansión
en serie demostraron limitaciones debido a la dificultad en el cálculo de las su-
mas truncadas con un gran número de términos o al tratar problemas no lineales.
Estas limitaciones todavía estaban presentes en la etapa más temprana de la di-
námica de fluidos computacional cuando los métodos computacionales no eran
suficientes para un uso eficaz de expansión en serie. Esto llevó a la decadencia de
las técnicas de expansión en serie al beneficio de los métodos numéricos discre-
tos como métodos de diferencias finitas o elementos finitos. Pero, la baja preci-
sión de estos métodos de discretización fue un obstáculo para la representación
exacta de flujos como se encontró en muchos problemas de la mecánica de flui-
dos. Por lo tanto, en la década de 1970, se ha visto un resurgimiento del método
de Fourier que se aplicó a la simulación numérica directa de la turbulencia [20].
Los métodos espectrales son una clase de discretización espacial para ecua-
ciones diferenciales. Las componentes claves para su formulación son las fun-
ciones base (llamadas también funciones de aproximación o expansión) y las
funciones de prueba. Las funciones base se usan para dar una representación
aproximada de la solución. Las funciones de prueba se usan para asegurar que la
ecuación diferencial y quizás algunas condiciones de frontera se cumplan tanto
como sea posible por la serie truncada de expansión. Esto se consigue minimi-
zando, con respecto a una norma adecuada, el residuo producido por el uso de
la expansión truncada en lugar de la solución exacta. Un requerimiento equiva-
lente es que el residuo satisface una condición de ortogonalidad adecuada con
respecto a cada una de las funciones de prueba.
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La elección de las funciones base es una de las características que distingue
a los métodos espectrales de los métodos de elementos finitos y diferencias fini-
tas. Las funciones base son infinitamente diferenciable globalmente y casi orto-
gonales (es decir, la matriz que contiene los productos internos toman valores
muy pequeños, en muchos casos esta matriz es diagonal); mientras que las fun-
ciones base en el método de elementos finitos son infinitamente diferenciable
localmente y casi ortogonales y en el método de diferencia finita son polinomios
superpuestos de orden inferior.
La elección de las funciones de prueba determina los esquemas de método
espectral, es decir, los esquemas de Galerkin, Tau y de Colocación o pseudoes-
pectral. En el esquema de Galerkin, las funciones de prueba son las mismas que
las funciones base. Por tanto, estas funciones son infinitamente diferenciables y
satisfacen todas las condiciones de frontera. La ecuación diferencial se aplica al
requerir que el residuo sea cero. El método espectral de Tau es similar al método
de Galerkin en el sentido en que la ecuación diferencial se satisface. Sin embar-
go, ninguna de las funciones base necesita satisfacer las condiciones de frontera.
Por lo tanto, se utiliza un conjunto adicional de ecuaciones para hacer cumplir las
condiciones de frontera. En el esquema de Colocación, las funciones de prueba
son las funciones delta de Dirac centradas en los llamados puntos de colocación.
Este enfoque requiere que la ecuación diferencial se cumpla exactamente en los
puntos de colocación.
Una característica del esquema de Galerkin es que las funciones base y las
funciones de prueba son iguales. La primera aplicación de los métodos espectra-
les para PDEs, fue hecha por Silberman [52], para el modelo meteorológico, quien
usó el método de Galerkin. Sin embargo, los métodos espectrales de Galerkin se
convirtieron en algo práctico para los cálculos de alta resolución tales como los
problemas no lineales después de Orszag ([37], [38]) y Eliasen, Machenhauer y
Rasmussen [12] que desarrollaron métodos para evaluar las sumas de convolu-
ción. Para los problemas que contienen términos no lineales más complicadas,
los métodos de Galerkin espectrales siguen siendo poco práctico.
El método de Tau es una modificación del método de Galerkin que se pue-
de aplicar a problemas con condiciones de frontera no periódicas. Lanczos [29],
desarrolló el método espectral de Tau, y Orszag [39], desarrolló la aplicación del
método de Chebyshev Tau para obtener soluciones de gran exactitud a proble-
mas de dinámica de fluidos.
El esquema de colocación parece haber sido utilizado por primera vez por
Kantorovic [23] y por Slater [53] en aplicaciones específicas. Frazer, Jones y Skan
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[17], desarrollaron un método general para resolver ecuaciones diferenciales or-
dinarias. Se utilizaron una variedad de funciones base y una distribución arbitra-
ria de puntos de colocación. El trabajo de Lanczos [29], estableció por primera vez
que una elección adecuada de las funciones base y distribución de los puntos de
colocación es crucial para la exactitud de la solución. Este método fue retomado
por Clenshaw [7], Clenshaw y Norton [8] y Wright [58]. Estos estudios incluyeron
la aplicación de expansiones polinomiales de Chebyshev a los problemas de va-
lor inicial. Villadsen y Stewart [56], desarrollaron este método para los problemas
de valor de frontera.
Los métodos espectrales tienen un amplio uso en diferentes áreas como: teo-
ría cuántica ([31], [36]) basado en la ecuación Schrödinger que proporciona la
descripción teórica de numerosos sistemas en química y física; teoría cinética ba-
sada en la ecuación de Boltzmann ([27], [32]) o en la ecuación de Fokker-Planck
([5], [45]); problemas en mecánica de fluidos ([4], [20], [42]). También hay impor-
tantes aplicaciones en el escape átomos de la atmósfera del planeta ([14], [51])
como la pérdida de carga de partículas de la tierra ([33], [43]) y del sol [11].
El presente trabajo pretende contribuir en sentar los fundamentos sobre mé-
todos espectrales, para que sean aplicados en futuras investigaciones más elabo-
radas, así como brindar los códigos de implementación (en Matlab), los cuales
raramente se encuentran en forma explícita en la literatura.
Este trabajo está organizado de la siguiente manera: el Capítulo 1 abarca las
propiedades más importantes de los polinomios ortogonales; en particular, los
polinomios de Chebyshev, los cuales son adecuados para representar funciones
de dominio finito y sus relaciones de recurrencia asociadas. Además, se presenta
un breve repaso de las fórmulas de cuadratura gaussiana. En el Capítulo 2, se pre-
senta en forma detallada los métodos espectrales polinomiales, útiles para pro-
blemas con condiciones de frontera no periódicas. Presentamos los métodos de
Galerkin, Tau y de Colocación. En el Capítulo 3 se da ejemplos de la implementa-
ción numérica de la ecuación del calor usando los métodos de diferencias finitas
y los métodos espectrales, usando los polinomios de Chebyshev. Además, se brin-




Los métodos espectrales se pueden utilizarse para resolver numéricamente ecua-
ciones diferenciales de la forma:
∂u
∂ t
(x , t ) =L(x , t )u (x , t ), x ∈D , t ≥ 0,
B u (x , t ) = 0, x ∈ ∂D , t > 0,
u (x , 0) = g (x ), x ∈D ,
donde D es el dominio espacial con frontera ∂D , L(x , t ) es un operador diferen-
cial (no necesariamente lineal), B es el operador de frontera y g (x ) es la condición
inicial.
Los métodos espectrales son una clase de discretización espacial para ecua-
ciones diferenciales. Las componentes claves para su formulación son las fun-
ciones base (llamadas también funciones de aproximación o expansión) y las
funciones de prueba. Las funciones base se usan para dar una representación
aproximada de la solución. Las funciones de prueba se usan para asegurar que la
ecuación diferencial y quizás algunas condiciones de frontera se cumplan tanto
como sea posible por la serie truncada de expansión.
Para encontrar una solución aproximada con métodos espectrales, se utiliza
una serie truncada de funciones ortogonales suaves (funciones base) Φn (x ), y se
x
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aproxima la solución con la expresión
uN (x , t ) =
N∑
n=0
bun (t )Φn (x ).
Deben encontrarse entonces los coeficientes bun . Existen diversas formas de ob-
tener estos coeficientes, y cada manera de encontrarlos define diferentes esque-
mas de métodos espectrales. Los más conocidos son: el método de Galerkin, el
método de Tau y el de Colocación.
El método de Galerkin es un método donde las funciones base se eligen de
forma tal que la solución propuesta satisfaga las condiciones de frontera. Luego
se busca una solución uN (x , t ) en forma de serie truncada escrita como combina-
ción lineal de las funciones base, y como ella es una aproximación de la solución
de la ecuación diferencial a resolver, al sustituirla en la ecuación, no obtendremos
igualdad. A la ecuación diferencial con uN (x , t ) reemplazada la llamaremos resi-
duo y la representaremos con R (x , t ). La exactitud de la aproximación dependerá
de cuan pequeño, en norma, sea el valor del residuo R (x , t ). El método de Tau es
una versión modificada del método de Galerkin. La diferencia radica en la forma
de manejar las condiciones de frontera, lo cual se ilustrará en este trabajo. El mé-
todo de colocación parte de la serie truncada propuesta uN (x , t ) y se la evalúa
en una partición no uniforme del dominio (llamada puntos de colocación) cuya
elección se basa en el método de cuadratura gaussiana, utilizada comúnmente
en integración numérica.
Adicionalmente, hacemos una comparación del método de Diferencias Fini-
tas versus el método espectral, llevado a cabo solo para la ecuación del calor. Los
principios básicos del método espectral se ilustran con ecuaciones conocidas co-




C — Conjunto de números complejos
R — Conjunto de números reales
Z — Conjunto de números enteros
N — Conjunto de números enteros no negativos
C (Λ) — espacio de funciones continuas en Λ donde Λ=]a , b [, ]a , b ], [a , b [, [a , b ]
PN — Conjunto de polinomios de grado ≤N
δm n — delta de Kronecker
Lk — polinomio de Legendre de grado k
Tk — polinomio de Chebyshev de grado k
Lk — polinomio de Laguerre de grado k
Hk — polinomio de Hermite de grado k
ω — función peso no negativa genérica
Lp (Ω) — espacio Lp en Ω con 1≤ p ≤∞
L
p
ω(Ω) — espacio Lp en Ω con 1≤ p ≤∞ con pesoω
〈·, ·〉 — producto interno de L2(Ω)
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〈·, ·〉ω — producto interno de L2ω(Ω)
‖ · ‖ — norma de L2(Ω)
‖ · ‖ω — norma de L2ω(Ω)
〈·, ·〉N ,ω — producto interno discreto asociado a una cuadratura tipo Gauss
〈·, ·〉N — 〈·, ·〉N = 〈·, ·〉N ,ω conω= 1












Pero una serie, al considerarse como “suma infinita”, no es factible de ser mani-






para N grande. Obviamente, se ha cometido un error de aproximación, pero por
razones de convergencia éste debe disminuir a medida que N se torne más gran-
de.
Sea C [a , b ] el espacio vectorial de funciones reales continuas definidas en
[a , b ]. El teorema de aproximación de Weierstrass nos dice que todo elemento
de este espacio se puede aproximar uniformemente por una función polinomial.
Ésta a su vez puede escribirse como una combinación lineal de funciones poli-
nomiales ortogonales base {φk (x )}. Así, si formamos la función
uN (x , t ) =
N∑
k=0
buk (t )φk (x ),
1
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para t fijo, es fácil hallar los coeficientes buk (t ) realizando un producto interno
conveniente, esto es
buk (t ) =
∫ b
a













d x 6= 0.
Utilizaremos como funciones base los polinomios ortogonales de Chebyshev.
Así, para resolver una ecuación diferencial se reemplaza la aproximación uN (x , t )
en la ecuación, la cual conlleva a un error, y para minimizar este error, asumimos
que es escrito como combinación lineal de funciones polinomiales cuyos coefi-
cientes deberán satisfacer una ecuación diferencial ordinaria, la cual es resuelta
con métodos numéricos como Runge-Kutta. Este método de hallar la solución
aproximada para t fijo, usando funciones base polinomiales e ir marchando ha-
cia adelante en el tiempo es llamado método espectral.
1.1 Polinomios Ortogonales
Mencionaremos las propiedades y definiciones más importantes de polinomios
ortogonales en general. Nuestro punto de partida es la generación de los polino-
mios ortogonales por una relación de recurrencia de tres términos, lo que lleva a
algunas fórmulas muy útiles.
1.1.1 Existencia y Unicidad
Dado un intervalo abierto I :=]a , b [ (−∞≤ a < b ≤ +∞) y una función pesoω
se cumple que
ω(x )> 0, para todo x ∈ I yω ∈ L1(I ) (1.1)
Dos funciones f y g son ortogonales con pesoω ∈ L2ω(a , b ) si
〈 f , g 〉ω :=
∫ b
a
f (x )g (x )ω(x ) dx = 0.
Un polinomio de grado n lo denotaremos por
pn (x ) = an x
n +an−1x
n−1+ · · ·+a1x +a0, an 6= 0, (1.2)
donde ai son constantes reales, y an es el coeficiente principal.
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Una sucesión de polinomios {pn}n≥0 con grad(pn ) = n es ortogonal en L2ω(]a , b [)
si
〈pn , pm 〉ω :=
∫ b
a





p 2n (x )ω(x ) dx 6= 0
en el caso m = n , y δm n es la delta de Kronecker.
A lo largo de este trabajo, {pn} denotará a una sucesión de polinomios orto-
gonales con respecto a la función peso ω, y pn es de grado n . Denotaremos por
Pn al conjunto generado por todas las combinaciones lineales de polinomios de
grado ≤ n , es decir,
Pn :=Gen{1, x , x 2, · · · , x n}. (1.4)
Por un simple argumento de dimensión tenemos que
Pn :=Gen{p0, p1, p2, · · · , pn}. (1.5)
Lema 1. pn+m , m ≥ 1 es ortogonal a cualquier polinomio q ∈ Pn .
Demostración. Usando (1.5), cualquier q ∈Pn se puede escribir como
q =αn pn +αn−1pn−1+ · · ·+α0p0.
Luego, usando (1.3) tenemos que
〈pn+m , q 〉ω = 0.
De aquí en adelante se denotará al polinomio mónico correspondiente a pn
por
p n (x ) :=
pn (x )
an
= x n + b
(n )
n−1x
n−1+ · · ·+ b (n )0 , (1.6)
donde b (n )i =
ai
an
, i = 0, 1, · · · , n −1.
Se demuestra a continuación que para cualquier función pesoω(x ) definida
en ]a , b [, existe una única familia de polinomios ortogonales mónicos generadas
por una fórmula de recurrencia de tres términos.
3
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Teorema 1. Para cualquier función peso positivaω ∈ L1(I ), existe una única suce-
sión de polinomios ortogonales mónicos {p n} con grad(p n ) = n , construida como
sigue
p 0 = 1, p 1 = x −α0,




〈x p n , p n 〉ω
‖p n‖2ω




, n ≥ 1. (1.8b)
Demostración. Se verifica fácilmente que los dos primeros polinomios son
p 0 ≡ 1, p 1 = x −α0.









〈x p 0, p 0〉ω
‖p 0‖2ω
,
donde el denominador es positivo porqueω(x )> 0.
Procedemos por inducción. Asumiendo que se ha obtenido una sucesión de
polinomios mónicos ortogonales {p k }nk=0 buscamos p n+1 de la forma






p k , (1.9)
donde αn y βn deben estar dados por las fórmulas (1.8) y los γk están por deter-
minar, es más, probaremos que los γk son cero. Se requiere que
〈p n+1, p k 〉ω = 0, 0≤ k ≤ n . (1.10)
4
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Tomando entonces el producto interno con p k en ambos lados de (1.9), y usando
la ortogonalidad de {p k }nk=0, encontramos que (1.10) se cumple sí y sólo sí
〈p n+1, p n 〉ω = 〈x p n , p n 〉ω−αn 〈p n , p n 〉ω = 0,
〈p n+1, p n−1〉ω = 〈x p n , p n−1〉ω−βn 〈p n−1, p n−1〉ω = 0,






〈p k , p j 〉ω
(1.3)
= 〈x p n , p j 〉ω−γ
(n )
j ‖p j ‖
2
ω = 0, 0≤ j ≤ n −2.
(1.11)
Por lo tanto, la primera igualdad implica (1.8a), y por la segunda,
βn =
〈x p n , p n−1〉ω
‖p n−1‖2ω
=





donde se ha usado el hecho que







y la ortogonalidad de {p k }nk=0 implica la última igualdad en la fórmula para βn .
Resta por demostrar que los coeficientes {γ(n )
k
}n−2
k=0 en (1.9) son todos ceros. En
efecto, obtenemos del Lema 1 que
〈x p n , p j 〉ω = 〈p n , x p j 〉ω = 0, j = 0, 1, · · · , n −2,
el cual, junto con la última ecuación de (1.11), implicaγ(n )j ≡ 0 para k = 0, 1, · · · , n−
2, en (1.9). Esto completa la inducción.
A continuación probaremos que la sucesión de polinomios generada por (1.7)-
(1.8) es única. Para esto, asumamos que {q n}nn=0 es otra sucesión de polinomios
mónicos ortogonales. Como p n , dado por (1.7), también es mónico, tenemos
grad(p n+1−q n+1)≤ n . Por el Lema 1,
〈p n+1, p n+1−q n+1〉ω = 0, 〈q n+1, p n+1−q n+1〉ω = 0,
lo cual implica
〈p n+1−q n+1, p n+1−q n+1〉ω = 0.
Así, p n+1(x )−q n+1(x )≡ 0. Esto prueba la unicidad.
5
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El teorema anterior nos da una relación de recurrencia de tres términos para
la construcción de polinomios ortogonales donde las constantes αn y βn pue-
den ser evaluadas de forma explícita. La relación de recurrencia de tres términos
(1.7) es esencial para obtener otras propiedades de los polinomios ortogonales.
Por conveniencia, primero la extendemos a polinomios ortogonales no necesa-
riamente mónicos.
Corolario 1. Sea {pn}una sucesión de polinomios ortogonales con coeficiente prin-
cipal kn 6= 0. Entonces se tiene
pn+1 = (an x − bn )pn − cn pn−1, n ≥ 0, (1.12)





















con l = n −1, n , n +1 en (1.7) y (1.8).
Los polinomios ortogonales {pn} con coeficientes principales {kn} son úni-
camente determinados por (1.12)-(1.13). Una consecuencia importante de la fór-
mula de recurrencia de tres términos (1.12)-(1.13) es la conocida fórmula de Chris-
toffel - Darboux.
Corolario 2. Sea {pn} una sucesión de polinomios ortogonales con grad(pn ) = n .
Entonces
pn+1(x )pn (y )−pn (x )pn+1(y )










p ′n+1(x )pn (x )−p
′











Demostración. Probaremos (1.14) usando el Corolario 1.
pj+1(x )pj (y )−pj (x )pj+1(y ) = [(a j x − b j )pj (y )− c j pj−1(x )]pj (y )
−pj (x )[(a j y − b j )pj (y )− c j pj−1(y )]
= a j (x − y )pj (x )pj (y ) + c j [pj (x )pj−1(y )−pj−1(x )pj (y )].
Por tanto, usando (1.13) se tiene
k j
k j+1‖pj ‖2ω
pj+1(x )pj (y )−pj (x )pj+1(y )
x − y −
k j−1
k j ‖pj−1‖2ω





pj (x )pj (y ).
Definiendo p−1 := 0, la relación también se cumple para j = 0. Luego, sumando
término a término para 0≤ j ≤ n se obtiene (1.14).
Ahora probaremos (1.15). Se observa que
pn+1(x )pn (y )−pn (x )pn+1(y )
x − y =
pn+1(x )−pn+1(y )
x − y pn (y )−
pn (x )−pn (y )
x − y pn+1(y ).
En consecuencia, tomando límite cuando y → x a (1.14), se obtiene (1.15) usan-
do la definición de derivada.
Los ceros de los polinomios ortogonales desempeñan un papel fundamental
en la implementación de los métodos espectrales. Por ejemplo, ellos eligen como
son los nodos de la cuadratura gaussiana, y como usarlos para generar mallas
computacionales para los métodos espectrales. Por lo que es útil para obtener
sus propiedades esenciales.
Sea una sucesión de polinomios ortogonales {pn} (con grad(pn ) = n) con res-
pecto a la función pesoω(x ) en (a , b ). El principal resultado acerca de los ceros
de los polinomios ortogonales es el siguiente:
Teorema 2. Los ceros de pn+1 son todos reales, simples, y están en el intervalo ]a ; b [.
Demostración. Probaremos que los ceros son reales. En efecto, sean α± ıβ dos
raíces complejas de pn+1, entonces
pn+1
(x −α)2+β 2 ∈Pn−1,
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ω dx = 0,
lo que implica que β = 0. Por tanto, todos los ceros de pn+1 son reales.
Probaremos que los n + 1 ceros de pn+1 son simples y que pertenecen al in-
tervalo ]a , b [. En efecto, por la ortogonalidad se tiene que
∫ b
a
pn+1(x )ω(x ) dx = 0, ∀n ≥ 0,
entonces existe al menos un cero de pn+1 en ]a , b [. Es decir, pn+1 puede cambiar
de signo en ]a , b [. Sean x0, x1, · · · , xk ∈]a , b [dichos puntos en el cual pn+1 cambia
de signo.
• Si k = n se cumple ya que x0, x1, · · · , xn son los n +1 ceros reales simple de
pn+1.
• Si k < n , consideremos el polinomio
q (x ) = (x − x0)(x − x1) · · · (x − xk ).
Como Grad(q ) = k +1< n +1, por ortogonalidad se obtiene que
〈pn+1, q 〉ω = 0.
Además, pn+1(x )q (x ) no cambia de signo en el intervalo ]a , b [, como cada
cambio de signo en pn+1 se cancela por un cambio de signo en q (x ) se sigue
que
〈pn+1, q 〉ω 6= 0,
lo cual nos lleva a una contradicción.
1.1.2 Sistemas de Polinomios Ortogonales
Consideraremos aquí desde un punto de vista general, el problema de la expan-
sión de una función en términos de una sucesión de polinomios ortogonales. Re-
cordemos que PN es el espacio de todos los polinomios de grado ≤ N . Supon-
gamos que {pn } es un sistema o sucesión de polinomios (con grad(pn ) = n) que
8
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son ortogonales dos a dos en el intervalo ]−1, 1[ con respecto a una función peso
positivaω : ∫ 1
−1
pk (x )pm (x )ω(x ) d x = 0 si m 6= k . (1.16)
Un resultado fundamental que usaremos es el teorema de aproximación de Weiers-
trass que establece que cualquier función continua en un intervalo finito se pue-
de aproximar mediante un polinomio.
Teorema 3 (Teorema de Aproximación de Weierstrass (1885)). Sea f ∈ C ([a , b ]).
Entonces existe una sucesión de polinomios pn (x ) tal que
ĺım
n→∞
pn (x ) = f (x )
uniformemente en [a , b ].
Ver [30] para una demostración.
Este clásico teorema implica que la sucesión {pn}n=0,1,··· forma una base en el




|v (x )|2ω(x )dx
1/2
<∞.
Esta norma proviene del producto interno
〈u , v 〉ω =
∫ 1
−1
u (x )v (x )ω(x ) dx
1/2
.
Cuando ω ≡ 1 (peso de Legendre), a menudo usamos la notación más simple
L2(−1, 1) en lugar de L2ω(−1, 1). La serie formal de una función u ∈ L2ω(−1, 1) en
términos de la sucesión {pn } es










u (x )pn (x )ω(x ) dx .
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La ecuación anterior representa la transformada polinomial de u . Para un ente-






Ahora analizaremos la relación que existe entre los polinomios ortogonales y las
fórmulas de integración gaussiana. La idea principal detrás de la cuadratura gaus-
siana es elegir adecuadamente los nodos de interpolación en el intervalo [a , b ]
que maximice el grado de exactitud de la regla de cuadratura. A la familia de cua-
draturas numéricas pertenecen las integrales
∫ b
a
f (x )ω(x ) dx que se calculan
por medio de la suma
∫ b
a
f (x )ω(x ) dx =
N∑
j=0
f (x j )ω j + EN [ f ], (1.17)
donde {x j ,ω j }Nj=0 son los nodos (ceros de pN +1) y pesos de cuadratura, y EN [ f ] es
el error de cuadratura. Si EN [ f ]≡ 0, decimos que la fórmula de cuadratura (1.17)
es exacta para f .
Ahora necesitamos conocer los pesos de cuadratura. Supongamos que los no-
dos {x j }Nj=0 son distintos. Si f (x ) ∈C N+1[a , b ], se tiene (ver [10])








(x − xi ) dx , (1.18)
donde ξ(x ) ∈ [a , b ]. La base polinomial de Lagrange con {x j }Nj=0 está dada por





x j − xi
, 0≤ j ≤N , (1.19)





h j (x )ω(x ) dx , 0≤ j ≤N . (1.20)
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Se dice que la regla de cuadratura mostrada en (1.17)-(1.20) tiene un grado de
exactitud m , si cumple
EN [p ] = 0, ∀p ∈ Pm pero existe q ∈ Pm+1 tal que EN [q ] 6= 0. (1.21)
En general, para N + 1 nodos distintos {x j }Nj=0 ⊆]a , b [, el grado de exactitud de
(1.17)-(1.20) está entre N y 2N + 1. Además, si los nodos {xk }Nk=0 se eligen como
ceros del polinomio ortogonal pN+1 con respectoω, esta regla disfruta del máxi-
mo grado de exactitud 2N +1.
Teorema 4. La aproximación (1.17) es exacta si f es un polinomio de grado ≤
2N +1.
Demostración. Supongamos que f es un polinomio de grado≤ 2N +1. Entonces
f = pN+1q+r donde q y r son polinomios de grado≤N . Como pN+1 es ortogonal
para todo los polinomios de grado ≤N ,
∫ b
a
f (x )ω(x ) dx =
∫ b
a
pN+1(x )q (x )ω(x ) dx+
∫ b
a
r (x )ω(x ) dx =
∫ b
a
r (x )ω(x ) dx .
Además, r (x ) =
N∑
j=0
r (x j )h j (x ) y f (x j ) = pN+1(x j )q (x j ) + r (x j ) = r (x j ) y así
∫ b
a
r (x )ω(x ) dx =
N∑
j=0
f (x j )
∫ b
a
h j (x )ω(x ) dx =
N∑
j=0
ω j f (x j ).
Dicha regla se conoce como la cuadratura de Gauss.
Teorema 5 (Cuadratura de Gauss). Sea {x j }Nj=0 el conjunto de ceros del polinomio
ortogonal pN+1. Entonces existe un único conjunto de pesos de cuadratura {ω j }Nj=0
definido por (1.20) tal que
∫ b
a
p (x )ω(x ) dx =
N∑
j=0
p (x j )ω j , ∀p ∈P2N+1, (1.22)





pN (x j )p
′
N+1(x j )
, 0≤ j ≤N , (1.23)
donde k j es el coeficiente principal del polinomio pj .
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Demostración. Sea {h j : 0 ≤ j ≤ N } la base polinomial de Lagrange definida en
(1.19). Se sabe que
p (x ) =
N∑
j=0




p (x )ω(x ) dx =
N∑
j=0
p (x j )
∫ b
a





p (x j )ω j , (1.24)
lo que implica que (1.22) es exacta para cualquier p ∈ PN , es decir, el grado de
precisión de esta regla no es menor a N .
Ahora para cualquier p ∈ P2N+1 se puede escribir como p = r pN+1+ s donde
r, s ∈ PN ; pero como pN+1(x j ) = 0, se tiene p (x j ) = s (x j ) para 0 ≤ j ≤ N . Por el
Lema 1, se sabe que pN+1 es ortogonal a r ∈PN entonces
∫ b
a
p (x )ω(x ) dx =
∫ b
a













p (x j )ω j , ∀p ∈ P2N+1, (1.25)
con lo cual se ha probado (1.22).





h 2j (x )ω(x ) dx =
N∑
k=0
h 2j (xk )ωk =ω j , 0≤ j ≤N .
Falta probar (1.23). Como pN+1(x j ) = 0, tomamos y = x j y n = N en la fórmula
de Christoff-Darboux (1.14) se obtiene
pN (x j )
pN+1(x )








pi (x j )pi (x ).
12
Teoría Espectral
Multiplicando porω(x ) e integrando sobre ]a , b [y usando la ortogonalidad 〈pi , 1〉=
0, para i ≥ 1 se tiene




x − x j










Además, la base polinomial de Lagrange se puede expresar h j (x ) en (1.19) se pue-
de expresar como
h j (x ) =
pN+1(x )
p ′N+1(x j )(x − x j )
. (1.27)
Reemplazando en el lado izquierdo de (1.26) se obtiene




x − x j





h j (x )ω(x ) dx
kN+1
kN
‖pN ‖2ω = pN (x j )p
′
N+1(x j )ω j
con lo cual se ha probado (1.23).
El anterior teorema es fundamental ya que muestra que los nodos óptimos
de la fórmula de cuadratura de Gauss son precisamente los ceros del polinomio
ortogonal para el mismo intervalo y función peso. La cuadratura de Gauss es óp-
tima debido a que se ajusta a todos los polinomios hasta de grado 2N +1 exacta-
mente, y es imposible encontrar cualquier conjunto de {x j ,ω j }Nj=0 tal que (1.22)
se cumpla para todo p ∈ P2N+2.
A continuación, consideraremos las cuadraturas de Gauss-Radau o de Gauss-
Lobatto que incluyen uno o ambos extremos como un nodo.
Comenzamos con la cuadratura de Gauss-Radau. Suponiendo que nos gusta-
ría incluir el extremo izquierdo x = a en la cuadratura, definimos
qN (x ) =
pN+1(x ) +αN pN (x )




Es obvio que qN ∈ PN y para cualquier rN−1 ∈ PN−1, obtenemos del Lema 1 que
∫ b
a
qN (x )rN−1(x )ω(x )(x −a ) dx =
∫ b
a
(pN+1(x ) +αN pN (x ))rN−1(x )ω(x ) dx = 0.
(1.29)
Por lo tanto, {qN : N ≥ 0} define una sucesión de polinomios ortogonales con




Teorema 6 (Cuadratura de Gauss-Radau). Sea x0 = a y {x j }Nj=1 los ceros de qN de-
finidos en (1.28). Entonces existe un único conjunto de pesos de cuadratura {ω j}Nj=0,
definidos por (1.20), tal que
∫ b
a
p (x )ω(x ) dx =
N∑
j=0
p (x j )ω j , ∀p ∈ P2N . (1.30)















N (x j )
, 1≤ j ≤N . (1.31b)
Demostración. Sea {h j : 0 ≤ j ≤ N } la base polinomial de Lagrange definida en
(1.19). Se sabe que
p (x ) =
N∑
j=0




p (x )ω(x ) dx =
N∑
j=0
p (x j )
∫ b
a





p (x j )ω j , (1.32)
lo que implica que (1.30) es exacta para cualquier p ∈ PN , es decir, el grado de
precisión de esta regla no es menor a N .
Para cualquier p ∈ P2N , se puede expresar como
p = (x −a )r qN + s , r ∈ PN−1, s ∈ PN .
Como (x −a )qN (x )

x=x j




p (x )ω(x ) dx =
∫ b
a








s (x j )ω j =
N∑
j=0
p (x j )ω j , ∀p ∈ P2N .
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Probaremos queω j > 0 para 0≤ j ≤N . Tomando p (x ) = h 2k (x ) ∈ P2N en la igual-




h 2k (x )ω(x ) dx =
N∑
j=0
h 2k (x j )ω j =ωk , 0≤ k ≤N .
Además, la base polinomial de Lagrange se puede expresar h j (x ) en (1.19) se pue-
de expresar como
h j (x ) =
(x −a )qN (x )
((x −a )qN (x ))′

x=x j
(x − x j )
=
(x −a )qN (x )
(qN (x j ) + (x −a )q ′N (x j ))(x − x j )
, 0≤ j ≤N .




h j (x )ω(x ) dx =
1




q ′N (x j )(x − x j )
eω(x ) dx .
Como {qn} son ortogonales con respecto a eω por lo que la parte integral resulta
ser los pesos de la cuadratura de Gauss asociado con N nodos que son los ceros
de qn (x ). Así (1.31b) se obtiene de (1.23).
Observación 1. Del mismo modo, una segunda cuadratura de Gauss-Radau se
puede construir si queremos incluir el extremo derecho x = b en lugar del extre-
mo izquierdo x = a .
Pasamos ahora a la cuadratura de Gauss-Lobatto, cuyos nodos incluyen los
dos extremos x = a , b . En este caso, elegimos αN y βN tal que
pN+1(x ) +αN pN (x ) +βN pN−1(x ) = 0 para x = a , b . (1.33)
y sea
zN−1(x ) =
pN+1(x ) +αN pN (x ) +βN pN−1(x )
(x −a )(b − x ) . (1.34)
Es obvio que zN−1 ∈PN−1 y para cualquier rN−2 ∈ PN−2, se obtiene del Lema 1 que
∫ b
a
zN−1rN−2(x −a )(b − x )ω dx =
∫ b
a




Por lo tanto, {zN−1 : N ≥ 1} define una sucesión de polinomios ortogonales con
respecto a la función peso Òω(x ) := (x − a )(b − x )ω, y el coeficiente principal de
zN−1 es −kN+1.
Teorema 7 (Cuadratura de Gauss-Lobatto). Sea x0 = a , xN = b y {x j }N−1j=1 los
ceros de zN−1 definidos en (1.33)-(1.34). Entonces existe un único conjunto de pesos
de cuadratura {ω j }Nj=0, definidos por (1.20), tal que
∫ b
a
p (x )ω(x ) dx =
N∑
j=0
p (x j )ω j , ∀p ∈P2N−1, (1.36)
donde los pesos de cuadratura se expresan como
ω0 =
1
(b −a )zN−1(a )
∫ b
a
(b − x )zN−1(x )ω(x ) dx , (1.37a)
ω j =
1







, 1≤ j ≤N −1, (1.37b)
ωN =
1
(b −a )zN−1(b )
∫ b
a
(x −a )zN−1(x )ω(x ) dx . (1.37c)
Además, se tieneω j > 0 para 1≤ j ≤N −1.
Demostración. Sea {h j }Nj=0 la base polinomial de Lagrange definido en (1.19). Se
sabe que
p (x ) =
N∑
j=0




p (x )ω(x ) dx =
N∑
j=0
p (x j )
∫ b
a





p (x j )ω j
el cual implica que (1.36) es exacta para cualquier p ∈ PN . Esto implica que el
grado de precisión de esta regla no es menor o igual a N .
Luego, para cualquier p ∈P2N−1, se puede escribir
p = (x −a )(b − x )r zN−1+ s , r ∈ PN−2, s ∈ PN .
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Como (x −a )(b − x )zN −1(x )

x=x j
= 0 se tiene p (x j ) = s (x j ) para 0≤ j ≤N . Por lo
tanto, se deduce de (1.35) que
∫ b
a
p (x )ω(x ) dx =
∫ b
a












p (x j )ω j , ∀p ∈ P2N−1.
Falta justificar queω j > 0 para 1 ≤ j ≤ N − 1. Como los {zN−1} son ortogonales
con respecto a la función peso Òω, y zN−1(x j ) = 0 para 1≤ j ≤N −1, se obtiene de










z 2j (x j )> 0, 1≤ j ≤N −1.
Usando esto en (1.37b) se llega aω j > 0 para 1≤ j ≤N −1.
Las fórmulas de cuadratura gaussiana proporcionan potentes herramientas
para la evaluación de las integrales y productos internos en un método espec-
tral. También juegan un papel importante en la diferenciación espectral, lo cual
mostraremos más adelante.
1.1.4 Interpolación y Transformadas Discretas
Sea {x j ,ω j }Nj=0 un conjunto de nodos y pesos de cuadratura de Gauss, Gauss-
Radau o Gauss-Lobatto. Se define el correspondiente producto interno y norma
como
〈u , v 〉N ,ω :=
N∑
j=0
u (x j )v (x j )ω j , ‖u‖N ,ω :=
Æ
〈u , u〉N ,ω. (1.38)
Observe que 〈·, ·〉N ,ω es una aproximación del producto interno continuo (·, ·)ω, y
la exactitud de las fórmulas de cuadratura tipo Gauss implican
〈u , v 〉N ,ω := 〈u , v 〉ω, ∀u , v ∈P2N+δ, (1.39)
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donde δ = 1, 0 y −1 para la cuadratura de Gauss, Gauss-Radau y Gauss-Lobato,
respectivamente.
Los nodos de las fórmulas tipo Gauss juegan un papel importante en las apro-
ximaciones de colocación, estos son los puntos de colocación en el cual la ecua-
ción diferencial se satisfaga. Asumiremos que la función pesoω está dada junto
con la sucesión de polinomios ortogonales correspondiente {pk }, k = 0, 1, 2, · · · .
En un método de colocación, la representación fundamental de una función
suave u en ]− 1; 1[ está en términos de sus valores en los puntos discretos tipo
Gauss. Las derivadas de la función se aproximan a través de derivadas analíticas
del operador de interpolación.
Definición. Para cualquier u ∈ C (Λ), se define el operador de interpolación In :
C (Λ)→ PN tal que
(In u )(x j ) = u (x j ), 0≤ j ≤N , (1.40)
donde Λ=]a , b [, [a , b [, [a , b ] para la cuadratura de Gauss, Gauss-Radau y Gauss-
Lobato, respectivamente.
In está bien definido debido a que los x j son distintos. Además, la condición
de interpolación (1.40) implica queIn p = p para todo p ∈ Pn . Por otro lado, como
In u ∈ Pn , se puede escribir
(In u )(x ) =
N∑
n=0
eun pn (x ), (1.41)
lo que implica que u (x j ) =
N∑
n=0
eun pn (x j ). Los eun se conocen como los coeficientes
polinomiales discretos de u .
Teorema 8. Usando el producto interno discreto de (1.41) con {pk }Nk=0, se pueden






u (x j )pn (x j )ω j , 0≤ n ≤N , (1.42)
donde γn = ‖pn‖2ω para 0≤ n ≤N −1, y
γN =

‖pN ‖2ω, para Gauss y Gauss-Radau,

















0 p0(x1)ω1 · · · γ−10 p0(xN )ωN
γ−11 p1(x0)ω0 γ
−1





γ−1N pN (x0)ω0 γ
−1











denotando por eu = (eun )0≤n≤N , p = (γ−1n pn (x j )ω j )0≤n , j≤N y u = (u (xn ))0≤n≤N , la
forma matricial queda definida como
eu= pu
Las fórmulas (1.42)-(1.43) definen la transformada polinomial discreta di-
recta, la cual transforma los valores físicos {u (x j )}Nj=0 a los coeficientes de expan-
sión {eun}Nn=0. Recíprocamente, la transformada polinomial discreta inversa se
formula por
u (x j ) = (In u )(x j ) =
N∑
n=0
eun pn (x j ), 0≤ j ≤N , (1.44)













0 p0(x1)ω1 · · · γ−10 p0(xN )ωN
γ−11 p1(x0)ω0 γ
−1





γ−1N pN (x0)ω0 γ
−1











la cual queda definida u = peu, esto significa que lleva los coeficientes de expan-
sión {eun}Nn=0 a los valores físicos {u (x j )}Nj=0.
Vemos que si las matrices (pn (x j ))0≤n , j≤N o (γ
−1
n pn (x j )ω j )0≤n , j≤N son precal-
culadas, entonces las transformadas discretas (1.42) y (1.44) se pueden manipu-
lar directamente por una multiplicación matriz-vector usual de orden O (N 2). Co-
mo las transformadas discretas se usan con frecuencia en los códigos espectra-
les, es deseable reducir la complejidad computacional, especialmente para casos
multidimensionales. En particular, la transformada rápida de Fourier (FFT) (Co-
oley y Tukey (1965)) y la transformada discreta de Chebyshev (tratada como una
transformada de cosenos de Fourier) se puede lograr por O (N log2 N ) operacio-
nes. Sin embargo, con la ventaja de computadoras más potentes, este aspecto no
debe ser una gran preocupación para problemas de escala moderada.
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1.1.5 Diferenciación en el Espacio Físico
Ahora estamos listos para hacer frente a un problema importante, las técnicas de
diferenciación espectral basada en polinomios. Comencemos con la implemen-
tación en el espacio físico.
Supongamos que u ∈ PN es una aproximación de la solución desconocida U .
Sea {h j }Nj=0 la base polinomial de Lagrange asociada con un conjunto de puntos
tipo Gauss {x j }Nj=0. Es claro que,
u (x ) =
N∑
j=0
u (x j )h j (x ). (1.45)
Luego, derivando m veces se tiene





j (xk )u (x j ), 0≤ k ≤N . (1.46)
Denotemos
u(m ) := (u (m )(x0), u
(m )(x1), · · · , u (m )(xN ))T , u := u(0);
D (m ) := (d (m )
k j
)0≤k , j≤N , D :=D
(1).
(1.47)
Teorema 9. La matriz de diferenciación de orden superior se puede calcular me-
diante el producto de primer orden como sigue
D (m ) =D ·D · · ·D =D m , m ≥ 1, (1.48)
y
u(m ) =D m u, m ≥ 1. (1.49)
Ver [49] para una demostración.
Gracias al teorema 9, basta calcular la matriz de diferenciación de primer or-
den D . Presentamos las fórmulas explícitas para las entradas de D .
Teorema 10. Las entradas de D se determinan por
dk j = h
′





Q ′(x j )
1
xk − x j
, si k 6= j
Q ′′(xk )
2Q ′(xk )





Q (x ) = pN+1(x ), (x −a )qN (x ), (x −a )(b − x )zN−1(x ) (1.51)
son los polinomios de cuadratura (1.28)-(1.34) de la cuadratura de Gauss, Gauss-
Radau y Gauss-Lobatto, respectivamente.
Ver [49] para una demostración.
Por lo tanto, después de haber precalculado la matriz de diferenciación de
primer orden, la diferenciación en el espacio físico puede llevarse a cabo a través
de la multiplicación matriz-matriz y matriz-vector.
1.1.6 Diferenciación en el Espacio Frecuencia
La diferenciación en el espacio de frecuencia radica en expresar los coeficientes
de expansión de las derivadas de una función en términos de los coeficientes de
expansión de la misma función. Más precisamente, dada u ∈ PN , en lugar de uti-
lizar la base polinomial de Lagrange, se expande u en términos de los polinomios
ortogonales:
u (x ) =
N∑
j=0
bun pn (x ). (1.52)







u (x )pn (x )ω(x ) d x , 0≤ n ≤N . (1.53)
Como u ′ ∈ PN−1, se tiene
u ′(x ) =
N∑
n=0
bu (1)n pn (x ) con bu
(1)
N = 0. (1.54)
Con el fin de expresar {bu (1)n }Nn=0 en términos {bun}Nn=0, se asume que los {p ′n} tam-
bién son ortogonales. En efecto, esta propiedad se cumple para los polinomios
ortogonales clásicos tales como los polinomios de Legendre, Chebyshev, Jacobi
y Hermite. En otras palabras, {p ′n} satisface la relación de recurrencia de tres tér-
minos debido al Corolario 1:
p ′n+1(x ) = (a
(1)











Derivando la regla de recurrencia de tres términos (1.12) y usando (1.55), se ob-
tiene
pn (x ) = ean p ′n−1(x ) +ebn p
′
n (x ) + ecn p
′
n+1(x ). (1.56)
Teorema 11. Los coeficientes {bu (1)n } en (1.54) pueden calcularse mediante la fór-




[bun −ebn bu (1)n − ean+1bu
(1)
n+1], n =N −1, · · · , 1,







Ver [49] para una demostración.
Las derivadas de orden superior en el espacio de la frecuencia se pueden lle-
var a cabo mediante el uso de la fórmula (1.57) repetidas veces. Es importante
señalar que la diferenciación espectral junto con las transformadas discretas
forman los ingredientes básicos para la denominada “técnica pseudo-espectral”
(particularmente útil para problemas no lineales); las derivadas son manipula-
das en el espacio frecuencia, los productos internos se calculan en el espacio fí-
sico, y los dos espacios se comunican a través de las transformadas discretas.
1.2 Polinomios de Chebyshev
Los polinomios de Chebyshev de primer tipo, Tk (x ), k = 0, 1, · · · , son las autofun-
ciones del problema singular de Sturm-Liouville
−
p





Tk (x ) = 0, (1.58)
o equivalentemente,
(1− x 2)T ′′k (x )− x T
′
k (x ) +n
2Tk (x ) = 0. (1.59)






Sea I = [−1; 1], definimos el espacio L2ω(I ) por







|v (x )|2ω(x ) d x
1/2
,
está inducida por el producto escalar (interno) ponderado
〈u , v 〉ω :=
∫ 1
−1
u (x )v (x )ω(x ) d x

. (1.60)
Definición. Los polinomios Tn (x ), n ∈N, definidos por
Tn (x ) := cos(nθ ), θ = arc cos(x ) x ∈ [−1, 1],
son llamados los polinomios de Chebyshev de primer tipo.
Los polinomios de Chebyshev son funciones coseno después de un cambio
en la variable independiente. Esta propiedad es el origen de su gran popularidad
en la aproximación numérica de problemas de valores en la frontera no periódi-
cas. La transformación x = cosθ permite muchas relaciones matemáticas como
resultados teóricos relativos al sistema de Fourier que se adaptan fácilmente al
sistema de Chebyshev.
Observación 2. Para establecer una relación entre polinomios algebraicos y tri-
gonométricos recurriremos a la identidad trigonométrica
cos(nθ ) + i sen(n θ ) = (cosθ + i sen θ )n








cosn−2θ sen2θ + · · ·
Los términos del lado derecho que usan potencias pares de senθ son reales mien-
tras que los de potencia impar de senθ son imaginarios. Además, se sabe que
sen2mθ = (1 − cos2θ )m , m ∈ N. En consecuencia, para cualquier n natural se
puede escribir
Tn (cosθ ) = cos(nθ ), n ≥ 0




1 x + · · ·+ α
(n )
n x
n es el polinomio de
Chebyshev de orden (grado) n el cual es un polinomio algebraico de grado n con
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coeficientes reales. Se sabe que,
T0(x ) = 1,
T1(x ) = cos(θ ) = x ,
T2(x ) = cos(2θ ) = 2x
2 −1,
T3(x ) = cos(3θ ) = 4x
3 −3x ,
T4(x ) = cos(4θ ) = 8x
4 −8x 2 −1, · · ·
(1.61)
En general, usando la fórmula de Moivre, tenemos
cos(nθ ) =Re{(cos(θ ) + i sen (θ ))n}
y luego aplicando la fórmula binomial, podemos expresar Tn como





(−1)n (n −k −1)!
k !(n −2k )! (2x )
n−2k (1.62)
donde ⌊w ⌋ denota la parte entera de w .
De la identidad trigonométrica
cos(k +1)θ + cos(k −1)θ = 2 cosθ cos(kθ )
se deduce la relación de recurrencia
Tk+1(x ) = 2x Tk (x )−Tk−1(x ), k > 1, T0(x ) = 1, T1(x ) = x . (1.63)
la cual nos permite, en particular, deducir la expresión de los polinomios Tk , k ≥
2, a partir de T0 y T1. La expresión (1.62) puede ser útil en circunstancias espe-
ciales pero la representación Tn (x ) = cos(nθ ) es generalmente usada en compu-
tación así como en estudios teóricos.
Proposición 1. [Ortogonalidad] Los polinomios Tn (x ) son ortogonales en [−1; 1]
con peso w (x ) = (1− x 2)−1/2, es decir,
〈Tn , Tm〉ω =
∫ 1
−1






cnδn ,m , n , m ∈N,
donde el símboloδn ,m representar la delta de Kronecker y a lo largo de este trabajo,
los coeficientes cn se definen por
cn :=

2, n = 0



























n = k 6= 0
∫ π
0


















n = k = 0 ∫ π
0
dz =π
que es lo que se quería probar.
A continuación se indican algunas propiedades útiles para la aplicación de
los polinomios de Chebyshev a la solución de ecuaciones diferenciales ordinarias
y parciales.
Tk (−x ) =(−1)k Tk (x ) (1.65a)
Tk (±1) =(±1)k , (1.65b)
T ′k (±1) =(±1)
k+1k 2, |Tk (x )| ≤ 1, (1.65c)
|T ′k (x )| ≤k
2, −1≤ x ≤ 1 (1.65d)







2Tk (x )Tn (x ) =T|k+n |(x ) +T|k−n |(x ), (1.65f)
∫ 1
−1




1− x 2 dx =n
2cnπ
2
δn ,m , n , m ∈N (1.65g)
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El conocimiento de estas propiedades es útil cuando se usan condiciones de
frontera. Es importante observar que
Tk (−x ) = (−1)k Tk (x ) (1.66)
lo cual lleva a una propiedad de paridad del polinomio de grado k , es decir, Tk (x )
es par si k es par, e impar si k es impar. El polinomio Tk (x ) se anula en los puntos









, i = 0, · · · , k −1. (1.67)
y alcanza sus valores extremos ±1 en los puntos x i (puntos de Gauss-Lobatto)
definidos por
x i = cos
πi
k
, i = 0, · · · , k . (1.68)







k −1 = 2Tk (x ) (1.69)
válida para k > 1. Una fórmula similar para la p−ésima derivada se obtiene por
derivación sucesiva de (1.69).
De (1.69) se obtiene






Tn (x ), (1.70a)






k (k 2−n2)Tn (x ). (1.70b)
Observación 3. Por el teorema de aproximación de Weierstrass, el conjunto de
polinomios ortogonales {Tk (x )}k∈N también es completo en el espacio L2ω(I ), y
en consecuencia, toda función u ∈ L2ω(−1, 1) se puede expresar en una serie de
Chebyshev como sigue
u (x ) =
∞∑
k=0
buk Tk (x ), (1.71)
donde los coeficientes buk son
buk =










u (x )Tk (x )w (x ) d x .
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Otra consecuencia de los polinomios de Chebyshev es que los nodos y pesos
de cuadratura se pueden obtener explícitamente.
Teorema 12. Sea {x j ,ω j }Nj=0 un conjunto de nodos y pesos de cuadratura tipo
Chebyshev-Gauss.
• Para cuadratura Chebyshev Gauss (CG).
x j = cos
(2 j +1)π
2N +2
, w j =
π
N +1
, j = 0, 1, · · · , N . (1.72)
• Para cuadratura Chebyshev Gauss-Radau (CGR).
x j = cos
2π j
2N +1






, j = 0
2π
2N +1
, j = 1, · · · , N .
(1.73)
• Para cuadratura Chebyshev Gauss-Lobatto (CGL).
x j = cos
π j
N






, j = 0, N
π
N
, j = 1, · · · , N −1.
(1.74)
Se debe tener en cuenta que los nodos de cuadratura de Chebyshev como se
acaban de definir se ordenan de derecha a izquierda. Esto viola la convención
general de que los nodos de cuadratura estén ordenados de izquierda a derecha.
Prácticamente la totalidad de la literatura clásica sobre los métodos espectrales
de Chebyshev utiliza este orden inverso. Por lo tanto, en el caso especial de los
nodos de cuadratura de Chebyshev vamos a tomar la convención de orden que
se utiliza ampliamente. Nos damos cuenta que la solución de este dilema es solo
de invertir mentalmente el orden de los nodos de Chebyshev cada vez que se
utilicen las fórmulas generales para los polinomios ortogonales.
1.2.1 Cálculo de los Coeficientes de Chebyshev
Consideremos la aproximación de Chebyshev de la función u (x ) definida para
x ∈ [−1; 1]:
uN (x ) =
N∑
k=0
buk Tk (x ). (1.75)
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Los coeficientes de expansión buk , k = 0, · · · , N se determinan mediante la técnica
de Galerkin, la cual consiste en que el residuo RN (x ) = u (x )− uN (x ) se anula en
el sentido del promedio ponderado





u (x )Tl (x )ω(x )−
N∑
k=0
buk Tk (x )Tl (x )ω(x )

d x = 0, l = 0, · · · , N .
Luego, tomando en cuenta la condición de ortogonalidad (Proposición 1), se ob-






u (x )Tk (x )ω(x ) d x . (1.77)
Además, se puede expresar (1.75) por medio de la representación Tk = cos k z con
x = cos z como sigue
uN (x ) =
N∑
k=0
buk cos k z , (1.78)
probando que la expansión (1.75) con respecto a x es equivalente a una serie de
Fourier de cosenos en z .
1.2.2 Diferenciación en el Espacio Frecuencia
La obtención de la derivada en la base de Chebyshev es más complicada que en
la de Fourier. De hecho, la expresión de la derivada de Tk (x ) implica todos los
polinomios de paridad opuesta y de grado inferior, mientras que la derivada de
e i k x es simplemente i k e i k x . Esto hace que los aspectos computacionales de las
dos aproximaciones sean diferentes: las matrices de diferenciación de Chebyshev
en los espacios espectral y físico son no esparcidas, mientras que las matrices de
Fourier análogas son no esparcidas sólo en el espacio físico.
De la relación de recurrencia (1.69), se obtiene













. Por lo tanto, considerando la primera derivada de la función,
se tiene que
u ′N (x ) =
N∑
k=0
buk T ′k (x ) =
N∑
k=1
bu (1)k Tk (x ). (1.79)
Usando (1.69) en la ecuación anterior, llegamos a la siguiente expresión
2k buk = ck−1bu (1)k−1− bu
(1)
k+1, 1≤ k ≤N . (1.80)
La relación anterior nos va a permitir encontrar los coeficientes buk en función de
los bu (1)
k
. La ecuación (1.80) la obtenemos a partir de integrar (1.79)
uN (x ) =
∫
u ′N (x ) dx =
∫
(bu (1)0 T0+ bu
(1)
1 T1+ · · ·+ bu
(1)
N TN ) dx
considerando






T ′2 (x )
y usando la ecuación (1.69)




















































= · · ·
Si agrupamos los coeficientes del polinomio T1, se obtiene bu1, ahora si agrupa-
mos los coeficientes del polinomio T2, se obtiene bu2, si agrupamos los coeficien-
29
Teoría Espectral




(2bu (1)0 − bu
(1)






































⇒ 2(N −1)buN−1 = bu (1)N−2







⇒ 2N buN = bu (1)N−1
donde bu (1)N = bu
(1)
N+1 = 0. La relación bu0 no se obtiene de la misma manera, ya que
aparece en la constante de integración.










p bup , k = 0, · · · , N −1 (1.81)
con (p +k ) impar y bu (1)N = 0. Esto se puede escribir en forma matricial como
ÒU (1) = ÒDÒU ,
donde ÒU = (bu0, · · · , buN )T , ÒU (1) = (bu (1)0 , · · · , bu
(1)
N )
T y ÒD es una matriz triangular supe-
rior y sus entradas se deducen de (1.81).
La expansión de la segunda derivada de la función uN es














p (p 2 −k 2)bup , k = 0, · · · , N −2 (1.82)
con (p +k ) par y bu (2)N−1 = bu
(2)




ÒU (2) = ÒD2ÒU ,
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Las expresiones analíticas (1.81) y (1.82) son de interés cada vez que los coefi-
cientes de expansión de las derivadas estén implicados en los cálculos. Por otro
lado, si sólo se necesitan los valores numéricos de los coeficientes, se pueden cal-
cular del producto matricial, o a partir de fórmulas de recurrencia deducidas a
partir de (1.69). En general, la expresión para Tk (x ) dada por (1.69) se reemplaza
en T ′
k
(x ). Luego, mediante la identificación de la derivada T ′
k
con el mismo ín-
dice, se obtiene la fórmula de recurrencia para la primera derivada. En general,
la fórmula de recurrencia para los coeficientes bu (p )
k
para la p−ésima derivada se








, 1≤ k ≤N −p +1,
donde bu (p )N−p+2 = bu
(p )
N−p+3 = 0. Esta relación de recurrencia nos permitirá obtener
los coeficientes bu (p )
k
de los coeficientes bu (p−1)
k
. Para la primera derivada
bu (1)N = 0, bu
(1)
N−1 = 2N buN ,
y para la segunda derivada
bu (2)N−1 = bu
(2)
N = 0, bu
(2)
N−2 = 2(N −1)bu
(1)
N−1 = 2N (N −1)buN .
1.2.3 Diferenciación en el Espacio Físico
La aplicación de métodos de colocación para la solución de ecuaciones diferen-
ciales puede considerar como incógnitas a los coeficientes de expansión, así co-
mo los valores de la cuadrícula. El primer método rara vez se emplea en el caso de
Chebyshev ([34]). Por otro lado, el segundo enfoque (también conocido como “co-
locación ortogonal”, [15]) es de uso actual en la mecánica de fluidos computacio-
nal como en las obras de Wengle ([57]) para la ecuación de advección-difusión y
de Orszag y Patera ([40]) o Ouazzani y Peyret ([41]) para las ecuaciones de Navier-
Stokes.
Por lo tanto, en el contexto del método de colocación en donde las incógnitas
son los valores de la cuadrícula, es necesario expresar las derivadas en cualquier
punto de colocación en términos de los valores de la cuadrícula de la función, es
decir, para la p−ésima derivada bu (p )N :





i j uN (x j ), i = 0, · · · , N .
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De acuerdo a la Subsección 1.1.5, se tiene
u(p ) =D p u, p ≥ 1,
donde
D = (di j = h
′
j (xi ))0≤i , j≤N , u
(p ) = (u (p )(x0), · · · , u (p )(xN )), u= u(0).
Las entradas de la matriz de diferenciación de primer orden D se pueden deter-
minar por las fórmulas explícitas siguientes:
• Para el caso de Chebyshev-Gauss-Lobatto (x0 = −1 y xN = 1), la matriz de











xi − x j
, i 6= j , 0≤ i , j ≤N ,
−
x j
2(1− x 2j )




, i = j =N ,









x 2i + xi x j −2
(1− x 2i )(xi − x j )2
, 1≤ i ≤N −1, 0≤ j ≤N , i 6= j ,
−
(N 2−1)(1− x 2i ) +3
3(1− x 2i )2





(2N 2+1)(1− x j )−6
(1− xi )2





(2N 2+1)(1+ x j )−6
(1+ x j )2
, i =N , 0≤ j ≤N −1,
N 4−1
15
, i = j = 0, i = j =N .
donde ec0 = ecN = 2 y ec j = 1 para 1≤ j ≤N − 1. Para otros puntos de coloca-
ción las matrices cambian.
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En forma vectorial, las derivadas se pueden expresar como
U (1) =DU , U (2) =D2U
donde
U = (uN (x0), uN (x1), · · · , uN (xN ))T , U (p ) = (u (p )N (x0), u
(p )
















En este capítulo, se presenta la formulación de métodos espectrales polinomia-
les para resolver ecuaciones diferenciales parciales, utilizando los métodos de
Galerkin, Tau y de Colocación. La presencia de condiciones de frontera no perió-
dicas nos da la motivación para el uso de métodos polinomiales. Solo trataremos
problemas que necesiten soluciones suaves.
Los métodos espectrales se usan para resolver numéricamente ecuaciones
diferenciales de la forma
∂u
∂ t
(x , t ) = Lu (x , t ), x ∈D , t ≥ 0 (2.1)
Bu (x , t ) = 0, x ∈ ∂D , t > 0
u (x , 0) = f (x ), x ∈D ,
donde D es el dominio espacial y ∂D su frontera, L es un operador diferencial
(que puede ser no lineal),B representa las condiciones de frontera y f (x ) es la
condición inicial.
La idea básica de los métodos espectrales es la búsqueda de una solución
aproximada al problema, es decir, usa una serie truncada de la forma
uN (x , t ) =
N∑
k=0
ak (t )Φk (x ). (2.2)
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donde Φk (x ) son funciones ortogonales suaves conocidas. Luego, debemos en-
contrar los coeficientes ak , con los cuales tendremos la solución, y no se tendría
ninguna discretización espacial, esto es, la solución se tendría en todo el domi-
nio espacial. Esta característica contrasta con el método de diferencias finitas,
donde la solución solo se da en los puntos de la malla. Existen varias formas de
obtener los coeficientes, y cada manera de encontrarlos define los diferentes es-
quemas de métodos espectrales. Existen muchas formas de elegir el conjunto
ortogonal usado en la expansión (2.2), las cuales dependen mucho de las condi-
ciones de frontera.
• Para las funciones de frontera periódica, la elección natural de la base de
funciones es Φk (x ) = e
i k x (método espectral de Fourier).
• Para condiciones de frontera no periódica, se usan los polinomios de Chebys-
hev Φk (x ) = Tk (x ) (método espectral de Chebyshev) o los polinomios de
Legendre Φk (x ) = Lk (x ) (método espectral de Legendre).
• Para aproximar en intervalos semi-infinitos, x ∈ [0;+∞[, se usan los poli-
nomios de Laguerre Φk (x ) =Lk (x ) (método espectral de Laguerre).
• Para aproximar en la recta real, x ∈]−∞;+∞[, se usan los polinomios de
Hermite Φk (x ) =Hk (x ) (método espectral de Hermite).
La elección de las funciones de prueba distingue las formulaciones siguientes:
• Galerkin. Las funciones de prueba son las mismas que las funciones base,
es decir,φk =ψk ,ψk satisface las condiciones de frontera sean periódicas
o no.
• Tau. φk =ψk , peroψk no satisface las condiciones de frontera.
• Colocación. Las funciones de prueba ψk son los polinomios base de La-
grange tal queψk (x j ) = δ j k , donde {x j } son los puntos de colocación pre-
asignados. Se requiere que el residuo sea cero en {x j }.
En situaciones más generales, los polinomios de Chebyshev son una mejor
opción. Los polinomios de Chebyshev, se amoldan muy bien a condiciones de
frontera arbitrarias, que en diferencias finitas sería difícil de implementar.
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2.1 Método de Galerkin
El método de Galerkin es un método donde las funciones base se eligen de forma
tal que la solución propuesta satisfaga las condiciones de frontera. Cuando desa-
rrollamos una función continua y derivable en su dominio en términos de una
serie truncada de un conjunto ortogonal {Φn}, los coeficientes de la expansión
decrecen muy rápidamente. En este método se busca soluciones, uN (x , t ) ∈ BN
de la forma
uN (x , t ) =
N∑
k=0
ak (t )Φk (x ),
donde Φk (x ) es un polinomio tomado del espacio
BN =Gen{Φk (x ) ∈Gen{x n , n = 0, . . . , k}/BΦk = 0, k = 0, . . . , n}.
Al reemplazar la expansión uN (x , t ) =
N∑
k=0
ak (t )Φk (x ) en la ecuación, se tiene
el residuo R (x , t ) que evidentemente no se anula
R (x , t ) =
∂uN
∂ t
(x , t )−L uN (x , t ) 6= 0. (2.3)
Usando el producto interno
rn = 〈R ,Φn (x )〉ω =
∫
R (x , t )Φn (x )ω(x ) d x , (2.4)
se pide que el residuo sea pequeño; es decir, para todo n = 0, 1, · · · , N ,

































ak (t ) 〈Φn ,Φk (x )〉ω−
N∑
k=0










Sk n ak (t ), ∀n = 0, · · · , N , (2.5)
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donde Mk n := 〈Φk ,Φn (x )〉ω son las entradas de la matriz masa M y Sk n := 〈Φn ,LΦk (x )〉ω
son las entradas de la matriz de rigidez S . Observe que la matriz masa es simétri-
ca y definida positiva. La simetría es evidente, mientras que ser definida positiva
puede comprobarse considerando un vector u distinto de cero con entradas u j
y usando la definición de M :
uT M u =
N∑
i , j=0
















ω(x ) dx > 0,
ya que ‖ · ‖L 2ω[−1,1] es una norma.
La baseΦk (x ) se puede construir a partir de una combinación lineal de polino-
mios de Chebyshev Tk (x ) para garantizar que las condiciones de frontera se cum-
plan para todos los φk (x ). Por ejemplo, si la condición de frontera es u (1, t ) = 0,
podemos elegir la base {Tk (x )−Tk (1)}, la cual satisface las condiciones de fron-
tera. Ya que estamos usando los polinomios Tk (x ) como base, es natural elegir la




Los métodos de Galerkin utilizan polinomios de Chebyshev con el fin de cons-
truir las bases de espacios de dimensión finita. Las dificultades aparecen siempre
que se apliquen a las funciones base, condiciones de frontera muy complicadas
.
• En los trabajos de D. Gottlieb (ver [20]) y C. Canuto (ver [6]), se usa la base
Φk :=

Tk −T0, k par
Tk −T1, k impar
(2.6)
y en consecuencia BN =Gen{Φ1,Φ2, · · · ,ΦN }.
• Jie Shen (ver [46] y [47]) introdujo funciones base diferentes usando polino-
mios de Legendre y Chebyshev. En el último caso, definió
Φk (x ) := Tk (x )−Tk+2(x ), k = 0, 1, 2, . . ., N . (2.7)
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2.2 Método de Tau
El método de Tau es una modificación del método de Galerkin, cuya diferencia
entre ellos es queψn = Φn para todo n = 1, · · · , N , pero Φn no satisface las condi-
ciones de fronteraBΦn (x ) 6= 0. Se toma una base ortogonal de funciones Φn (x ),
y se considera una solución aproximada de la forma
uN (x , t ) =
N∑
n=0
an (t )Φn (x ) (2.8)
donde N es el número de términos de la expansión. En los últimos K términos
se incluyen las condiciones de frontera, donde K es el número de condiciones
de fronteraBu (x , t ) = 0 del problema.
Con el método de Tau se realiza los mismos pasos hechos con el método de
Galerkin, es decir,









Sk n ak (t ), ∀n = 0, · · · , N −K ,
Las condiciones de frontera nos conducen a ecuaciones algebraicas para los K
coeficientes restantes.
Como ejemplo tomemos los dos tipos de frontera más conocidos, tipo Diri-
chlet y tipo de Neumann, para un problema de una dimensión. Usando la base
de Chebyshev y las identidades
Tn (±1) = (±1)n
T ′n (±1) = (±1)
n+1n2,
tendremos que
u (±1, t ) =
N∑
n=0
(±1)n an (t ) (Dirichlet)
u ′(±1, t ) =
N∑
n=0
n2(±1)n+1an (t ) (Neumann)
Con las condiciones de frontera Dirichlet, Neumann o una combinación de es-
tas, obtenemos las K ecuaciones faltantes para obtener los coeficientes y poder
resolver así la ecuación diferencial. El número de condiciones de frontera depen-
de de las dimensiones espaciales del problema, es decir, para una dimensión será




2.3 Método de Colocación
En este método se asume que la solución aproximada uN satisface la ecuación di-
ferencial parcial en algunos puntos x0, x1, . . . , xN , llamados puntos de colocación
del dominio respectivo. Luego se pide colocar la función en esos puntos, es decir,
se requiere que la ecuación diferencial se satisfaga en los puntos de colocación,
esto es, R (x j ) = 0 donde R es el residuo.
Se puede escribir el método de colocación de la misma forma que los méto-
dos de Galerkin y de Tau, es decir, minimizar el residuo a través de (2.4), pero en
el método de colocación se realiza un producto interno del residuo con δ(x −x j ),
siendo los x j los puntos de colocación, esto es, se fuerza a que la ecuación se
cumpla en los puntos de colocación
〈R ,δ(x − x j )〉=
∫ b
a
R (x )δ(x − x j ) d x =R(x j ) = 0 (2.9)




Aplicaciones de los Métodos
Espectrales
En este capítulo se dan ejemplos del método de diferencias finitas y el método es-
pectral y de sus esquemas presentados en el capítulo anterior. La ecuación que
analizamos con ambos métodos es la ecuación del calor. Posteriormente se re-
suelve la ecuación de Burger utilizando solo el método espectral. Con estos ejem-
plos se pretende brindar una base suficiente para aplicar los métodos espectrales
para cualquier ecuación diferencial parcial en una dimensión.
3.1 Ecuación del Calor
3.1.1 Solución Numérica por Diferencias Finitas
La ecuación del calor describe la difusión del calor en el tiempo, en una región




donde α es el coeficiente de difusividad térmica.







, a < x < b , t > 0 (3.1)
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La solución de la ecuación (3.1) requiere que se especifiquen las condiciones
de frontera en x = a y x = b , y la condición inicial en t = 0. Las condiciones de
frontera e inicial son
u (a , t ) = u (b , t ) = 0, u (x , 0) = f (x ). (3.2)
Otras condiciones de frontera, como las condiciones de gradiente (Neumann) o
las mixtas, se pueden especificar. En este trabajo solo se considerarán las condi-
ciones dadas en (3.2).
El método de diferencias finitas es una de las técnicas para la obtención de
soluciones numéricas de la ecuación (3.1). En todas las soluciones numéricas, la
ecuación diferencial parcial (EDP) se reemplaza con una aproximación discreta.
La palabra “discreta” significa que la solución numérica es conocida sólo en un
número finito de puntos en el dominio físico. El número de esos puntos puede
ser seleccionado por el usuario. En general, aumentar el número de los puntos no
sólo aumenta la resolución, sino también la exactitud de la solución numérica.
De la aproximación discreta resulta un conjunto de ecuaciones algebraicas
que se resuelven para los valores de las incógnitas discretas. La figura 3.1 es una
representación esquemática de la solución numérica.
Figura 3.1: Relación entre los problemas de la forma continua y discreta
La malla es el conjunto de puntos donde se calcula la solución discreta, estos
puntos se denominan nodos. Dos parámetros importantes de la malla son ∆x ,
que es la distancia entre puntos adyacentes en el espacio, y∆t , es la la distancia
entre los pasos de tiempo adyacentes. Para los ejemplos considerados en la tesis,
∆x y∆t son constantes en toda la malla.
La idea central del método de diferencias finitas es reemplazar derivadas con
fórmulas en diferencias, que utilizan sólo valores discretos asociados con posicio-
nes en la malla. Aplicar el método de diferencias finitas a una ecuación diferen-
cial implica reemplazar todas las derivadas con las fórmulas en diferencias. En
la ecuación del calor existen derivadas con respecto al tiempo, y derivadas con
respecto al espacio. El uso de diferentes combinaciones de puntos de malla en
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las fórmulas en diferencia resulta en diferentes esquemas. Cuando el espaciado
de la malla (∆x y∆t ) tiende a cero, la solución numérica obtenida con cualquier
esquema se aproxima a la verdadera solución de la ecuación diferencial inicial.
Esta aproximación varía con el esquema.
Discretización de Dominio
Particionamos el intervalo [a , b ] como
xi = a + (i −1)∆x , i = 1, 2, . . . , N




es el espacio entre los xi . De forma similar, particionamos el intervalo [0, T ] como
tm = (m −1)∆t , m = 1, 2, . . . , M




es el tamaño de paso temporal.
Esquemas para la Ecuación del Calor
Las derivadas respecto al tiempo y al espacio son reemplazadas por diferencias
finitas. Para ello se requiere especificar las posiciones de los valores de u tanto en
el tiempo como en el espacio en las fórmulas de diferencias finitas. Introducimos
el supraíndice m para designar el paso de tiempo en la solución discreta.
Tiempo Hacia Adelante, Espacio Centrado (FTCS)
Este esquema es conocido como FTCS (Forward in Time Central in Space Sche-
me) por sus siglas en inglés. En este esquema se aproxima la derivada respecto al








+O (∆t ). (3.3)
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Observamos que los términos del lado derecho involucran u en x = xi .






, y evaluando to-








+O (∆x 2). (3.4)
Reemplazando (3.3) y (3.4) en la ecuación (3.1), y agrupando los términos del






+O (∆t ) +O (∆x 2). (3.5)
Los errores temporales y errores espaciales tienen diferentes órdenes. Además,
observemos que podemos resolver en forma explícita um+1i en términos de los
otros valores de u . En efecto, eliminando los términos de los errores de trunca-












u (xi , 0) = f (xi ), i = 1, . . . , N
y las condiciones de frontera son
u (a , tm ) = u (b , tm ) = 0, m = 2, . . . , M .
La ecuación (3.6) se le llama aproximación en tiempo hacia adelante, espacio
centrado o aproximación FTCS de la ecuación del calor. Una ligera mejora en la
eficiencia computacional se puede obtener con un pequeño reordenamiento de
la ecuación (3.6)




i + r u
m
i−1 (3.7)
para cada i = 2, · · · , N −1 y m = 1, · · · , M , donde r = α∆t
∆x 2
.
Esto genera el siguiente sistema
um+12 = r u
m
1 + (1−2r )u
m
2 + r u
m
3
um+13 = r u
m
2 + (1−2r )u
m





















Se observa que este sistema se puede expresar como una multiplicación matricial
u (m+1) = Au (m )




1 0 0 · · · 0 0 0
r 1−2r r · · · 0 0 0







0 0 0 · · · r 1−2r r
0 0 0 · · · 0 0 1


u (m+1) es el vector de valores de u en el paso de tiempo m +1, y u (m ) es el vector
de valores u en el paso de tiempo m . La primera y última fila de A se ajustan de
manera que los valores frontera de u no cambian cuando se calcula el producto
matricial.
El esquema FTCS es fácil de implementar ya que los valores de um+1i se pue-
den encontrar independientemente uno del otro. La solución completa está con-
tenida en dos bucles: un bucle exterior sobre todos los pasos de tiempo, y un bu-
cle interior sobre todos los nodos interiores. Las soluciones de la ecuación (3.1)
sujetas a las condiciones de frontera e inicial en la ecuación (3.2) son todas funcio-
nes acotadas y decrecientes. La aproximación FTCS puede dar soluciones inesta-
bles (esto quiere decir, que cuando ∆t es demasiado grande, las soluciones se
alejan entre sí). Las soluciones estables (es decir, para condiciones iniciales cer-









Tiempo Hacia Atrás, Espacio Centrado (BTCS)
Este esquema es conocido como BTCS (Backward in Time Central in Space Sche-
me) por sus siglas en inglés. En la obtención de (3.6), la diferencia hacia adelante
fue usado para aproximar la derivada temporal en el lado izquierdo de la ecua-








+O (∆t ). (3.9)
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Reemplazamos la ecuación (3.9) y la ecuación (3.4) en la ecuación (3.1); y agru-






+O (∆t ) +O (∆x 2). (3.10)
Los errores de truncación en esta aproximación tienen el mismo orden de magni-
tud que los errores de truncación de la ecuación (3.5). A diferencia de la ecuación
(3.5), la ecuación (3.10) no se puede ordenar para obtener una simple fórmula







rrollando una ecuación similar para umi+1 se demuestra que u
m
i+1 depende de u
m
i+2
y umi . Por tanto, la ecuación (3.10) es una ecuación en un sistema de ecuaciones
para los valores de u en los nodos internos de la malla espacial (i = 2, 3, · · · , N −1).
Para ver el sistema de ecuaciones más claro, eliminamos los términos de error



















para para cada i = 2, · · · , N −1 y m = 1, · · · , M con condición inicial
u (xi , 0) = f (xi ), i = 2, . . . , N −1
y las condiciones de frontera son
u (a , tm ) = u (b , tm ) = 0, m = 2, . . . , M .
El sistema de ecuaciones se puede representar en forma matricial como


b1 c1 0 0 · · · 0 0 0
a2 b2 c2 0 · · · 0 0 0









0 0 0 0 · · · 0 0 0
0 0 0 0 · · · aN−1 bN−1 cN−1















































Para las condiciones de frontera de Dirichlet en la ecuación (3.2)
b1 = 1, c1 = 0, d1 = u (a , t )
aN = 0, bN = 1, dN = u (b , t ).
La implementación del esquema BTCS requiere resolver un sistema de ecuacio-
nes en cada paso de tiempo. Además de la dificultad para desarrollar el código,
el esfuerzo computacional por paso de tiempo para el esquema BTCS es mayor
que el esfuerzo computacional por paso de tiempo del esquema FTCS. El esque-
ma BTCS tiene una gran ventaja sobre el esquema FTCS: es incondicionalmente
estable (para soluciones a la ecuación del calor). El esquema BTCS es tan exacto
como el esquema FTCS. Por lo tanto, con un poco de esfuerzo extra, el esquema
BTCS produce un modelo computacional que es robusto al elegir∆t y∆x . Esta
ventaja no siempre es abrumadora, sin embargo, el esquema FTCS sigue siendo
útil para algunos problemas.
Crank-Nicolson
Los esquemas FTCs y BTCS tienen un error de truncamiento temporal de O (∆t ).
Cuando las soluciones en tiempo exacto son importantes, el esquema de Crank-
Nicolson tiene ventajas significativas. El esquema de Crank-Nicolson no es más
difícil de implementar que el esquema BTCS, y tiene un error de truncamiento
temporal que es O (∆t 2). El esquema de Crank-Nicolson es implícito, como el de
BTCS, además es incondicionalmente estable.
El lado izquierdo de la ecuación del calor se aproxima con la diferencia regre-
siva en el tiempo usado en el esquema BTCS, es decir, la ecuación (3.9). El lado
derecho de la ecuación del calor se aproxima con el promedio del esquema de
diferencia central evaluado en el paso de tiempo actual y anterior. Por lo tanto, la
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Observamos que los valores de u a partir de los pasos de tiempo m y m − 1 apa-
recen en el lado derecho. La ecuación (3.13) se usa para predecir los valores de u
en el tiempo m , así que todos los valores de u en el tiempo m −1 se asumen que
se conocen. Reordenando la ecuación (3.13), los valores de u en el tiempo m se





























para para cada i = 2, · · · , N − 1. El esquema de Crank-Nicolson es implícito, y re-
sulta un sistema de ecuaciones para u que se puede resolver en cada paso de

























um−1i + ci u
m−1
i+1 .
Para las condiciones de frontera de Dirichlet en la ecuación (3.2)
b1 = 1, c1 = 0, d1 = u (a , t )
aN = 0, bN = 1, dN = u (b , t )
Observe que ai , bi y ci para el esquema de Crank-Nicolson difiere de sus contra-
partes en el esquema BTCS por un factor de dos. Aparte de esta pequeña diferen-
cia, la única diferencia significativa de implementación entre el esquema BTCS y
Crank-Nicolson es la aparición de los términos extras um−1 en di .
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Los esquemas BTCS y Crank-Nicholson son muy similares en forma algorít-
mica. El esquema de Crank-Nicolson tiene un error de truncamiento de O (∆t 2)+
O (∆x 2), es decir, el error de truncamiento temporal es significativamente menor
que el error de truncamiento temporal del esquema BTCS.
Implementación






, |x |< 1
con las condiciones de frontera
u (−1, t ) = u (1, t ) = 0,
y la condición inicial
u (x , 0) = sen(πx ) = f (x ).
La solución exacta de la ecuación del calor con la condición inicial y las condicio-
nes de frontera dadas es
u (x , t ) = e −π
2t senπx . (3.15)
El esquema Crank-Nicholson es implementado aquí usando Matlab. El siste-
ma de ecuaciones para el método de Crank-Nicholson se resuelve con la función
sistema_tridiagonal. Para calcular el error se usa la norma del máximo.
Ejecutando cranknicholson con los parámetros asignados:
>>[x,t,U,err]=cranknicholson(@funcion1,0,0,-1,1,0.2,1,20,100)









































Figura 3.2: Solución de la ecuación del calor
La figura 3.3 muestra las gráficas de los errores máximos de la aproximación
respecto a N para los tiempos t = 0.2, t = 0.3 y t = 0.4, se puede observar que el
error no crece con el tiempo. Para obtener la gráfica se usó el programaerrorcrank
3.1.2 Aproximación Espectral usando Chebyshev Tau






, |x | ≤ 1
con las condiciones de frontera
u (−1, t ) = u (1, t ) = 0
y la condición inicial u (x , 0) = sen(πx ) = f (x ).
En el método de Chebyshev Tau buscamos soluciones uN (x , t ) de la forma
uN (x , t ) =
N∑
n=0
an (t )Tn (x )
que al reemplazar en la ecuación del calor se obtiene el residuo


















Figura 3.3: La gráfica nos muestra el error máximo de la función con respecto a
N en los tiempos t = 0.2, t = 0.3, t = 0.4.
Para minimizar el residuo RN (x , t ) se requiere que sea ortogonal al espacio ex-





RN (x , t )Tk (x )
1p
1− x 2
dx = 0, k = 0, 1, · · · , N −2.
Debido a la ortogonalidad, la integral anterior se convierte en
dan
dt












2, si n = 0,
1, si n ≥ 1









p (p 2−n2)ap (t ), 0≤ n ≤N −2.
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Faltan dos ecuaciones para resolver el sistema de ecuaciones y estas las obtene-
mos de las condiciones de frontera, donde al hacer la expansión con los polino-
mios de Chebyshev y usando la identidad (1.65a) se obtiene
N∑
n=0















Con las ecuaciones (3.16)-(3.18) se tienen los coeficientes para cualquier tiem-
po y para evolucionar la ecuación en el tiempo, necesitamos los coeficientes en
tiempo inicial, por lo que usamos la condición
uN (x , 0) =
N∑
n=0
an (0)Tn (x ) = f (x ) = sen(πx ), (3.19)













Tk (x )sen(πx )p
1− x 2
dx . (3.20)
Existen varios métodos con los cuales podemos evolucionar los coeficientes
en el tiempo pero el que usamos en esta tesis es el método de Runge-Kutta de
orden 4.
La solución exacta de la ecuación del calor con la condición inicial f (x ) =
sen(πx ) y las condiciones de frontera que se usó para comparar la solución apro-
ximada es
u (x , t ) = u (x , t ) = e −π
2 t senπx . (3.21)
Ejecutando calor_tau.m con los parámetros asignados:
>>[x,t,a,err] = calor_tau(20,[1 0 0;1 0 0])
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Figura 3.4: Solución de la ecuación del calor
El error es 0.1384366811961 en t = 0, 2 y el ploteo se muestra en la figura ??
La figura 3.4 muestra las gráficas de los errores máximos de la aproximación
respecto a N para los tiempos t = 0.2, t = 0.3 y t = 0.4, se puede observar que el
error no crece con el tiempo. Para obtener la gráfica se usó el programaerrortau
3.1.3 Aproximación Espectral usando Chebyshev Colocación






, |x |< 1
con las condiciones de frontera
u (−1, t ) = u (1, t ) = 0,
y la condición inicial
u (x , 0) = sen(πx ) = f (x ).
Elegimos las funciones base
Φk (x ) = Tk (x ), k = 0, 1, · · · , N .
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Figura 3.5: La gráfica nos muestra el error máximo de la función con respecto a
N en los tiempos t = 0.2, t = 0.3, t = 0.4.
La solución aproximada que se busca es
uN (x , t ) =
N∑
k=0
ak (t )Φk (x ).
En el método de colocación se requiere que






se anule en los puntos interiores, proporcionándonos las (N −1) ecuaciones
duN
dt






uN (xk , t ), ∀ j = 1, · · · , N −1.
Aquí D (2)
j k
es la matriz de diferenciación de segundo orden basado en los puntos
de cuadratura Chebyshev-Gauss-Lobatto.
Cerramos el sistema mediante el uso de las condiciones de frontera u (x0, t ) =
u (xN , t ) = 0, esto nos da el sistema lineal
N∑
n=0
(−1)n an (t ) =
N∑
n=0
an (t ) = 0
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y la condición inicial
uN (xk , 0) = u (xk , 0), k = 0, 1, · · · , N .
Las ecuaciones anteriores están basados en la formulación fuerte de la ecua-
ción diferencial, ya que la solución aproximada requiere satisfacer la ecuación
diferencial exactamente en un conjunto de puntos discretos, en este caso llama-
do los puntos de colocación. Se puede obtener formalmente las mismas ecuacio-
nes a partir de una formulación débil del problema tomando como funciones de
prueba a las funciones delta de Dirac (distribuciones, ver [16]).
La solución exacta de la ecuación del calor con la condición inicial y las con-
diciones de frontera que se usó para comparar la solución aproximada es
u (x , t ) = e −π
2t senπx . (3.22)
Ejecutando calor_colocacion con los parámetros asignados:
>>[x,t,u,err] = calor_colocacion(20,0.2,[1 0 0;1 0 0])
El error es 8.516338265845969e − 08 en t = 0.2 y el ploteo se muestra en la
figura 3.6









Temperatura Inicial con el Método de Colocación



























Figura 3.6: Solución de la ecuación del calor
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La figura 3.7 muestra las gráficas de los errores máximos de la aproximación
respecto a N para los tiempos t = 0.2, t = 0.3 y t = 0.4 con esto se puede observar
que la exactitud de la función solución no crece a cada paso evolutivo, por lo que
nos da la seguridad de que nuestra aproximación tendrá estabilidad temporal, es
decir, el error no crece con el tiempo. Para obtener la gráfica se usó el programa
errorcolocacion


















Figura 3.7: La gráfica nos muestra el error máximo de la función con respecto a
N en los tiempos t = 0.2, t = 0.3, t = 0.4.
3.2 Ecuación de Burger
La ecuación de Burgers fue propuesta por el holandés Johannes M. Burgers. Esta









= 0, x ∈Ω, ∀t > 0, (3.23)
donde Ω es el dominio espacial, v es una constante positiva que podemos consi-
derarla como la viscosidad del fluido y u como la velocidad de este, que nos da
una idea para problemas más complejos de dinámica de fluidos tales como las






= 0, x ∈Ω, ∀t > 0, (3.24)
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dondeF está dada por





Además, la ecuación (3.23) se complementa con una condición inicial
u (x , 0) = u0(x ), x ∈Ω, (3.26)
y condiciones de frontera de Dirichlet
u (−1, t ) = uL (t ), u (1, t ) = uR (t ). (3.27)
La ecuación de Burgers es uno de las pocas ecuaciones diferenciales parciales
no lineales para las que las soluciones exactas se conocen en términos de los va-












Observe que si ub (x , t ) es una solución de (3.23) y c y t0 son constantes, entonces
u (x , t ) = c +ub (x − c t , t + t0) (3.30)
también es solución. Para los ejemplos numéricos, utilizamos dos soluciones pa-
ra u basadas en soluciones para ub obtenidas de la transformación de Hopf-Cole.
Para problemas no periódicos se usa















donde a es una constante. La expresiónφb corresponde a ub en (3.30). Para pro-
blemas periódicos es una suma infinita de soluciones







4v t . (3.32)
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3.2.1 Formulaciones Fuerte y Débil de la Ecuación de Burger
Tanto (3.23) y (3.24) están en la forma fuerte, es decir, la ecuación diferencial
parcial se cumpla en cada punto de su dominio y para cada tiempo. Una forma
débil de la ecuación diferencial parcial se obtiene al exigir que la integral de la
EDP cerca de todas las funciones en un espacio apropiado X de funciones de
prueba se cumpla; precisamente, multiplicamos ambos lados de (3.23) por cada

















ψ d x = 0, ∀v ∈ X , ∀t > 0, (3.33)
donde Ω= (a , b ). Esto a menudo se refiere como una forma intergral de la EDP.
Otra forma débil de la EDP, que a menudo se usa, se obtiene al aplicar una





































= 0, ∀v ∈ X , ∀t > 0.
(3.34)
La ecuación (3.33) es significativa si u es dos veces diferenciable, mientras
que las funciones de prueba no tienen que ser diferenciables. Cualquier método
de discretización que se considere se obtiene de la formulación fuerte o débil del
problema. Los métodos espectrales de colocación utilizan la forma fuerte de la
EDP, al igual que los métodos de diferencias finitas. Para los métodos espectrales
de Galerkin y de tau es preferible utilizar la EDP en su forma débil. Mientras que
todas las formulaciones del problema diferencial son equivalentes (ya que la so-
lución es suficientemente suave), este no es el caso en general para las diversas
formulaciones discretas obtenidas de formulaciones alternativas de la EDP; esto
quiere decir, la solución discreta que se basa en el método de Galerkin no tiene
por qué coincidir con la solución discreta basada en un método de colocación.
Por otra parte, los métodos de Galerkin que se basan en (3.33) no son necesaria-
mente equivalentes a los métodos de Galerkin basados en (3.34)
La forma fuerte (3.23) se puede escribir en forma compacta como
ut +G (u ) +L u = 0 en Ω, ∀t > 0, (3.35)
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donde el operador no lineal G se define por G (u ) = u ∂u
∂ x




. La versión compacta correspondiente de la forma débil (3.33) es
(ut +G (u ) +L u ,ψ) = 0 ∀ψ ∈ X , ∀t > 0, (3.36)
donde (u , v ) denota el producto interno en X .
En esta sección se ilustran los procesos de discretización para diversas apro-
ximaciones espectrales de la ecuación de Burgers. Consideramos aquí diferentes
formas de tratar los términos no lineales y lineales, así como diferentes formas
de tratar las condiciones de frontera. Cada discretización que presentamos se ob-
tiene de una de las tres formulaciones de la EDP.
3.2.2 Aproximación Espectral usando Chebyshev Galerkin










con las condiciones de frontera
u (−1, t ) = u (1, t ) = 0,
y la condición inicial u (x , 0) = f (x ).
Para usar el método de Chebyshev Galerkin elegimos la base
Φk (x ) = Tk+1(x )−Tk−1(x ),
(por tanto φk (±1) = 0), y buscamos soluciones uN (x , t ) de la forma
uN (x , t ) =
N∑
k=0
ak (t )Φk (x ) =
N∑
k=0
ak (t )(Tk+1(x )−Tk−1(x )).
Como es usual, se requiere que el residuo














RN (x , t )Φn (x )
1p
1− x 2
dx = 0, n = 1, 2, · · · , N −1,
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Sn k (a(t ))ak (t ), n = 1, 2, · · · , N −1,







Φn (x )Φk (x )
1p
1− x 2
dx = 2δn k −δn ,k+2−δn ,k−2.
La no linealidad complica la expresión de los elementos de la matriz de rigidez, ya
que las entradas de S ahora consisten de las contribuciones de la parte no lineal,
S h , y la parte lineal, S p :



























Para simplificar la parte no lineal, podemos usar la definición de Φk (x ) y la iden-
tidad 2Tk (x )Tn (x ) = T|k+n |(x ) +T|k−n |(x ). (1.65f) Sin embargo, el cálculo de las in-
tegrales que participan en la matriz de rigidez sigue siendo más complicado.
Una vez que se calculan los componentes de la matriz de rigidez, tenemos
(N−1) ecuaciones diferenciales ordinarias para los (N−1) incógnitas, a= (a1, · · · , aN−1)T ,
da
dt







f (x )(Tk+1(x )−Tk−1(x ))
1p
1− x 2
d x , k = 1, 2, · · · , N −1.
Los métodos polinomiales de Galerkin son de considerable complejidad, tanto
analítica como computacional. El requisito es que cada polinomio de la base ele-
gida debe satisfacer las condiciones de frontera de forma individual lo que a veces
causa que la formulación de Galerkin llegue a ser complicado, en particular cuan-
do las condiciones de frontera son dependientes del tiempo. Además, aunque la
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matriz de masa depende sólo de la base que se utiliza, el cálculo de las entradas
de la matriz de rigidez tiene que ser completado para cada problema individual y
no es en absoluto simple, incluso para problemas lineales con coeficientes cons-
tantes. La presencia de términos no lineales complica aún más el cálculo de la
matriz de rigidez, lo que hace al método de Galerkin extremadamente complejo.
Una simplificación del procedimiento de Galerkin se conoce como el método de
tau, y se presenta en la siguiente sección.
3.2.3 Aproximación Espectral usando Chebyshev Tau










con las condiciones de frontera
u (−1, t ) = u (1, t ) = 0,
y la condición inicial u (x , 0) = f (x ).
Para resolver la ecuación de Burger usando el método de Chebyshev Tau bus-
camos soluciones uN (x , t ) de la forma
uN (x , t ) =
N∑
n=0




(−1)n an (t ) =
N∑
n=0
an (t ) = 0.
Se requiere que el residuo














RN (x , t )Tk (x )
1p
1− x 2
dx = 0, k = 0, 1, · · · , N −2,
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dx = νa (2)
k











p (p 2−k 2)ap (t ).
El cálculo del término no lineal requiere un poco más de trabajo. Introduciendo


















































































p ap (t ).
Esto establece las ecuaciones para los primeros N −1 coeficientes de expan-




(−1)n an (t ) =
N∑
n=0
an (t ) = 0.
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f (x )Tn (x )
1p
1− x 2
dx , n = 0, 1, · · · , N −2.
Aunque el método de tau evita algunos de los problemas de los métodos de Galer-
kin y permite el desarrollo de métodos bastante simples y eficientes para resolver
la ecuación diferencial parcial que se utiliza principalmente para la solución de
ecuaciones lineales elípticas. La razón principal es que el método de tau aún re-
quiere obtener ecuaciones para los coeficientes de expansión para cada proble-
ma individual. Para coeficientes no lineales o problemas no lineales este proceso
puede ser muy complicado y en muchos casos imposible. Sin embargo, para el
coeficiente lineal constante o casos especiales de problemas no lineales de coe-
ficiente variables, el método tau resultante proporciona un enfoque eficaz.
3.2.4 Aproximación Espectral usando Chebyshev Colocación









, x ∈ [−1, 1]× [0, T [
con las condiciones de frontera
u (−1, t ) = u (1, t ) = 0,
y la condición inicial u (x , 0) = f (x ), x ∈ [−1, 1].
Para resolver la ecuación de Burger usando el método de Colocación-Chebyshev
buscamos soluciones uN (x , t ) de la forma
uN (x , t ) =
N∑
k=0
ak (t )Tk (x ),
donde los puntos de colocación están dados por
x j = cos
π j
N






, j = 0, N
π
N
, j = 1, · · · , N −1.
Usando la relación de ortogonalidad discreta
N∑
n=0








, i 6= 0, N
N , i = 0, N
e invirtiendo uN (x , t ) se obtiene












se pueden calcular en los puntos de colocación usando





















T ′k (xi )Tk (xn )

uN (xn , t )
∂u
∂ x
(xi , t ) =
N∑
n=0
[Ax ]i n uN (xn , t ),





T ′k (xi )Tk (xn ), k , n = 0, 1, · · · , N . La primera derivada de las
funciones de Chebyshev está formado por




cp Tp (xi ).



















[Ax ]i n [Ax ]n j






(xi , t ) =
N∑
j=0
[Bx ]i j uN (x j , t ),
donde Bx = A
2
x y los elementos de la matriz Bx están dados por
[Bx ]k j = [Ax ]i n [Ax ]n j , k , n = 0, 1, · · · , N .
Usando las condiciones de frontera se tiene
∂u
∂ x
(xi , t ) = di (t ) +
N−1∑
n=1
[Ax ]i n uN (xn , t ), (3.37)
∂ 2u
∂ x 2
(xi , t ) = d i (t ) +
N−1∑
n=1
[Bx ]i n uN (xn , t ), (3.38)
donde di (t ) = [Ax ]i 0uN (x0, t )+[Ax ]i N uN (xN , t ) y d i (t ) = [Bx ]i 0uN (x0, t )+[Bx ]i N uN (xN , t ).
Reemplazando (3.37) y (3.38) en la ecuación de Burger, se obtiene
∂uN
∂ t
(xi , t )+u (xi , t )
N−1∑
n=1
[Ax ]i n uN (xn , t )−ν
N−1∑
n=1
[Bx ]i n uN (xn , t )+
u (xi , t )di (t )−νd i (t ) = 0,
u (xi , 0) = f (xi ).
(3.39)
Luego, el sistema (3.39) se puede escribir en la forma siguiente:
∂uN
∂ t



















F (t , uN (t )) = [F1(t , uN (t )), F2(t , uN (t )), · · · , FN−1(t , uN (t ))]T
y
Fi (t , uN (t )) =−u (xi , t )
N−1∑
n=1
[Ax ]i n uN (xn , t ) +ν
N−1∑
n=1
[Bx ]i n uN (xn , t )−
u (xi , t )di (t ) +νd i (t ).
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Las ecuaciones (3.40) forman un sistema de ecuaciones diferenciales ordinarias
(EDO) en el tiempo. Por lo tanto el avance de la solución en el tiempo, usa solucio-
nadores de ODE tales como el método de Runge-Kutta de orden cuatro, ya que
es un método explícito que da una buena precisión y se extiende trivialmente a
no lineal. El método de Runge-Kutta de cuarto orden está dada por
u (1) = u (tn ) +
1
2
F (tn , uN (tn ))





u (3) = u (tn ) + F (tn+∆t2
, u (2))
u (tn+1) = u (tn ) +
∆t
6
[F (tn , uN (tn )) +2F (tn+∆t2 , u
(1)) +2F (tn+∆t2 , u
(2)) +
F (tn+∆t , u
(3))].
Ejemplo 1 (Ejemplo Numérico de la Ecuación de Burger No Periódica). La solu-
ción exacta no periódica u correspondiente a (3.31), (3.30) and (3.28) para ν =
0.01, c = 1, a = 16 y t0 = 1 se muestra en la siguiente figura (izquierda) en t = 0 y
t = 1. La ecuación de Burger se resuelve en el intervalo ]− 1; 1[ con condiciones
de iniciales y de frontera tomadas de la solución exacta.
Figura 3.8: La solución exacta para la ecuación de Burger no periódica (izquierda)
y el cálculo de los errores máximos en t = 1 (derecha). Ver [4].
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La figura 3.8 (derecha) ilustra los errores de los esquemas numéricos de Chebyshev-
tau, Chebyshev-colocación y Galerkin con Integración de este problema, integra-
do en el tiempo con el método Runge Kutta de orden 4. También se incluyen para
la comparación, soluciones para diferencias finitas de cuarto y sexto orden.
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Conclusiones
En este trabajo, se observa que el método espectral da resultados más precisos
cuando se usa un número N de términos en la expansión de la solución apro-
ximada uN (x , t ) comparada con el mismo número de particiones del dominio
espacial usado en el método de Diferencias Finitas. Aunque el método espectral
es más laborioso de implementar, el trabajo extra se compensa al obtener una
precisión muy aceptable para un número N no muy grande.
Se ha mostrado cómo usar el método espectral en una dimensión. En un pos-
terior trabajo de investigación se pretende aplicarlo a dimensiones más altas.
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Apéndice: Código Matlab




2. cranknicholson: Programa para resolver la ecuación del calor usando el
método de Crank-Nicholson
function [x,t,U,err]=cranknicholson(f,c1,c2,a1,a2,b,c,n,m)
% Resuelve el problema de la ecuación del calor
%du/dt=S(x)u’’(x,t) usando el método de Crank-Nicholson
%Entrada
% f=u(x,0)=@funcion1 como una cadena ’f’
% c1=u(a1,t) y c2=u(a2,t)
% a1, a2 y b son los extremos de [a1,a2] y [0,b]
% c coeficiente de difusividad
% n y m número de puntos de la malla sobre [a1,a2] y [0,b]
%Salida
% x discretización espacial [a1,a2]
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% t discretización temporal [0,b]
% U matriz solución
% err error cometido












%Generación de la primera fila
U(2:n-1,1)=feval(f,h:h:(n-2)*h)’;
%Forma los elementos de la diagonal y fuera de la diagonal de A




























subplot(3,1,3); mesh(x,time,U’), xlabel(’x’), ylabel(’t’),
zlabel(’u(x,t)’),
title(’Solución del problema del calor usando Método de
Crank-Nicholson’)
U=U’;




3. sistema_tridiagonal: Programa para resolver un sistema tridiagonal
function X=sistema_tridiagonal(A,D,C,B)
%Entrada
% A es la subdiagonal de la matriz de coeficientes
% D es la diagonal de la matriz de coeficientes
% C es la superdiagonal de la matriz de coeficientes
% B es el vector constante del sistema lineal
%Salida













4. errorcrank: Programa para obtener el gráfico de los errores máximos
%clc, close all
t1 = 0.2;
g=[1 0 0;1 0 0];
N = 5:5:25;






















5. calor_tau: Programa para resolver la ecuación del calor usando el método
de Chebyshev Tau
%chebishev Tau Calor
function [x,t,a,err] = calor_tau(N,tfinal,g);






































tfinal=10.; % Tiempo final de integración


















[t,a]=ode45(’caltau’,tspan,a0,options,F2,F); % Se usa











subplot(3,1,3); mesh(x,t,a), xlabel(’x’), ylabel(’t’),
zlabel(’u(x,t)’),
title(’Solution of heat initial-boundary value problem’)








% Función para calcular el lado derecho de la ecuación del calor 1D
dudt=zeros(size(w));
dudt=F2*w+F;
7. chebyint: Programa que calcula la integral de los polinomios de Chebyshev





8. chebypoly: Programa que halla los polinomios de Chebyshev





























9. errortau: Programa para obtener el gráfico de los errores máximos
%clc, close all
t1 = 0.2;
g=[1 0 0;1 0 0];
N = 5:5:25;
























10. calor_colocacion: Programa para resolver la ecuación del calor usando el
método de Chebyshev Colocación.
function [x,t,u,err] = calor_colocacion(N,tfinal,g);
% Resuelve el problema de la ecuación del calor







% N es el número de punto de cradratura de
% Chebyshev-Gauss-Lobatto
% tfinal tiempo final
% n y m número de puntos de la malla sobre [0,a] y [0,b]
%Salida
% x discretización espacial [a1,a2]
% t discretización temporal [0,b]
% U matriz solución
% err error cometido
%Parámetros iniciales y U
pi=4.*atan(1.); % Order de aproximación
[x,D2t]=cheb2bc(N,g); % Matriz de diferenciación
%(segundo orden) con las condiciones de frontera dadas









tspan=[0:tfinal/100:tfinal]; % Step size
options=odeset(’RelTol’,1e-04,’AbsTol’,1e-6);
[t,u]=ode45(’sist_edo’,tspan,u0,options,D2t); % Se usa
%Runge-Kutta para
%resolver el sistema de EDOs








subplot(3,1,3); mesh(x,t,u), xlabel(’x’), ylabel(’t’),
zlabel(’u(x,t)’),
title(’Solución del problema del calor usando Colocación’)
%----------------------------
% --- Compare with exact solution at end of simulation
ue = sin(pi*x).*exp(-t(m)*pi^2);
err=max(abs(u(m,:)-ue’));
11. sist_edo: Función para calcular el lado derecho de la ecuación del calor
function dudt=sist_edo(t,w,options,D2t)




12. cheb2bc: Programa para calcular las matrices de primer y segundo orden
y las condiciones de frontera evaluadas en los puntos de frontera
function [xt,D2t,D1t,phip,phim]=cheb2bc(N,g);
%Program for computing first and second derivative




% a_1 u(1) + b_1 u’(1) = c_1
% a_N u(-1) + b_N u’(-1) = c_N
%INPUT
%N=number of Chebyshev points in [-1,1]
%g=boundary condition matrix = [a_1 b_1 c_1; a_N b_N c_N]
%OUTPUT
%xt=Chebyshev points corresponding to rows and columns
% of D1t and D2t
%D1t=1st derivative matrix incorporating bc
%D2t=2nd derivative matrix incorporating bc
%phip=1st and 2nd derivative of bc function at x=1
% array with 2 columns)
%phim=1st and 2nd derivative of bc function at x=-1
% (array with 2 columns)
% S.C. Reddy, J.A.C. Weideman 1998





% extract boundary condition coefficients
a1=g(1,1); b1=g(1,2); c1=g(1,3);
aN=g(2,1); bN=g(2,2); cN=g(2,3);
% Case 0: Invalid boundary condition information
if ((a1==0 & b1==0) | (aN==0 & bN==0)),
fprintf(’Invalid boundary condition information
(no output) \n’);





phip=c1*[D1(K,1) D2(K,1)]/a1; % phi_+
phim=cN*[D1(K,N) D2(K,N)]/aN; % phi_-
xt=x(K); % node vector





xjrow=2*sin((J-1)*pi/2/(N-1)).^2;% 1-x_j, using trig identity
xkcol=2*sin((K-1)*pi/2/(N-1)).^2;% 1-x_k, using trig identity
oner=ones(size(xkcol));% column of ones
fac0 = oner*(1./xjrow);% matrix -1/(1-x_j)
fac1 = xkcol*(1./xjrow);% matrix (1-x_k)/(1-x_j)
D1t = fac1.*D1(K,J)-fac0.*D0(K,J);
D2t = fac1.*D2(K,J)-2*fac0.*D1(K,J);
cfac = D1(1,1)+a1/b1;% compute phi’_1, phi’’_1
fcol1 = -cfac*D0(K,1)+(1+cfac*xkcol).*D1(K,1);
fcol2 = -2*cfac*D1(K,1)+(1+cfac*xkcol).*D2(K,1);
D1t = [fcol1 D1t];
D2t = [fcol2 D2t];
phim = xkcol.*D1(K,N)/2-D0(K,N)/2;% phi’_-, phi’’_-
phim = cN*[phim xkcol.*D2(K,N)/2-D1(K,N)]/aN;
phip= -xkcol.*D1(K,1)+D0(K,1);% phi’_+, phi’’_+
phip= c1*[phip -xkcol.*D2(K,1)+2*D1(K,1)]/b1;
xt = x(K);% node vector
elseif (b1==0 & bN~=0),
% Case 3: Dirichlet at x=1 and Neumann or Robin boundary x=-1.
J=2:N-1;
K=(2:N)’;
xjrow=2*cos((J-1)*pi/2/(N-1)).^2;% 1+x_j, using trig identity
xkcol=2*cos((K-1)*pi/2/(N-1)).^2;% 1+x_k, using trig identity
oner=ones(size(xkcol));% column of ones
fac0 = oner*(1./xjrow);% matrix 1/(1+x_j)
fac1 = xkcol*(1./xjrow);% matrix (1+x_k)/(1+x_j)
D1t = fac1.*D1(K,J)+fac0.*D0(K,J);
D2t = fac1.*D2(K,J)+2*fac0.*D1(K,J);
cfac = D1(N,N)+aN/bN;% compute phi’_N, phi’’_N
lcol1 = -cfac*D0(K,N)+(1-cfac*xkcol).*D1(K,N);
lcol2 = -2*cfac*D1(K,N)+(1-cfac*xkcol).*D2(K,N);
D1t = [D1t lcol1];
D2t = [D2t lcol2];




phim= xkcol.*D1(K,N)+D0(K,N);% compute phi’_-,phi’’_-
phim= cN*[phim xkcol.*D2(K,N)+2*D1(K,N)]/bN;
xt = x(K);% node vector
elseif (b1~=0 & bN~=0),




xkcol0=sin((K-1)*pi/(N-1)).^2;% 1-x_k^2 using trig identity
xkcol1=-2*x(K);% -2*x_k
xkcol2=-2*ones(size(xkcol0));% -2






















phim=cN*[phim1 phim2]/bN;% compute phi’_-, phi’’_-
phip1=(-xkcol0.*D1(K,1)-xkcol1.*D0(K,1))/2;
phip2=(-xkcol0.*D2(K,1)-2*xkcol1.*D1(K,1)-xkcol2.*D0(K,1))/2;





13. errorcolocacion: Programa para obtener el gráfico de los errores máximos
%clc, close all
t1 = 0.2;
g=[1 0 0;1 0 0];
N = 5:5:25;
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