Abstract. We consider the inference problem for parameters in stochastic differential equation models from discrete time observations (e.g. experimental or simulation data). Specifically, we study the case where one does not have access to observations of the model itself, but only to a perturbed version which converges weakly to the solution of the model. Motivated by this perturbation argument, we study the convergence of estimation procedures from a numerical analysis point of view. More precisely, we introduce appropriate consistency, stability, and convergence concepts and study their connection. It turns out that standard statistical techniques, such as the maximum likelihood estimator, are not convergent methodologies in this setting, since they fail to be stable. Due to this shortcoming, we introduce a novel inference procedure for parameters in stochastic differential equation models which is convergent. As such, the method is particularly suited for the estimation of parameters in coarse-grained models from observations of the corresponding multiscale process. We illustrate these theoretical findings via several numerical examples.
Introduction
Stochastic differential equation (SDE) models play a prominent role when studying the temporal evolution of diverse phenomena arising in a wide range of areas. In many applications it is desirable to fit such an SDE models to discrete time observations (e.g. experimental or simulation data) of the phenomenon of interest in order to use these models for further analysis [24] . It is often possible to justify postulating an SDE model with a particular structure based on theoretical arguments or previous experience with related systems. In that case fitting the model to the available discrete time observations corresponds to determining an unknown parameter vector θ ∈ R n , which parametrizes an d-dimensional SDE model such as (1) dX = f (X; θ) dt + g(X; θ) dW .
In abstract terms, an estimator for θ can be viewed as a mapping from the sample space (i.e. the space of observations) to the parameter space R n and it is solely derived from model (1) . For concreteness, let the observations X correspond to model (1) with true parameter θ and denote by Λ λ (X) the estimated value using procedure Λ λ . Here λ is a generic parameter which accounts for effects that influence the estimated value, such as the number of observations or effects due to approximations of continuous objects. Of particular interest is to verify that the parameter vector θ can be recovered asymptotically from the observations, i.e. abstractly that lim λ→0 Λ λ (X) = θ in an appropriate sense, with λ → 0 denoting a generic limit value. For instance, if Λ λ (X) denotes the continuous time maximum likelihood estimator based on the observed path X over the time interval [0, T ] (we will come back to this estimator in section 2.1), then we wish to recover the true parameter asymptotically as T → ∞, so that λ = 1/T here. There exists a vast and well-established literature concerning this property, both from theoretical and computational aspects [18, 25, 30, 38] . For the special case of estimating parameters in ordinary differential equations, i.e. g ≡ 0 in equation (1), see e.g. [29] .
In this work, we are interested in a slightly different scenario: instead of having direct access to observations X corresponding to model (1) with true parameter θ, we only observe a process X ε which converges weakly to X in the limit of ε → 0. This situation cannot easily be ruled out in many practical applications. One such example is the problem of inferring coarse-grained effective models with respect to (F t ) t∈[0,T ] . We consider a d-dimensional Itô stochastic differential equation (SDE), (2) dX = f (X) dt + g(X) dW t , X(0) = ξ , over a finite time interval [0, T ], T > 0. The initial condition ξ ∈ R d is assumed to be independent of the σ-field generated by W and such that E( ξ 2 2 ) < ∞. Moreover, f : R d → R d and g : R d → R d×r are assumed to be such that (2) has a unique strong solution on [0, T ]; see e.g. [20, 33] .
The parametric inference problem for diffusion processes, i.e. for solutions of SDEs, is then the following. Let both the function f and the function g in (2) depend on some unknown vector-valued parameter θ ∈ R n , n ∈ N, so that (2) reads (3) dX = f (X; θ) dt + g(X; θ) dW t .
We assume that (3) has a unique strong solution for any admissible parameter θ ∈ Θ ⊆ R n . Then based only on available observations of the solution to (3), the goal is to accurately infer the unknown parameter θ in (3) from the observations. An estimator for a parameter vector in SDEs is given as a mapping of the sample space to the space of admissible parameters Θ (cf. [25, 38] ). Based on available observations of the diffusion process X solving (3) with parameter θ ∈ Θ, an estimate of θ is then given by applying this mapping to the observation X. Let Λ λ (X) denote such an estimated value based on X. Here we introduce a generic, possibly vector-valued, parameter λ to account for the fact that the estimated value Λ λ (X) depends on properties of the available observations, such as the number of observations or approximations of continuous objects (e.g. integrals or discretely sampled observations). We emphasize that, although, we use only one parameter λ to index this family of estimators Λ λ , the generic limit λ → 0 is merely meant as a notation for considering the limit of all properties that influence the estimated value, such as, for example, taking the number of observations to infinity and the mesh size of any discretization to zero. Ultimately, the question is whether or not the estimated value Λ λ (X) is an accurate approximation of θ. To make this concept more precise we introduce two consistency concepts, which express purely statistical ideas. The first one introduces the class of feasible processes F , i.e. the class of processes for which the estimation procedure Λ λ has a well-defined limiting object as λ → 0. Definition 2.1 (Numerical Consistency). Let X be the solution to (3) associated with parameter θ ∈ Θ and let Λ λ be an estimation procedure for θ. The procedure Λ λ is called numerically consistent for class F , if lim λ→0 Λ λ (Y ) =: Λ(Y ) exists in probability for any Y ∈ F . The class F is called the class of feasible processes and is such that X ∈ F .
The class F can be thought of as the domain of definition of the estimation procedure, in the sense that it typically contains all processes such that the estimated value exists in the limit as λ → 0. Moreover, it is natural to require that X ∈ F , as it is not possible to estimate θ accurately using the methodology Λ λ otherwise. Then the second consistency concept given below links the limiting value Λ(X) to the parameter θ. Definition 2.2 (Model Consistency). Let X be the solution to (3) associated with parameter θ ∈ Θ. A numerically consistent estimation procedure Λ λ for θ is called model consistent if Λ(X) = θ in probability.
Remark 2.1. The notion of a consistent estimation procedure commonly used in the mathematical statistics literature (see, e.g., [28, 40] ) is a special case of the consistency concept introduced in Definition 2.2. To see this, we assume that the estimation procedure Λ λ depends only on the number of observations, that is 1/λ denotes the number of available observations. Furthermore we assume that Λ λ is numerically consistent for class F = {X}. Then model consistency of Λ λ in view of Definition 2.2 coincides with the consistency concept used in mathematical statistics. The reason for considering a more general consistency concept here is that we will also be concerned with additional approximation errors, which influence the convergence, as well as perturbations to the input X.
As it is well-known in numerical analysis, consistency of a numerical method is not sufficient to guarantee an accurate solution to a numerical problem, since small perturbations in the input may result in drastic changes in the solution. Therefore, a stability condition is typically employed. To study the effect of small perturbations to the input in the context of parametric inference for diffusion processes, we consider perturbations in the following sense. Definition 2.3 (Weak perturbations). Let (Ω, F, P) be a probability space and let X ε , ε > 0, and X be stochastic processes defined on that space, whose trajectories are almost surely continuous on the time interval [0, T ] with values in R d . We say X ε is a weak perturbation of X, if
A closely related concept is that of weak convergence of measures (see e.g. [4, Ch. IV.30]), in the sense that a sufficient condition for X ε to be a weak perturbation is to converge weakly in C([0, T ], R d ) to X. Based on these weak perturbations, we introduce a natural stability condition in context of parametric inference for diffusion processes.
Definition 2.4 (ε-stability). Let X be the solution to (3) associated with parameter θ ∈ Θ. Moreover, let the estimation procedure Λ λ for θ be numerically consistent for class F . Then Λ λ is called ε-stable, if lim ε→0 Λ(X ε ) = Λ(X) in probability for any weak perturbation X ε of X, such that X ε ∈ F .
Independent of the consistency and stability concepts developed above, we are ultimately interested whether or not an estimation procedure for θ in (3) yields an accurate approximation when applied to a weak perturbation X ε of X. Only when the estimated value based on weak perturbations coincides with the true value θ asymptotically, we call a estimation methodology convergent. The following definition makes this intuition precise.
Definition 2.5 (Convergence). Let X be the solution to (3) associated with parameter θ ∈ Θ. An estimation procedure Λ λ for θ is called convergent for class F , if
There is a natural link between the consistency and stability concepts introduced above, and the convergence concept. In fact, model consistency and ε-stability imply convergence, while model consistency and convergence imply ε-stability. In other words: stability is a necessary and sufficient condition for the convergence of a consistent methodology. This relationship resembles precisely the essence of the Lax equivalence theorem [26] .
Remark 2.2. By casting the parametric inference problem into a numerical analysis framework, one notices the resemblance to inverse problems and regularization techniques. In fact, there is direct link to the concept of well-posed problems in the sense of Hadamard, as such that ε-stability reflects the dependency of the solution on perturbations of the input argument. Consequently, the parametric inference problem using an ε-unstable method would not be well-posed and it had to be regularized for its numerical treatment. Typical regularization techniques reformulate the problem by incorporating additional information (e.g. regularity assumptions) or constraints to obtain a well-posed problem. We will briefly come back to this point in Remark 2.3.
2.1.
The maximum likelihood estimator for multiscale diffusion processes. In this section we consider the maximum likelihood estimator (MLE) in continuous time to illustrate the concepts introduced above. Specifically, we focus on a simple one-dimensional example borrowed from [36] . Consider the case where SDE (3) is the first order Langevin equation, given by
with A, Σ > 0. We assume that Σ is known so that we are only concerned with estimating the parameter A from a trajectory of continuous time observations on the time interval [0, T ], T > 0. Let V : R → R be a confining potential with at most polynomial growth, for which there exist c 1 , c 2 > 0 such that −V ′ (x)x ≤ c 1 − c 2 x 2 for every x ∈ R (e.g. V (x) = x 2 /2). Consequently, the solution X to (5) is ergodic. Then the MLE for A is given by (see [25, 38] )
where we have indexed the class of estimators by T instead of λ, as here λ = 1/T . Mimicking the proof of [36, Thm. 3.4] , one readily obtains numerical consistency of the MLE for a class of ergodic diffusion processes.
Lemma 2.1 (MLE is numerical consistent). Let F be defined as
Then the MLE Λ T in (6) is numerical consistent for class F .
Furthermore, model consistency of the MLE is a well-known fact in the mathematical statistics literature; see [25, 30, 38] for example. Lemma 2.2 (MLE is model consistent). Let X be the solution to (5) corresponding to the parameters A, Σ > 0. Then the MLE Λ T for A is model consistent, so that lim T → Λ T (X) = A in probability.
Despite the consistency results of Lemmas 2.1 and 2.2, an accurate numerical treatment of the parametric inference problem is still not guaranteed. In fact, the MLE fails to be ε-stable and it is, as such, not a convergent estimation procedure. To see this, we construct a weak perturbation in F , for which the MLE is not convergent. Specifically, consider the SDE
with p being a smooth periodic function with period L > 0 and let
. Notice that 0 < R(σ) < 1 in view of the Cauchy-Schwarz inequality. Then for α, σ such that αR(σ) = A and σR(σ) = Σ it is known that X ε solving (7) converges weakly in C([0, T ], R) to X in the limit as ε → 0. In other words, X ε is a weak perturbation of X in the sense of Definition 2.3. Then the following result states that the MLE is not convergent, as it fails to be ε-stable for this perturbation. Proof. Let X ε , ε > 0, denote the solution to (7) corresponding to α, σ satisfying αR(σ) = A and σR(σ) = Σ. Then X ε is a weak perturbation of X. Moreover, the process X ε is ergodic for any ε > 0 [36, Prop. 5.2] and it follows that X ε ∈ F . Thus, the consistency results of Lemmas 2.1 and 2.2 imply that
holds in probability, where the last equality follows from [36, Thm. 3.4] . Consequently, the process X ε is a counterexample showing that the MLE cannot be convergent for class F . Remark 2.3. As the MLE is not convergent, for it to become a meaningful inference scheme appropriate regularization techniques have to be used, as we have mentioned in Remark 2.2. Although not coined as such, the principle of data subsampling (see, e.g., [1] [2] [3] [34] [35] [36] ) can be viewed as such a regularization technique as one introduces additional conditions concerning the sampling rate. In fact, subsampling the data at an optimal rate can make the MLE (6) convergent for class F ; see [36] . We emphasize, however, that the optimal sampling rate is typically unknown in practice and can also vary for different parameters in the same model.
A Parametric Inference Technique for Diffusion Processes
Here we introduce a procedure for the parametric inference problem of diffusion processes which is motivated by the recent computational results in [19, 23] . In fact, here we extend and generalize the introduced procedure further to make it more amenable to a theoretical treatment. Specifically, consider the following d-dimensional Itô SDE
where f :
, and W denotes a standard r-dimensional Brownian motion. The initial condition ξ ∈ R d is assumed to be deterministic and, as before, both functions f and g are 5 assumed to be such that (8) has a unique strong solution on any finite time interval
In what follows, we will use X ξ (t) to denote the solution of (8) at time t ∈ [0, T ] started at time zero in ξ, i.e. X ξ (0) = ξ. Moreover, let L be the generator of the diffusion process (8), i.e.
with G := gg T : R d →∈ R d×d and where A : B ≡ tr(A T B) denotes the Frobenius inner product of matrices A, B ∈ R d×d . Then for any φ ∈ C 2 R d , Itô's formula implies that
when additionally assuming that φ, f , and g are sufficiently regular so that Fubini's theorem holds.
For the parametric inference problem we assume that both drift f and diffusion G = gg T depend on unknown parameters θ = (θ 1 , . . . , θ n ) T ∈ Θ = R n , which we wish to estimate from available data. Specifically, we consider the case where f and G can be expressed as a series expansion using appropriate functions (f j ) 1≤j≤n and (G j ) 1≤j≤n , respectively. That is, both drift function and diffusion function depend linearly on θ:
This representation is always possible if f and G belong to some finite dimensional vector spaces with basis functions f j and G j , respectively. For the numerical examples in section 5 we will typically take f and G to be polynomials of some degree and use monomial basis functions. The semiparametric representation (10) makes the inference problem finite dimensional and will lead to a linear least squares problem. Substituting the parametrization (10) into (9) and rearranging the terms, we find
where
For any time t ∈ [0, T ] and function φ we define the local contribution functions
for the sake of notation. Equation (11) can then be written as
As equation (12) is under-determined for n > 1, we derive a well-defined estimator for θ by exploiting the fact that equation (12) is valid for any ξ ∈ R d . By considering a finite sequence of trial points (ξ i ) 1≤i≤m we find that θ solves the linear system of equations
∈ R m×n and right-hand side b := b c (ξ i ) 1≤i≤m ∈ R m . We emphasize that both the matrix A and the right-hand side b depend on the considered trial points Ξ := (ξ i ) 1≤i≤m , say, as well as t, φ, and the process X solving (8), i.e. A ≡ A(X, t, φ, Ξ) and b ≡ b(X, t, φ, Ξ).
In view of (13), the inference problem for θ in a continuous setting reduces to solving a linear system. As the matrix A is typically singular, and the right-hand side b might not be in the range of A, we define the estimator of θ based on A and b as the least squares solution of Aθ = b with minimum norm:
or equivalently written asθ = A + b, with A + denoting the pseudoinverse of A [5] . It is well known that the least squares solution (14) is always unique [6, Thm. 1.2.10]. Consequently, the estimatorθ is well-defined. Notice that, by construction, the true parameter θ satisfies equation (13), so that θ ∈ S. However, θ =θ is still possible, since there might be more than one element in R n that minimizes
2 . This is due to the fact that we solve the linear system in the least squares sense (14); we will come back to this problem and its consequences in section 4.2. Finally, we note that we use Θ = R n throughout this work for simplicity. The case Θ ⊂ R n results in a constrained least squares problem and can be treated similarly; cf. [6, Ch. 5].
Admissible functions.
Both the matrix A and the right-hand side b in equation (13) depend on the function φ, so that also the least squares estimatorθ depends on it. In the formal derivation of (14) above, we have not specified the function φ yet, except assuming sufficient regularity. The following definition makes the assumptions on φ concrete. Definition 3.1. The space of admissible functions, denoted by V n , is defined as
where L j ϕ = f j ·∇ϕ+ 1 2 G j : ∇∇ϕ, and the functions f j and G j are fixed by the considered parametrization (10).
The derivation of (14) above is rigorous for any φ ∈ V n , since in that case both Itô's formula and Fubini's theorem (see e.g. [4, Ch. III.23]) are indeed applicable. Moreover, the reason for considering only bounded functions is due to the fact that this not only ensures all expectations to be finite but, more importantly, will also yield favorable properties of the estimation procedure when confronted with a weak perturbation. Finally, it is important to note that V n is typically not empty. Take for example the case where all f j and G j are continuous functions satisfying polynomial growth conditions, respectively. Then the function exp (− x 2 2 )p(x), where p is an arbitrary polynomial, is an admissible function for example. We also remark that the set of admissible functions V n defined in (15) might not be the largest possible class. It is, however, sufficient for our purposes since we only need one element in V n to define the estimatorθ.
3.2.
Fully discretized estimation procedure. In practice both matrix A and right-hand side b in the definition of the least squares problem (14) are not readily available but can only be obtained approximately based on available observations (i.e. in a data-driven fashion). Hence, using these assembled approximations of A and b in (14) instead, introduces an error to the estimation procedure. Specifically, the different error sources are:
(a) Sampling errors in discretely sampled observations of a continuous time process: let T h be the time discretization of [0, T ], then, for any τ ∈ T h , only the time discrete approximationX h|ξ corresponding to time step h is available:
(b) Errors due to approximating time integrals by numerical quadrature. Here we resort to the trapezoidal rule due to its advantages over higher order methods for a "rough" integrand [9] , but other quadratures are also possible. Specifically, let Q t n δ denote the quadrature operator of the trapezoidal rule on [0, t] with n δ equally spaced (δ = t/n δ ) subdivisions, so that
(c) Errors due to approximating expectations: for τ ∈ T h we use an approximation
for which the approximation error vanishes asymptotically in a probabilistic sense (e.g. almost surely). Hereū h,N (τ, ξ; ϕ) could be an appropriate ensemble average or time average, depending on the available observations (see section 3.3). For a fixed time t ∈ [0, T ], a sequence of trial points Ξ, and an admissible function φ ∈ V n the right-hand side b in (14) is then approximated by
while the matrix A by
The fully discretized estimation procedure is then given bŷ
accordingly. To emphasize the dependency of the estimated valueθ δ,h,N on the used observations, we will occasionally use
with λ = (δ, h, N ), corresponding to the notation introduced in section 2.
3.3. Approximating expectations from observations. An important task when using the described estimation procedure for discrete time observations is to approximate expectations from available observations. More precisely, let X ξ (t) denote a generic diffusion process at time t ∈ [0, T ] started at ξ and recall that T h denotes a time discretization of [0, T ]. Furthermore, letX h|ξ (τ ), τ ∈ T h , denote a time discrete approximation of X ξ . To obtain the estimated value (18), expectations of the form E ϕ X h|ξ (τ ) for ϕ ∈ C b (R d ) need to be approximated. The choice of the approximation depends on the design of the available observations. In the following we consider two different observation designs: firstly we discuss the situation when an ensemble of short trajectories is available, and secondly the case when only one long trajectory of observations (i.e. a time series) is available. We will exemplify an approximation of the expectation in each case.
3.3.1. Ensemble of short trajectories. Let us first consider the case where an ensemble of independent and identically distributed (i.i.d.) observations is available. That is, for h > 0 and trial point ξ ∈ R d we have access toX
h|ξ (τ ), . . . , where τ ∈ T h . A natural approximation of E ϕ X h|ξ (τ ) with ϕ ∈ C b (R d ) is then given via an ensemble average:
In view of the strong law of large numbers, we have the following convergence result.
Proposition 3.1. Let h > 0, τ ∈ T h , and ξ ∈ R d . Moreover, let the sequence
This observation design is common for many computer-based simulations and experiments, such as, e.g., computational statistical physics, but also some real word experiments can be cast into this framework.
3.3.2. One long trajectory. An observational design more prevalent in real world experiments is when only one long trajectory of discrete time observations (i.e. a time series) is available. That is, we have access toX h (t 1 ),X h (t 2 ), . . . , with 0 ≤ t 1 < t 2 < . . . , and t k ∈ T h with h > 0. Here we dropped the subscript for the initial condition of the observations, since there is only one initial condition which we cannot influence. Instead we will obtain an approximation of E ϕ X h|ξ (τ ) by searching the trajectory for the value of the trial point ξ ∈ R d . Due to mutual dependencies between the observations in this setting and the fact that we have to search the time series for the value of ξ, we cannot expect to get a good approximation with as little assumptions on the time discrete process as in the ensemble case above. One technique that is nonetheless applicable are so-called local polynomial kernel regression estimators [13, 39] . In the simplest case (locally constant) this yields the approximation
which is also known as the Nadaraya-Watson estimator [32, 44] . Therein K : R d → R is an appropriately chosen kernel and κ N > 0 denotes the bandwidth which depends on N . Throughout this work we select the Gaussian kernel K(x) := (2π) −d/2 exp (− x 2 2 /2) in (20) for convenience, but we remark that other choices are also possible.
, one can rewrite the right-hand side in (20) , as Nτ k=1 w Nτ ,i (ξ)ϕ X h|ξ (t k + τ ) . The regression estimator is thus given as a weighted average with non-identical weights w Nτ ,k (ξ). We also note that if the trial point ξ is such that denominator in (20) is zero, then we simply set w Nτ ,k (ξ) = 1/N for well-posedness instead.
For the Gaussian kernel and under suitable conditions on the degree of dependency of the observations, we have the following convergence result [7, 
Remark 3.2. In Proposition 3.2, the rather technical α-mixing condition on the degree of dependency of the observations ensures that various covariance terms can be controlled [12, Ch. 7.2] . Specifically, it implies that Cov X h (t 1 ),X h (t 1+k ) ≤ Cρ k , for some finite C ≡ C h > 0 and ρ ∈ [0, 1[. Related conditions on the covariance structure as a function of the lag k have also been used in other works on parametric inference for diffusion processes; see e.g. [3] .
Error Analysis for the Estimation Procedure
We now analyze the estimation procedure introduced in section 3 concerning its convergence properties.
4.1. Setting and Assumptions. Let X denote the solution to the diffusion process (8) on the time interval [0, T ] corresponding to parameter θ ∈ Θ = R n in parametrization (10) . For a fixed time t ∈ [0, T ], a sequence of trial points Ξ, and an admissible function φ ∈ V n , recall thatθ δ,h,N denotes the estimated value for θ based on X, see (18) . That is, in terms of the notation introduced in section 2 we haveθ δ,h,N = Λ λ (X), with λ = (δ, h, N ). Moreover, let X ε be a weak perturbation of X and denote byθ ε δ,h,N the estimated value (18), which is based on the observation X ε instead of X:
As discussed in section 3.2, the estimation procedure is subject to different error sources. In the following we impose assumptions to characterize these error contributions. We begin with characterizing both the accuracy of the available discretely sampled observations and the time discretization itself.
Assumption A1 (Time discrete observations). For any t ∈ [0, T ], let T h be an equidistant time discretization of [0, t] in the sense that T h = {0, h, 2h, . . . , n t h}, for h > 0, and n t ∈ N such that t = n t h. The time discrete approximationX ε h|ξ corresponding to a time step h converges weakly to X ε ξ at time τ ∈ T h as h → 0, in the sense that for any ϕ ∈ C 2+β P (R d ), β > 0 arbitrary, and any ξ ∈ Ξ we have that lim
Here, C k P (R d ) denotes the subspace of C k (R d ), such that the functions, together with all their partial derivatives of orders smaller or equal to k, have at most polynomial growth. 9 Assumption A1 ensures that the discrete time observations provide a certain accuracy. The error contribution due to approximation of expectations is characterized next.
Assumption A2 (Approximation of expectation). Let τ ∈ T h , h > 0, and ξ ∈ Ξ. For any ϕ ∈ C b (R d ), the approximationū ε h,N (τ, ξ; ϕ) converges almost surely toū ε h (τ, ξ; ϕ) := E ϕ X ε h|ξ (τ ) as N → ∞. Notice that both ensemble and single trajectory based averages to approximate the expectation are covered by Assumption A2 (cf. section 3.3). Finally, we impose a time regularity condition on the expectations, so that the convergence of the trapezoidal rule is guaranteed.
Assumption A3 (Approximation of time integral). For any ϕ ∈ C b (R d ), the function t → E ϕ X ε ξ (t) ≡ u ε (t, ξ; ϕ) is such that Q t n δ u ε (·, ξ; ϕ) converges to t 0 u ε (s, ξ; ϕ) ds as n δ → ∞ (or equivalently as δ → 0, recalling that t = δn δ ) for any fixed t ∈ [0, T ] and any ξ ∈ Ξ.
Remark 4.1. A sufficient condition for the convergence of the trapezoidal rule is for t → E ϕ X ε ξ (t) to be at least Hölder continuous with exponent α > 0 on [0, t]; cf. [9] .
In view of the introduced notations above, and omitting the dependency on X ε , the fully discretized estimator based on perturbed input data, i.e. (21), can then explicitly written as 
while the data-driven approximation of the matrix A by
accordingly.
Convergence property.
In view of Definition 2.5 the key property of the estimation procedure for a numerically feasible result is that the error θ −θ ε δ,h,N 2 vanishes asymptotically. Upon recalling that θ ∈ Θ denotes the true parameter in (8) , whileθ ε δ,h,N is the estimated value based on X ε (i.e. given by (21)), one can divide the error into two parts: (14) . The first part accounts for the error introduced by solving (13) in the least-squares sense instead of solving it directly and this part is not affected by any other error sources. Hence, it vanishes if the estimation procedure is model consistent. The second part in (23) measures the effect of the different error contributions as well as the influence of using a weak perturbation X ε of X. Instead of decomposing the second term further into one term reflecting the ε-stability and one term characterizing the numerical consistency, we will study the second term in (23) directly and address the ε-stability and consistency concepts in Corollary 4.1 afterward.
For notational convenience and to facilitate the presentation of the proofs that follow, we introduce u(t, ξ; ϕ) := E ϕ X ξ (t) , u ε (t, ξ; ϕ) := E ϕ X ε ξ (t) , and, for any discretization time τ ∈ T h , u ε h (τ, ξ; ϕ) := E ϕ X ε h|ξ (τ ) . Now we are in the position to state the main results concerning convergence of the estimator introduced in section 3.
Proposition 4.1. Let X be the solution to (8) corresponding to the true parameter θ ∈ Θ in (10). Moreover, let Ξ and φ ∈ V n ∩ C for any weak perturbation X ε of X, provided X ε is such that Assumptions A1, A2, and A3 hold for sufficiently small ε.
If, moreover, Ξ and φ ∈ V n ∩ C 2+β P (R d ) are such that rank (A) = n, then the estimation procedure is convergent:
Proof. Let X ε be a weak perturbation of X satisfying Assumptions A1-A3 for sufficiently small ε. The difference between b in (14) and b ε h,N in (22) can be estimated via
Since φ ∈ V n ∩ C 2+β P (R d ), the third term in (26) vanishes a.s. in the limit as N → ∞ by Assumption A2. Furthermore, the second term vanishes as h → 0 in view of Assumption A1, and the first term disappears as ε → 0 in view of (4), since φ ∈ V n . Consequently, we find that (27) lim
Next, we estimate the difference of matrix A in (14) and matrix A ε δ,h,N in (22) via
By the same argument as above we find that the fourth term vanishes a.s. as N → ∞ by Assumption A2 and the third term in (28) does so in the limit as h → 0 by Assumption A1. The second term disappears in the limit as δ → 0 by Assumption A3, while the first term vanishes as ε → 0 in view of (4). Thus, here we find
Therefore we have that A − A ε δ,h,N 2 A + 2 < 1 a.s. for sufficiently small N −1 , h, δ, and ε. In view of the rank hypothesis rank (A) = min(m, n) it thus follows from [6, Thm.
holds a.s. for sufficiently small N −1 , h, δ, and ε, which, together with (27) and (29), implies (24) . For rank (A) = n, it is well-known that S in (14), i.e. the set of all least squares solutions, contains only one element [6, Thm. 1.1.3]. By construction θ ∈ S, so that θ =θ. Therefore (23) and (24) imply the claim (25).
Remark 4.2. The rank condition rank(A) = n in the previous result ensures the model consistency of the estimation procedure. Specifically, the rank condition makes the link to the feasibility of parametrization (10) , in the sense that rank(A) = n is only possible if the parametrization (10) for X solving (8) is reasonable and unique. From a more technical viewpoint, the rank condition is crucial for the sensitivity of the least squares problem and thus inherent to any methodology relying on a least squares approach.
Based on the convergence properties of the estimation procedure described in Proposition 4.1, it is also possible to characterize the stability and consistency concepts introduced in section 2. Recall that, in view of the notation introduced in that section, we identify λ = (δ, h, N ) here and understand lim λ→0 as lim δ→0 lim h→0 lim N →∞ . Moreover, the class F of feasible processes is characterized by processes that satisfy Assumptions A1 -A3.
Corollary 4.1. Let X be the solution to (8) corresponding to the true parameter θ ∈ Θ in (10). Moreover, let Ξ and φ ∈ V n ∩ C 2+β P (R d ), for some β > 0, be such that rank (A) = min(m, n). Then, for any t ∈ [0, T ], it holds that (i) the estimation procedure is numerically consistent, and (ii) the estimation procedure is ε-stable for any weak perturbation X ε of X, provided X ε is such that Assumptions A1, A2, and A3 hold for sufficiently small ε.
Proof. Claim (i) follows by the same arguments used in the proof of Proposition 4.1. Under the hypotheses of this Corollary, result (24) holds and claim (ii) follows from (i) in view of the bound θ ε δ,h,N −θ ≥ θ ε δ,h,N −θ ε − θ ε −θ . Remark 4.3. From Corollary 4.1, and in view of Remark 2.1, it follows that the estimation procedure introduced in section 3 is also consistent in the sense used in the mathematical statistics literature, provided that the rank condition rank(A) = n holds. We iterate that this condition is common to all statistical methods relying on a least squares approach.
4.3.
Convergence rates. From a practical point of view it is also of interest to quantify the rate of convergence. To this end, we strengthen Assumptions A1-A3 by quantifying these convergence rates for the approximations accordingly. We begin by characterizing the quality of the discrete time observations. Assumption A4. Let T h = {0, h, 2h, . . . , n t h}, for h > 0, and n t ∈ N such that t = n t h. The time discrete approximationX ε h|ξ corresponding to a time step h converges weakly with order β > 0 as h → 0 to X ε ξ at time τ ∈ T h , in the sense that
Therein C is independent of h, for h sufficiently small.
Remark 4.4. Note that the analysis in this section can be readily extended to non-equidistant time discretization, and the choice of an equidistant one is merely made for convenience. What is important, however, is that the time discretization is nonrandom so that a uniform weak convergence on the discrete interval T h follows from (30); see [21, p. 475] . That is
Furthermore it holds that, an appropriately constructed continuous-time extension based on the discrete time approximationsX ε h|ξ converges weakly with order β on the whole interval [0, t], t ∈ [0, T ]. Remark 4.5. It is noteworthy that the error constant in (30) may depend on ε. This is possible, for example, when the discrete time observations ofX ε are being generated via a computer experiment based on discretizing an SDE with multiple time scales. However, in that case there exist specialized methods to remove this dependency, such as the heterogeneous multiscale method [11, 41] . Here we did not pursue this problem further as this would introduce additional technicalities and deviate the attention from the principle question of convergent estimators. See also Remark 4.6.
Next we make an assumption on the mean squared convergence of the approximations of expectations.
for some γ > 0. For ε, h sufficiently small, both γ and the constant C are independent of ε, h, τ , and N .
Finally we impose the some temporal regularity on the expectations.
Based on theses strengthened assumptions it is possible to obtain the following result concerning convergence rates. For convenience we only present the case where the matrix A satisfies the rank condition rank (A) = n. The case rank (A) = min (m, n) can be treated similarly. Proposition 4.2. Let X be the solution to (8) corresponding to the true parameter θ ∈ Θ in (10). Moreover, let Ξ and φ ∈ V n ∩ C 2(β+1) P (R d ), with β as in Assumption A4, be such that rank (A) = n. Furthermore let X ε be a weak perturbation of X such that
for any ϕ ∈ C b (R d ) with C independent of ε, and such that Assumptions A4, A5, and A6 hold. Then for any t ∈ [0, T ], it holds with probability exceeding p, p
for ε, δ, h, and N −1 sufficiently small. Therein the constant C is independent of ε, δ, h, p, and N .
Proof. We fix t ∈ [0, T ] and 0 ≤ p < 1. In view of Chebyshev's inequality, Assumption A5 implies that
, it follows from the assumptions and from (26) that
with probability exceeding p, where C b is independent of ε, h, p, and N . Similarly, it follows from (28) with some algebra that there is a constant C A , independent of ε, h, δ, p, and N , such that
with probability exceeding p in view of the hypotheses and [9, Thm. 1.1]. For ε, δ, h, and N −1 sufficiently small, the claim then follows in view of [6, Thm. 1.4.6].
Remark 4.6. In Proposition 4.2 above we use c(ε) to indicate that the error constant in (31) could depend on ε, due the dependency of the discrete time observations in (30) on the parameter ε (see also Remark 4.5). It is worth mentioning however, that this error contribution due to inexact sampling is often neglected in the (statistical) analysis of estimation procedures for diffusion processes (see, e.g. [38] ) and it is instead assumed that the process is sampled exactly. When overlooking this particular error contribution here too, the convergence rate (31) simplifies, as c(ε) ≡ 0 in this case.
Observe that the ensemble estimator (19) to approximate expectations is covered by the hypotheses of Proposition 4.2. In fact, Assumption A5 holds with γ = 1 in this case. The situation is more intricate for estimators based on one long trajectory. This is due to the fact that the techniques for proving the mean squared convergence of (20) rely on Taylor expansions of the stationary density function of the underlying random variables. Consequently, the error constant in Assumption A5 depends on (partial) derivatives of this density in this case; see [7, Thm. 3.1] . Therefore, it is not possible to obtain uniform bounds with respect to the parameters ε and h as required by Assumption A5. From a practical point of view we believe, however, that bound (31) for estimator (20) is nonetheless useful, here in the form
with γ = 4/(d + 4), because it highlights the interplay of the parameters that influence the accuracy and can thus guide numerical experiments. Finally, we remark that in practice the combination of discrete time observations and numerical integration naturally links δ and h. That is, δ (and hence n δ ) is not arbitrary but has to be such that δ = lh, for l ∈ N (or n t = ln δ ). Here the choice l > 1 could make sense to reduce the computational effort during the integral approximation, while bound (31) also suggests to choose δ ∝ h β/α so that both error contributions are of the same order. 13 
Application: Data-Driven Coarse-Graining for Multiscale Diffusion Processes
As motivated in the introduction, one important class of problems for which it is essential to have a convergent estimation procedure, is the problem of finding coarse-grained systems associated with the resolved degree of freedom of a multiscale diffusion process. Specifically, we consider the following prototypical system of SDEs:
In (32), U and V denote independent Brownian motions of dimensions p and q, respectively, and ε > 0 is a small parameter. Then the main goal of data-driven coarse-graining is to use only observations of the resolved degrees of freedom, i.e. of X ε solving (32a), to determine a coarse-grained process X solving
which approximately retains the essential statistical properties of X ε for ε ≪ 1. This strategy can be made rigorous using homogenization theory; see [37, Ch. 11 and 18] and the references therein for details. In fact, it is well-known that process X ε solving (32a) converges weakly in (33), provided that the fast process Y ε is ergodic and the centering condition is satisfied. That is, X ε is a weak perturbation of X in the sense of Definition 2.3, so that data-driven coarse-graining corresponds to estimating parameters in (33) based on a perturbed input.
Here we present several data-driven coarse-graining examples to illustrate the applicability of the estimation methodology described in section 3. Although the following examples are fairly simple, they are yet very instructive as they cover many different important aspects, including space dependent coefficients and multivariate processes. Most importantly, however, all examples are such that the theoretical results presented in section 4 apply and also so that commonly used statistical techniques, such as the maximum likelihood estimator, fail to obtain accurate approximations of the parameters in the coarse-grained model. We also emphasize that we use homogenization theory only to construct the weakly convergent process X ε and its limit X in these numerical examples, so that we can measure the error of the estimated values and compare it with the theoretical results in section 4. In fact, the developed estimation procedure itself does not rely on any homogenization techniques at all. Moreover, it does neither rely on the statistical knowledge of Y ε , i.e. knowledge of (32b), nor on any other information of (32), even ε is not assumed to be known.
If not stated otherwise, the discretely sampled observations were obtained by solving the multiscale SDE numerically via the Euler-Maruyama scheme (i.e. β = 1 in Assumption A4) using a time step h = 10 −3 ; cf. [21, Ch. 9.1]. Moreover, the temporal subdivision used for the trapezoidal operator (16) to approximate time integrals is set to equate with the sampling time, i.e. δ = h. The set of trial points Ξ used in the examples below is a collection of normally distributed random variables, which were drawn a priori and then fixed throughout the numerical experiment. Based on these approximations and only on time discrete observations of X ε , the goal is to infer the coefficients in the corresponding coarse-grained model (33) , when assuming that both the drift function f and the diffusion function G = gg T can be parametrized as in (10) . Recall that the estimated value depends on the choice of the admissible function φ, the set of trial points Ξ, and the time t. Consequently, the error constants in (31) also depend on those parameters, in particular the dependency of the estimated value on t is profound. We will thus plot the relative errors of the estimated values as functions of t below.
5.1. Fast Ornstein-Uhlenbeck noise. As a first example, consider with V being a standard one-dimensional Brownian motion. Since the fast process is an OrnsteinUhlenbeck process, determining the precise form of a coarse-grained equation associated to this multiscale system reduces to computing Gaussian integrals. The associated coarse-grained model is then given by (35) dX =h(X) dt + 2σ(X) 2 dW t , whereh(x) denotes the average of h(x, ·) with respect to the invariant measure of the fast process Y ε , and W denotes another standard one-dimensional Brownian motion. In (34a) we have subtracted the Stratonovich correction from the drift so that the noise in (35) can be interpreted in Itô's sense. This drift correction was merely done for convenience and is not essential for what follows. In the sequel we consider two different choices of the pair h(·), σ(·). As a first example let (36) h(x, y) = Ax and σ(x) = √ ς , so that (35) is the SDE satisfied by an Ornstein-Uhlenbeck process. Consequently, to fit (35) to available data, we seek n = 2 parameters. Natural choices for the functions in the drift and diffusion parametrization (10) are
with the true parameters being θ ≡ (θ 1 , θ 2 ) T = (A, ς) T . We chose φ(x) = exp(−x 2 /2) as admissible function, and approximate the expectations by an ensemble average of trajectories. Finally, we consider m = 24 different trial points. For the numerical experiment we generate observations of X ε on [0, t], i.e. of (34a), with (A, ς) = (−0.5, 0.5) and ε = 0.1 in (34), and fit the coarse-grained SDE model to these data. Figure 1 depicts the relative error of the resulting parameter estimates as a function of time t, for two different ensemble sizes N ∈ {100, 5000}. To focus solely on the influence of the perturbation of the input, i.e. to verify the ε-stability of the methodology numerically, we plot the relative error in Figure 1 (a) for a large ensemble size N = 5000, so that all other error contributions are negligible. For very small values of t, one observes large relative errors indicating that the estimators, based on these approximations, are distorted. In view of (31) this is due to a large constant dominating the error. Increasing t, however, reduces the relative error significantly, i.e. the error constant shrinks. In fact, the relative error drops well below 5% for t ≥ 0.2 with only minor fluctuations. Roughly speaking, by increasing t one increases the information content in the estimator and the O(ε) contribution in error bound (31) becomes visible. To demonstrate the usefulness of bound (31) , despite the fact that it is rather pessimistic, Figure 1(b) illustrates the relative error of the estimator for the same experiment but with a smaller ensemble size N . By decreasing N , one can significantly reduce the computational cost while still controlling the relative error. Specifically, we use N = 100 so that 1/ √ N = O(ε), which in view of bound (31) should yield relative errors of the same order, with (possibly) larger fluctuations. This is indeed confirmed in Figure 1(b) . In fact, one finds qualitatively the same behavior as before: To effectively use the estimation procedure based on one long trajectory of time discrete approximations of (40), the time discrete approximations have to satisfy a mixing condition in view of Proposition 3.2. To check this condition, we assume that the time discrete approximations are the result of an Euler-Maruyama approximation. Let g ε h (x) := (1 − αh)x − p ′ (x/ε)h/ε, then the Euler-Maruyama scheme applied to (40) on [0, t = n t h] can be written as To estimate the n = 2 parameters in (41), we use f 1 (x) = x, f 2 (x) = 0 = G 1 (x), and G 2 (x) = 2 in the parametrization (10) . For the numerical experiment below we set p(y) = cos(y) so that the true parameters are θ ≡ (θ 1 , θ 2 ) T = I 0 (σ −1 ) −2 (−α, σ) T , with I 0 (z) again denoting the modified Bessel function of first kind. Moreover, we use m = 24 trial point and φ(x) = exp(−x 2 /2) as the admissible function. Figure 4 shows the relative error of the estimated value as a function of t, when one trajectory of observations on [0, 5000] is obtained from the multiscale system with (α, σ) = (2, 1), and ε = 0.1. The same behavior of the relative error as a function of t is evident: very small t yields distorted estimated values, while increasing t reduces the error significantly. In fact, for t ≥ 0.1 the relative error drops well below 5% with only minor fluctuations. Since bound (31) is not valid in this case, the constants in front of the rates might depends on other parameters (see discussion in section 4.3). Therefore we chose a rather long time series to focus solely on ε-stability, that is on the influence of the perturbation of the input, and to illustrate the convergent behavior of the estimation procedure.
Conclusion
We have studied the convergence of parametric estimation procedures for diffusion processes from a numerical analysis perspective. Specifically, we have introduced consistency, stability, and convergence concepts for estimation procedures. It turns out that the maximum likelihood estimator is not convergent within this framework, since it fails to be stable. Conversely, we have introduced an inference methodology which is provably convergent within this framework. This convergence property of an estimation procedure is pivotal in many applications, such as for data-driven coarse-graining approaches from multiscale observations. We have studied several examples of this class to verify the theoretical results of the introduced methodology. Furthermore, these examples demonstrated that the estimation procedure can be used to accurately approximate parameters in both drift function and diffusion function.
There are still many challenges that remain to be addressed. One is, for example related to rigorous verification of the mixing conditions in the case where only one time series is available. From a theoretical perspective this is not easy, as the available theory is quite restrictive. In fact, most of it is only applicable for a constant diffusion coefficient and a drift satisfying a linear growth condition; see, e.g., [22] and references therein. Standard conditions on drift and diffusion functions ensuring the mixing conditions of the continuous time diffusion process are, e.g., given in [27, 42, 43] . From a practical perspective, however, this condition does not appear to be too restrictive, as the results in [19] indicate.
But there are also other interesting questions left open. During the construction of the estimator, for example, there are still some degrees of freedom, which we have not used optimally. For instance, it seems that the particular choice of the admissible function φ can influence the error constant of the error bound. Therefore, an important task for future research is to study whether or not one can minimize the error constant not only with respect to φ, but also with respect to the number and location of the trial points. From this perspective, characterizing the error constant's dependency on the parameter t is also desirable. A closely related avenue for future efforts is also the study of the asymptotic distribution of the estimators, which in turn can be used to guide the construction of asymptotic confidence intervals for the estimated values. These and related topics will be treated in future studies.
