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 Several credit-scoring models have been developed using ensemble 
classifiers in order to improve the accuracy of assessment. However, among 
the ensemble models, little consideration has been focused on the hyper-
parameters tuning of base learners, although these are crucial to constructing 
ensemble models. This study proposes an improved credit scoring model 
based on the extreme gradient boosting (XGB) classifier using Bayesian 
hyper-parameters optimization (XGB-BO). The model comprises two steps. 
Firstly, data pre-processing is utilized to handle missing values and scale the 
data. Secondly, Bayesian hyper-parameter optimization is applied to tune the 
hyper-parameters of the XGB classifier and used to train the model. The 
model is evaluated on four widely public datasets, i.e., the German, 
Australia, Lending club, and Polish datasets. Several state-of-the-art 
classification algorithms are implemented for predictive comparison with the 
proposed method. The results of the proposed model showed promising 
results, with an improvement in accuracy of 4.10%, 3.03%, and 2.76% on the 
German, Lending club, and Australian datasets, respectively. The proposed 
model outperformed commonly used techniques, e.g., decision tree, support 
vector machine, neural network, logistic regression, random forest, and 
bagging, according to the evaluation results. The experimental results 
confirmed that the XGB-BO model is suitable for assessing the 
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1. INTRODUCTION  
Lending is a major source of income generation for most banks and other loan businesses. In the last 
few decades, credit scoring models have been developed for credit granting decisions. These models have 
traditionally implemented regression techniques that rely on several factors to characterize creditworthiness. 
At present, credit scoring models are utilized in modern artificial intelligence techniques through challenge 
environments. These models have become a popular and critical tool for financial institutions because it helps 
them to make profitable financial decisions and can prevent great losses due to poor decisions on loan 
granting, especially NPLs. 
A large number of credit scoring models have been proposed as alternative choices for financial 
institutions. Generally, the development of a credit scoring model consists of two major techniques: statistical 
methods and machine learning methods. A decision tree method like C4.5 is a popular and powerful machine 
learning algorithm with high performance in credit scoring models [1]-[4]. Despite the plethora of 
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classification algorithms available within machine learning for credit scoring, the most suitable single 
classifier for enhancing a model is still not clear based on the current literature. In the last few decades, 
multiple classifier methods have been proposed and applied to manage the credit scoring problem [5]-[12]. 
Recently, extreme gradient boosting, or XGBoost (XGB), has shown excellent performance in many 
domains, including credit scoring [13]. The parameter settings of XGB often have an important effect on its 
performance. However, in previous studies, the hyper-parameter settings of credit scoring models have often 
been ignored [7], [14], [15], or grid search has been used with insufficient parameter space [13], [16].  
Most classifiers, such as neural networks (NNs), support vector machine (SVM), and XGB, have a 
number of hyper-parameters that critically influence the efficiency of the model. Thus, the hyper-parameter 
tuning step should be carefully investigated. A popular hyper-parameter tuning approach is grid optimization, 
which thoroughly searches using the given hyper-parameter values [17]. However, grid optimization leads to 
other problems, including the curse of dimensionality, because its computational cost (such as time and 
memory space) increases dramatically with the number of given hyper-parameters. Thus, grid optimization is 
not suitable for classification algorithms with many hyper-parameters, especially XGB. 
Li and Chen [16] proposed a comparative performance evaluation of several ensemble methods 
based on the Lending club dataset, and reported that RF showed the best performance. XGB was also 
included in the experiment. However, grid optimization was utilized to tune the XGB hyper-parameters, 
which did not allow enough hyper-parameter space. Munkhdalai et al. [13] compared the performance of machine 
learning methods on bank client credit assessments and found that the XGB algorithm achieved the highest 
accuracy. Li [15] suggested that XGB outperformed LR on credit risk prediction. Brown and Mues [18] 
proposed the comparison of credit scoring methods utilizing imbalanced datasets and reported that gradient 
boosting and RF classifiers performed very well. However, hyper-parameter tuning was not investigated. Our 
empirical study showed that the correct setting of hyper-parameters has a considerable impact on model 
performance. 
Using public datasets, Malik and Hermawan [19] suggested that binary particle swarm optimization 
(BPSO) could improve the accuracy of the CART classifier. Xia et al. [12] found that the Bayesian hyper-
parameter optimization technique outperformed other optimization techniques, e.g., grid search, manual 
search, and random search, in terms of accuracy. In our study, Bayesian hyper-parameter optimization is 
utilized by the tree-structured parzen estimator (TPE), which is a specific technique of Bayesian hyper-
parameter optimization.  
In this study, to improve the performance of the credit scoring model, XGB and Bayesian hyper-
parameter tuning are combined. The XGB is used in the learning process. Bayesian hyper-parameter tuning is 
used to determine the hyper-parameters for obtaining the best model. The proposed model is compared 
against single classifiers that are widely used in credit scoring, such as DT, LR, KNN, SVM, NN, and 
Bagging. Four different public datasets have been included in the experiment for performance comparison. 
The remainder of the paper is structured as follows: Section 2 describes the materials and method that we use 
to develop the model. Section 3 presents the details of the experimental results and discussion. Section 4 
draws conclusions and future research directions. 
 
 
2. MATERIALS AND METHOD  
2.1.  Datasets 
To evaluate the performance of XGB-BO, we used four datasets, namely the German, Polish, 
Australian, and Lending club datasets, which are widely used by researchers. The German, Polish, and 
Australian datasets are available in the UCI repository, and the Lending club dataset is provided in [12]. The 
datasets vary between 1 and 24.93 in terms of the imbalance ratio (IR). The summary of all datasets is 
depicted in Table 1. 
 
2.2.  Experimental setup 
In this study, the credit scoring models were built using a common public dataset. The experiment 
was performed on a Windows 10 operating system with an Intel Core i7 7500 CPU and 8 GB of RAM. 
Python version 3.6 was used in the computer, along with other associated libraries. The Scikit-learn library 
version 0.20.0 was used to apply several well-known algorithms, such as SVM, LR, KNN, and DT, as well as 
other ensemble methods. XGBoost version 0.90 was used for the specific XGB classifier. As well, Hyperopt 
0.2.4 was used for Bayesian hyper-parameter tuning. 
 
2.3.  Research frameworks 
The conceptual framework of the proposed credit scoring model is illustrated in Figure 1. It 
comprises two steps, namely data preprocessing and model training and testing. 
Int J Elec & Comp Eng  ISSN: 2088-8708  
 
Improved credit scoring model using XGBoost with Bayesian… (Wirot Yotsawat) 
5479 
Table 1. Description of the datasets in the study 
Dataset Attributes Instances Good:Bad IR Source 
German 24 1,000 700:300 2.33 UCI 
Polish 64 7,027 6,756:271 24.93 UCI 
Australian 14 690 383:307 1.25 UCI 
Lending club 10 2,642 1,322:1,320 1.00 [12] 
 
 
2.3.1. Data preprocessing 
Data preprocessing is an important step to be taken before a model is constructed for data mining 
and machine learning tasks. It can improve the performance of the model in terms of accuracy and time 
complexity. To prepare the data for a classification algorithm, it is preprocessed so that it is representative 
and consistent. The data preprocessing steps are as follows.  
− Data cleaning: The missing values are managed. The attributes having the same value for more than 
99% of instances or having missing values for more than 30% instances are eliminated. The remaining 
missing values are replaced by the average or mode value of the entries, depending on the attribute’s 
data type. 
− Data transformation: Some classification algorithms, such as SVM and NN, require numerical data. 
Thus, one-hot encoding is applied to convert the categorical input features. Furthermore, different 
ranges of numerical attributes are normalized within a narrow, fixed range. 
 
2.3.2. Model training and testing 
According to the literature, XGB is a powerful classification algorithm. The XGB algorithm 
requires a number of hyper-parameters that should be carefully tuned. To train the XGB model, we adopted 
Bayesian search for hyper-parameter tuning. A grid search and default parameters were also implemented for 
comparing the performance of models. The hyper-parameter tuning was done within the given parameter 
space, as described in Table 2. The best parameter values for single classifiers were set for the base classifiers 
for Bagging. Excluding the parameter settings, the other parameters were set to default values with respect to 
the common mode in the literature. Other widely used classification algorithms were also developed to 
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Figure 1. Conceptual framework for proposed XGB-BO 
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Table 2. Hyper-parameters space for optimization 
Method Parameters Parameters space Grid search Bayesian search 
SVM gamma 0.0001, 0.001, 0.01, 0.1, 1.0 [0.0001, 1.0] 
C 1, 5, 10, 15, 50 [1, 50] 
KNN K 3, 5, 7, 9, 11, 13, 15, 20, 25, 30 [3, 30] 
metric euclidean, manhattan, mahalanobis euclidean, manhattan, mahalanobis 
DT Minimum sample split (min_split) 2, 3, 4, 5, 10, 15, 20 [2, 20] 
Minimum sample leaf (min_leaf) 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20 [1, 20] 
Maximum tree depth (max_depth) 3, 4, 5, 6, 7, 8, 9, 10, 15 [3, 30] 
Maximum features (max_features) 2,3,…,n_feature [2, n_feature] 
NN Hidden layer sizes (hidden_layer) n_feature/2, n_features, n_feature*2 [n_feature/2, n_feature*2] 
Batch size 8, 16, 32 [4, 64] 
Solver adam, sgd adam, sgd 
Initial learning rate (initial_lr) 0.001, 0.01, 0.1 [0.001, 0.1] 
Bagging Number of estimators (n_estimators) 3, 5, 7, 9, 10, 11 [3, 11] 
Subsample ratio (subsample) 0.8, 0.9, 1.0 [0.8, 1.0] 
XGB Maximum tree depth (max_depth) 4, 5, 6, 7, 8, 9 [3, 15] 
Subsample ratio (subsample) 0.8, 0.9 ,1.0 [0.8, 1.0] 
Learning rate 0.01, 0.1 [0.01, 0.1] 
Maximum delta step (max_delta_step) 0.0, 0.3, 0.6, 0.9, 1.0 [0.0, 1.0] 
Column subsample ratio 
(colsample_bytree) 
0.8, 0.9, 1.0 [0.8, 1.0] 
Minimum child weight (min_child_weight) 0, 1, 2, 3, 4 [0, 5] 
Number of boosts (n_estimators) 100, 150, 200 [80, 200] 
gamma 0.0, 0.001, 0.01, 0.1 [0.0, 1.0] 
RF Minimum sample split (min_split) 2, 4, 5, 6, 8, 10, 20 [2, 25] 
Minimum sample leaf (min_leaf) 1, 3, 5, 10 [1, 25] 
Maximum features (max_features) 4, 5, 6, 7, 8, 9, 10 [4, 15] 
Maximum tree depth (max_depth) 4, 6, 8, 10 [4, 25] 
Number of trees (n_estimators) 100, 300, 500 [50, 300] 
 
 
2.4.  Performance measurement 
Based on the confusion matrix, the performance indices were computed to evaluate the models. In 
the credit scoring application, true positive (TP) and true negative (TN) represent the numbers of correctly 
classified good (non-default) and bad (default) borrowers, respectively. False negative (FN) and false 
positive (FP) represent the numbers of misclassified good and bad borrowers, respectively. 
− Accuracy (Acc) measures the overall true predicted value in all classes. However, the accuracy score 
alone cannot indicate model performance because some datasets are imbalanced. Thus, it only reflects the 






− Sensitivity (Sen) measures the proportion of actual positives that are correctly identified. In this case, it 






  (2) 
 
− Specificity (Spec) measures the proportion of actual negatives that are correctly detected by the classifiers. In 






  (3) 
 
− Area under the ROC curve (AUC) measures the classification ability of the entire sample and the balance 
of classified samples simultaneously. Thus, it can be considered a more appropriate measure for 
imbalanced credit scoring [7]. The AUC is derived from the area under the ROC curve, which plots the 
TP rate (Sen) along the y-axis and the FP rate along the x-axis. The AUC score ranges from 0 to 1, where 
a value close to 1 indicates the model has high accuracy. 
− The geometric mean (GM) is a comprehensive evaluation measurement computed by Sen and Spec. A 
high GM indicates the balance between classes is reasonable and good performance in a binary 
classification model. The GM is computed using (4). 
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GM Sen Spec= ×  (4) 
 
 
3. RESULTS AND DISCUSSION 
presented in this section. This section is divided into two sub-sections. Firstly, the classification 
results show a comparison of the internal results and the results generated by other methods. Secondly, the 
model comparison describes the performance of the proposed XGB-BO compared with prior works.  
 
3.1.  Classification results 
The approximate parameter values as determined by Grid and Bayesian optimization for the four 
datasets are listed in Tables 3 and 4, respectively. We found that Bayesian optimization optimized the hyper-
parameters in the given range of available values. The optimal parameters determined by each optimizer are 
different, depending on the datasets. Thus, the prediction results should be comprehensively compared. 
Tables 5 and 6 report the models’ performance on the Australian, German, Lending club, and Polish 
datasets. It can be observed that for most models, performance is improved after the parameters are tuned. 
The main performance measurement and accuracy clearly indicates that the performance of the proposed 
ensemble model, XGB-BO, is generally better than that of the other models for the Australian, German, and 
Lending club datasets. It is also notable that performance is improved with the use of tuned parameters 
compared with using the default parameters. XGB-BO achieved a higher AUC than the other models for the 
four datasets. This indicates the reliability of the predictive model. 
 
 
Table 3. The optimal hyper-parameters found by grid optimization over the four datasets 
Method Parameters Optimal Parameters by Grid search German Australian Polish Lending club 
SVM gamma 0.01 0.0001 1.0 0.01 
C 5 15 50 5 
KNN K 15 9 9 30 
metric manhattan manhattan euclidean manhattan 
DT min_split 20 2 2 5 
min_leaf 9 6 4 3 
max_depth 9 4 5 4 
max_features 7 11 20 6 
NN hidden_layer n_feature n_feature*2 n_feature*2 n_feature/2 
Batch size 16 16 16 32 
Solver adam sgd adam sgd 
initial_lr 0.01 0.1 0.01 0.1 
Bagging-DT n_estimators 11 10 3 11 
subsample 1.0 0.8 0.9 0.9 
Bagging-NN n_estimators 11 11 9 10 
subsample 0.9 1.0 1.0 0.8 
XGB max_depth 4 6 4 5 
subsample 0.9 0.9 0.8 0.8 
Learning rate 0.1 0.1 0.1 0.01 
max_delta_step 1.0 0 1.0 1.0 
colsample_bytree 1.0 0.8 1.0 0.8 
min_child_weight 1 1 3 2 
n_estimators 150 150 150 150 
gamma 0.01 0.1 0.1 0.01 
RF min_split 2 2 2 5 
min_leaf 3 1 1 1 
max_features 9 5 10 5 
max_depth 10 10 8 8 
n_estimators 300 100 500 300 
 
 
Table 5, based on the Australian dataset, shows that XGB-BO clearly outperforms the other methods 
on four of the five measures, including Acc, AUC, Spec, and GM. Our model outperforms the best single 
model (DT-GO) on accuracy by 1.16%, and it performs slightly better than the best ensemble (RF) on 
accuracy by 0.29%. The specificity is lowest for XGB-BO, meaning NPLs will be reduced for the dataset. 
SVM-GO provides the best sensitivity, meaning the profit gain generated by the loan interest will be 
increased. However, misclassifying good and bad applicants generated different costs, because errors in 
predicting bad applicants generated costs much higher than those associated with errors in predicting good 
applicants. Thus, XGB-BO was selected as the best model on the Australian dataset. 
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For the German dataset, XGB-BO shows better accuracy than the best single model (SVM-BO) and 
ensemble model (RF-BO) by 1.3% and 0.6%, respectively. KNN-BO showed the best sensitivity, which 
means that profit gain is increased. However, the specificity of KNN is quite low. Thus, KNN generates a 
large amount of NPLs. To measure the tradeoff between sensitivity and specificity, the GM is the most 
suitable. XGB-BO has the best GM, and it was selected as the best model on the German dataset because it 
performs best on three out of five measures. 
 
 
Table 4. The optimal hyper-parameters found by Bayesian optimization over the four datasets 
Method Parameters Optimal Parameters by Bayesian search German Australian Polish Lending club 
SVM gamma 0.00461689047116 0.00397383750477 0.08616475650820 0.00603628274295 
C 19.1932310081776 48.2499587098706 19.0295480251796 30.0026881399767 
KNN K 20 9 29 11 
metric manhattan manhattan manhattan euclidean 
DT min_split 8 5 2 17 
min_leaf 12 4 10 1 
max_depth 25 5 6 6 
max_features 7 17 21 5 
NN hidden_layer 60 66 103 5 
Batch size 6 10 53 17 
Solver sgd adam adam sgd 
initial_lr 0.02002453466554 0.00579494278262 0.08529809489715 0.05638280882043 
Bagging-DT n_estimators 10 11 9 10 
subsample 0.70439266598359 0.84871802929565 0.98811060975709 0.83804104392796 
Bagging-NN n_estimators 11 6 10 9 
subsample 0.88854405411826 0.96995421405780 0.99823909581760 0.96771414905683 
XGB max_depth 15 11 8 3 
subsample 0.89872245824250 0.90531574515555 0.85178000551936 0.84192396383936 
Learning rate 0.09050467528551 0.07254944643543 0.08639999779493 0.03391092419106 
max_delta_step 0.97589145195803 0.58917007517083 0.99116577350673 0.89950933568580 
colsample_bytree 0.97995886290936 0.82826159131223 0.99999282917556 0.99961275942745 
min_child_weight 4.27490478655498 4.49766738399845 3.19933608516842 3.84589275209607 
n_estimators 139 170 97 100 
gamma 0.04365358568541 0.56438492874988 0.05697412055871 0.05785146742594 
RF min_split 10 2 8 21 
min_leaf 4 1 1 22 
max_features 12 5 14 5 
max_depth 12 25 12 8 
n_estimators 123 179 160 60 
 
 
Table 6, based on the Lending club dataset, shows that XGB-BO achieves the best accuracy, AUC, 
sensitivity, and GM by 67.86%, 72.48%, 73.41%, and 67.49%, respectively. NN-BO achieves the highest 
specificity of 66.74%, which is 4.42% higher than that of XGB-BO. However, NN-BO achieves a lower 
sensitivity than XGB-BO by 6.18%. In this case, most measurements indicate that XGB-BO performs better 
than other models. 
For the Polish dataset, XGB-BO improves the accuracy of the best single model (DT-BO) by 0.27%. 
Although the default parameter value for XGB also shows the highest accuracy of 98.11%, it scores slightly 
lower than XGB-BO on AUC and sensitivity. The Polish dataset is quite imbalanced and consists of 
defaulters only 3.86% which XGB-BO still provide remarkably high performance. The KNN-BO and SVM 
models failed to predict defaulters. Thus, the models generate NPLs more than the other models. 
Ensemble classifiers have enjoyed increasing popularity for credit scoring models. Malekipirbazari 
and Aksakalli [20] recommended RF as an effective algorithm for building a credit scoring model. RF has 
been used as a benchmark ensemble algorithm in many studies [20]-[22]. Compared with the RF model, our 
proposed XGB-BO achieves better performance for overall accuracy, AUC, sensitivity, as well as GM 
because the XGB-BO is constructed of a powerful classifier with careful hyper-parameter tuning. 
In sum, the Bayesian and grid hyper-parameter optimization improved the performances of almost 
all base models for most measurements. Bayesian hyper-parameter optimization is more suitable than grid 
search in the case of a substantial number of hyper-parameters, because all possible combinations of 
parameters lead grid optimization to require a long computation period. Moreover, the heuristic nature of the 
Bayesian optimization mechanism produces the optimal parameters. Thus, the experimental results indicate 
that Bayesian hyper-parameter optimization provided better performance than grid optimization on the 
algorithms that have a substantial number of hyper-parameters, such as XGB. 
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Table 5. The performance comparison of various classifiers over Australian and German datasets 
Methods Australian German Acc AUC Sen Spec GM Acc AUC Sen Spec GM 
DT 79.42 79.37 79.89 78.85 79.18 68.20 63.38 75.43 51.33 62.04 
DT-GO 87.54 92.07 88.76 86.01 87.28 76.00 76.56 89.57 44.33 62.34 
DT-BO 86.67 91.48 86.67 86.65 86.47 75.70 76.44 88.14 46.67 63.81 
LR 85.51 92.09 84.85 86.31 85.46 76.80 79.27 89.00 48.33 65.39 
LR-GO 85.51 92.04 84.85 86.31 85.46 76.90 79.24 89.00 48.67 65.59 
LR-BO 85.51 91.88 84.85 86.31 85.48 76.90 79.23 89.00 48.67 65.59 
KNN 78.84 78.21 84.08 72.34 77.83 71.60 61.05 87.43 34.67 54.81 
KNN-GO 83.04 82.23 89.82 74.65 81.64 73.30 59.60 93.86 25.33 47.80 
KNN-BO 83.04 82.23 89.82 74.65 81.64 73.10 57.36 96.71 18.00 41.26 
SVM 84.78 91.79 86.30 83.51 84.77 76.30 77.80 92.00 39.67 59.73 
SVM-GO 86.38 92.39 91.85 81.95 86.67 78.10 79.54 90.14 50.00 66.89 
SVM-BO 85.80 90.80 86.42 85.01 85.64 78.20 79.57 90.00 50.67 67.14 
NN 84.78 90.43 86.41 82.75 84.40 75.10 76.00 85.29 51.33 65.73 
NN-GO 86.23 91.60 88.24 83.73 85.82 77.50 79.49 88.86 51.00 66.58 
NN-BO 86.52 89.92 87.46 85.35 86.29 77.50 79.80 88.14 52.67 67.80 
RF 86.81 92.49 88.52 84.71 86.48 76.80 79.84 92.14 41.00 61.14 
RF-GO 88.26 93.24 91.38 84.39 87.70 78.30 80.35 92.57 45.00 64.30 
RF-BO 88.41 92.67 90.34 86.00 88.08 78.90 79.91 92.43 47.33 65.91 
Bagging-DT 85.07 90.98 85.88 84.06 84.89 75.00 76.25 88.71 43.00 61.34 
Bagging-DT-GO 85.94 91.13 88.24 83.08 85.54 75.30 77.29 86.14 50.00 65.37 
Bagging-DT-BO 86.96 91.02 86.94 86.98 86.86 76.40 77.30 89.29 46.33 63.68 
Bagging-NN 85.65 91.36 86.93 84.04 85.32 75.10 77.25 85.57 50.67 65.42 
Bagging-NN-GO 86.38 91.86 86.67 85.99 86.19 77.80 79.87 89.00 51.67 67.68 
Bagging-NN-BO 85.07 90.93 85.11 85.01 84.93 77.00 79.88 88.57 50.00 66.15 
XGB 85.94 92.48 87.76 83.73 85.64 75.40 77.07 86.86 48.67 64.89 
XGB-GO 87.39 93.03 88.26 86.32 87.23 78.89 80.16 89.14 55.00 69.82 
XGB-BO 88.70 93.25 89.29 87.96 88.59 79.50 80.50 90.14 54.67 69.95 
 
 
Table 6. The performance comparison of various classifiers over lending club and Polish dataset 
Methods Lending club Polish Acc AUC Sen Spec GM Acc AUC Sen Spec GM 
DT 57.97 57.98 58.00 57.95 57.84 95.62 76.12 97.25 54.99 72.29 
DT-GO 64.98 68.27 71.96 58.02 64.33 97.54 84.59 99.66 44.63 65.55 
DT-BO 65.28 67.76 70.52 60.06 64.97 97.84 87.02 99.82 48.33 68.70 
LR 65.93 71.49 66.74 65.12 65.84 95.99 67.59 99.79 1.10 5.74 
LR-GO 65.97 71.50 66.74 65.20 65.88 95.97 71.07 99.70 2.95 14.22 
LR-BO 65.97 71.49 66.74 65.20 65.88 95.99 67.54 99.79 1.10 5.74 
KNN 60.94 60.94 60.45 61.42 60.81 96.04 50.84 99.82 1.85 7.36 
KNN-GO 65.71 65.71 71.74 59.68 65.30 96.14 50.18 99.99 0.37 1.92 
KNN-BO 62.26 62.26 62.27 62.25 62.13 96.14 50.00 100.00 0.00 0.00 
SVM 65.59 70.87 69.32 61.88 65.40 96.14 75.91 100.00 0.00 0.00 
SVM-GO 67.29 71.85 71.59 63.01 67.06 96.68 79.12 99.04 38.03 60.62 
SVM-BO 66.95 71.78 71.21 62.71 66.71 96.17 79.55 99.99 1.11 5.77 
NN 64.76 70.34 65.68 63.84 64.67 97.15 87.85 99.50 38.78 61.10 
NN-GO 66.58 71.79 68.75 64.39 66.40 96.85 84.38 99.41 33.24 56.08 
NN-BO 66.99 71.70 67.23 66.74 66.85 97.04 84.24 99.60 33.33 50.73 
RF 66.84 71.40 70.53 63.16 66.66 97.64 89.66 99.84 42.83 64.08 
RF-GO 67.48 71.80 70.91 64.06 67.32 97.67 91.31 99.96 40.61 61.93 
RF-BO 67.26 71.80 71.74 62.78 67.03 97.94 91.85 99.94 47.96 68.22 
Bagging-DT 61.66 66.44 68.64 54.69 61.14 97.71 85.29 99.70 47.98 67.79 
Bagging-DT-GO 63.48 67.21 63.26 63.69 63.40 97.69 88.13 99.87 43.52 64.88 
Bagging-DT-BO 64.95 68.26 72.27 57.64 64.45 97.31 89.72 99.94 31.73 54.79 
Bagging-NN 64.76 70.59 65.23 64.29 64.69 96.94 87.64 99.56 31.77 54.46 
Bagging-NN-GO 66.80 71.70 69.39 64.22 66.67 96.91 88.87 99.66 28.45 51.45 
Bagging-NN-BO 66.27 71.53 68.33 64.21 66.06 96.68 88.35 99.63 23.27 44.42 
XGB 64.83 70.15 64.92 64.75 64.65 98.11 95.26 99.72 57.94 75.53 
XGB-GO 67.07 72.03 71.74 62.40 66.78 98.09 94.64 99.94 52.04 71.60 
XGB-BO 67.86 72.48 73.41 62.32 67.49 98.11 95.32 99.78 56.48 74.61 
 
 
3.2.  Statistical significance test  
This section details the performance analysis using the non-parametric Wilcoxon statistical 
significance test suggested by Sun et al. [23]. DT, LR, and NN were selected because they are widely used as 
benchmark models for credit scoring tasks, while XGB is the base model for XGB-BO. The null hypothesis 
for the comprehensive comparison between model pairs is H0: there is no difference between the model pairs 
in the results. The H0 will be rejected at a significance level of 5% when the p-value is less than 0.05. This 
means the model pairs show a significant difference in their results. Otherwise, it is assumed that there is no 
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significant difference in the performance of the pair of models. The significant results of the nonparametric 
Wilcoxon test in terms of p-value are presented in Table 7. The “*” marks significance at 5%.  
Based on the Lending club dataset, XGB-BO significantly outperforms DT, LR, NN, and XGB on 
Acc, AUC, and GM, while there was no significant difference between LR, NN, and XGB. For the Polish 
dataset, XGB-BO did not significantly improve the performance of XGB because the dataset had a high 
imbalance ratio. For the Australian dataset, XGB-BO significantly outperformed other models on Acc and 
GM, whereas there was no significant difference between XGB-BO and LR on AUC. For German credit, XGB-
BO significantly outperformed other methods on GM, and there was no significant difference between XGB-BO and 
LR on Acc and AUC. In summary, XGB-BO significantly improved the performance of most models. 
 
 
Table 7. The significance results of nonparametric Wilcoxon test for Acc,  
AUC and GM over the four datasets 
Datasets Methods Acc AUC GM LR NN XGB XGB-GO LR NN XGB XGB-GO LR NN XGB XGB-GO 
Australian DT .0125* .0217* .0142* .0050* .0051* .0050* .0051* 0.0051* .0125* .0367* .0125* .0051* 
LR - .3070 .8334 .0205* - .0077* .6744 0.3863 - .3270 .6465 .0284* 
NN - - .5139 .0107* - - .0926 0.0357* - - .4413 .0166* 
XGB - - - .0123* - - - 0.0218* - - - .0125* 
German DT .0107* .0141* .0068* .0049* .0068* .0051* .0051* 0.0051* .2411 .1688 .1141 .0125* 
LR - .5741 .2324 .0966 - .0593 .0593 0.4446 - .2845 .7989 .0169* 
NN - - .9526 .0167* - - .5073 0.0093* - - .7213 .0205* 
XGB - - - .0169* - - - 0.0050* - - - .0357* 
Lending  
    club 
DT .0051* .0144* .0051* .0051* .0051* .0051* .0051* 0.0051* .0051* .0051* .0367* .0050* 
LR - .2324 .1829 .0050* - .1141 .4413 0.0051* - .8785 .0926 .0049* 
NN - - .4828 .0050* - - .5751 0.0051* - - .8785 .0051* 
XGB - - - .0169* - - - 0.0051* - - - .0205* 
Polish DT .0050* .0051* .0050* .0051* .0051* .0051* .0051* 0.0051* .0051* .0051* .0217* .0051* 
 LR - .1829 .0202* .0215* - .0284* .0050* 0.0050* - .0284* .0050* .0050* 
 NN - - .8785 .0966 - - .9594 0.0125* - - .8785 .0051* 
 XGB - - - .0581 - - - 0.0926 - - - .0506 
 
 
3.3.  Models comparison 
From a cost perspective, a misclassification rate of 1% can result in a considerable loss to financial 
institutions [24]. Thus, the goal of this study is to improve the predictive capability of the model. The 
approximate performance comparisons between existing models and the proposed model are presented in 
Tables 8 to 11. Based on the empirical results, the proposed XGB-BO outperforms existing models on 
accuracy over the four datasets. Also, XGB-BO shows the best results in the terms of sensitivity over the 
Australian, Lending club, and Polish datasets, and the best result for GM on the Australian dataset. The 
sensitivity represents the proportion of applicants who received a loan and had the creditworthiness to get it. 
This means that XGB-BO approves good applicants and increases the number of borrowers having low risk. 
XGB-BO also shows good AUC over the four datasets. This indicates that the estimates are reliable and 
suitable for use in credit risk assessment.  
 
 
Table 8. Performance comparison with other recent credit scoring models based on Australian dataset 
Techniques Year Acc AUC Sen Spec GM 
Decorate+LR [7] 2017 86.81 92.39 - - - 
XGBoost-TPE [12] 2017 87.92 - - - - 
EBCA+PSO [11] 2018 - 93.40 - - 86.29 
CART+BPSO [19] 2018 87.53 90.34 86.97 87.99 - 
Bstacking [25] 2018 88.28 92.80 - - - 
NNBag [14] 2018 87.45 94.00 88.00 86.00 - 
backflow XGB [22] 2019 87.20 95.78 - - - 
MHS-RF [26] 2020 86.95 93.56 86.35 87.46 - 
Overfitting-Cautious [27] 2020 86.89 93.76 - - - 
MLPs+LR [28] 2020 82.60 91.10 - - - 
BP-ANN-GWO [29] 2020 86.09 93.73 80.52 91.21 86.48 
mg-GBDT [30] 2021 87.45 94.34 87.05 - - 
CS-NNE [31] 2021 84.93 91.31 83.06 86.40 84.63 
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Table 9. Performance comparison with other recent credit scoring models based on German dataset 
Techniques Year Acc AUC Sen Spec GM 
CSVM-RBF [32] 2015 77.10 69.23 - - - 
Decorate+LR [7] 2017 77.40 79.37 - - - 
XGBoost-TPE [12] 2017 77.34 - - - - 
EBCA+PSO [11] 2018 - 80.02 - - 62.03 
CART+BPSO [19] 2018 78.00 73.92 91.71 46.00 - 
CS-Bagging-CS-CART [33] 2018 - - 89.13 41.63 - 
Bstacking [25] 2018 78.66 79.48 - - - 
NNBag [14] 2018 76.70 77.00 86.00 51.00 - 
MOPSO-CS [34] 2019 75.45 - 83.03 57.76 - 
MHS-RF [26] 2020 75.60 80.53 92.29 36.67 - 
Overfitting-Cautious [27] 2020 77.72 80.34 - - - 
BP-ANN-PSO [29] 2020 76.60 80.04 66.86 79.47 63.57 
mg-GBDT [30] 2021 77.15 79.29 91.86 - - 
CS-NNE [31] 2021 74.40 80.11 75.43 72.00 73.63 
XGB-BO 2021 79.50 80.50 90.14 54.67 69.95 
 
 
Table 10. Performance comparison with other recent credit scoring models based on Lending club dataset 
Techniques Year Acc AUC Sen Spec GM 
Bstacking [25] 2018 66.75 72.46 - - - 
mg-GBDT [30] 2021 67.75 73.98 63.75 - - 
XGB-BO 2021 67.86 72.48 73.41 62.32 67.49 
 
 
Table 11. Performance comparison with other recent credit scoring models based on Polish dataset 
Techniques Year Acc AUC Sen Spec GM 
backflow XGB [22] 2019 97.46 91.98 - - - 
Bag-C4.5 [35] 2019 - 92.30 99.00 5.02 - 
ABoost(C4.5) [35] 2019 - 87.00 99.70 53.10 - 
V-GANs [36] 2019 - 73.79 - 52.05 - 
CS-NNE [31] 2021 91.30 88.62 92.01 73.80 82.14 
XGB-BO 2021 98.11 95.32 99.78 56.48 74.61 
 
 
Xia et al. [12] also modeled credit scoring by utilizing XGB with Bayesian hyper-parameter 
optimization. The difference between the work in [12] and XGB-BO is in the preprocessing step. XGB-BO 
does not adopt any feature selection methods due to the DT-based learners, like CART and RF, and XGB 
algorithms can provide an attribute importance score that can be used as a matric for measuring the importance of 
an attribute. In other words, non-informative features will automatically be excluded from the model. 
 
 
4. CONCLUSION  
Credit scoring has recently become a powerful tool for financial institutions to use to assess the 
creditworthiness of applicants. Thus, the predictive performance of a credit scoring model is crucial to 
maximizing the profitability of most commercial banks or financial institutions. This research proposed an 
alternative credit scoring method by using XGB with Bayesian hyper-parameter optimization. We believe the 
proposed method could help financial institutions to improve the performance of their credit scoring model. 
To confirm the efficiency of the proposed method, individual and ensemble methods were implemented as 
benchmark models. Four public and widely used credit scoring datasets were utilized in this study. 
The experimental results illustrated the superiority of the proposed method over the benchmark 
individual and ensemble methods in terms of overall accuracy and AUC over the four datasets. We found that 
by carefully tuning the hyper-parameters, the performance of most models increased. Compared with existing 
methods, the proposed XGB-BO also showed the best overall accuracy and particularly good AUC. Thus, the 
proposed model is suitable for assessing the creditworthiness of applicants and can be used as a technique for 
a credit scoring model. Finally, although we studied the XGB, there are some aspects that require further 
investigation, including the cost-sensitivity of XGB, the stacking ensemble, and the impact of imbalanced 
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