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Introduction
Accurate estimation of the spatial pose of objects in three dimensions is an important problem that must be addressed when coupling a machine vision system with a robotic manipulator. Improving the delity with which the location and orientation of objects can be determined is important because such knowledge directly a ects the quality of the position of the manipulator when approaching an object from a pre-grasp position, then grasping it, moving it to some pre-release position, and then releasing it. Many of the approaches that have been used to address both the recognition of objects and the estimation of their poses are founded in model-based computer vision, the objective of which is directed toward addressing the following problem:
Given models of known objects and sensor data of a scene containing instances of known objects, how can these instances be detected, recognized, and their spatial poses be estimated. The foundations of the model based vision systems are rooted in research that extends over the last three decades.
The paper by Roberts 1] is among the earliest works in model-based vision. All objects considered belong to the classical blocks world domain, meaning that they have polygonal planar surfaces. Low-level processing of gray scale images produces a wire frame representation of vertices, lines, and faces which are then matched against a set of models. An important aspect of Roberts' system is that partial matching may contribute to recognition of an unknown object. Geometric structure is most important in the recognition process which is insensitive to size variations. The system is also hierarchical, considering points, lines, and surfaces in its attempt to match unknowns from a library consisting of a triangular prism, cube, and hexagonal prism. Brooks 2] developed a more general model-based system (Acronym) which based its underlying representations on generalized cones that were generated by sweeping a spine relative to a planar cross-section. Models were again hierarchical, albeit more complex, since objects could be composed of sub-parts, which were themselves further decomposable, with the lowest level structures being individual generalized cones. Furthermore, models could represent classes of objects, with classes also being recursively decom-posable down to individual instances of objects. Acronym identi ed objects using an exhaustive search by pairing every image feature with every feature in the model base. Coarse features were extracted from the image and measurements obtained from the features were used to constrain model sets.
Instantiations of observed features and model features thereby constrained the top level search since a complete instantiation would result in the denition of one object in the image. Determining the location and orientation of observed objects is also performed by propagating constraints by examining whether potential assignment of a spatial pose is consistent with a transformed model. Consistency may then be checked by seeking additional model features that, when transformed, match image data. Lowe 3, 4] takes a di erent approach by proposing a method for recognizing objects based on perceptual groupings that represent relationships between image features which are unlikely to occur by chance, such as collinearity of points and lines, termination of two or more lines at a common point, and three or more lines that converge to a common point. As such groupings are found, evidence is gathered to support the existence of instances of known objects in the scene. Estimation of the spatial poses of observed objects is performed using an iterative (hill-climbing) numerical method which uses knowledge of the camera's geometry (focal length, optical axis alignment, etc.) and the objects spatial characteristics. After likely object matches are determined and their poses are estimated, searches for additional low-level features are performed which would support the presence of that object.
Chien's method 5] is designed to quickly estimate the spatial pose of an object from range data by using a tessellated viewing sphere, each cell of which represents the outlines (occluding contours) of known models as if they were observed from a speci c viewpoint. The features from known models are used to construct a kd-tree, the purpose of which is to permit quick retrieval of candidate models, viewpoints, and occluding contours based on feature parameters. Object recognition is facilitated by extracting features from a range image of the scene, retrieving candidate models and viewpoints from the kd-tree, and selecting as the most likely candidate the model with minimal feature disparity. Spatial pose is estimated based on correspondences between model and scene features. Veri cation of the selected model is similar to that described by Brooks and Lowe since the occluding contour from the scene is compared with the candidate model contours, and the one with the smallest error is selected.
Research by Magee, et. al. extended the model-based paradigm by examining the e ects of mounting the camera in a stationary location relative to a robot arm 6] as well as mounting it near the end e ector 7]. In these studies it was shown that much greater delity in spatial pose estimation could be achieved by integrating the sensor into the robot planning process so that it could (a) calibrate itself and (b) seek advantageous viewpoints once minimal feature sets had been matched against known models. Results demonstrated that improvements in the delity of spatial pose estimation of 1-2 orders of magnitude could be achieved by repositioning the camera as opposed to leaving it stationary when viewing the target. A weakness of this research, however, was the fact that very accurate calibration of the camera relative to the end e ector was required in order to achieve a requested (newly hypothesized) position of the camera. It was therefore natural to consider a methodology by which a movable camera could view not only a target object but the robot end e ector as well such that spatial planning could be done, not in some arbitrary absolute coordinate system, but in a relative coordinate system that relates the end-e ector to the target object.
The motivation for taking this approach relates to camera calibration and the cascading of errors due to unaccounted for factors that potentially a ect transformations.
When spatial pose estimates are determined from images obtained from a sensor system, it is usually the case that the location and orientation of the object are computed relative to the sensor's coordinate frame of reference. The object's pose within the sensor's frame is then transformed such that it becomes relative to the robot's coordinate frame. It is clear that the transformation between the camera's coordinate system and that of the robot must be accurately related if e ective spatial reasoning is to be accomplished. The determination of this camera-to-robot transformation is generally accomplished by some elaborate calibration process which may be very sensitive to external or unaccounted for factors. It is also the case that systematic errors may propagate throughout the calibration process, amplifying their e ects, thereby producing inaccurate spatial pose estimates.
The research presented in this paper seeks to avoid these problems by approaching spatial pose estimation in an entirely di erent manner. Rather than assuming that accurate calibration between the camera and the robot end e ector has been achieved and is known, absolutely no knowledge of their spatial relationship is provided. Instead, the guiding principle to be used is that both objects (the target and the end-e ector) should be observed and their spatial relationship should be computed, since ultimately, it is the end e ector whose position and orientation must be adjusted relative to the object to be grasped. The end-e ector-to-object transformation is then coupled with knowledge about the transformation between the robot's coordinate frame and the sensor (which is also computable from observed data) in order to compute the objects spatial pose within the robot's frame so that the desired motion of the end e ector can be accomplished. This permits the camera to be dynamically positioned while relaxing the constraints on robot-to-camera calibration, thus permitting camera repositioning in order to gain a better view of the end e ector and object to be manipulated. 
Grasping a Target Object
The algorithm for determining the transformation which takes the robot hand from its current position to the desired position is demonstrated by having a robot hand grasp a target object. Figure 1 shows an initial setup of the robot hand and target object. The grasping algorithm is iterative, repeating the pose estimation/hand move cycle until the hand is close enough to grasp the target object. The method consists of the following four steps, each of which is describe in the following sections. The feature point locations may be obtained by other methods. The requirement to be met is simply the accurate computation of the locations of the feature points relative to the camera's coordinate system. The HYH method is described in section 3.2.
Extracting Feature Points From an Image
Four feature points for the robot hand and four points for the target were selected. Each set of feature points was coplanar and represented the corners of a quadrilateral, as required by the HYH method. These feature points were marked with small, circular, yellow ducials to facilitate feature extraction under the anticipated light conditions (see Figures 1 and 3 ). The locations of the ducials in the RGB images were found by color-based region growing.
The images obtained from the camera system were quite noisy. To accurately determine the location of feature centers, a Sobel edge lter was applied to the images near the colored regions. The center of the rectangle bounding the edge points was used as the feature center. In experiments, the computed center of the images generally agreed well with manually de- termined centers. Figure 3 shows the feature points with circles marking the edges of the extracted features. The image plane coordinates of the feature points were computed using a simple pin-hole projection model for the camera.
Estimating Pose Using HYH
The HYH method nds the three-dimensional location of the corners of a planar quadrilateral given a model of the quadrilateral and the projection of its corners onto a known plane. As shown in Figure 2 , each corner of the quadrilateral in space lies on its line of projection. It can be shown that the orientation of a planar quadrilateral is uniquely determined (up to rotational symmetry of the quadrilateral) by the projection of its corner points onto the image plane 8].
Let P i , for i = 1; : : : ; 4 be the 3-D coordinates of the four corner points of the quadrilateral. Let p i be the projection of P i onto the image plane. Given the p i s, the HYH method computes the P i s. Since each P i and p i both lie on the line of projection, for each i, there is a scalar value k i such that
Recall that any vector can be represented as the linear combination of any two linearly independent vectors in the same plane. Thus the vector P 1 ? P 0 can be represented as
for scalars and . Let V 1 = P 1 ? P 0 , V 2 = (P 2 ? P 0 ) and V 3 = (P 3 ? P 0 ). Let u 2 = V 2 =kV 2 k and u 3 = V 3 =kV 3 k be unit vectors. Then
The relationship between the three vectors given in equation 2 is invariant to rotation and translation, thus and can be obtained from the model. 
But kP 0 ? P 2 k is known from the model, thus
This allows each k i to be computed, which in turn allows the P i s to be computed from equation 1.
This sequence of computations provides an algorithm which determines the location and orientation of the feature point set for a single quadrilateral.
It is used independently to determine the locations of the feature points of the hand and target from an image.
Solving Pose Equations
In the following discussions, transformation matrices will be written as T origin destination to represent a transformation that takes a point from the origin coordinate system to the destination coordinate system. Matrices that contain points representing the locations of features will be subscripted with the coordinate system in which those points are represented.
It is necessary to solve equations of the form
Object initial ] 4Xn (9) where Object initial and Object final are 4Xn augmented, column matrices consisting of the three dimensional locations of n feature points before and after some transformation, respectively. T initial final is a 4X4 augmented, transformation matrix. R z ] 4x4 (10) where R x , R y , and R z are augmented 4x4 rotation matrices and T r is a translation matrix. In this case, the sub-matrix consisting of the rst three rows and columns of T initial final is a composite rotation matrix, and the last column of T initial final contains a translation vector. The rotations occur about the origin of the coordinate system in which the points of Object initial are expressed, and the translation follows.
T initial final is constructed by rst nding the rotation matrix, then solving for the translation. Let the three-dimensional points represented as the four columns of Object initial be P 0 , P 1 , P 2 , and P 3 . Let V 1 = P 1 ? P 0 , V 2 = P 2 ? P 0 , V 3 = V 1 X V 2 , and V 4 = (P 3 ? P 1 ) X (P 3 
Pose Estimation Re nement
The HYH method is an exact, analytic method. The quality of the computed pose is sensitive to the spread of the feature points across the image Let T arget model and Hand pregrasp model be the augmented 4x4 column matrices representing the locations of the models of the target and hand feature points with respect to some arbitrary coordinate system. Similarly, let T arget camera and Hand current camera be the matrices constructed from the three dimensional points obtained from the camera image as described in section 3.2. The algorithm for estimating the 3-D locations of the feature points with respect to the camera is given below.
The augmented transformation matrix T model
camera that takes points from the model coordinate system to the camera coordinate system is computed. The HYH method is used to estimate the pose of the target features, T arget camera . These points are used to nd the solution to 2. The points of T arget camera are projected onto the image plane. The sum of the distances from these points to the points extracted from the image data is computed. This is the initial distance measure. ii. T model camera is constructed from the parameter set. iii. T arget camera is computed using equation 11.
iv. The hill climb distance is computed. 
Computing the Hand Transformation
To compute the transformation for the robot hand, the transformations between three coordinate systems must be determined. These are the camera frame, the robot frame, and the model frame (see Figure 4) . The required transformation is T current pregrasp , which is used to move the robot hand from its current position to the pre-grasp position, that is, the position of the feature points of the robot hand immediately prior to executing the grasp sequence 1 .
The pre-grasp location of the robot feature points relative to the target is known in the model coordinate system. However, these must be converted to the robot's coordinate system in order for motion commands to be given with respect to the robot. The connection between the model frame and the robot frame is made using the pose estimates with respect to the camera frame.
The algorithm is given the location of the feature points for the target and the hand in the pre-grasp position with respect to the model coordinate system. The location of the target points is found in the camera system. This allows the transformation from the model system to the camera system, T model camera , to be computed. Using this, the hand's pre-grasp position with respect to the camera is computed. Next, Hand current camera , the location of the hand with respect to the camera system, is found. Figure 4 : The three coordinate systems and the transformations between them. The block in the center is the target. After image analysis, the location of the target is known relative to the model and the camera; the current location of the hand is known relative to the robot and the camera; and the desired pregrasp location of the hand is known relative to the model. hand's feature points in the robot's coordinate system, is obtained from the robot controller. This allows the transformation from the camera system to the robot system, T camera robot , to be computed. Now the pre-grasp location of the hand can be computed with respect to the robot's coordinate system. The desired transformation, T current pregrasp , which moves the robot hand from its current postion to the pre-grasp position, can be computed since both positions are now in the robot coordinate system. The details follow.
The algorithm is given the 4X4 column matrices Hand pregrasp model and T arget model . Using the algorithm from section 4.1, T arget camera and Hand current camera are com- 
Let T camera robot be the transformation that converts points from the camera frame to the robot frame. It must satisfy the relationship 
Having found the feature points for the hand in its current location and the pre-grasp location relative to the robot, it is necessary to nd the transformation matrix T current pregrasp that maps between them. This can be computed by solving equation 15. The matrix T current pregrasp is decomposed into a translation vector and three rotation angles about the coordinate axes of the robot system. This information is used as the basis for repositioning the robot hand relative to its current location.
Once the robot has completed the move, the decision is made to either grasp the target object or to try to further re ne the pose of the hand relative to the target. This decision is based on the maximum allowed error in the robot hand location. In the demonstration system, if the rotation angles are nearly perfect, the robot can still succeed in grasping the target if it has less than 10 mm error in its pre-grasp pose. Thus if each of the translation components of the robot move just completed was less than 10 mm, the system assumes the robot hand is close enough, and the grasp sequence is started. Otherwise, another image is acquired and the procedure is repeated.
Experimental
The method described was implemented using a Pulnix RGB camera system with a 50mm lens connected to a Imaging Technology 150 digitizer. This system is capable of digitizing a 480 by 512 pixel image for each of the red, green, and blue sensitive CCDs in the camera. This data was transferred to an SGI workstation for processing. The robot device was a ve degree of freedom Rhino Robotics arm with a Mark IV controller. The controller maintained stepper motor counts that allowed the program to compute the pose of the hand from the geometry of the robot arm.
To simplify robot planning, it was also assumed that the robot hand would always be able to grasp the target from above. It was assumed that all eight feature points were present in each image. Since the robot hand was above the target, the feature points for the hand were above the feature points for the target in each image. This simpli ed separation of the feature points. The focal length of the camera was estimated using the equation For each iteration, the translation needed to achieve the correct pre-grasp pose and the error in the placement of the robot arm was measured. Example values are shown in Table 1 . The components of the translation vector with respect to the robot's coordinate system are given by x , y , and z . The absolute translation is the length of the translation vector required to put the robot hand into a pre-grasp position. The absolute error is the translation distance required to put the robot hand into a pre-grasp position after the poses were computed and the robot arm moved. Table 1 shows that as the size of the absolute translation required to achieve the pre-grasp position gets smaller, the absolute error also gets smaller. Figure 5 shows the absolute translation plotted against the absolute error.
Each point on this graph marks the initial displacement along the x axis with Figure 5 : The initial displacement of the robot hand from the pre-grasp position plotted against the displacement error after moving the robot hand following a single iteration of the algorithm. All displacements are in mm.
the error in the robot hand location after a single iteration of the method plotted along the y axis. Table 2 shows a small variety of translations and rotations required to achieve the pre-grasp pose, the number of iterations required, and the success or failure of the grasping action. Success indicates whether the target was enclosed by the end e ector. Results of applying the algorithm demonstrate that it is possible to grasp a target object without a priori knowledge about the spatial relationship between the robot coordinate system and the camera embedded in the system. . Although we did not speci cally investigate the convergence properties of the algorithm, in practice we found that when the relative error in the z-axis displacement relative to the camera's coordinate system was less than about 5%, the algorithm converged.
Since this method depends on the relative transformation between the end e ector and the target instead of on previous calibrations of the camerato-robot frame transformation, sensitivity to systematic errors introduced by such calibrations is reduced. For the experiments shown here, the system converges on the pre-grasp position in spite of signi cant errors in camera focal length used in computations. This is due to the fact that the models for the hand and target are in the same plane. While the absolute translation distances computed with erroneous focal lengths must have errors, these errors are reduced as the relative distance between the hand and target are reduced.
