Linear quantum cellular automata were introduced recently as one of the models of quantum computing. A basic postulate of quantum mechanics imposes a strong constraint on any quantum machine: it has to be unitary, that is its time evolution operator has to be a unitary transformation. In this paper we give an efficient algorithm to decide if a linear quantum cellular automaton is unitary. The complexity of the algorithm is O(n.+1) = O(n4) if the automaton has a continuous neighborhood of size r .
Introduction
The classical models of computation, such as Turing machines, random access machines, circuits, or cellular automata are all universal in the sense that they can simulate each other with only polynomial overhead. These models are based on classical physics, whereas physicists believe that the universe is better described by quantum mechanics.
Feynman [Fey82, Fey861 pointed out first that there might be a substantial gap between computational models based on classical physics and those based on quantum mechanics. The quantum Turing machine (QTM), the first model of quantum computation, was introduced by Benioff [Ben82a, Ben82bl. Deutsch in [Deu85] described a universal simulator for QTMs with exponential overhead. Bernstein and Vazirani [BV93] were able to construct a universal QTM with only polynomial overhead.
Other quantum computational models were also studied recently. Deutsch [Deu89] has defined the *Part of this research was supported by the ESPRIT Workt Part of this research was supported by the IS1 Foundation.
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ing Group RAND2. model of quantum czrcuzts, and later Yao [Yao93] has shown that QTMs working in polynomial time can be simulated by .polynomial size quantum circuits. Physicists were also interested in quantum cellular automata: Biafore [Bia94] considered the problem of synchronization, Margolus [Mar941 described space-periodic quantum cellular automata and Lloyd [Llo93, Ll0941 discussed the possibility to realize a special type of quantum cellular automaton. Lznear quantum cellular automata (LQCAs) were formally defined by Watrous [Wat95] and by Durr, Li: Thanh and Santha [DLS96] . In the former paper it was shown that a subclass of LQCAs, partztzoned lanear quantum cellular automata (PLQCAs) can be simulated by QTMs with linear slowdown.
A quantum computational device is at any moment of its computation in a superposztzon of conjiguratzons, where each configuration has an associated complex amplitude. A superposition is valzd if it has unit norm. If the device is observed then a configuration will be chosen at random, where the probability of a configuration to be chosen is equal to the squared magnitude of its amplitude. Therefore it is essential that valid superpositions be transformed into valid superpositions, or equivalently, that the tzme ewolutzon operator of the device preserve the norm. This property is called the well-formedness, and thus it is a natural problem to decide if a given quantum machine is well-formed. In the case of QTMs and PQL-CAS there exist easily checkable constraints on the finite local transition function of the machine which are equivalent to its well-formedness. However, one of the basic postulates of quantum 0272-5428/96 $5.00 0 1996 IEEE mechanics imposes an even stronger constraint then norm-preserving on the time evolution operator. It actually requires that this operator ~ as any other quantum operator -be a unitary transformation. We will call a machine which satisfies this constraint unztary. In [BVSS] and [Wat95] it was proven that norm-preserving already implies unitarity in the case of QTMs and PLQCAs. It is also trivially true for machines with finite configuration set, such as quantum circuits. But this is not true for LQCAs; it is quite simple to construct a well-formed LQCA which is not unitary.
In this paper we give an efficient algorithm to decide if an LQCA is unitary. The complexity of our algorithm is O(n4) if the input LQCA has continuous neighborhood (most papers in the literature about classical linear cellular automata deal only with such cases). Our algorithm will use the procedure of
[DLSSB] which in time O ( n 2 ) decides if the LQCA is well-formed. The present paper actually gives an algorithm which decides if a well-formed LQCA is also unitary.
Well-formedness is equivalent to the orthonormality of the column vectors of the time evolution operator, unitarity requires the same also from the row vectors. Deciding unitarity is much harder than deciding well-formedness. One way of seeing this is that whereas the column vectors have finite support, the row vectors can have an infinite number of non zero components.
The computational model
Let us fix for the paper the following notation. If U and w are vectors in some inner-product space over the complex or the real numbers, then ( . I . )
will denote the inner product of U and w , and llull the norm of U . If M is a matrix in such a space, then M * denotes its conjugate transpose.
We recall here the definition of a lznear quantum cellular automaton (LQCA) which is the quantum generalization of the classical one-dimensional cellular automaton. ,4 more detailed description of this model can be found in [Wat95] and in [DLS96] .
An LQCA is a 4-tuple A = ( E , q , N , 6 ) . The cells of the automaton are organized in a line, and are indexed by the elements of Z . The finite, nonempty set C is the set of (cell-) If at some time step the automaton is in the superposition U E P A , then at the next time step it will be in the superposition UAU. By definition, A is well-formed if UA is norm-preserving, and we say that it is unitary if UA is a unitary transformation.
We will work in the algebraic computational model where by definition complex numbers take unit space, and arithmetic and logical operations take unit time. The description size of an automaton is clearly dominated by the local transition table 6. Therefore we define the size of the automaton to be n = IY+ll.
For the rest of the paper we will fix an LQCA A = (Cl y, N , S). For the ease of notation we will suppose without loss of generality that N = ( 0 , 1 , . . , , r -1).
The main result
The main result of the paper is the following theorem.
Theorem 1 There exists an algorithm which takes a simple LQCA as input, and decides in time 0 ( n 3 ) = 0(n4) if it is unitary.
Since in [DLS96] a O ( n 2 ) algorithm is given t o decide
if an LQCA is well-formed, we will give only an algorithm which decides if a well-formed LQCA is unitary. The following lemma states that we only have to verify that the rows of the time evolution operator are of unit norm.
linear operator. If U is norm-preserving then its rows have norm at most 1. If all the rows are of unit norm then U is unitary.
Proof Let c be a configuration, and c the superposition which has amplitude 1 for c and 0 elsewhere. Then the norm of the row indexed by c in U is IIU'cJI. Since U is norm-preserving JJU*cJI = J J U U ' c J J and the projection of UU'c on c has norm I(clUU*c)J = (U*ClU*C) = llU*C112.
But the projection on UU'c on a unit vector has norm at most IIU*cII, and therefore IIU*cII 5 1.
For the second part of the lemma observe that the projection of UU'c on c has norm 1. Since U is normpreserving the projection on any other basis vector c' must be 0. Thus (c'lUU*c) is 1 if c = e' and 0 otherwise, or in other words UU' = I , which concludes the proof.
0
The outline of the proof is the following. First we give a sequence of reduction steps in section 4 to a graph theoretical problem and to another one from linear algebra. We define an infinite de Bruijn graph whose infinite paths are in bijection with the (column) configurations. Every (row) configuration induces a weight on the edges of that graph such that the total weight of the infinite paths is the norm of the row. This total weight can be decomposed in some sense into the weight of generating the infinite to the left, quiescent part of the row configuration; the weight of generating its non trivial part; and the weight of generating its infinite to the right , quiescent part. The weights of the quiescent parts can be represented as vectors in some finite dimensional real vector space, we call them the border vectors. We show that they are configuration independent, and reduce their computation to computing the weight of all finite paths in a finite graph. Section 5 contains an algorithm for this problem. The weight of generating the non trivial part of a configuration is configuration dependent, and can be represented by a sequence of linear transformations in the same vector space. Our problem is finally reduced to the following linear algebra question: given an affine hyperplane, a vector, and a finite set of linear applications, is it true that any finite composition of the applications maps the vector into the affine hyperplane? We give an algorithm for this problem in section 6.
Theorem 1 is a direct consequence of theorems 2,3 and 4.
The reduction
The configuration graph is the infinite, directed graph , (zi, i) , . . .) in G, is a path if zi = y'-l for all but finitely many indices, and there is an edge between two consecutive vertices. Observe that a sequence containing a single vertex is a path. We denote by F, L , R and P respectively the set of finite, infinite to the left, infinite to the right and infinite paths.
We say that two paths p l and p 2 are compatible if the last vertex of p l and the first vertex of p2 exist and they are t,he same. In that case the composition p l @ p z is the concatenation of the two sequences after identifying the extreme vertices. If PI and P2 are sets of paths, then Pl E P1,Pz E p2, P1 "' : pl and p2 are compatible } .
Let d be an arbitrary configuration. It induces a
weight function wd for the edges of G,, where by
We extend the weight function wd to paths and to set of paths. The weight of a path is the product of the respective edge weights, and the weight of a path set is the sum of the respective path weights. The weight of a path consisting of a single vertex is 1, and the weight of the empty path set is 0. We denote this weighted configuration graph by GL.
Although the weight of an infinite path is an infinite product, it is well defined since all but a finite number of edges have weight 1. The following lemma establishes a strong relationship between the weight of an infinite patlh in G& and the entries of the time evolution matrix.
Lemma 2 There is a bzjection g between the set of configurations CA and the set of infinite paths P in G& such that for every configuration c and d
Then it is a biject,ion, and the following equalities can easily be verified.
We got the fo1:lowing reduction of our problem. 
Since the set of infinite paths can be decomposed as
we have
wd(P) = 2; w d ( L t ) . wd(F:*~) . Wd(R:,).
The following lemma shows that wd (L,d) Then in GL already the set of paths going through the vertices ( z l , j ) , . . ., (z,., k + 1 ) has infinite weight.
Since each path has non-negative weight, P has also infinite weight, which by corollary 1 contradicts the 0 The first part of our algorithm will be the computation of the border vectors. For the second part, we reduce now our problem to a question in linear algebra.
For every a E C, let Ma E Rc'-'xc'-' be the linear operator whose matrix is defined for all z , z' E Er-' We extend this definition to finite sequences over C. If t denotes the empty word, then Me is the identity operator. Let s > 1 be an integer, and b = bl . , . b, be an element of E". Then
Since for every b E E', there exists a configuration d whose non-quiescent part is b, corollary 1 and lemma 5 imply the following reduction.
Corollary 2 A well-formed LQCA is-unitary if and
only if f o r every b E C * , we have (Mt,llF) = 1.
In particular, we must have ([IF) = 1, which is equivalent to the condition that the row in Ua corresponding to the everywhere quiescent configuration is of unit norm. This single condition can be checked easily, and from now on we will suppose that it is satisfied. It will make our last reduction step simpler.
Let m = lXr-'l. The border vectors can be seen as elements of EX", and the elements of the set M = {Ma : a E E} can also be seen as linear applications in R". Let us fix a few notations for the inner product space Etm. Let v' E R m be a vector, U C Rm a finite set of vectors, and F 5 R m X m a finite family of linear applications. We set U + v' = {U' + v' : ii E U}, and
The subspace generated by U will be denoted by (U), and let H,-denote the hyperplane whose normal vector is v', that
We define by induction on i , for i 2 0, the sets
i ( U ) . Let ' " ( U ) = U , and FTitl(U) = F * ( V ) U F ( F i ( U ) ) .
We say that U is closed for v' under 3, if
Since we have (43 = 1, the affine hyperplane H,-+i 
Computing the border vectors
In this section we will give an algorithm for computing the border vectors. By symmetry, it, will he sufficient to give it only for the left vector. The main tool in the computation will be the weighted border graph. Its underlying graph can be seen as a slight modification of the finite version of the configuration graph. This graph was also used in [DLS96] for checking that all the columns of UA had unit norms. However, there the weights were defined as the norms of the transition state superpositions, whereas here they will be the squared magnitudes of the amplitude of the quiescent state in those superpositions. The (left) border 'graph is the finite, directed,
The weight function is defined as and w ( ( s q r P 2 , q'-'y)) = 16(qr-'y, q ) I 2 .
A path in GI is a finite, non empty sequence of at least two vertices such that there is an edge between two consecutive vertices. Observe that a single vertex alone here does not form a path. As usual, the weight of a path is the product of the edge weights, and the weight of a set of paths is the sum of the individual path weights. The weight of the empty path set is 0.
For every z E E T -' , we define P, as the set of paths in Gl whose first vertex is sqr-2 and whose last vertex is z .
Lemma 6 For every z E Cr-', we have
Proof Let d be a configuration with integer domain [ j , k ] , and let p , = (. . . , (@-', i ) , . . . , ( q r -' , j ) ) .
We set L: = L t -{ p 4 } . We will give a weight preserving bijection from Lt to P, which maps p to p'. , ( z i , i) , . . . , ( z j , j ) ) be an element of LL, where z j = z. Let h 5 j be the greatest integer such that for every i 5 h , we have zi = qr-'. Then by definition we set p' = (sq'-', z h + l , . . . , z j ) . This is clearly an injective mapping, and it is also surjective since there is no edge in GI from sqr-2 to qr-'. It is also weight preserving since the edges in p until the vertex ( z h , h ) have all weight 1. Since wd(p,) = 1, the lemma follows.
0

Theorem 3 There exists an algorithm which computes the border vectors in time O ( n w ) .
Proof According to the lemma 6 it is sufficient to compute w(P,) for z E The border vectors have only finite components, nevertheless for their computation we have to extend the non-negative real numbers with eo. Let R' be this set. We define the following computation rules with respect to 03:
for every c E R*, we define the path sets P k ( i , j ) as the set of paths which start in wi, end in wj, and all the other vertices in the path are in the set {wh : h 5 IC}. Let W k ( i , j ) denote w (Pk(i,j) 
The complexity of the algorithm is O ( lE13(T-1) It would be much easier if we were asking, insteadof an affine hyperplane, if a hyperplane is closed for 1 under linear applications. Then we could work with the generated subspaces ( E i ) , and the existence of a fixpoint would easily follow from dimension arguments. The main idea of the proof is that we can exchange in the problem the affine hyperplane and the set of linear applications for a hyperplane and a set of affine applications, and then the above approach works. Let now make this idea precise.
For every M E M , we define the application M' :
Proof By definition Eh = {r} -r= {8}. For all i 2 0 we have We set E: = Ei -1: This corollary already implies that there is a finite algorithm for the problem: we compute the fixpoint E; (that is the smallest integer j such that (E;) = and we check if E; C H . Obviously j is at most m, the dimension of the space. The problem is that E; may contain an exponential number of vectors. Therefore instead of El we will only compute a basis Bi of (E:)1 for all i until we reach a fixpoint.
Since a basis has at most m elements, our algorithm will be polynomial. The correctness of this approach relies on the following lemma. 
and M ' ( ( 6 ) ) ( X ) . Then we have
( X U M ' ( X ) ) = (Y U M ' ( Y ) ) .
Proof We will prove that XUM'(X) (YUM'(Y)).
Clearly X C (Y U M ' ( Y ) ) . Therefore let v' E M ' ( X ) . Then v' = M'(u') for some M' E M',
Conclusion
The analysis of the complexity of our algorithm was not tight. If M ( n ) denotes the complexity of multiplying two n-dimensional matrices then it can be shown that the algorithm works in time n r+1 ~( n * ) .
A not necessarily simple LQCA with neighborhood N = ( a l , . . . , a,) can be transformed into a simple one with the same time evolution operator. The size of the new neighborhood will be s = a, -a1 + 1.
If we define the expansion factor of an LQCA as e = (s+ 1 ) / (~+ 1) then the algorithm works in the general case in time O(n4e). 
