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SELF-ADJOINT AND MARKOVIAN EXTENSIONS
OF INFINITE QUANTUM GRAPHS
ALEKSEY KOSTENKO, DELIO MUGNOLO, AND NOEMA NICOLUSSI
Abstract. We investigate self-adjoint extensions of the minimal Kirchhoff
Laplacian on an infinite metric graph. More specifically, the main focus is on
the relationship between graph ends and the space of self-adjoint extensions
of the corresponding minimal Kirchhoff Laplacian H0. First, we introduce the
notion of finite and infinite volume for (topological) ends of a metric graph and
then establish a lower bound on the deficiency indices of H0 in terms of the
number of finite volume graph ends. This estimate is sharp and we also find a
necessary and sufficient condition for the equality between the number of finite
volume graph ends and the deficiency indices of H0 to hold. Moreover, it turns
out that finite volume graph ends play a crucial role in the study of Markovian
extensions of H0. In particular, we show that the minimal Kirchhoff Laplacian
admits a unique Markovian extension exactly when every topological end of the
underlying metric graph has infinite volume. In the case of finitely many finite
volume ends (for instance, the latter includes Cayley graphs of a large class
of finitely generated infinite groups) we are even able to provide a complete
description of all Markovian extensions of H0.
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1. Introduction
This paper is concerned with developing extension theory for quantum graphs.
Quantum graphs are Schro¨dinger operators on metric graphs, that is combinatorial
graphs where edges are considered as intervals with certain lengths. Motivated
by a vast amount of applications in chemistry and physics, they have become a
popular subject in the last decades (we refer to [4, 5, 19, 49] for an overview and
further references). The most studied quantum graph operator is the Kirchhoff
Laplacian, which provides the analog of the Laplace–Beltrami operator in the set-
ting of metric graphs. Its spectral properties are crucial in connection with the heat
equation and the Schro¨dinger equation and any further analysis usually relies on
the self-adjointness of the Laplacian. Whereas on finite metric graphs the Kirch-
hoff Laplacian is always self-adjoint, the question is more complicated for graphs
with infinitely many edges since their geometrical structure can be quite complex.
The search for self-adjointness criteria in this case is an open and – in our opin-
ion – rather difficult problem. For instance, a uniform lower bound for the edge
lengths guarantees self-adjointness (see [5, 49]), but this commonly used condition
is to some extent unsatisfactory (e.g., it is independent of the combinatorial graph
structure). Another type of criteria, including a Gaffney-type theorem, was ob-
tained recently in [20] (see also [13, 40] for related work on discrete Laplacians on
graphs).
If the (minimal) Kirchhoff Laplacian is not self-adjoint, the natural next step is
to ask for a description of its self-adjoint extensions, which corresponds to possible
descriptions of the system in quantum mechanics. Naturally, this question is tightly
related to finding appropriate boundary notions for infinite graphs. Our goal in this
paper is to investigate the connection between extension theory and one particular
notion, namely graph ends, a concept which goes back to the work of Freudenthal
[22] and Halin [30]. However, the definition of graph ends is purely combinatorial
and naturally must be modified to capture the additional metric structure of our
setting. Based on the correspondence between graph ends and topological ends of
metric graphs, we introduce the concept of ends of finite volume (Definition 3.7)
and employ it in the development of basic extension theory. First of all, it turns out
that finite volume ends play a crucial role in describing the Sobolev spaces H1 and
H10 on metric graphs. More specifically, we show that the presence of finite volume
ends is the only reason for the strict inclusion H10 ( H
1 to hold. This in particular
provides a transparent geometric characterization of uniqueness of a Markovian
extension of the minimal Kirchhoff Laplacian (see Corollary 5.5). Our second main
result, Theorem 4.1, shows that the deficiency indices of the Kirchhoff Laplacian
are bounded from below by the number of finite volume ends. Moreover, we find
a necessary and sufficient condition for the equality between the number of finite
volume graph ends and the deficiency indices of the minimal Kirchhoff Laplacian
to hold. Finally, for functions from the maximal domain which also belong to H1
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we are able to define a normal derivative at a graph end if the corresponding end
is free. As a result, in the case when the number of finite volume ends is finite, we
are even able to provide a complete description of all self-adjoint extensions with
domains contained in H1 (Theorem 6.11). Notice that the latter also leads to the
description of all Markovian extensions of the minimal Kirchhoff Laplacian.
In the following, we give an overview of the article and describe our results. Let
G = (V , E , | · |) be an infinite, connected, locally finite and simple metric graph,
that is a connected and locally finite simple combinatorial graph Gd = (V , E) with
countably infinite vertex and edge sets V and E , where each edge e ∈ E is identified
with an interval Ie = [0, |e|] of length |e| ∈ (0,∞). Topologically, G may be consid-
ered as a system of intervals glued together at the vertices. The main object of this
paper is the (minimal) Kirchhoff Laplacian H0, which acts on the Hilbert space
L2(G) =⊕e∈E L2(e). It is defined as the closure of the edgewise (negative) second
derivative fe 7→ − d2dx2e fe acting on compactly supported, edgewise H
2-functions sat-
isfying Kirchhoff conditions at the vertices. Precise definitions and basic properties
of metric graphs and the Kirchhoff Laplacian are collected in Section 2.
The minimal Kirchhoff Laplacian is symmetric and we focus on the situation
when H0 is not self-adjoint. Then there are at least two natural ways to define
a self-adjoint extension of H0 via quadratic forms: either the Friedrichs extension
HF or the Neumann extension HN , which is the self-adjoint operator associated
with the non-negative, closed form
tN [f ] :=
∫
G
|f ′(x)|2dx, f ∈ dom(tN ) = H1(G),
where H1(G) is the Sobolev space consisting of all continuous L2-functions hav-
ing finite energy (the integral in the above formula is usually referred to as the
energy or Dirichlet integral). Notice that the form domain of the Friedrichs ex-
tension HF is the space H
1
0 (G), constructed as the closure of the domain of H0
with respect to H1 norm. Motivated by the importance of these two extensions
(in particular, every Markovian extension H˜ of H0 satisfies HN ≤ H˜ ≤ HF and
hence dom(H˜) ⊂ H1(G), see Section 5), we investigate the Sobolev space H1(G)
in Section 3. Dealing with boundary notions for infinite graphs, a natural idea is
to consider rays (i.e., infinite self-avoiding paths), which intuitively should lead to
different directions at infinity. This approach is formalized in the concept of graph
ends introduced independently by Freudenthal [22] and Halin [30]. The set of graph
ends C(G) serves as a boundary for G in the sense that Ĝ = G ∪ C(G) is a compact
topological space homeomorphic to the Freudenthal compactification of G. More-
over, each H1-function f extends continuously to Ĝ and we can interpret the values
f(γ), γ ∈ C(G), as boundary values (Proposition 3.5). However, some graph ends
only lead to trivial values, i.e., f(γ) = 0 holds true for all f ∈ H1(G), and Theorem
3.9 shows that the nontrivial graph ends admit an explicit geometric description:
they coincide with the ends of finite volume (see Definition 3.7). This observation
further leads to a transparent and convenient characterization of the relationship
between the Sobolev spaces H1(G) and H10 (G): H1(G) = H10 (G) if and only if all
graph ends are of infinite volume (see Corollary 3.12). Taking into account that
H10 (G) and H1(G) serve as form domains of the Friedrichs and Neumann extensions
of H0, it is further equivalent to the uniqueness of a Markovian extension of H0,
Corollary 5.5 (cf. [23, Section 3.30], [29, Theorem 1.7], and [31]). At this point it
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should be mentioned that if G has finite total volume, vol(G) :=∑e∈E |e| <∞, then
all graph ends have finite volume. Moreover, in this case the end compactification
Ĝ of G coincides with several other spaces, among them the metric completion of G
and the Royden compactification of a related discrete graph (see [27, Corollary 4.22]
and also [26, p. 1526]). Let us also stress that the latter was employed recently in
a description of Markovian extensions of discrete Laplacians [41]. The metric com-
pletion G was considered in connection with quantum graphs in [10, 11]; however,
G can have a rather complicated structure if vol(G) = ∞ and a further analysis
usually requires additional assumptions. Moreover, there are clear indications that
metric completion is not a good candidate for these purposes (see, e.g., Theorem
2.8 below).
The goal of Section 4 is to investigate the deficiency indices n±(H0) of the
Kirchhoff Laplacian H0. Theorem 4.1 describes the relationship with the notion of
graph ends: first of all, the following lower estimate
n±(H0) ≥ #C0(G) (1.1)
holds, where C0(G) is the set of ends of finite volume of G1. Moreover, equality in
(1.1) holds true if and only if either #C0(G) =∞ or the inclusion dom(H) ⊂ H1(G)
is satisfied for the maximal Kirchhoff Laplacian H = H∗0. The latter is further
equivalent to the validity of the following Sobolev-type inequality (see Remark 4.2)
‖f ′‖L2(G) ≤ C(‖f‖L2(G) + ‖Hf‖L2(G)), f ∈ dom(H). (1.2)
The appearance of the condition (1.2) is to a certain degree expected. On the one
hand, metric graphs are locally one-dimensional (and the corresponding inequality
is trivially satisfied in the one-dimensional case). However, globally infinite metric
graphs are more complex and hence (1.2) rather resembles the multi-dimensional
setting of PDEs. In general, equality in (1.1) is difficult to verify/contradict and
even simple examples can exhibit rather complicated behavior (see Appendix B).
We also illustrate this by considering the case of antitrees, a special class of infinite
graphs with a particularly high degree of symmetry (see Section 7). All (infinite)
antitrees have exactly one graph end, which makes them a good toy model for our
purposes. It turns out that for radially symmetric antitrees (i.e., edge lengths are
chosen symmetrical with respect to a given root), equality in (1.1) always holds true
(see Example 4.11 and [45, Theorem 4.1]). However, violating the symmetry as-
sumptions we can realize antitrees with arbitrary (even infinite) deficiency indices.
An explicit construction is given in Section 7.
In the above and many other examples, the Sobolev space H1(G) is too small to
contain the domain of the maximal Kirchhoff Laplacian and hence the domains of
all self-adjoint extensions of the minimal operatorH0. For instance, Proposition 4.9
implies that the domain of the Krein–von Neumann extension contains functions
of infinite energy whenever G has infinitely many ends and finite total volume. On
the other hand, finite energy extensions, that is self-adjoint extensions H˜ satisfying
the inclusion dom(H˜) ⊂ H1(G), should intuitively have good properties. Moreover,
Theorem 4.1 suggests that they are indeed related to graph ends and bearing this
in mind, in Section 5 we take a closer look at the corresponding resolvents and
heat semigroups. It turns out that (under some additional mild assumptions) these
1Here and everywhere in the sequel we abuse the standard notation and use #S to denote the
cardinality of a set S only if S is finite. If S contains infinitely many elements, then we simply
set #S =∞.
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consist of integral operators with a continuous, bounded kernel and they belong
to the trace class if G has finite total volume (Theorems 5.1 and 5.2). In Section
6 we proceed further and address the problem of describing finite energy exten-
sions in terms of boundary conditions, however, under the additional restrictive
assumption of finitely many ends with finite volume, i.e., #C0(G) is finite. Theorem
6.11 contains a complete description of this class of extensions in this case. Let us
stress that the case of infinitely many ends is incomparably more complicated (see
Remark 2.5) and will be the subject of future work. Theorem 6.11 relies on two
main ingredients. First, in Section 6.1, we introduce a suitable notion of a normal
derivative at graph ends for free ends (as a by-product, this also gives an explicit
description of the domain of the Neumann extensionHN , see Corollary 6.7). More-
over, we employ the concept of self-adjoint linear relations, a useful tool in modern
extension theory of symmetric operators (see Appendix A). With these notions at
hand, Theorem 6.11 reads as follows: The self-adjoint finite energy extensions of H0
are in one-to-one correspondence with the self-adjoint linear relations in ℓ2(C0(G)).
Moreover, they can be parametrized in a rather standard way via boundary condi-
tions. Theorem 6.11 also contains a one-to-one correspondence between Markovian
extensions of H0 and Dirichlet forms (in the wide sense) on ℓ
2(C0(G)). The latter,
in particular, provides a complete description of Markovian extensions of H0 in
the case when the underlying graph Gd is a Cayley graph of a finitely generated
infinite group with finitely many ends (see, Corollary 6.12). Let us emphasize the
following fact. If Gd is a Cayley graph of a finitely generated infinite group with
one end (e.g., Gd = ZN with N ≥ 2), then the minimal Kirchhoff Laplacian H0 on
G either has a unique Markovian extension (exactly when vol(G) =∞) or its set of
Markovian extensions forms a one-parameter family and the latter is independent
of the deficiency indices of H0, that is, n±(H0) can be an arbitrary natural number
or even infinity. In particular, the same holds for metric antitrees (see Remark 7.9).
Let us finish this introduction with two more comments concerning Theorem
6.11. First of all, results related to Theorem 6.11 were proven recently in [41], which
provides a description of Markovian extensions for discrete Laplacians on graphs in
terms of Royden’s boundary. On the one hand, taking into account certain close
relationships between quantum graphs and discrete Laplacians (see [20, §4]), one
can easily obtain the results analogous to Theorem 4.1 and Theorem 6.11 for a
particular class of discrete Laplacians on Gd defined by the following expression
(τf)(v) =
1
m(v)
∑
u∼v
f(v)− f(u)
|eu,v| , v ∈ V , (1.3)
where m is the star weight (2.11). On the other hand, [41] does not contain a
finiteness assumption, however, the conclusion in our setting appears to be slightly
stronger than in [41], where the correspondence between Markovian extensions
and Markovian forms on the boundary is in general not bijective. However, we
stress that a direct comparison between the two results is not possible, since one
of the main aims of [41] is a simultaneous treatment of a whole family of discrete
Laplacians (see Remark 6.13 for details).
Finally, similar relations between Markovian realizations of elliptic operators on
domains or finite metric graphs (with general couplings at the vertices) on one hand,
and Dirichlet property of the corresponding quadratic form’s boundary term on the
other hand, are of course well known in the literature (see, e.g., [8, Proposition 5.1],
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[46, Theorem 6.1], [36, Theorem 3.5]). However, the setting of infinite metric
graphs additionally requires much more advanced considerations of combinatorial
and topological nature. In particular, it seems noteworthy to us that the results of
the previous sections provide the right notion of the boundary for metric graphs,
namely, the set of finite volume ends, to deal with finite energy and also with
Markovian extensions of the minimal Kirchhoff Laplacian. In particular, this end
space is well-behaved as concerns the introduction of traces and normal derivatives.
Notation. Z, R, C have their usual meaning; Z≥a := Z ∩ [a,∞).
z∗ denotes the complex conjugate of z ∈ C.
For a given set S, #S denotes its cardinality if S is finite; otherwise we set #S =∞.
If it is not explicitly stated otherwise, we shall denote by (xn) a sequence (xn)
∞
n=0.
Cb(X) is the space of bounded, continuous functions on a locally compact space X .
C0(X) is the space of continuous functions vanishing at infinity.
For a finite or countable set X , C(X) is the set of complex-valued functions on X .
Gd = (V , E) is a discrete graph (satisfying Hypothesis 2.1).
G = (Gd, | · |) is a metric graph.
̺ is the natural (geodesic) path metric on G.
̺m is the star metric on V corresponding to the star weight m.
Ω(Gd) denotes the graph ends of Gd.
C(G) denotes the topological ends of the corresponding metric graph G.
C0(G) stays for the finite volume topological ends of G.
Ĝ is the end (Freudenthal) compactification of G.
H00 is the pre-minimal Kirchhoff Laplacian on G.
H0 is the minimal Kirchhoff Laplacian, the closure of H
0
0 in L
2(G).
n±(H0) are the deficiency indices of H0.
HF and HN are Friedrichs and Neumann extensions of H0, respectively.
H is the maximal Kirchhoff Laplacian on G.
2. Quantum graphs
2.1. Combinatorial and metric graphs. In what follows, Gd = (V , E) will be
an unoriented graph with countably infinite sets of vertices V and edges E . For two
vertices u, v ∈ V we shall write u ∼ v if there is an edge eu,v ∈ E connecting u with
v. For every v ∈ V , we denote the set of edges incident to the vertex v by Ev and
degG(v) := #{e| e ∈ Ev} (2.1)
is called the degree (valency or combinatorial degree) of a vertex v ∈ V . When there
is no risk of confusion which graph is involved, we shall write deg instead of degG .
A path P of length n ∈ Z≥0 ∪ {∞} is a sequence of vertices (v0, v1, . . . , vn) such
that vk−1 ∼ vk for all k ∈ {1, . . . , n}.
The following assumption is imposed throughout the paper.
Hypothesis 2.1. Gd is locally finite (deg(v) <∞ for every v ∈ V), connected (for
any two vertices u, v ∈ V there is a path connecting u and v), and simple (there
are no loops or multiple edges).
Assigning to each edge e ∈ E a finite length |e| ∈ (0,∞) turns Gd into a metric
graph G := (V , E , | · |) = (Gd, | · |). The latter equips G with a (natural) topology
and metric. More specifically (see, e.g., [32, Chapter 1.1]), a metric graph G can be
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considered as a topological space. Namely, a metric graph G is a Hausdorff topo-
logical space with countable base such that each point x ∈ G has a neighbourhood
Ex(r) homeomorphic to a star-shaped set E(deg(x), rx) of degree deg(x) ≥ 1,
E(deg(x), rx) := {z = re2πik/ deg(x)| r ∈ [0, rx), k = 1, . . . , deg(x)} ⊂ C.
By assigning each edge a direction, every edge e ∈ E can be identified with a copy
of the interval Ie = [0, |e|]; moreover, the ends of the edges that correspond to the
same vertex v are identified as well. Thus, G can be equipped with the natural path
metric ̺ (the distance between two points x, y ∈ G is defined as the length of the
“shortest” path connecting x and y).
Sometimes, we will consider Gd as a rooted graph with a fixed root o ∈ V . In
this case we denote by Sn, n ∈ Z≥0 the n-th combinatorial sphere with respect to
the order induced by o (notice that S0 = {o}).
2.2. Graph ends. One possible definition of a boundary for an infinite graph is
the notion of the so-called graph ends (see [22, 30] and [58, §21]).
Definition 2.1. A sequence of distinct vertices (vn)n∈Z≥0 (resp., (vn)n∈Z) such
that vn ∼ vn+1 for all n ∈ Z≥0 (resp., for all n ∈ Z) is called a ray (resp., double
ray). Subrays of a ray/double ray are called tails.
Two rays R1,R2 are called equivalent – and we write R1 ∼ R2 – if there is a
third ray containing infinitely many vertices of both R1 and R2.2 An equivalence
class of rays is called a graph end of Gd and the set of graph ends will be denoted
by Ω(Gd). Moreover, we will write R ∈ ω whenever R is a ray belonging to the end
ω ∈ Ω(Gd).
An important feature of graph ends is their relation to topological ends of a
metric graph G.
Definition 2.2. Consider sequences U = (Un)∞n=0 of non-empty open connected
subsets of G with compact boundaries and such that Un+1 ⊆ Un for all n ≥ 0 and⋂
n≥0 Un = ∅. Two such sequences U and U ′ are called equivalent if for all n ≥ 0
there exist j and k such that Un ⊇ U ′j and U ′n ⊇ Uk. An equivalence class γ of
sequences is called a topological end of G and C(G) denotes the set of topological
ends of G.
For locally finite graphs, there is a bijection between topological ends of a metric
graph C(G) and graph ends Ω(Gd) of the underlying combinatorial graph Gd (see
[58, §21], [16, §8.6 and also p.277–278]; for the case of graphs which are not locally
finite see [12, 17]).
Theorem 2.3. For every topological end γ ∈ C(G) of a locally finite metric graph
G = (Gd, |·|) there exists a unique graph end ωγ ∈ Ω(Gd) such that for every sequence
U representing γ, each Un contains a ray from ωγ. Moreover, the map γ 7→ ωγ is
a bijection between C(G) and Ω(Gd).
Therefore, we may identify topological ends of a metric graph G and graph ends
of the underlying graph Gd. We will simply speak of the ends of G. One obvious
advantage of this identification is the fact that the definition of Ω(Gd) is purely
combinatorial and does not depend on edge lengths.
2Equivalently, R1 ∼ R2 if and only if R1 and R2 cannot be separated by a finite vertex set,
i.e., for every finite subset X ⊂ V the remaining tails of R1 and R2 in V \X belong to the same
connected component of V \X.
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Definition 2.4. An end ω of a graph Gd is called free if there is a finite set X of
vertices such that X separates ω from all other ends of the graph.
Remark 2.5. Let us mention several examples.
(i) Z has two ends both of which are free.
(ii) ZN has one end for all N ≥ 2.
(iii) A k-regular tree, k ≥ 3, has uncountably many ends, none of which is free.
(iv) If Gd is a Cayley graph of a finitely generated (infinite) group G, then the
number of ends of Gd is independent of the generating set and it has either
one, two, or infinitely many ends. Moreover, Gd has exactly two ends only
if G has a finite normal subgroup N such that the quotient group G/N is
isomorphic either to Z or Z2 ∗Z2. These results are due to Freudenthal [22]
and Hopf [34] (see also [56]). The classification of finitely generated groups
with infinitely many ends is due to Stallings [55]. For further details we
refer to, e.g., [24, Chapter 13].
(v) Let us also mention that by Halin’s theorem [30] every locally finite graph
Gd with infinitely many ends contains at least one end which is not free.
One of the main features of graph ends is that they provide a rather refined
way of compactifying graphs (see [21] and [16, §8.6], [58]). Namely, we introduce
a topology on Ĝ := G ∪ C(G) as follows. For an open subset U ⊆ G, denote its
extension Û to Ĝ by
Û = U ∪ {γ ∈ C(G)| ∃ U = (Un) ∈ γ such that U0 ⊂ U}. (2.2)
Now we can introduce a neighborhood basis of γ ∈ C(G) as follows
{Û |U ⊆ G is open, γ ∈ Û}. (2.3)
This turns Ĝ into a compact topological space, called the end (or Freudenthal)
compactification of G.
Remark 2.6. Notice that an end γ ∈ C(G) is free exactly when {γ} is open as a
subset of C(G). This is further equivalent to the existence of a connected subgraph G˜
with compact boundary ∂G˜3 such that Un ⊆ G˜ eventually for any sequence U = (Un)
representing γ and U ′n ∩ G˜ = ∅ eventually for all sequences U ′ = (U ′n) representing
an end γ′ 6= γ.
Let us mention that ends γ ∈ C(G) can be obtained in a constructive way by
means of compact exhaustions. Namely, a sequence of connected subgraphs (Gn)
of G such that each Gn has finitely many vertices and edges, Gn ⊆ Gn+1 for all
n ≥ 0 and ⋃n Gn = G is called a compact exhaustion of G. Clearly, each Gn may be
identified with a compact subset of G. Now iteratively construct a sequence (Un) by
choosing in each step a non-compact, connected component Un of G \ Gn satisfying
Un ⊆ Un−1. It is easy to check that each such sequence (Un) defines a topological
end γ ∈ C(G) and in fact all ends γ ∈ C(G) are obtained by this construction.
Notice also that the open subsets Un of such representations γ ∼ (Un) (actually,
their topological closures, since we need to add endpoints of edges which also belong
to V(Gn)) can again be identified with connected subgraphs Gn(γ) := Un and we
will frequently use this fact.
3Notice that for a subgraph G˜ of G its boundary is ∂G˜ = {v ∈ V(G˜)| deg
G˜
(v) < deg(v)} and
hence ∂G˜ is compact only if #∂G˜ <∞.
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Let us finish this section with a few more notations. Suppose R is a finite path
without self-intersections or ray in Gd. We may identify R with a subgraph of Gd
and hence with the subset of G, i.e., we can consider it as the union of all edges
of R. The latter can further be identified with the interval IR = [0, |R|) of length
|R|, where
|R| :=
∑
e∈R
|e|.
Also, we need to consider paths – and in particular rays – in G starting and ending
at a non-vertex point. In particular, given a path (v0, v1, . . . , vN ) and a point x on
an edge e ∈ Ev0 , e 6= ev0,v1 , we add the interval [x, v0] ⊆ e to (v0, v1, . . . , vN ). For
the resulting set, we shall write (x, v0, v1, . . . , vN ) and call it a non-vertex path; and
likewise for rays. The set of all non-vertex rays will be denoted by R(G).
2.3. Kirchhoff Laplacian. Let G be a metric graph satisfying Hypothesis 2.1.
Upon identifying every e ∈ E with a copy of the interval Ie = [0, |e|], let us introduce
the Hilbert space L2(G) of functions f : G → C such that
L2(G) =
⊕
e∈E
L2(e) =
{
f = {fe}e∈E
∣∣ fe ∈ L2(e), ∑
e∈E
‖fe‖2L2(e) <∞
}
.
The subspace of compactly supported L2(G) functions will be denoted by
L2c(G) =
{
f ∈ L2(G)| f 6= 0 only on finitely many edges e ∈ E}.
For every e ∈ E consider the maximal operator He,max acting on functions f ∈ H2(e)
as a negative second derivative. Here and below Hs(e) for s ≥ 0 denotes the usual
Sobolev space on e. In particular, H0(e) = L2(e) and
H1(e) = {f ∈ AC(e)| f ′ ∈ L2(e)}, H2(e) = {f ∈ H1(e)| f ′ ∈ H1(e)}.
This defines the maximal operator on L2(G) by
Hmax =
⊕
e∈E
He,max, He,max = − d
2
dx2e
, dom(He,max) = H
2(e). (2.4)
If v is a vertex of the edge e ∈ E , then for every f ∈ H2(e) the following quantities
fe(v) := lim
xe→v
f(xe), f
′
e(v) := limxe→v
f(xe)− f(v)
|xe − v| , (2.5)
are well defined. Considering G as the union of all edges glued together at certain
endpoints, let us equip a metric graph with the Laplace operator. The Kirchhoff
(also called standard or Kirchhoff–Neumann) boundary conditions at every vertex
v ∈ V are then given by f is continuous at v,∑
e∈Ev
f ′e(v) = 0.
(2.6)
Imposing these boundary conditions on the maximal domain dom(Hmax) yields the
maximal Kirchhoff Laplacian
H = Hmax ↾ dom(H),
dom(H) = {f ∈ dom(Hmax) ∩ L2(G)| f satisfies (2.6), v ∈ V}.
(2.7)
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Restricting further to compactly supported functions we end up with the pre-
minimal operator
H00 = Hmax ↾ dom(H
0
0),
dom(H00) = {f ∈ dom(Hmax) ∩ L2c(G)| f satisfies (2.6), v ∈ V}.
(2.8)
Integrating by parts one obtains
〈H00f, f〉L2(G) =
∫
G
|f ′(x)|2 dx, f ∈ dom(H00), (2.9)
and hence H00 is a non-negative symmetric operator. We call its closure H0 := H
0
0
in L2(G) the minimal Kirchhoff Laplacian. The following result is standard (see,
e.g., [10, Lemma 3.9]).
Lemma 2.7. Let G be a metric graph. Then
H∗0 = H. (2.10)
Proof. Integration by parts shows that
〈H00f, g〉L2(G) = 〈f,Hg〉L2(G)
for all f ∈ dom(H00) and g ∈ dom(H). Therefore, g ∈ dom(H∗0) and henceH ⊆ H∗0.
To prove the converse inclusion, suppose that g ∈ dom(H∗0). Fix an edge e ∈ E
and consider a test function f ∈ dom(H00) such that f equals zero everywhere
except e. Then clearly f ∈ H20 (e) and, moreover,
−
∫
e
f ′′(x)g(x)∗dx =
∫
e
f(x)g′′(x)∗dx.
Thus, g ∈ H2(e) and the restriction of H∗0g on e is simply given by −g′′e . Since
e ∈ E is arbitrary, this implies that g ∈ dom(Hmax) and H∗0g = Hmaxg.
It remains to show that g satisfies the Kirchhoff conditions (2.6). Pick a vertex
v ∈ V . If deg(v) = 1, then the claim is trivial. So, suppose deg(v) > 1. Let e1 and
e2 be two distinct edges attached to v, e1, e2 ∈ Ev. Then choose f ∈ dom(H00) such
that f ≡ 0 on E \ {e1, e2}, f(v) = 0 and f ′e1(v) = −f ′e2(v) = 1. Hence
0 = 〈H0f, g〉−〈f,H∗0g〉 =
2∑
n=1
(
f ′en(v)gen(v)
∗ − fen(v)g′en(v)∗
)
= (ge1(v)−ge2(v))∗,
which implies that ge(v) is independent of e ∈ Ev. Thus, g is continuous.
Next, choose f ∈ dom(H00) such that f ≡ 0 on E \ Ev. Moreover, for every
e ∈ Ev we assume that f(xe) = 1 if xe ∈ e and |xe − v| < |e|/4 and f(xe) = 0 if
|xe − v| > |e|/2. Thus we get
0 = 〈H0f, g〉 − 〈f,H∗0g〉 =
∑
e∈Ev
(f ′e(v)ge(v)
∗ − fe(v)g′e(v)∗) = −
∑
e∈Ev
g′e(v)
∗.
Hence g satisfies (2.6) at every v ∈ V and the proof is complete. 
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2.4. Deficiency indices. In the following we are interested in the question whether
H0 is self-adjoint, or equivalently whether the equality H0 = H holds true. Let us
recall one sufficient condition. Define the star weight m(v) of a vertex v ∈ V by
m(v) :=
∑
e∈Ev
|e| = vol(Ev), (2.11)
and also introduce the star path metric on V by
̺m(u, v) := inf
P=(v0,...,vn)
u=v0, v=vn
∑
vk∈P
m(vk). (2.12)
Theorem 2.8 ([20]). If (V , ̺m) is complete as a metric space, thenH00 is essentially
self-adjoint and H00 = H0 = H.
If a symmetric operator is not (essentially) self-adjoint, then the degree of its non-
self-adjointness is determined by its deficiency indices. Recall that the deficiency
subspace Nz(H0) of H0 is defined by
Nz(H0) := ker(H∗0 − z) = ker(H− z), z ∈ C. (2.13)
The numbers
n±(H0) := dimN±i(H0) = dimker(H∓ i) (2.14)
are called the deficiency indices of H0. Notice that n+(H0) = n−(H0) since H0 is
non-negative.
Lemma 2.9. If 0 is a point of regular type for H0, then
4
n±(H0) = dimker(H). (2.15)
Proof. It suffices to take into account (2.10) and use, e.g., [1, §78]. 
Using the Rayleigh quotient, define
λ0(G) := inf
f∈dom(H0)
‖f‖=1
〈
H0f, f
〉
L2(G)
= inf
f∈dom(H0)
‖f‖=1
∫
G
|f ′|2dx. (2.16)
Noting that the operator H0 is non-negative, 0 is a point of regular type for H0
exactly when λ0(G) > 0. Thus, we arrive at the following result.
Corollary 2.10. If λ0(G) > 0, then (2.15) holds true.
The positivity of λ0(G) is known in the following simple situation.
Corollary 2.11. If G has finite total volume,
vol(G) :=
∑
e∈E
|e| <∞, (2.17)
then H0 is not self-adjoint and (2.15) holds true.
Proof. Indeed, by the Cheeger-type estimate [44, Corollary 3.5(iv)], we have
λ0(G) ≥ 1
4 vol(G)2 , (2.18)
4For an operator T with dense domain in a Hilbert space H, λ ∈ C is called a point of regular
type of T if there exists c = cλ > 0 such that ‖(T − λ)f‖ ≥ c‖f‖ for all f ∈ dom(T ).
12 A. KOSTENKO, D. MUGNOLO, AND N. NICOLUSSI
and hence (2.15) holds true by Corollary 2.10. Moreover, 1G ∈ ker(H), where 1G
denotes the constant function on G, and hence
n±(H0) = dim(kerH) ≥ 1. 
Remark 2.12. By [44, Corollary 4.5], λ0(G) > 0 holds true if the combinatorial
isoperimetric constant of Gd is positive and ℓ∗(G) = supe∈E |e| <∞. For example,
this holds true if Gd is an infinite tree without leaves [44, Lemma 8.1] or Gd is a
Cayley graph of a non-amenable finitely generated group [44, Lemma 8.12(i)]. For
antitrees, the positivity of a combinatorial isoperimetric constant is tightly related
to the structure of its combinatorial spheres (see [45, Theorem 7.1]).
Finally, let us remark that ker(H) = H(G) ∩ L2(G), where H(G) denotes the
space of harmonic functions on G, that is, the set of all “edgewise” affine functions
satisfying Kirchhoff conditions (2.6) at each vertex v ∈ V . Notice that every func-
tion f ∈ H(G) is uniquely determined by its vertex values f := f |V = (f(v))v∈V .
Recall also the following result (see, e.g., [44, eq. (2.32)]).
Lemma 2.13. Let G be a metric graph satisfying the assumptions in Hypothesis
2.1. If f ∈ H(G), then f ∈ L2(G) if and only if f ∈ ℓ2(V ;m), that is,∑
v∈V
|f(v)|2m(v) <∞. (2.19)
3. Graph ends and H1(G)
This section deals with the Sobolev space H1 on metric graphs. Its importance
stems, in particular, from the fact that it serves as a form domain for a large class
of self-adjoint extensions of H0.
3.1. H1(G) and boundary values. First recall that
H1(G) = {f ∈ L2(G) ∩ C(G)| fe ∈ H1(e) for all e ∈ E , ‖f ′‖2L2(G) <∞}, (3.1)
where C(G) is the space of continuous complex-valued functions on G and
‖f ′‖2L2(G) :=
∑
e∈E
‖f ′e‖2L2(e).
Notice that (H1(G), ‖ · ‖H1) is a Hilbert space when equipped with the standard
norm
‖f‖2H1(G) := ‖f‖2L2(G) + ‖f ′‖2L2(G) =
∑
e∈E
‖fe‖2H1(e), f ∈ H1(G).
Moreover, dom(H00) ⊂ H1(G) and we define H10 (G) as the closure of dom(H00) with
respect to ‖ · ‖H1(G).
Remark 3.1. If H00 is essentially self-adjoint, then H
1(G) = H10 (G). However,
the converse is not true in general. In fact this equality is tightly connected to the
uniqueness of a Markovian extension of H0 and, as we shall see, it is possible to
characterize it in terms of topological ends of G (see Corollary 5.5 below).
Notice also that H10 (G) is the form domain of the Friedrichs extension HF of H00
and λ0(G) defined by (2.16) is the bottom of the spectrum of HF .
By definition, H1(G) is densely and continuously embedded in L2(G).
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Lemma 3.2. H1(G) is continuously embedded in Cb(G) = C(G) ∩ L∞(G) and
‖f‖∞ := sup
x∈G
|f(x)| ≤ CG‖f‖H1(G) (3.2)
holds for all f ∈ H1(G) with CG =
√
coth
(
1
2 diam(G)
)
. Here diam(G) denotes the
diameter of G, that is,
diam(G) = sup
R
|R|,
where the supremum is taken over all paths without self-intersections R.
Proof. For every interval I ⊆ R the embedding of H1(I) into L∞(I) is bounded
and
sup
x∈I
|f(x)| ≤ C|I|‖f‖H1(I) (3.3)
holds for all f ∈ H1(I) with C|I| =
√
coth(|I|) (for optimal Sobolev constants see,
e.g., [51, 57]). Notice that we may identify the restriction f |R of f ∈ H1(G) to a
path without self-intersections R with a function on IR = [0, |R|). It is easy to
check that upon this identification f |R ∈ H1(IR) and (f |R)′ = f ′|R.
Let R = (v0, . . . , vN ) be a fixed finite path without self-intersections and let
x ∈ G. If x ∈ R, then considering R as an interval IR = [0, |R|) of length |R|, we
immediately get
|f(x)| ≤ C|R|/2‖f‖H1(R) ≤ C|R|/2‖f‖H1(G) (3.4)
for all f ∈ H1(G). If x 6∈ R, then connecting x and v0 by some finite non-vertex
path R0, we conclude that there is a path without self-intersections Rx such that
x ∈ Rx and |Rx| ≥ |R|/2. Applying the same argument, we conclude that (3.4)
holds for all x ∈ G. 
The above considerations, in particular, imply the following crucial property of
H1-functions: if R = (vn) is a ray, then
f(γR) := lim
n→∞
f(vn)
exists. Moreover, this limit is independent of the choice of R ∈ ωγ (indeed, for
any two equivalent rays R and R′ there exists a third ray R′′ containing infinitely
many vertices of bothR andR′, which immediately implies that f(γR) = f(γR′′) =
f(γR′)). This enables us to introduce the following notion.
Definition 3.3. For every f ∈ H1(G) and a (topological) end γ ∈ C(G), we define
f(γ) := f(γR), (3.5)
whereR ∈ ωγ is any ray belonging to the corresponding graph end ωγ (see Theorem
2.3). Sometimes we shall also write f(ωγ) := f(γ).
It turns out that (3.5) enables us to obtain an extension by continuity of every
function f ∈ H1(G) to the end compactification Ĝ of G (see Section 2.2).
Lemma 3.4. Let G be a metric graph and γ ∈ C(G). If f ∈ H1(G), then
lim
n→∞
sup
x∈Un
|f(x)− f(γ)| = 0 (3.6)
for every sequence U = (Un) representing γ.
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Proof. Let γ ∈ C(G) and let U = (Un) be a sequence representing γ. Let also
Rn(γ) := {R ∈ R(G)| R ⊆ Un}
be the set of all non-vertex rays contained in Un, n ≥ 0.
We proceed by case distinction. First, assume that for n sufficiently large, all
rays in Rn(γ) have length at most one. If x ∈ Un, then there exists a (non-vertex)
ray Rx ∈ Rn(γ) such that Rx = (x, v0, . . . ) and its tail R := (v0, v1, . . . ) belongs
to ωγ .
By our assumption, |Rx| ≤ 1 and hence
|f(γ)− f(x)| = |f(γRx)− f(x)| =
∣∣∣ ∫
Rx
f ′(y) dy
∣∣∣ ≤ ‖f ′‖L2(Rx) ≤ ‖f ′‖L2(Un).
Since x ∈ Un is arbitrary, this implies
sup
x∈Un
|f(γ)− f(x)| ≤ ‖f ′‖L2(Un).
Since U = (Un) represents γ,
⋂
n Un = ∅ and hence limn→∞ ‖f ′‖L2(Un) = 0. This
implies (3.6).
Assume now that for every n ∈ Z≥0 there is a ray R ∈ Rn(γ) with |R| > 1.
Take n ≥ 0 and choose an x ∈ Un. We can find a finite (non-vertex) path without
self-intersections Rx ⊆ Un such that x ∈ Rx and |Rx| = 1/2 (take into account
that Un contains at least one ray of length greater than 1). Hence we get
|f(x)| ≤ sup
y∈Rx
|f(y)| ≤ C1/2‖f‖H1(Rx) ≤ C1/2‖f‖H1(Un),
where C1/2 =
√
coth(1/2) is the constant from (3.3). Since x ∈ Un is arbitrary,
sup
x∈Un
|f(x)| ≤ C1/2‖f‖H1(Un).
However,
⋂
n Un = ∅ and hence supx∈Un |f(x)| = o(1) as n → ∞. It remains to
notice that f(γ) = 0. Indeed, by Theorem 2.3, for every n ≥ 0 there is a ray
R˜n ∈ ωγ such that R˜n ⊆ Un and hence
|f(γ)| = |f(γR˜n)| ≤ sup
x∈Un
|f(x)| = o(1)
as n→∞. This finishes the proof. 
Taking into account the topology on Ĝ = G ∪ C(G), the next result is a direct
consequence of Lemma 3.2 and Lemma 3.4.
Proposition 3.5. Each f ∈ H1(G) has a unique continuous extension to the end
compactification Ĝ of G and this extension is given by (3.5). Moreover,
‖f‖∞ = sup
x∈Ĝ
|f(x)| ≤ CG‖f‖H1(G).
3.2. Nontrivial and finite volume ends. Observe that some ends lead to trivial
boundary values for H1 functions. For example, f(γ) = 0 for all f ∈ H1(G) if
ωγ ∈ Ω(Gd) contains a ray R with infinite length |R| = ∞. On the other hand, it
might happen that all rays have finite length, however, f(γ) = 0 for all f ∈ H1(G)
(see, e.g., the second step in the proof of Lemma 3.4).
Definition 3.6. A topological end γ ∈ C(G) is called nontrivial if f(γ) 6= 0 for
some f ∈ H1(G).
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We also need the following notion.
Definition 3.7. A topological end γ ∈ C(G) has finite volume (or, more precisely,
finite volume neighborhood) if there is a sequence U = (Un) representing γ such
that vol(Un) < ∞5 for some n. Otherwise γ has infinite volume. The set of all
finite volume ends is denoted by C0(G).
Remark 3.8. If C(G) contains only one end, then this end has finite volume exactly
when vol(G) <∞. Analogously, if γ ∈ C(G) is a free end, then there is a finite set
of vertices X separating ωγ from all other ends and hence this end has finite volume
exactly when the corresponding connected component Gγ has finite total volume.
If γ is not free, then the situation is more complicated. For example, for a rooted
tree G = To the ends are in one-to-one correspondence with the rays from the root o
and hence one may possibly confuse the notion of a finite/infinite volume of an end
with the finite/infinite length of the corresponding ray. More specifically, let γ be
an end of To and let Rγ = (o, v1, v2, . . . ) be the corresponding ray. For each n ≥ 1,
let Tn be the subtree of To having its root at vn and containing all the “descendant”
vertices of vn. Then by definition γ has finite volume (neighborhood) if and only
if there is n ≥ 1 such that the corresponding subtree Tn has finite total volume.
In particular, this implies that G would have uncountably many finite volume ends
in this case (here we assume for simplicity that all vertices are essential, that is,
deg(vn) > 2 for all n). In particular, |Rγ | < ∞ is a necessary but not sufficient
condition for γ to have finite volume.
It turns out that nontrivial and finite volume ends are closely connected.
Theorem 3.9. Let G be a metric graph. Then γ ∈ C(G) is nontrivial if and only if
γ has finite volume. Moreover, for any finite collection of distinct nontrivial ends
{γj}Nj=1 there exists f ∈ H1(G) ∩ dom(H) such that f(γ1) = 1 and f(γ2) = · · · =
f(γN) = 0.
Proof. It is not difficult to see that f(γ) = 0 for all f ∈ H1(G) if γ has infinite
volume. Indeed, assuming that there is f ∈ H1(G) such that f(γ) 6= 0, Lemma 3.4
would imply that there exists U = (Un) representing γ such that
|f(x)| ≥ |f(γ)|/2 > 0
for all x ∈ Un. However, then vol(Un) =∞ contradicts the fact that f ∈ L2(G).
Suppose now that γ ∈ C(G) has finite volume. Take a sequence U = (Un)
representing γ with vol(U0) < ∞. Pick a function φ ∈ H2(0, 1) such that φ(0) =
φ′(0) = φ′(1) = 0 and φ(1) = 1 and then define f : G → C by
f(xe) =

1, xe ∈ e and both vertices of e are in U0,
0, xe ∈ e and both vertices of e are not in U0,
φ
(
|xe−u|
|e|
)
, xe ∈ e = eu,v and u ∈ V \ U0, v ∈ U0.
Clearly, f ∈ H2(e) for every e ∈ E . Moreover, it is straightforward to check that f
satisfies Kirchhoff conditions (2.6) at every v ∈ V . By assumption, ∂U0 is compact
and hence it is contained in finitely many edges. Thus there are only finitely many
edges e ∈ E such that one of its vertices belongs to U0 and another one does not
belong to U0. This implies that f ∈ L2(G) and, moreover, f ′ 6≡ 0 only on finitely
5As usual, vol(A) denotes the Lebesgue measure of a measurable set A ⊆ G.
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many edges, which proves the inclusion f ∈ dom(H)∩H1(G). Taking into account
that f ≡ 1 on Un for large enough n, we conclude that f(γ) = 1 and hence γ is
nontrivial.
It remains to prove the second claim. Suppose that γ1, . . . , γN ∈ C(G) are distinct
nontrivial ends. Then we can find Uj = (U jn), sequences representing γj , j ∈
{1, . . . , N} such that vol(U10 ) < ∞ and U10 ∩ U j0 = ∅ for all j = 2, . . . , N (see [21,
Satz 3] or [17, Lemma 3.1]). Using the above procedure, we can construct a function
f ∈ dom(H)∩H1(G) such that supp(f) ⊆ U0 and f(γ) = 1. The latter also implies
that f(γ2) = · · · = f(γN ) = 0. 
Remark 3.10. If vol(G) = ∑e∈E |e| < ∞, then all ends have finite volume. This
case was also considered in [26]. Notice that the natural path metric ̺ can be
extended to Ĝ = G ∪ C(G). That is, the distance ̺(x, γ) between a point x ∈ G and
an end γ ∈ C(G) is the infimum over all lengths of rays starting at x and belonging
to γ. Similarly, the distance ̺(γ, γ′) between two ends is the infimum over the
lengths of all double rays with one tail part in γ and the other one in γ′. Then
(Ĝ, ̺) is a metric completion of G. Moreover, Ĝ is compact and homeomorphic to
the end compactification of G (see [26] for further details).
3.3. Description of H10 (G). Recall that the space H10 (G) is defined as the closure
of dom(H00) ⊂ H1(G) with respect to ‖ · ‖H1(G). One can naturally conjecture that
H10 (G) consists of those H1-functions which vanish on C(G). In fact, the results of
the previous two sections enable us to show that this is indeed the case.
Theorem 3.11. Let G be a metric graph and C(G) be its ends. Then
H10 (G) = {f ∈ H1(G)| f(γ) = 0 for all γ ∈ C(G)}. (3.7)
Proof. First of all, it immediately follows from Proposition 3.5 that f ∈ H10 (G)
vanishes at every end γ ∈ C(G) (since this holds for each f ∈ dom(H00)).
To prove the converse inclusion, we will follow the arguments of the proof of [27,
Theorem 4.14]. Namely, suppose that f ∈ H1(G) and f(γ) = 0 for all γ ∈ C(G).
Without loss of generality, we may assume that f is real-valued and f ≥ 0. To
prove that f ∈ H10 (G), it suffices to construct a sequence of compactly supported
functions fn ∈ H1(G) which converges to f in H1(G). Define φn : R≥0 → R≥0 by
φn(s) =
{
s− 1n , if s ≥ 1n
0, if s < 1n ,
(3.8)
and then let fn : G → R≥0 be the composition fn := φn ◦ f , n ≥ 0. Since φn(s) ≤ s
for all s ≥ 0 and |φn(s) − φn(t)| ≤ |s − t| for all s, t ≥ 0, |fn(x)| ≤ |f(x)| and
|f ′n(x)| ≤ |f ′(x)| for almost every x ∈ G. Hence fn ∈ H1(G) and
‖fn‖H1(G) ≤ ‖f‖H1(G) (3.9)
for all n. Let us now show that fn has compact support. Indeed, assuming the
converse, there exist infinitely many distinct edges ek in E such that fn is non-zero
on each ek. Taking into account (3.8), for each k we can find a non-vertex point
xk on ek such that fn(xk) >
1
n . Since Ĝ is compact, the sequence (xk) has an
accumulation point x ∈ Ĝ. By construction each edge e ∈ E contains at most one
of the xk’s. It follows that x /∈ G and hence x ∈ Ĝ is an end. On the other hand,
f is continuous on Ĝ by Proposition 3.5 and thus f(x) ≥ 1n , which contradicts our
assumptions on f .
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It remains to show that fn converges to f in H
1(G) as n → ∞. Taking into
account the above properties of fn, we get
‖f − fn‖2L2 + ‖f ′ − f ′n‖2L2 ≤ 2(‖f‖2L2 + ‖fn‖2L2 + ‖f ′‖2L2 + ‖f ′n‖2L2) ≤ 4‖f‖2H1 ,
and hence by dominated convergence it is enough to show that fn → f and f ′n → f ′
pointwise a.e. on G. The first claim is clearly true since limn→∞ φn(s) = s for all
s ∈ R≥0. To prove the second claim, suppose that f is differentiable at a non-vertex
point x ∈ G. If f(x) > 0, then by continuity of f , there is a neighborhood U of
x such that fn = f − 1n holds on U for all sufficiently large n > 0. Hence fn is
differentiable at x with f ′n(x) = f
′(x) for all large enough n. Finally, if f(x) = 0,
then for each n there is a neighborhood Un of x such that f ≤ 1n on Un. Hence
fn ≡ 0 on Un and, in particular, fn is differentiable at x with f ′n(x) = 0. However,
since f ≥ 0 on G and f is differentiable at x, it follows that f ′(x) = 0 as well. This
finishes the proof. 
Combining Theorem 3.11 with Theorem 3.9, we immediately arrive at the fol-
lowing fact.
Corollary 3.12. The equality H1(G) = H10 (G) holds true if and only if all topo-
logical ends of G have infinite volume.
Remark 3.13. In the related setting of (weighted) discrete graphs, an important
concept is the construction of boundaries by employing C∗-algebra techniques (this
includes both Royden and Kuramochi boundaries, see [27, 37, 42, 48, 53] for further
details and references). Finite volume graph ends can also be constructed by using
this method. Indeed, A := H1(G) ⊂ Cb(G) is a subalgebra by Lemma 3.2 and hence
its ‖ · ‖∞-closure A˜ := A‖·‖∞ is isomorphic to C0(X˜), where X˜ is the space of
characters equipped with the weak∗-topology with respect to A˜. In general, finding
X˜ for some concrete C∗-algebra is a rather complicated task. However, it turns
out that in our situation X˜ coincides with G˜ := G ∪ C0(G). Indeed, G˜ = G ∪ C0(G)
equipped with the induced topology of the end compactification Ĝ is a locally com-
pact Hausdorff space. Proposition 3.5 together with Theorem 3.9 shows that each
function f ∈ H1(G) has a unique continuous extension to G˜ and this extension be-
longs to C0(G˜). Moreover, by Theorem 3.9, H1(G) is point-separating and nowhere
vanishing on G˜ and hence A˜ = C0(G˜) by the Stone–Weierstrass theorem. Thus the
resulting boundary notion is precisely the space of finite volume graph ends.
Let us also mention that G˜ is compact only if vol(G) < ∞ and in this case one
can show that the Royden compactification of G as well as its Kuramochi compacti-
fication coincide with the end compactification Ĝ (see [27], [37, Theorem 7.11], [38,
p.215] and also [33, p.2] for the discrete case).
4. Deficiency indices
Intuitively, deficiency indices should be linked to boundary notions for underlying
combinatorial graphs. However, spectral properties of the operator H0 also depend
on the edge lengths and this suggests that it is difficult to expect a purely combi-
natorial formula for the deficiency indices n±(H0) of H0. Recall that throughout
the paper we always assume that G satisfies Hypothesis 2.1.
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4.1. Deficiency indices and graph ends. The main result of this section pro-
vides criteria which allow to connect n±(H0) with the number of graph ends.
Theorem 4.1. Let G be a metric graph and let H0 be the corresponding minimal
Kirchhoff Laplacian. Then
n±(H0) ≥ #C0(G). (4.1)
Moreover, the equality
n±(H0) = #C0(G) (4.2)
holds true if and only if either #C0(G) =∞ or dom(H) ⊂ H1(G).
Remark 4.2. Since the map
D : H1(G) → L2(G)
f 7→ f ′
is bounded, the inclusion dom(H) ⊂ H1(G) holds true if and only if there is a
positive constant C > 0 such that
‖f ′‖2L2(G) ≤ C(‖f‖2L2(G) + ‖Hf‖2L2(G)) (4.3)
holds for all f ∈ dom(H). It can be shown by examples that (4.3) may fail.
Before proving Theorem 4.1, let us first comment on some of its immediate
consequences.
Corollary 4.3. If G is a metric graph with finite total volume vol(G) <∞, then
n±(H0) ≥ #Ω(Gd). (4.4)
Moreover,
n±(H0) = #Ω(Gd) (4.5)
if and only if either G contains a non-free end (and hence #Ω(Gd) = ∞ in this
case) or ker(H) ⊂ H1(G).
In fact, we only need to mention that by Halin’s theorem [30] (see Remark 2.5(v))
and the finite total volume of G, #C0(G) =∞ only if G contains a non-free end.
Recall that for a finitely generated group G, the number of graph ends of a
Cayley graph is independent of the generating set (see, e.g., [24]). Combining this
fact with the above statement, we obtain the following result.
Corollary 4.4. Let Gd be a Cayley graph of a finitely generated infinite group G
with infinitely many ends.6 If vol(G) <∞, then n±(H0) =∞.
4.2. Proof of Theorem 4.1. The proof of Theorem 4.1 is based on the following
observation. Let HF be the Friedrichs extension of H0. Then dom(H) admits the
following decomposition
dom(H) = dom(HF )∔ ker(H− z) = dom(HF )∔Nz(H0), (4.6)
for every z in the resolvent set ρ(HF ) of HF (see, e.g., [52, Proposition 14.11]).
In particular, (4.6) holds for all z ∈ (−∞, λ0(G)), where λ0(G) ≥ 0 is defined by
(2.16). Moreover, dom(HF ) ⊂ H10 (G) and hence the inclusion dom(H) ⊂ H1(G)
depends only on the inclusion ker(H − z) ⊂ H1(G) for some (and hence for all)
z ∈ ρ(HF ). Let us stress that N0(H0) = ker(H) = H(G) ∩ L2(G) and hence in the
6A classification of groups having infinitely many ends is given in Stallings’s ends theorem [55]
(see also [24, Theorem 13.5.10] and Remark 2.5(iv)).
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case λ0(G) > 0, one is interested in whether all L2 harmonic functions belong to
H1(G) or not, which is known to depend on the geometry of the underlying metric
graph.
We also need the following fact stating that functions in Nλ(H0) with λ ∈
(−∞, 0) can be considered as subharmonic functions and hence they should satisfy
a maximum principle.
Lemma 4.5. Suppose G is a metric graph and let λ ∈ (−∞, 0).
(i) If f ∈ Nλ(H0) = ker(H− λ) is real-valued and f(x0) > 0 for some x0 ∈ G,
then
sup
x∈G
f(x) = sup
v∈V
f(v). (4.7)
(ii) If additionally f ∈ H1(G), then
sup
x∈G
f(x) = sup
γ∈C(G)
f(γ). (4.8)
(iii) If (not necessarily real-valued) f ∈ Nλ(H0) ∩H1(G) satisfies
f(γ) = 0 (4.9)
for all γ ∈ C(G), then f ≡ 0.
Proof. (i) Let f ∈ Nλ(H0) be real-valued. If x ∈ G is such that f(x) > 0 and e ∈ E
is an edge with x ∈ e, then upon identifying e with the interval Ie = [0, |e|] and
taking into account that −f ′′ = λf on e, we get
f(y) = f(x) cosh
(√−λ(y − x))+ f ′(x)√−λ sinh (√−λ(y − x)) (4.10)
for all y ∈ e. If f ′(x) ≥ 0, then obviously f(ei) ≥ f(x), where ei is the vertex of
e identified with the right endpoint of Ie. Similarly, f(eo) ≥ f(x) for the other
vertex eo of e if f
′(x) < 0. Hence f attains its maximum on e at the vertices of e,
which clearly implies (4.7).
(ii) Now let v ∈ V be a vertex with f(v) > 0. By (2.6), there is an edge e ∈ Ev
such that f ′e(v) ≥ 0. If u ∈ V is the other vertex of e, then by (4.10) we get
f(u) = f(v) cosh
(√−λ|e|)+ f ′e(v)√−λ sinh (√−λ|e|) > f(v).
Observe that f ′e(u) < 0. Hence, setting v0 = v and v1 = u and using induction,
we can construct a ray R = (vn) such that f(vn+1) > f(vn) for all n ≥ 0. Since
f ∈ H1(G), we get
0 < f(v) < lim
n→∞
f(vn) = f(γR) ≤ sup
γ∈C(G)
f(γ),
which proves (4.8).
(iii) By considering ±f (and splitting into real and imaginary part, if necessary),
(4.9) clearly follows from (4.8). 
Remark 4.6. Notice that the arguments used in the proof of Lemma 4.5(ii) in
fact show that functions in Nλ(H0) with λ ∈ (−∞, 0) admitting positive values on
G cannot attain global maxima in G, that is, if f attains a positive value at some
x ∈ G, then for every compact subgraph G˜ ⊂ G the following holds
sup
x∈G
f(x) = sup
x∈G\G˜
f(x).
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Clearly, analogous statements hold true for functions admitting negative values,
however, then sup must be replaced with inf.
Lemma 4.7. Suppose G is a metric graph and let λ ∈ (−∞, 0). Then
dim(Nλ ∩H1(G)) = #C0(G). (4.11)
Proof. Using (4.6) with z = λ ∈ (−∞, 0) and noting that dom(HF ) ⊂ H10 (G),
Theorem 3.9 and Theorem 3.11 imply that dim(Nλ ∩ H1(G)) ≥ #C0(G). The
converse inequality follows from Lemma 4.5(iii), which shows that the mapping
f 7→ (f(γ))γ∈C0(G) is injective on Nλ ∩H1(G). 
After all these preparations, we are now in position to complete the proof of
Theorem 4.1.
Proof of Theorem 4.1. Observe that the inequality (4.1) immediately follows from
(4.6) and (4.11) since n±(H) = dim(Nλ).
Clearly, the second claim is trivial if #C0(G) = ∞. Hence it remains to show
that in the case #C0(G) <∞ equality (4.2) holds exactly when dom(H) ⊂ H1(G).
Applying (4.6) once again, the inclusion dom(H) ⊂ H1(G) holds true exactly when
Nλ ⊂ H1(G). Taking into account once again that n±(H) = dim(Nλ) and using
(4.11), we arrive at the conclusion. 
Remark 4.8. Let us mention that one can prove the second claim of Theorem 4.1
in a different way. Namely, if #C0(G) <∞, then it is possible to reduce the problem
to the study of a finite volume graph with a single end.
Let us stress that in the proof of Theorem 4.1 the inclusion dom(H) ⊂ H1(G)
was proved in the case when all finite volume ends are free. The next result shows
that it never holds if there is a finite volume end which is not free.
Proposition 4.9. Let G be a metric graph having a finite volume end which is not
free. Then there exists a function f ∈ dom(H) which does not belong to H1(G).
Proof. To simplify considerations we restrict to the case of a metric graph G having
finite total volume (the general case can easily be shown by similar methods upon
restricting to a finite volume subgraph with compact boundary).
Let G˜ ⊂ G be a connected, compact subgraph and consider the finitely many
connected components of G \ G˜. Since G has infinitely many ends, there is a con-
nected component U which contains at least two distinct graph ends γ, γ′ ∈ C(G).
Following the proof of Theorem 3.9, we readily construct a real-valued function
f = fU ∈ dom(H) ∩ H1(G) with f(γ) = 0, f(γ′) = 1 and 0 ≤ f ≤ 1 on C(G) (in
fact, it suffices to choose the corresponding function φ with 0 ≤ φ ≤ 1). Taking
into account Theorem 3.11 and decomposition (4.6), we can assume that f belongs
to H1(G)∩Nλ for some (fixed) λ ∈ (−∞, 0). However, Lemma 4.5 (iii) implies that
‖f‖∞ = sup
x∈G
|f(x)| = sup
x∈G
f(x) = 1.
On the other hand, there exist two rays R, R′ ∈ R(Gd) representing the ends γ
and, respectively, γ′ such that both R, R′ are contained in U and have the same
initial vertex v0. This leads to another estimate
1 =
∣∣f(γ)− f(γ′)∣∣ = ∣∣f(γ)− f(v0) + f(v0)− f(γ′)∣∣
=
∣∣∣ ∫
R
f ′(x)dx −
∫
R′
f ′(x)dx
∣∣∣ ≤ 2√vol(U) ‖f ′‖L2(U) ≤ 2√vol(G) ‖f ′‖L2(G).
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Assume now that (4.3) holds for all functions g ∈ Nλ. Then ‖ · ‖∞ and ‖ · ‖H1
are in fact equivalent norms on Nλ. Indeed, combining (4.3) and the finite volume
property,
‖g‖2H1 ≤ C(‖g‖2L2 + ‖Hg‖2L2) = C(1 + λ2)‖g‖2L2 ≤ C(1 + λ2)vol(G)‖g‖2∞
for all g ∈ Nλ, whereas ‖g‖∞ ≤ CG‖g‖H1 by Lemma 3.2. Choosing compact
subgraphs G˜ε with vol(G \ G˜ε) ≤ ε2 (which is possible since G has finite volume),
we clearly get vol(Uε) ≤ ε2 and hence the above constructed function fε = fUε ∈
H1(G) ∩ Nλ satisfies
‖f ′ε‖L2(G) ≥ ‖f ′ε‖L2(Uε) ≥
1
2
√
vol(Uε)
≥ 1
2ε
.
However, by construction, ‖fε‖∞ = 1, which obviously contradicts to the equiva-
lence of norms ‖ · ‖∞ and ‖ · ‖H1 on Nλ since ε > 0 is arbitrary. 
We conclude this section by mentioning some explicit examples.
Example 4.10 (Radially symmetric trees). Let G = T be a radially symmetric
(metric) tree: that is, a rooted tree T such that for each n ≥ 0, all vertices in
the combinatorial sphere Sn have the same number of descendants and all edges
between the combinatorial spheres Sn and Sn+1 have the same length. It is well-
known that in this case H is self-adjoint if and only if vol(T ) = ∞ and deficiency
indices are infinite, n±(H0) =∞, otherwise (see, e.g., [9, 54]). Moreover, due to the
symmetry assumptions, all graph ends are of finite volume simultaneously. Hence
we arrive at the equality
n±(H0) = #C0(G) =
{
∞, if vol(T ) <∞,
0, if vol(T ) =∞ .
Moreover, by Theorem 4.1 and Proposition 4.9, the inclusion dom(H) ⊂ H1(G)
holds true if and only if vol(T ) =∞.
Example 4.11 (Radially symmetric antitrees). Consider a metric antitree G = A
(see Section 7.1 for definitions) and additionally suppose that A is radially sym-
metric, that is, for each n ≥ 0, all edges between the combinatorial spheres Sn and
Sn+1 have the same length. Combining [45, Theorem 4.1] (see also Corollary 7.3
below) with the fact that antitrees have exactly one graph end, #C(A) = 1, we
conclude that
n±(H0) = #C0(G) =
{
1, if vol(A) <∞,
0, if vol(A) =∞ .
In particular, H is self-adjoint if and only if vol(A) = ∞. Moreover, the inclusion
dom(H) ⊂ H1(G) holds true for all radially symmetric antitrees by Theorem 4.1.
Remark 4.12. Both radially symmetric trees and antitrees are particular examples
of the so-called family preserving metric graphs (see [7] and also [6]) . Employing
the results from [7], it is in fact possible to extend the conclusions in Example 4.10
and Example 4.11 to this general setting. More precisely, for each family preserving
metric graph G without horizontal edges, the Kirchhoff Laplacian H is self-adjoint
if and only if vol(G) =∞ and moreover
n±(H0) = #C0(G) =
{
#C(G), if vol(G) <∞
0, if vol(G) =∞ .
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If in addition G has finitely many ends, then the inclusion dom(H) ⊂ H1(G) holds
true. On the other hand, if G has infinitely many ends, then dom(H) ⊂ H1(G)
holds true if and only if vol(G) =∞. The last two statements are again immediate
consequences of Theorem 4.1 and Proposition 4.9.
In conclusion, let us also emphasize that the example of the rope ladder graph in
Appendix B shows that the assumption on horizontal edges cannot be omitted. More
precisely, the rope ladder graph is a family preserving graph in the sense of [6] with
exactly one graph end. However, it possesses infinitely many horizontal edges (i.e.,
edges connecting vertices in the same combinatorial sphere) and Example B.5 shows
that in general n±(H0) > #C0(G), even if the edge lengths are chosen symmetrically
to the root, |e+n | = |e−n | for all n ∈ Z≥0.
5. Properties of self-adjoint extensions
The Sobolev space H1(G) plays a distinctive role in the study of self-adjoint
extensions of the minimal operator H0. A self-adjoint extension H˜ of H0 is called
a finite energy extension if its domain is contained in H1(G), that is, every function
f ∈ dom(H˜) has finite energy, ‖f ′‖L2(G) < ∞. The main result of this section
already indicates that finite energy self-adjoint extensions of the minimal operator
(notice that among those are the Friedrichs extension and, as we will see later in
this section, all Markovian extensions) possess a number of important properties.
Theorem 5.1. Let H˜ be a self-adjoint lower semibounded extension of H0. Assume
that z belongs to its resolvent set ρ(H˜). Then the following assertions hold.
(i) If the form domain of H˜ is contained in H1(G), then the resolvent R(z, H˜)
of H˜ is an integral operator whose kernel Kz is both of class L∞(G × G) and
jointly continuous.
(ii) If additionally G has finite total volume, then R(z, H˜) is of trace class.
Proof. (i) Let H˜ be a self-adjoint lower semibounded extension of H0, H˜ ≥ c for
some c ∈ R. Without loss of generality we may assume c = 0. Then we can consider
its positive semi-definite square root H˜1/2, which is again self-adjoint and whose
domain agrees with the form domain of H˜. Accordingly, for all z ∈ C \ [0,∞) and
λ =
√
z we get (
H˜1/2 − λ)(H˜1/2 + λ) = H˜− z,
and hence
R(z, H˜) = R(λ, H˜1/2)R(−λ, H˜1/2). (5.1)
We observe that if the form domain of H˜ is contained in H1(G), and hence by
Lemma 3.2 in Cb(G), then R(±λ, H˜1/2) maps L2(G) into L∞(G), and hence by
duality also maps L1(G) into L2(G). Thus (5.1) implies that R(z, H˜) maps L1(G)
into L∞(G) and hence, by the Kantorovich–Vulikh theorem (see, e.g., [3, Theorem
1.3] or [47, Theorem 1.1]), R(z, H˜) is an integral operator with the L∞-kernel
K(z; ·, ·).
In order to prove the assertion about joint continuity, we need to take a closer
look at the kernel K by adapting the proof of [2, Prop. 2.1]: as noticed before, the
resolvent R(λ, H˜1/2) is bounded from L2(G) to L∞(G) by Lemma 3.2 for any λ in
EXTENSIONS OF QUANTUM GRAPHS 23
the resolvent set of H˜1/2. Applying the Kantorovich–Vulikh theorem (see, e.g., [3,
page 113]) once again, we see that
R(λ, H˜1/2)u(x) =
∫
G
u(y)κ(λ, x; y)dy = 〈u, κ(λ, x; ·)∗〉L2(G)
for all x ∈ G and some κ(λ, x; ·) ∈ L2(G) such that supx∈G ‖κ(λ, x; ·)‖L2(G) < ∞.
Moreover, observe that there exists C > 0 such that
‖κ(λ, x; ·)− κ(λ, x′; ·)‖L2(G) ≤ C
√
̺(x, x′) (5.2)
for all x, x′ ∈ G, where ̺(x, x′) denotes the distance in the natural path metric on
G. Indeed, for any function u ∈ L2(G),∣∣∣ ∫
G
u(y)(κ(λ, x; y) − κ(λ, x′; y))dy
∣∣∣ = ∣∣R(λ, H˜1/2)u(x)−R(λ, H˜1/2)u(x′)∣∣
≤
√
̺(x, x′)‖R(λ, H˜1/2)u‖H1 ≤ C
√
̺(x, x′)‖u‖L2
and (5.2) immediately follows. Now, taking into account the equalities (5.1) and
R(λ, H˜1/2)∗ = R(λ∗, H˜1/2), we conclude that
R(z, H˜)u(x) = R(λ, H˜1/2)(R(−λ, H˜1/2)u)(x)
=
〈R(−λ, H˜1/2)u, κ(λ, x; ·)∗〉
L2(G)
=
〈
u,R(−λ∗, H˜1/2)κ(λ, x; ·)∗〉
L2(G)
=
∫
G
u(y)
∫
G
κ(λ, x; s)κ(−λ∗, y; s)∗ds dy
=:
∫
G
u(y)K(z;x, y) dy,
for all u ∈ L2(G). It remains to prove that the mapping
K : G × G ∋ (x, y) 7→
∫
G
κ(λ, x; s)κ(−λ∗, y; s)∗ds ∈ C
is jointly continuous. However, recalling that supx∈G ‖κ(λ, x; ·)‖L2(G) < ∞, this
immediately follows from (5.2), since
|K(x, y) −K(x′, y′)| ≤ ‖κ(λ, x; ·)(κ(−λ∗, y; ·)∗ − κ(−λ∗, y′; ·)∗)‖L1
+ ‖κ(−λ∗, y′; ·)∗(κ(λ, x; ·) − κ(λ, x′; ·))‖L1 .
for all pairs (x, y), (x′, y′) ∈ G × G.
(ii) If G has finite total volume, then L∞(G × G) →֒ L2(G × G) and hence the
resolvents R(±λ, H˜1/2) are Hilbert–Schmidt operators. Thus, by (5.1) we conclude
that R(z, H˜) is of trace class. 
Observe that the first step in the proof of Theorem 5.1 is the factorization (5.1),
which has the natural counterpart for semigroups
e−zH˜ e−zH˜ = e−2zH˜, Re z > 0.
Because the semigroup generated by a self-adjoint semibounded extension H˜ is
analytic, it is a bounded operator from the Hilbert space into its generator’s form
domain whenever Re z > 0. A careful look at the proof of Theorem 5.1 shows that
this is sufficient to establish that e−zH˜ is an integral operator; all further steps in
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the proof of Theorem 5.1 carry over almost verbatim to the study of semigroups.
We can hence easily deduce the following result.
Theorem 5.2. Let H˜ be a self-adjoint lower semibounded extension of H0 and let
z ∈ C with Re z > 0. Then the following assertions hold.
(i) If the domain of H˜ is contained in H1(G), then the semigroup e−zH˜ generated
by H˜ is an integral operator whose kernel is both of class L∞(G × G) and
jointly continuous.
(ii) If additionally G has finite total volume, then e−zH˜ is of trace class.
Remark 5.3. Discreteness of the spectrum of the Friedrichs extension HF is a
standard fact in the case of finite total volume (see, e.g., [10, Proposition 3.11] or
[45, Corollary 3.5(iv)]). However, Theorem 5.1(ii) implies the stronger assertion
that the resolvent of HF belongs to the trace class whenever vol(G) <∞. Let us also
stress that it is not true in general that every self-adjoint extension of H will have
a discrete spectrum if vol(G) < ∞, since in case of infinite deficiency indices such
a self-adjoint extension could have a domain large enough to make compactness of
the embedding of H1(G) into L2(G) irrelevant.
Recall that a self-adjoint extension H˜ of H0 is called Markovian if H˜ is a non-
negative self-adjoint extension and the corresponding quadratic form is a Dirichlet
form (for definitions and further details we refer to [23, Chapter 1]). Hence the
associated semigroup e−tH˜, t > 0 as well as resolventsR(−λ, H˜), λ > 0 are Markov-
ian: i.e., are both positivity preserving (map non-negative functions to non-negative
functions) and L∞-contractive (map the unit ball of L∞(G), and then by duality
of Lp(G) for all p ∈ [1,∞], into itself). Let us stress that the Friedrichs extension
HF of H0 is a Markovian extension. Consider also the following quadratic form in
L2(G)
tN [f ] =
∫
G
|f ′(x)|2dx, dom(tN ) = H1(G). (5.3)
This form is non-negative and closed, hence we can associate in L2(G) a self-adjoint
operator with it, let us denote it by HN . We will refer to it as the Neumann
extension. It is straightforward to check that tN is a Dirichlet form and HN is also
a Markovian extension of H0.
It turns out that Theorems 5.1 and 5.2 apply to all Markovian extensions of H0.
More specifically, the analog of the results for discrete Laplacians [31, Theorem 5.2]
and Laplacians in Euclidean domains [23, Chapter 3] and Riemannian manifolds
[29, Theorem 1.7] holds true for quantum graphs as well.
Theorem 5.4. If H˜ is a Markovian extension of H0, then dom(H˜) ⊂ H1(G) and,
moreover,
HN ≤ H˜ ≤ HF , (5.4)
where the inequalities are understood in the sense of forms.7
We omit the proof of Theorem 5.4 since the proofs of either [31, Theorem 5.2]
or [29, Lemma 3.6] carry over verbatim to our setting (see also the proof of [23,
Theorem 3.3.1]).
7We shall write A ≤ B for two non-negative self-adjoint operators A and B if their quadratic
forms tA and tB satisfy dom(tB) ⊆ dom(tA) and tA[f ] ≤ tB [f ] for every f ∈ dom(tB).
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Let us finish this section with the following observation.
Corollary 5.5. The following are equivalent:
(i) H0 has a unique Markovian extension,
(ii) H10 (G) = H1(G),
(iii) all topological ends of G have infinite volume, C0(G) = ∅.
Proof. The claimed equivalences follow from Theorem 5.4 and Corollary 3.12. 
Remark 5.6. The first equivalence in Corollary 5.5 is known also in context with
weighted discrete Laplacians on graphs [31, Corollary 5.6] (see also [23, Chapter
3] and [29, Theorem 1.7] for Laplacians on Euclidean domains and Riemannian
manifolds). However, we are not aware of any further geometric characterization
in the case of discrete graphs.
6. Finite energy self-adjoint extensions
It turns out that finite volume (topological) ends provide the right notion of
the boundary for metric graphs to deal with finite energy and also with Markovian
extensions of the minimal Kirchhoff Laplacian H0. In particular, we are going
to show that this end space is well-behaved as concerns the introduction of both
traces and normal derivatives. More specifically, the goal of this section is to give
a description of finite energy self-adjoint extensions of H0 in the case when the
number of finite volume ends of G is finite, that is, #C0(G) < ∞. Notice that in
this case all finite volume ends are free.
6.1. Normal derivatives at graph ends. Let G˜ = (V˜ , E˜) be a (possibly infinite)
connected subgraph of G. Recall that its boundary ∂G˜ (w.r.t. the natural topology
on G, see Section 2.1) is given by
∂G˜ = {v ∈ V˜| degG˜(v) < degG(v)}. (6.1)
For a function f ∈ dom(H), we define its (inward) normal derivative at v ∈ ∂G˜ by
∂f
∂nG˜
(v) :=
∑
e∈Ev∩E˜
f ′e(v). (6.2)
With this definition at hand, we end up with the following useful integration by
parts formula.
Lemma 6.1. Let G˜ be a compact (not necessarily connected) subgraph of the metric
graph G. Then
−
∫
G˜
f ′′(x)g(x)dx =
∫
G˜
f ′(x)g′(x)dx +
∑
v∈∂G˜
g(v)
∂f
∂nG˜
(v) (6.3)
for all f ∈ dom(H) and g ∈ H1(G˜). In particular,
−
∫
G˜
f ′′(x)dx =
∑
v∈∂G˜
∂f
∂nG˜
(v). (6.4)
Proof. The claim follows immediately from integrating by parts, taking into account
that f satisfies (2.6). Setting g ≡ 1 in (6.3), we arrive at (6.4). 
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In order to simplify our considerations, we need to introduce the following notion.
Let γ ∈ C(G) be a (topological) end of G. Consider a sequence (Gn) of connected
subgraphs of G such that Gn ⊇ Gn+1 and #∂Gn < ∞ for all n. We say that the
sequence (Gn) is a graph representation of the end γ ∈ C(G) if there is a sequence
of open sets U = (Un) representing γ such that for each n ≥ 0 there exist j and
k such that Gn ⊇ Uj and Un ⊇ Gk. It is easily seen that all graphs Gn are infinite
(they have infinitely many edges). Moreover, representing sequences (Gn) can be
constructed with the help of compact exhaustions; in particular each graph end
γ ∈ C(G) has a representation by subgraphs (see Section 2.2).
Proposition 6.2. Let G be a metric graph and let γ ∈ C(G) be a free end of finite
volume. Then for every function f ∈ dom(H) and any sequence (Gk) of subgraphs
representing γ, the limit
lim
k→∞
∑
v∈∂Gk
∂f
∂nGk
(v) (6.5)
exists and is independent of the choice of (Gk).
Proof. First of all, notice that uniqueness of the limit follows from the inclusion
property in the definition of the graph representations of γ. Hence we only need to
show that the limit in (6.5) indeed exists.
Let (Gk) be a graph representation of a free finite volume end γ ∈ C0(G). Since γ
is free, we can assume that vol(G0) <∞ and that G0 ∩Uk = ∅ eventually for every
sequence U = (Uk) representing an end γ′ 6= γ. First observe that G˜ = Gk \ Gj can
again be identified with a compact subgraph of G whenever k ≤ j. Indeed, if G˜ has
infinitely many edges {en} ⊂ E , choose for each n a point xn in the interior of the
edge en. Since Ĝ = G ∪ C(G) is compact, the set {xn} has an accumulation point
x ∈ Ĝ. By construction, x /∈ G and hence x ∈ Ĝ \ G = C(G) is an end. However,
we have that xn /∈ Gj and recalling (2.2) and (2.3), this implies that x = γ′ for
a topological end γ′ 6= γ. On the other hand, xn ∈ G0 for all n and using the
properties of G0 and (2.2)–(2.3) once again, we arrive at a contradiction.
Now, using (6.1) it is straightforward to verify that∑
v∈∂Gk
∂f
∂nGk
(v)−
∑
v∈∂Gj
∂f
∂nGj
(v) =
∑
v∈∂G˜
∂f
∂nG˜
(v).
Hence by (6.4) and the Cauchy–Schwarz inequality, we get∣∣∣ ∑
v∈∂Gk
∂f
∂nGk
(v)−
∑
v∈∂Gj
∂f
∂nGj
(v)
∣∣∣ = ∣∣∣ ∫
Gk\Gj
f ′′(x)dx
∣∣∣ ≤√vol(Gk) ‖Hf‖L2(G),
(6.6)
whenever k ≤ j. This implies the existence of the limit in (6.5) since vol(Gk) = o(1)
as k→∞. 
Proposition 6.2 now enables us to introduce a normal derivative at graph ends.
Definition 6.3. Let γ ∈ C(G) be a free end of finite volume and let (Gk) be a graph
representation of γ. Then for every f ∈ dom(H)
∂nf(γ) :=
∂f
∂n
(γ) := lim
k→∞
∑
v∈∂Gk
∂f
∂nGk
(v) (6.7)
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is called the normal derivative of f at γ.
Remark 6.4. In fact, it is not difficult to extend the definitions (6.2) and (6.7)
to general sequences U = (Un) of open sets representing the free end γ ∈ C0(G).
However, while the idea of the proof of Proposition 6.2 naturally carries over, the
analysis becomes more technical and we restrict to the case of subgraphs for the sake
of a clear exposition.
Let us mention that the normal derivative can also be expressed in terms of
compact exhaustions.
Lemma 6.5. Let G be a metric graph having finite total volume and only one end
γ, C(G) = {γ}. If (Gk) is a compact exhaustion of G and f ∈ dom(H), then
∂nf(γ) = − lim
k→∞
∑
v∈∂Gk
∂f
∂nGk
(v). (6.8)
The fact that we are not approximating γ by its neighborhoods, but rather by
compact subgraphs, is responsible for the different sign in (6.7) and (6.8).
Proof. First of all, notice that G \ Gk can be identified with a subgraph of G and
−
∑
v∈∂Gk
∂f
∂nGk
(v) =
∑
v∈∂(G\Gk)
∂f
∂nG\Gk
(v)
for all f ∈ dom(H). If, moreover, G \Gk is a connected subgraph for all k ≥ 0, then
it is clear that (G′k) with G′k := G \ Gk for all k ≥ 0, is a graph representation of γ
and this proves (6.8) in this case.
If G \ Gk is not connected, then it has only one infinite connected component Gγk
and finitely many compact components (since C(G) = {γ}). Adding these compact
components to Gk, we obtain a compact exhaustion (G˜k) with G \G˜k = Gγk . Arguing
as in the proof of Proposition 6.2 (see (6.6)), we get∣∣∣ ∑
v∈∂G˜k
∂f
∂nG˜k
(v)−
∑
v∈∂Gk
∂f
∂nGk
(v)
∣∣∣ = ∣∣∣ ∫
G˜k\Gk
f ′′(x)dx
∣∣∣ = o(1)
as k→∞. Hence (6.8) holds true also in the general case. 
6.2. Properties of the trace and normal derivatives. In this section, we col-
lect some basic properties of the trace maps. We shall adopt the following notation.
Since we shall always assume throughout this section that #C0(G) < ∞, we set
H := ℓ2(C0(G)), which can be further identified with C#C0(G). Next, we introduce
the maps Γ0 : H
1(G)→ H and Γ1 : dom(H) ∩H1(G)→ H by
Γ0 : f 7→
(
f(γ)
)
γ∈C0(G)
, Γ1 : f 7→
(
∂nf(γ)
)
γ∈C0(G)
, (6.9)
where the boundary values and normal derivative of f are defined by (3.3) and
(6.7), respectively.
Proposition 6.6. Let G be a metric graph with #C0(G) <∞. Then:
(i) For every f̂ ∈ H, there exists f ∈ dom(H) ∩H1(G) such that
Γ0f = f̂ , Γ1f = 0.
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(ii) Moreover, the Gauss–Green formula
〈Hf, g〉L2(G) = 〈f ′, g′〉L2(G) − 〈Γ1f,Γ0g〉H, (6.10)
holds true for every f ∈ dom(H) ∩H1(G) and g ∈ H1(G).
Proof. (i) Since #C0(G) < ∞, each finite volume end γ ∈ C0(G) is free. For every
γ ∈ C0(G), let Gγ be a subgraph with the properties as in Remark 2.6. We can also
assume that vol(Gγ) <∞. Following the proof of Theorem 3.9, we can construct for
each end γ ∈ C0(G) a function fγ ∈ dom(H) ∩H1(G) such that fγ is non-constant
only on finitely many edges (since #∂Gγ < ∞), fγ(γ) = 1 and fγ(γ′) = 0 for all
other ends γ′ ∈ C0(G) \ {γ}. Clearly, Γ1fγ = 0 for every γ ∈ C0(G). Thus, setting
f =
∑
γ∈C0(G)
f̂(γ)fγ
for a given f̂ ∈ H, we clearly have Γ0f = f̂ and Γ1f = 0.
(ii) Let us first show that (6.10) holds true for all f ∈ dom(H) ∩ H1(G) if
g = fγ ∈ H1(G). Take a compact exhaustion (Gk) of G. Then by Lemma 6.1,
〈Hf, fγ〉L2(G) − 〈f ′, f ′γ〉L2(G) = lim
k→∞
〈Hf, fγ〉L2(Gk) − 〈f ′, f ′γ〉L2(Gk)
= lim
k→∞
∑
v∈∂Gk
∂f
∂nGk
(v)fγ(v)
∗ = lim
k→∞
∑
v∈∂Gk∩Vγ
∂f
∂nGk
(v),
where Vγ is the set of vertices of Gγ . Notice that the subgraph Gγ itself is a
connected infinite graph having finite total volume and exactly one end, which can
be identified with γ in an obvious way. Moreover, setting Gγk := Gk ∩ Gγ for all
k ≥ 0 and noting that Gγk is connected for all sufficiently large k, the sequence (Gγk )
provides a compact exhaustion of Gγ . Since ∂GγGγk = ∂Gk ∩ Vγ and
∂f
∂nGγ
k
(v) =
∂f
∂nGk
(v), v ∈ ∂GγGγk ,
for all large enough k ≥ 0, we get by applying Lemma 6.5
〈Hf, fγ〉L2(G) − 〈f ′, f ′γ〉L2(G) = lim
k→∞
∑
v∈Gk∩Vγ
∂f
∂nGγ
k
(v) = −∂f
∂n
(γ).
Hence (6.10) holds true if g = fγ ∈ H1(G).
Now observe that a simple integration by parts implies that (6.10) is valid for
all compactly supported g ∈ H1(G). By continuity and Theorem 3.11 this extends
further to all g ∈ H10 (G). Finally, setting g˜ := g −
∑
γ∈C0(G)
g(γ)fγ for g ∈ H1(G),
it is immediate to check that, by Theorem 3.11, g˜ ∈ H10 (G). It remains to use the
linearity of Γ0. 
It turns out that the domain of the Neumann extension admits a simple descrip-
tion.
Corollary 6.7. Let G be a metric graph with #C0(G) < ∞. Then the Neumann
extension HN is given as the restriction HN = H|dom(HN ) to the domain
dom(HN ) =
{
f ∈ dom(H) ∩H1(G)| Γ1f = 0
}
. (6.11)
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Proof. By the first representation theorem [39, Chapter VI.2.1], dom(HN ) consists
of all functions f ∈ H1(G) such that there exists h ∈ L2(G) with
〈f ′, g′〉L2(G) = 〈h, g〉L2(G), for all g ∈ H1(G).
Moreover, in this case HNf := h. Taking into account Proposition 6.6 and the fact
that HN is a restriction of H, we immediately arrive at (6.11). 
Our next goal is to prove surjectivity of the normal derivative map.
Proposition 6.8. If G is a metric graph with #C0(G) <∞, then the mapping Γ1
is surjective.
In fact, Proposition 6.8 will follow from the following lemma.
Lemma 6.9. Suppose G is a metric graph with vol(G) < ∞ and only one end,
C(G) = {γ}. Then there exists f ∈ dom(H) ∩H1(G) such that
∂nf(γ) 6= 0.
Proof. We will proceed by contradiction. Suppose that ∂ng(γ) = 0 for all g ∈
dom(H) ∩ H1(G). Then, by Corollary 6.7, dom(HF ) ⊆ dom(HN ) = dom(H) ∩
H1(G). However, both HF and HN are self-adjoint restrictions of H and hence
dom(HF ) = dom(HN ). Therefore, HF = HN and their quadratic forms also
coincide, which implies that H10 (G) = H1(G). This contradicts Corollary 3.12 and
hence completes the proof. 
Proof of Proposition 6.8. Let Gγ , γ ∈ C0(G) be the subgraphs of G constructed in
the proof of Proposition 6.6(i). Every Gγ is a connected graph with vol(Gγ) < ∞
and only one end, which can be identified with γ. Hence we can apply Lemma 6.9
to obtain a function g˜γ ∈ dom(Hγ) ∩ H1(Gγ) such that ∂ng˜γ(γ) = 1. Here Hγ
denotes the Kirchhoff Laplacian on Gγ .
Since #∂Gγ < ∞, we can obviously extend g˜γ to a function gγ on G such
that gγ ∈ dom(H) ∩ H1(G) and gγ is identically zero on a neighborhood of each
end γ′ 6= γ (see also the proof of Theorem 3.9). In particular, this implies that
∂ngγ(γ
′) = 0 for all γ′ ∈ C0(G) \ {γ}. Upon identification of γ with the single end
of Gγ we also have that
∂ngγ(γ) = ∂ng˜γ(γ) = 1.
This immediately implies surjectivity. 
6.3. Description of self-adjoint extensions. Our next goal is a description of
all finite energy self-adjoint extensions of H0, that is, self-adjoint extensions H˜
satisfying the inclusion dom(H˜) ⊂ H1(G). We would be able to do this under the
additional assumption that G has finitely many finite volume ends. Recall that in
this case H = ℓ2(C0(G)) is a finite dimensional Hilbert space.
Let C, D be two linear operators on H satisfying Rofe-Beketov conditions [50]:
CD∗ = DC∗, rank(C|D) = dimH = #C0(G). (6.12)
Consider the quadratic form tC,D defined by
tC,D[f ] :=
∫
G
|f ′(x)|2dx+ 〈D−1CΓ0f,Γ0f〉H (6.13)
on the domain
dom(tC,D) := {f ∈ H1(G)|Γ0f ∈ ran(D∗)}. (6.14)
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Here and in the following the mappings Γ0 and Γ1 are given by (6.9) andD
−1 : ran(D)→
ran(D∗) denotes the inverse of the restriction D|ker(D)⊥ : ran(D∗) → ran(D). In
particular, (6.12) implies that tC,D[f ] is well-defined for all f ∈ dom(tC,D) (see also
(A.4)).
Remark 6.10. It is straightforward to check that tI,0 = tF and t0,I = tN are
the quadratic forms corresponding to the Friedrichs extension HF and, respectively,
Neumann extension HN (see Remark 3.1 and (5.3)).
Now we are in position to state the main result of this section.
Theorem 6.11. Let G be a metric graph with finitely many finite volume ends,
#C0(G) < ∞. Let also C, D be linear operators on H satisfying Rofe-Beketov
conditions (6.12). Then:
(i) The form tC,D given by (6.13), (6.14) is closed and lower semibounded in
L2(G).
(ii) The self-adjoint operator HC,D associated with the form tC,D is a self-adjoint
extension of H0 and its domain is explicitly given by
dom(HC,D) = {f ∈ dom(H) ∩H1(G)| CΓ0f +DΓ1f = 0}. (6.15)
(iii) Conversely, if H˜ is a self-adjoint extension of H0 such that dom(H˜) ⊂ H1(G),
then there are C,D satisfying (6.12) such that H˜ = HC,D.
(iv) Moreover, H˜ = HC,D is a Markovian extension if and only if the correspond-
ing quadratic form t̂C,D[y] = 〈D−1Cy, y〉H, dom(̂t) = ran(D∗) is a Dirichlet
form on H in the wide sense.8
Proof. (i) Since H is finite dimensional, it is straightforward to see that the form
tC,D is closed and lower semibounded in L
2(G) whenever C and D satisfy (6.12).
(ii) By the first representation theorem [39, Chapter VI.2.1], dom(HC,D) consists
of all functions f ∈ dom(tC,D) ⊆ H1(G) for which there exists h ∈ L2(G) such that
〈f ′, g′〉L2(G) + 〈D−1CΓ0f,Γ0g〉H = 〈h, g〉L2(G) (6.16)
for all g ∈ dom(tC,D). Moreover, in this case HC,Df := h.
The Gauss–Green identity (6.10) implies that for any f ∈ dom(HC,D) and g ∈
dom(tC,D),
〈D−1CΓ0f,Γ0g〉H = −〈Γ1f,Γ0g〉H.
Taking into account the surjectivity property in Proposition 6.6(i), the inclusion
”⊆” in (6.15) follows. The converse inclusion is then an immediate consequence of
the Gauss–Green identity (6.10).
(iii) To prove the claim, it suffices to show that
Θ = {(Γ0f,Γ1f)| f ∈ dom(H˜)} ⊆ H ×H
is a self-adjoint linear relation (for further details we refer to Appendix A). By
definition (see (A.2)), Θ∗ is given by
Θ∗ = {(g, h) ∈ H×H| 〈Γ1f, g〉H = 〈Γ0f, h〉H for all f ∈ dom(H˜)}.
8Here we do not assume that t̂ is densely defined, see [23, p.29]. We stress that in order for t̂
to be a Dirichlet form even merely in the wide sense, it is necessary that dom(̂t) is a sublattice of
H, hence that the orthogonal projector onto ran(D∗) is a positivity preserving operator.
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The inclusion Θ ⊆ Θ∗ follows immediately from the Gauss–Green identity (6.10)
and the self-adjointness of H˜. Indeed, we clearly have
0 = 〈H˜f, f˜〉L2(G) − 〈f, H˜f˜〉L2(G) = −〈Γ1f,Γ0f˜〉H + 〈Γ0f,Γ1f˜〉H
for all functions f, f˜ ∈ dom(H˜). On the other hand, by Proposition 6.8 and Propo-
sition 6.6, for any (g, h) ∈ Θ∗ there is a function f˜ ∈ dom(H) ∩ H1(G) such that
g = Γ0f˜ and h = Γ1f˜ . Employing the identity (6.10) once again, we see that
〈H˜f, f˜〉L2(G) = 〈f ′, f˜ ′〉L2(G) − 〈Γ1f, g〉H
= 〈f ′, f˜ ′〉L2(G) − 〈Γ0f, h〉H = 〈f,Hf˜〉L2(G)
for all f ∈ dom(H˜). Hence, f˜ ∈ dom(H˜) and in particular (g, h) ∈ Θ. Since Θ is
self-adjoint, there are C and D in H satisfying Rofe-Beketov conditions (6.12) and
such that Θ = {(f, g) ∈ H×H|Cf +Dg = 0}.
(iv) The first direction of the equivalence is clear: since the quadratic form tN
associated with the Neumann extension HN is Markovian and
Γ0(ϕ ◦ f) =
(
(ϕ ◦ f)(γ))
γ∈C0(G)
=: ϕ ◦ (Γ0f)
for all functions f ∈ H1(G) and every normal contraction ϕ,9 the extension HC,D
is Markovian if t̂C,D is a Dirichlet form on H in the wide sense.
To prove the converse direction, let, for simplicity, f ∈ dom(̂tC,D) be real-valued
and fix some real-valued f˜ ∈ H1(G) with Γ0f˜ = f (the existence of such an f˜
follows from Proposition 6.6). For any (real-valued) normal contraction ϕ : R→ R,
we can construct a continuous and piecewise affine function ψ : R → R (i.e., ψ is
affine on every component of R \ {x1, . . . , xM} for finitely many points x1, . . . , xM )
such that ψ(0) = 0, ψ(f(γ)) = ϕ(f(γ)) for all γ ∈ C0(G) and |ψ′(x)| = 1 for
almost every x ∈ R.10 Notice that every function ψ with the above properties is a
normal contraction. Hence, if tC,D is Markovian, it follows that ψ ◦ f˜ ∈ dom(tC,D).
However, its boundary values are precisely given by
Γ0(ψ ◦ f˜) = ψ ◦ f = ϕ ◦ f
and we conclude that ϕ ◦ f belongs to dom(̂tC,D). Finally, the Markovian property
of tC,D implies that
tC,D[ψ ◦ f˜ ] =
∫
G
|(ψ ◦ f˜)′|2dx+ t̂C,D[ϕ ◦ f ] ≤ tC,D[f˜ ] =
∫
G
|f˜ ′|2dx+ t̂C,D[f ],
and noticing that |(ψ◦f˜)′| = |f˜ ′| almost everywhere on G, the proof is complete. 
Let us demonstrate Theorem 6.11 by applying it to Cayley graphs of finitely
generated groups.
Corollary 6.12. Let Gd be a Cayley graph of a finitely generated infinite group
G with one end. Then the Kirchhoff Laplacian H0 admits a unique Markovian
extension if and only if the underlying metric graph G = (Gd, | · |) has infinite total
9A normal contraction is a function ϕ : C→ C such that ϕ(0) = 0 and |ϕ(x)− ϕ(y)| ≤ |x− y|
for all x, y ∈ C.
10For instance, for any s, L > 0 such that s ≤ L, the function ψ0(x) :=
L+s
2
−
∣∣∣x − L+s
2
∣∣∣
satisfies ψ0(0) = 0, ψ0(L) = s and |ψ′0| ≡ 1. The construction in the general case follows easily
from this example.
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volume, vol(G) = ∞. Moreover, if G has finite total volume, then the set of all
Markovian extensions of H0 forms a one-parameter family given explicitly by
dom(Hθ) = {f ∈ dom(H) ∩H1(G)| cos(θ)Γ0f + sin(θ)Γ1f = 0}, (6.17)
where θ ∈ [0, π/2].
Notice that in a similar way one can obtain a complete description of Markovian
extensions in the case of finitely generated groups with two ends, however, it looks a
little bit more cumbersome and we leave it to the reader (cf. [23, p.147]). The case
of groups with infinitely many ends remains an open highly nontrivial problem.
Remark 6.13. A few remarks are in order.
(i) Let us mention that in the case when the domain of the maximal operator
H is contained in H1(G) and G has finitely many finite volume ends (notice
that by Theorem 4.1 in this case n±(H0) = #C0(G) <∞), Proposition 6.11
provides a complete description of all self-adjoint extensions of H0.
(ii) Some of the results of this section extend (to a certain extent of course) to
the case of infinitely many ends. Let us stress that by Proposition 4.9 in the
case when G has a finite volume end which is not free the above results would
lead only to some (not all!) self-adjoint extensions of H0. In our opinion,
even in the case of radially symmetric trees having finite total volume the
description of all self-adjoint extensions of H0 is a difficult problem.
(iii) In context with Theorem 6.11 (iv) we also mention the recent work [41],
where the notion of Royden boundary was employed in a description of
Markovian extensions for discrete Laplacians on weighted graphs. Taking
into account certain close relationships between quantum graphs and dis-
crete Laplacians (see [20, §4]), one can easily obtain the results analogous
to Theorem 4.1 and Theorem 6.11 for a particular class of discrete Lapla-
cians (1.3). Notice that in general Royden boundary and the space of finite
volume ends differ and that in our particular setting, we obtain a slightly
stronger conclusion than [41, Theorem 3.5] (the correspondence between
Markovian extensions and Markovian forms on the Royden boundary is in
general not bijective, see [41, Remark 3.8. and Remark 3.9]). However, we
stress that the main objective of [41] is different from ours: Royden bound-
ary provides a description of Markovian extensions for a whole family of
discrete Laplacians (defining the same notion of energy, but having differ-
ent measures on the vertex set), whereas our paper is concerned with one
particular operator, the Kirchhoff Laplacian H0. Hence to some extent the
discrepancy between the results is expected.
7. Deficiency indices of antitrees
The main aim of this section is to construct for any N ∈ Z≥1 ∪ {∞} a metric
antitree such that the corresponding minimal Kirchhoff LaplacianH0 has deficiency
indices n±(H0) = N . Our motivation stems from the fact that every antitree has
exactly one end and hence, according to considerations in the previous sections, H0
admits at most one-parameter family of Markovian extensions.
7.1. Antitrees. Let Gd = (V , E) be a connected, simple combinatorial graph. Fix
a root vertex o ∈ V and then order the graph with respect to the combinatorial
spheres Sn, n ≥ 0 (notice that S0 = {o}). Gd is called an antitree if every vertex in
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S0
S1
S2
S3
Figure 1. Antitree with sphere numbers sn = n+ 1.
Sn, n ≥ 1, is connected to all vertices in Sn−1 and Sn+1 and no vertices in Sk for
all |k − n| 6= 1 (see Figure 1). Notice that each antitree is uniquely determined by
its sequence of sphere numbers (sn), sn := #Sn for n ≥ 0.
While antitrees first appeared in connection with random walks [18, 43, 59],
they were actively studied from various different perspectives in the last years (see
[7, 15, 45] for quantum graphs and [14, Section 2] for further references).
Let us enumerate the vertices in every combinatorial sphere Sn by (v
n
i )
sn
i=1 and
denote the edge connecting vni with v
n+1
j by e
n
ij , 1 ≤ i ≤ sn, 1 ≤ j ≤ sn+1. We
shall always use A to denote (metric) antitrees.
It is clear that every (infinite) antitree has exactly one end. By Theorem 4.1, the
deficiency indices of the corresponding minimal Kirchhoff Laplacian are at least 1 if
vol(A) <∞. On the other hand, under the additional symmetry assumption that
A is radially symmetric (that is, for each n ≥ 0, all edges connecting combinatorial
spheres Sn and Sn+1 have the same length), it is known that the deficiency indices
are at most 1 (see [45, Theorem 4.1] and Example 4.11). It turns out that upon
removing the symmetry assumption it is possible to construct antitrees such that the
corresponding minimal Kirchhoff Laplacian has arbitrary finite or infinite deficiency
indices. More precisely, the main aim of this section is to prove the following result.
Theorem 7.1. Let A be the antitree with sphere numbers sn = n+1, n ≥ 0 (Figure
1). Then for each N ∈ Z≥1 ∪ {∞} there are lengths such that the corresponding
minimal Kirchhoff Laplacian H0 has the deficiency indices n±(H0) = N .
7.2. Harmonic functions. As it was mentioned already, every harmonic function
is uniquely determined by its values at the vertices. On the other hand, f ∈ C(V)
defines a function f ∈ H(A) with f |V = f if and only if the following conditions are
satisfied:
sn+1∑
j=1
f(vn+1j )− f(vnk )
|enkj |
+
sn−1∑
i=1
f(vn−1i )− f(vnk )
|en−1ik |
= 0, (7.1)
at each vnk , 1 ≤ k ≤ sn with n≥ 0. We set s−1 := 0 for notational simplicity and
hence the second summand in (7.1) is absent when n = 0. We can put the above
difference equations into the more convenient matrix form. Denote fn = f |Sn =
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(f(vni ))
sn
i=1 for all n ∈ Z≥0 and introduce matrices
Mn+1 =

1
|en
11
|
1
|en
12
| . . .
1
|en
1sn+1
|
1
|en
21
|
1
|en
22
| . . .
1
|en
2sn+1
|
. . . . . . . . . . . .
1
|ensn1|
1
|ensn2|
. . . 1|ensnsn+1 |
 ∈ Rsn×sn+1 , (7.2)
and
Dn = diag(d
n
k ) ∈ Rsn×sn , dnk =
sn+1∑
j=1
1
|enkj |
+
sn−1∑
i=1
1
|en−1ik |
, (7.3)
for all n ∈ Z≥0. Notice the following useful identity
d01 = M11s1 ,
 d
n
1
...
dnsn
 = Dn1sn = (Mn+1 M∗n)(1sn+1
1sn−1
)
, n≥ 1, (7.4)
where 1sn := (1, . . . , 1)
⊤ ∈ Csn . Hence (7.1) can be written as follows
M1f1 =
s1∑
j=1
1
|e01j |
f0 = d
0
1f0, (7.5)
Mn+1fn+1 = Dnfn −M∗nfn−1, n ≥ 1. (7.6)
Since Dn is invertible, we get
fn = D
−1
n (Mn+1 M
∗
n)
(
fn+1
fn−1
)
(7.7)
for all n ≥ 1. In particular, fn ∈ ran
(
D−1n (Mn+1 M
∗
n)
)
for all n ≥ 1, which implies
that the number of linearly independent solutions to the above difference equations
(and hence the number of linearly independent harmonic functions) depends on the
ranks of the matrices (Mn+1 M
∗
n), n ≥ 1. Let us demonstrate this by considering
the following example.
Lemma 7.2. Let A be a radially symmetric antitree. Then
H(A) = span{1G}. (7.8)
Proof. Let for each n ≥ 0, all edges connecting combinatorial spheres Sn and Sn+1
have the same length, say ℓn > 0. Clearly, in this case
ran(Mn+1) = ran(M
∗
n) = span{1sn},
for all n ≥ 1. Moreover, each Dn is a scalar multiple of the identity matrix Isn and
hence (7.7) implies that fn = cn1sn with some cn ∈ C for all n ≥ 0. Plugging this
into (7.5)–(7.6), we get
c1 = c0, cn+1 = cn +
sn−1ℓn
sn+1ℓn−1
(cn − cn−1), n ≥ 1.
Hence cn = c0 = f(o) for all n ≥ 0, which proves the claim. 
The latter in particular implies the following statement (cf. [45, Theorem 4.1]).
Corollary 7.3. If A is a radial antitree with finite total volume, then n±(H0) = 1.
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Proof. By Corollary 2.11, we only need to show that n±(H0) ≤ 1. However,
n±(H0) = dim(ker(H)) ≤ dim(H(A)) = 1. 
7.3. Finite deficiency indices. We restrict our further considerations to a special
case of polynomially growing antitrees. Namely, for every N ∈ Z≥1, the antitree
AN has sphere numbers s0 = 1 and sn = n + N for all n ∈ Z≥1. To define its
lengths, pick a sequence of positive numbers (ℓn) and set
|enij | =
{
2ℓn, if 1 ≤ i = j ≤ N,
ℓn, otherwise,
(7.9)
for all n ∈ Z≥0.
Lemma 7.4. If a metric antitree AN has lengths given by (7.9), then
dimH(AN ) = N + 1. (7.10)
Proof. Denoting
Bn,m =

1 1 . . . 1
1 1 . . . 1
. . . . . . . . . . . .
1 1 . . . 1
 ∈ Rn×m, Bn := Bn,n ∈ Cn×n, (7.11)
we get the following block-matrix form of the matrices Mn+1:
Mn+1 =
1
ℓn
(
BN − 12IN BN,n+1
Bn,N Bn,n+1
)
(7.12)
for all n ≥ 1. Taking into account (7.3) and denoting
d1n =
n+N − 3/2
ℓn−1
+
n+N + 1/2
ℓn
, d2n =
n+N − 1
ℓn−1
+
n+N + 1
ℓn
,
we get
Dn =
(
d1nIN
d2nIn
)
, (7.13)
for all n ≥ 2. Since M1 ∈ C1×(N+1) and
ran(Mn+1) = ran(M
∗
n) = span
{(
fN
1n
)
| fN ∈ CN
}
, (7.14)
for all n ≥ 2, (7.7) implies that every f solving (7.5)–(7.6) must be of the form
fn =
(
fNn
cn1n
)
∈ CN+n, fNn ∈ CN , cn ∈ C, (7.15)
for all n ≥ 1. Plugging (7.15) into (7.6) and taking into account that
BN f
N
n = f
N
n 1N , f
N
n := 〈fNn ,1N 〉 = B1,N fNn ,
we get after straightforward calculations
f
N
n+1 + cn+1(n+ 1)
ℓn
1N − 1
2ℓn
fNn+1 = d
1
nf
N
n −
f
N
n−1 + cn−1(n− 1)
ℓn−1
1N +
1
2ℓn−1
fNn−1,
(7.16)
f
N
n+1 + cn+1(n+ 1)
ℓn
= cnd
2
n −
f
N
n−1 + cn−1(n− 1)
ℓn−1
, (7.17)
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for all n ≥ 2. Multiplying (7.17) with 1N and then subtracting (7.16), we end up
with
fNn+1 = 2ℓn(cnd
2
n1N − d1nfNn )−
ℓn
ℓn−1
fNn−1, n ≥ 2. (7.18)
Next taking the inner product in (7.16) with 1N and then subtracting (7.17) mul-
tiplied by N − 1/2, we finally get
cn+1 =
ℓn
n+ 1
(2d1nf
N
n − (2N − 1)d2ncn)− cn−1
(n− 1)ℓn
(n+ 1)ℓn−1
, n ≥ 2. (7.19)
Taking into account that the value of f at the root o is determined by f1 via
f(o) = f0 =
2ℓ0
2N + 1
M1f1, (7.20)
and noting that fN2 and c2 are also determined by f1, we conclude that (7.18)–(7.19)
define f uniquely once f1 ∈ CN+1 is given. 
Lemma 7.4 immediately implies that n±(H0) ≤ N + 1 if vol(AN ) < ∞, where
H0 is the associated minimal operator. The next result shows that it can happen
that n±(H0) = N + 1 upon choosing lengths ℓn with a sufficiently fast decay.
Proposition 7.5. Let AN be the antitree as in Lemma 7.4. If (ℓn) is decreasing
and √
ℓn = O
(
1
(6
√
N)n(n+N + 3)!
)
(7.21)
as n→∞, then n±(H0) = N + 1.
Proof. It is immediate to see that vol(AN ) <∞ if (7.21) is satisfied. Next, taking
into account (7.9), observe that
m(v) =
∑
v∈Ev
|e| ≤ (n+N)ℓn−1 + (n+N + 2)ℓn . nℓn−1, v ∈ Sn,
as n → ∞. Suppose f ∈ H(A) and set f = f |V . Then f has the form (7.15) and
hence
‖fn‖2 =
∑
v∈Sn
|f(v)|2 = ‖fNn ‖2 + n|cn|2,
for all n ≥ 1. This implies the following estimate∑
v∈V
|f(v)|2m(v) =
∑
n≥0
∑
v∈Sn
|f(v)|2m(v) .
∑
n≥1
n2ℓn−1(‖fNn ‖2 + |cn|2). (7.22)
Next, (7.18)–(7.19) can be written as follows(
fNn+1
cn+1
)
= A1,n
(
fNn
cn
)
+A2,n
(
fNn−1
cn−1
)
, (7.23)
where the matrices A1,n, A2,n ∈ R(N+1)×(N+1) are given explicitly by
A1,n =
(
−2ℓnd1nIN 2ℓnd2nBN,1
2ℓnd
1
n
n+1 B1,N − (2N−1)ℓnd
2
n
n+1 I1
)
, A2,n = − ℓn
ℓn−1
(
IN
n−1
n+1I1
)
, (7.24)
for all n ≥ 2. Since ℓn−1 ≤ ℓn and
d1n < d
2
n =
n+N − 1
ℓn−1
+
n+N + 1
ℓn
≤ 2(n+N)
ℓn
(7.25)
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for all n ≥ 2, it is not difficult to get the following rough bounds 11
‖A1,n‖ ≤ 6
√
N(n+N), ‖A2,n‖ = ℓn
ℓn−1
≤ 1, (7.26)
for all n ≥ 2N . Denoting
Fn =
(
fNn
cn
)
, n ≥ 1,
the recurrence relations (7.18)–(7.19) can be written in the following matrix form(
Fn+1
Fn
)
=
(
A1,n A2,n
IN+1 0N+1
)(
Fn
Fn−1
)
= An
(
Fn
Fn−1
)
. (7.27)
Taking into account (7.26), we get ‖An‖ ≤ 6
√
N(n+N + 1) for all n ≥ 2N , which
implies the estimate√
‖fNn ‖2 + |cn|2 = ‖Fn‖ ≤ C
n−1∏
k=1
‖Ak‖ . (6
√
N)n(n+N)! (7.28)
for all n ≥ 2. Combining this bound with (7.21), it is easy to see that the series on
the righthand side in (7.22) converges and hence by Lemma 2.13 we conclude that
H(AN ) ⊂ L2(A). Thus ker(H) = H(AN ) and the use of Corollary 2.11 finishes the
proof. 
7.4. Infinite deficiency indices. Consider the antitree A with sphere numbers
sn = n+1, n ≥ 0. Next pick a sequence of positive numbers (ℓn) and define lengths
as follows
|enij | =
{
2ℓn, 1 ≤ i = j ≤ n+ 1,
ℓn, otherwise,
(7.29)
for all n ∈ Z≥0. Thus, the corresponding matrix Mn+1 given by (7.2) has the form
Mn+1 =
1
ℓn
(
Bn+1 − 12In+1 Bn+1,1
) ∈ R(n+1)×(n+2) (7.30)
for all n ≥ 0. Let us denote this antitree by A∞.
Lemma 7.6. dim(H(A∞)) =∞.
Proof. Consider the difference equations (7.5)–(7.6). Clearly, the matrix Mn+1 has
the maximal rank n+ 1 for every n ≥ 0. Taking into account that(
Bn+1 − 1
2
In+1
)−1
=
4
2n+ 1
Bn+1 − 2In+1 =: Cn, n ≥ 0,
(7.6) then reads(
In+1
2
2n+1Bn+1,1
)
fn+1 = ℓnCn(Dnfn −M∗nfn−1) (7.31)
11Here and below to estimate norms, we use the equality ‖A‖ =
√
‖A∗A‖ and the following
simple estimate for non-negative 2× 2 block-matrices A =
(
A11 A12
A∗
12
A22
)
:
‖A‖ ≤ ‖A11‖+ ‖A22‖.
There are other estimates (e.g., [28, ineq. (2.3.8)]), however, they do not seem to work as good
as the above approach.
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for all n ≥ 1. Observe that
(
In+1
2
2n+1Bn+1,1
)

f1
...
fn+1
0
 =
 f1...
fn+1

and hence for any fn ∈ Cn+1 and fn−1 ∈ Cn there always exists a unique fn+1 =
(f1, . . . , fn+1, 0)
⊤ satisfying (7.31). Now pick a natural number N and define fN ∈
C(A∞) by setting fNn = (0, . . . , 0)⊤ ∈ Cn+1 for all n ∈ {0, . . . , N},
fNN+1 = (1, . . . , 1,−N − 1/2)⊤,
and
fNn+1 =
(
ℓnCn(Dnf
N
n −M∗nfNn−1)
0
)
∈ Cn+2 (7.32)
for all n ≥ N + 1. Clearly, fN satisfies (7.5)–(7.6) and hence defines a harmonic
function fN ∈ H(A∞). Moreover, it is easy to see that span{fN}N≥1 is infinite
dimensional, which proves the claim. 
Proposition 7.7. Let H0 be the minimal Kirchhoff Laplacian associated with the
antitree A∞. If ℓn is decreasing and√
ℓn = O
(
1
6n(n+ 3)!
)
(7.33)
as n→∞, then n±(H0) =∞.
Proof. Clearly, it suffices to show that every fN constructed in the proof of Lemma
7.6 belongs to L2(G) if ℓn decays as in (7.33). To prove this we shall proceed as in
the proof of Proposition 7.5. First, taking into account (7.29), observe that
m(v) . nℓn−1, v ∈ Sn,
as n→∞. Since ‖fNn ‖2 =
∑
v∈Sn
|fN(v)|2 for all n ≥ 0, we get the estimate∑
v∈V
|fN (v)|2m(v) .
∑
n≥N+1
∑
v∈Sn
|fN (v)|2m(v) .
∑
n≥N+1
nℓn−1‖fNn ‖2. (7.34)
Denoting Fn = f
N
n for all n ≥ 1, we can put (7.31) into the matrix form(
Fn+1
Fn
)
=
(
A1,n A2,n
In+1 0n+1,n
)(
Fn
Fn−1
)
= An
(
Fn
Fn−1
)
(7.35)
for all n ≥ N + 1, where
A1,n =
(
ℓnCnDn
01,n+1
)
∈ R(n+2)×(n+1), A2,n =
(−ℓnCnM∗n
01,n
)
∈ R(n+2)×n. (7.36)
Now observe that ‖Cn‖ = 2 and ‖ℓnDn‖ ≤ 2(n + 1) for all n ≥ 1. Moreover,
‖ℓnM∗n‖ ≤ n+ 1 for all n ≥ 1, which immediately implies the following estimate
‖An‖ ≤
√
‖ℓnCnDn‖2 + 1 + ‖ℓnCnM∗n‖2 ≤ 6(n+ 1), n ≥ N + 1. (7.37)
Hence we get
‖fNn+1‖ ≤ C
n∏
k=N+1
‖Ak‖ ≤ C6n−N (n+ 1)!
(N + 1)!
. 6n(n+ 1)!
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for all n ≥ N+1. Combining this estimate with (7.34) and (7.33) and using Lemma
2.13, we conclude that fN ∈ L2(A∞) for each N ≥ 1. 
Remark 7.8. It is not difficult to show that fN does not belong to H1(A∞) for the
above choices of edge lengths. In fact, it follows from the maximum principle for
H(A) that if vol(A) <∞, then H(A) ∩H1(A) consists only of constant functions.
7.5. Proof of Theorem 7.1. Clearly, the case of infinite deficiency indices follows
from Proposition 7.7. On the other hand, since adding and/or removing finitely
many edges and vertices to a graph does not change the deficiency indices of the
minimal Kirchhoff Laplacian, Proposition 7.5 completes the proof of Theorem 7.1.
Indeed, every antitree AN can be obtained from A by first removing all the edges
between combinatorial spheres S0 and SN and then adding N +1 edges connecting
the root o with the vertices in SN .
Remark 7.9. Since every infinite antitree has exactly one end, Theorem 6.11(iv)
implies that the Kirchhoff Laplacian H0 in Theorem 7.1 has a unique Markovian
extension exactly when vol(A) = ∞. If vol(A) < ∞, then Markovian extensions
of H0 form a one-parameter family explicitly given by (6.17). Notice that (6.17)
looks similar to the description of self-adjoint extensions of the minimal Kirchhoff
Laplacian on radially symmetric antitrees obtained recently in [45].
Let us also emphasize that the antitree constructed in Proposition 7.7 has finite
total volume and H0 has infinite deficiency indices, however, the set of Markovian
extensions of H0 forms a one-parameter family.
Appendix A. Linear relations in Hilbert spaces
In this section we collect basic notions and facts on linear relations in Hilbert
spaces, a very convenient concept of multivalued linear operators. For simplicity,
we shall assume that H is a finite dimensional Hilbert space, dim(H) = N <∞.
A linear relation Θ in H is a linear subspace in H×H. Linear operators become
special linear relations (single valued) after identifying them with their graphs in
H×H. Every linear relation in H has the form
ΘC,D = {(f, g) ∈ H ×H|Cf +Dg = 0}, (A.1)
where C,D are linear operators on H, however, different C and D may define the
same linear relation. The domain and the multi-valued part of ΘC,D are given by
dom(ΘC,D) = {f ∈ H| ∃g ∈ H, Cf +Dg = 0} = {f ∈ H|Cf ∈ ran(D)},
mul(ΘC,D) = {g ∈ H|Dg = 0} = ker(D).
In particular, ΘC,D is a graph of a linear operator only if ker(D) = {0}. A linear
relation is called self-adjoint if Θ = Θ∗, where
Θ∗ = {(f, g) ∈ H×H| 〈g˜, f〉H = 〈f˜ , g〉H ∀(f˜ , g˜) ∈ Θ}. (A.2)
A linear relation ΘC,D is self-adjoint if and only if C and D satisfy the Rofe-Beketov
conditions [50] (see also [52, Exercises 14.9.3-4]):
CD∗ = DC∗, 0 ∈ ρ(C∗C +D∗D). (A.3)
Notice that the second condition in (A.3) is equivalent to the fact that the matrix
(C|D) ∈ CN×2N has the maximal rank N .
Recall also that every self-adjoint linear relation admits the representation Θ =
Θop ⊕ Θmul, where Θmul = {0} ×mul(Θ) and Θop, called the operator part of Θ,
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is a graph of a linear operator. In particular, for a self-adjoint linear relation ΘC,D
one has
dom(ΘC,D) = mul(ΘC,D)
⊥ = ker(D)⊥ = ran(D∗). (A.4)
For further details on linear relations we refer the reader to, e.g., [52, Chapter 14.1].
Appendix B. A rope ladder graph
Let us introduce a rope ladder graph depicted on Figure 2. Let Gd = (V , E)
be a simple graph with the vertex set V := {o} ∪ V+ ∪ V−, where o = v0 is a
root, V+ = (v+n )n≥1 and V− = (v−n )n≥1 are two disjoint countably infinite sets of
vertices. The edge set E is defined as follows:
• o is connected to v+1 and v−1 by the “diagonal” edges e+0 and e−0 , respectively;
• for each n ≥ 1, v±n is connected to v±n+1 by the vertical edge e±n ;
• for each n ≥ 1, v+n and v−n are connected by the horizontal edge en.
o
v+1 v
−
1
v+2 v
−
2
v+3 v
−
3
V+ V−
Figure 2. The rope ladder graph.
By construction, deg(o) = 2 and deg(v+n ) = deg(v
−
n ) = 3 for all n ≥ 1. Moreover, an
infinite rope ladder graph has exactly one end. Notice also that a similar example
was studied in [35, Section 7] (see also [25, §5]) in context with the construction of
non-constant harmonic functions of finite energy.
Equip now Gd with edge lengths | · | : E → R>0 and consider the corresponding
minimal Kirchhoff Laplacian H0 on the metric graph G = (Gd, | · |). The next result
immediately follows from Theorem 2.8 and Corollary 2.11.
Corollary B.1. If∑
n≥1
|e+n |+ |en| =∞, and
∑
n≥1
|e−n |+ |en| =∞, (B.1)
then the Kirchhoff Laplacian H0 is self-adjoint. If
vol(G) =
∑
n≥1
|e+n |+ |e−n |+ |en| <∞, (B.2)
then n±(H0) ≥ 1.
We omit the proof since it is easy to check that the first condition is equivalent
to the geodesic completeness of (V , ̺m) (cf. Theorem 2.8). Due to the symmetry
EXTENSIONS OF QUANTUM GRAPHS 41
of the underlying combinatorial graph, the gap between the above two conditions
is equivalent to the fact that the corresponding lengths satisfy∑
n≥1
|e+n | =∞,
∑
n≥1
|e−n |+ |en| <∞. (B.3)
Next, let us describe the space of harmonic functions H(G).
Lemma B.2. Let a, b ∈ C. Then there is exactly one f ∈ H(G) such that
f(v+1 ) = a, f(v
−
1 ) = b. (B.4)
Moreover, this function f is recursively given by
f(o) =
b|e+0 |+ a|e−0 |
|e+0 |+ |e−0 |
(B.5)
and
f(v±n+1) =
(
1 +
|e±n |
|e±n−1|
+
|e±n |
|en|
)
f(v±n )−
|e±n |
|e±n−1|
f(v±n−1)−
|e±n |
|en| f(v
∓
n ), (B.6)
for all n ∈ Z≥1, where we use the notation v+0 := v−0 := o.
Proof. Suppose a, b ∈ C are given and f ∈ H(G) satisfies (B.4). Since f is linear on
every edge and satisfies (2.6) at v = o, we get
0 = f ′
e+
0
(o) + f ′
e−
0
(o) =
f(v+1 )− f(o)
|e+0 |
+
f(v−1 )− f(o)
|e−0 |
=
a− f(o)
|e+0 |
+
b− f(o)
|e−0 |
,
which implies (B.5). Moreover, Kirchhoff conditions (2.6) at v = v±n , n ≥ 1 read
f(v±n+1)− f(v±n )
|e±n | +
f(v±n−1)− f(v±n )
|e±n−1|
+
f(v∓n )− f(v±n )
|en| = 0.
This implies that f is given by (B.6). Hence there is at most one f ∈ H(G) satisfying
(B.4) for given a, b ∈ C. However, the same calculation shows that f defined by
(B.5) and (B.6) has this property. Thus, existence follows as well. 
From Lemma B.2, it is clear that dim(H(G)) = 2, and, moreover,
H(G) = span{1G , g0},
where 1G denotes the constant function on G and g0 ∈ H(G) is the function defined,
for example, by the following normalization
g0(0) = 0, g0(v
+
1 ) = |e+0 |, g0(v−1 ) = −|e−0 |. (B.7)
Notice that g0(v
±
n ), n ≥ 1 are then given recursively by (B.6).
Lemma B.3. If vol(G) <∞, then
H(G) ∩H1(G) = span{1G}. (B.8)
The claim immediately follows from the fact that a rope ladder graph has exactly
one end. However, let us present a direct proof based on the analysis of harmonic
functions.
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Proof. Taking into account (B.8), we only need to show that g0 /∈ H1(G). First,
observe that (g0(v
+
n ))n≥1 and (g0(v
−
n ))n≥1 are strictly increasing positive, respec-
tively, strictly decreasing negative sequences. Indeed,
−|e−0 | = g0(v−1 ) < 0 = g0(o) < g0(v+1 ) = |e+0 |
by the very definition of g0. Let n ≥ 1 and assume now that we have already shown
that (g0(v
+
k ))
n
k=1 is strictly increasing and (g0(v
−
k ))
n
k=1 is strictly decreasing. Since
g0(o) = 0, (B.6) implies
g0(v
+
n+1) =
(
1 +
|e+n |
|e+n−1|
+
|e+n |
|en|
)
g0(v
+
n )−
|e+n |
|e+n−1|
g0(v
+
n−1)−
|e+n |
|en| g0(v
−
n )
>
(
1 +
|e+n |
|en|
)
g0(v
+
n ) +
|e+n |
|e+n−1|
(g0(v
+
n )− g0(v+n−1)) > g0(v+n ).
A similar argument shows that g0(v
−
n+1) < g0(v
−
n ) and hence the claim follows by
induction. Now monotonicity immediately implies
‖g′0‖2L2(G) =
∑
e∈E
∫
e
|g′0(xe)|2 dxe ≥
∑
n≥0
∫
en
|g′0(xe)|2 dxe
=
∞∑
n=0
|g0(v+n )− g0(v−n )|2
|en| ≥ |g0(v
+
1 )− g0(v−1 )|2
∞∑
n=0
1
|en| =∞,
since vol(G) <∞. Thus g0 /∈ H1(G). 
In particular, this also leads to the following result:
Corollary B.4. If vol(G) < ∞, then n±(H0) ∈ {1, 2}. Moreover, n±(H0) = 1 if
and only if g0 /∈ L2(G).
Proof. The claim about the deficiency indices follows from Corollary 2.11 and the
fact that 1G ∈ L2(G). The equivalences then follow from Lemma B.3. 
As the next example shows, the inclusion g0 ∈ L2(G) heavily depends on the
choice of edge lengths.
Example B.5. Fix s > 3 and equip the rope ladder graph with edge lengths
|e+n | = |e−n | :=
1
(n+ 1)s
, |en| := 2n
(n+ 1)s − ns , n ∈ Z≥0,
where is fixed. Then |en| ∼ n2−s for large n and hence vol(G) <∞. Moreover, for
this particular choice of edge lengths we have g0(v
±
n ) = ±n for all n ≥ 1. Indeed,
g0(v
±
1 ) = ±1 by (B.7). Assuming we have already proven that g0(v±k ) = ±k for
k ≤ n with some n ≥ 1, we have by (B.6):
g0(v
+
n+1) =
(
1 +
ns
(n+ 1)s
+
1
(n+ 1)s|en|
)
n− n
s(n− 1)
(n+ 1)s
+
n
(n+ 1)s|en|
= n+
ns
(n+ 1)s
+
2n
(n+ 1)s|en| = n+
ns
(n+ 1)s
+
(n+ 1)s − ns
(n+ 1)s
= n+ 1.
Analogously, g0(v
−
n+1) = −(n+ 1) and hence the claim follows by induction.
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Applying Lemma B.3 and using again that |en| ∼ n2−s as n→∞, we conclude
that g0 ∈ L2(G) exactly (see Lemma 2.13) when∑
n≥1
|g0(v±n )|2(|e±n−1|+ |e±n |) =
∑
n≥1
n2((n+ 1)−s + n−s) <∞
and ∑
n≥1
|g0(v±n )|2|en−1| =
∑
n≥1
2n3
(n+ 1)s − ns <∞.
Clearly, the latter holds only if s > 5. Hence, by Lemma B.4, n±(H0) = 2 for all
s > 5. In particular, ker(H) ⊂ H1(G)⇔ s ≤ 5.
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