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Among the great challenges associated with urban growth is designing for 
energy efficient and healthy built environments. Exploiting the potential for 
natural ventilation can provide a better environmental and energy-efficient 
performance for buildings, particularly in warm climates. Pedestrian comfort 
can be improved and cooling loads reduced, through enhancing prediction of 
wind flow around naturally ventilated buildings. While accurate wind 
prediction is important, wind modeling is complex and predictions are often 
incompatible with measurements due to large uncertainties associated with 
modeling and the inherent climatic variability.  
The aim of this research is to improve the accuracy of wind predictions around 
buildings using a combination of CFD simulations and full-scale 
measurements. An inverse modeling approach is proposed that employs 
multiple CFD models to account for uncertainties associated with parameter 
values. The approach uses, instead of one model, discrete populations of 
models that provide predictions of wind speed and wind direction at potential 
sensor locations. Discrete populations of predictions are generated and used to 
SUMMARY 
 x 
identify optimal sensor locations, prior to measurements, in situations when 
limited information is available. The success of identification of good wind 
predictions depends directly upon the location and number of sensors. 
Therefore, an important initial step is the development of a rational and 
systematic sensor placement methodology. 
The proposed methodology consists of the following stages: sensitivity 
analysis is initially performed to assess the effect of parameter uncertainty on 
wind predictions. Parameter selection is then employed to select a reduced set 
of parameters with the highest impact on predictions. Next, values of these 
parameters are varied to generate a discrete population of possible parameter-
value combinations. Computational fluid dynamics simulations provide wind 
predictions at potential sensor locations around buildings, using these 
combinations of values. Optimal sensor locations are identified prior to field 
measurements, based on the simulation predictions along with estimates of 
modeling and measurement uncertainties. The concept of entropy is adopted 
from information theory to select sensor locations that provide most useful 
information. Entropy is a measure of disorder; locations having maximum 
entropy help to reduce the number of possible predictions most efficiently. 
The optimal sensor configurations are then used to predict wind speed and 
direction at other, unmeasured locations around buildings.  
Three full-scale case studies are selected for evaluation, including the 
BubbleZERO, the CREATE Tower at NUS and Treelodge at Punggol, all 
SUMMARY 
 xi 
located in Singapore. Simulation models of these case studies are created and 
optimal sensor locations are identified through applying the proposed 
methodology. A novel hierarchical sensor placement strategy is developed that 
uses the concept of joint-entropy to reveal optimal sensor locations. The 
predictive performance of optimal sensor configurations is evaluated and 
compared using a combination of simulations and field measurements. New 
metrics are proposed to evaluate the performance of the configurations for 
their ability to predict responses at other unmeasured locations. 
The potential of the sensor placement strategy and metrics is demonstrated in 
full-scale studies of various sizes. Results show that the hierarchical strategy is 
advantageous in avoiding redundant sensor locations, with reduced 
computational complexity. Moreover, the performance metrics successfully 
evaluate the robustness of sensor configurations with respect to reducing 
uncertainty of simulation predictions. It is demonstrated that the new 
methodology is efficient in identifying sensor locations prior to field 
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ABL Atmospheric boundary layer 
Candidate 
model set 
Set of model instances retained after falsification using 
measurement data and estimated of modeling and 
measurement errors.   
CFD Computational fluid dynamics 
Confidence 
interval 
Interval defined by threshold bounds within which a 
model instance should fall in order to be retained 
Data 
interpretation  
Making sense of data. For the purpose of this thesis, it is 
finding physics-based model(s) that can explain 
measurements in an inverse problem 
Entropy 
In information theory, it is a measure of the expected 
value of information content or unpredictability. 
Error Difference between a quantity and a reference quantity. 








The expected range of predictions of the candidate 
models, expressed as a percentage of the initial plausible 
range, for a confidence φ. 
Falsification  
Process of rejecting a model instance using thresholds 
bounds derived from estimates of modeling and 
measurement errors. 
Inference 
Process of reaching logical conclusions from measurement 
data. 
Initial model set 
Set of plausible model instances generated prior to 
interpreting data 
Inverse problem  
Comparison of measurements with simulation predictions 
in order to infer values of simulation parameters.  
Joint entropy 
The measure of how much entropy is contained in a joint 
system of two random variables. In this thesis it refers to 
the etropy addition at two sensor locations minus the 
shared information. 
LES Large eddy simulation. 
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MCDM Multi-criteria decision making. 
Measurement 
error  
Error associated with the sensor characteristics. 
Model class  
Physics-based model with uncertain parameter values used 
for generating model instances.  
Model instance  
Consists of a set of input parameter values of a model 
class. Fot the purpose of this thesis this term also includes 
corresponding model predictions.  
Modeling error  
Error associated with the model class (when the correct set 
of parameter values is assigned to the model class).  
Random error  
Error occurring due to variability or stochasticity 
(sometimes referred as noise). Used in contrast to 
systematic error. 
RANS Reynolds-averaged Navier-Stokes. 
Robustness-to-
uncertainty 
Performance metric assessed based on the probability of 
the prediction errors Type I and Type II. 
Sensitivity 
analysis 
Process of evaluating the effect of parameter uncertainty 
on values of simulation predictions. 
SSP Sequential sensor placement 
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Systematic error  
Error occurring due to lack of knowledge (or data) of 
system behavior. Used in contrast to random error.  
TED Turbulence eddy dissipation. 
TKE Turbulence kinetic energy. 
Type I error  
Probability of falsely rejecting a model instance, 
quantified based on the number of measurements that fall 
outside the predicted range, over a specified measurement 
period and for a confidence φ. 
Type II error  
Probability of falsely accepting a model instance, 
quantified based on the "number of candidate models-1", 
over a specified measurement period and for a confidence 
φ. 
Uncertainty Description of the possible values that an error can take. 
  
1 Introduction 
The continuous growth of the global population living in cities has reached an 
estimated annual increase of 60 million urban dwellers [1]. Along with it, the 
growth of annual investment on global energy supply has become $1.6 trillion 
and is expected to rise steadily to $2 trillion by 2035 [2]. Emerging concerns 
of this growth include environmental protection and meeting energy needs, 
while issues have been raised regarding outdoor thermal comfort [3], air 
quality [4, 5], safety [6], and particularly in warm climates, building energy 
consumption and natural ventilation [7]. 
The wind environment has a primary role in mitigating environmental and 
energy issues in built environments, particularly in warm climates. Improving 
knowledge of wind flow around buildings has consequently become important 
and much recent research work has focused on wind prediction around 
buildings (a detailed review can be found in [8]). The method used to predict 
wind flow depends on the size of the study area [9]. In wind studies around 
neighborhoods and in street canyons, such as those concerning a few buildings 
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(distances up to 1-2 km), laboratory measurements, field measurements, and 
computational fluid dynamics (CFD) simulations have been commonly 
employed. 
Current approaches for predicting wind environment around buildings are 
summarized in the next section. In particular, the challenges in the CFD-
simulation approach are discussed, followed by sensor placement strategies 
that have been developed to improve simulation predictions using 
measurements. A more detailed discussion of these topics can be found in 
Chapter 2.  
Current situation and challenges 
Today, computational models such as those used in CFD simulations, are 
increasingly employed in wind studies around buildings to overcome the 
constraints of laboratory and field measurements [7]. Advantages of CFD 
simulations are that they allow treatment of a wide range of complicated 
geometries and they provide detailed information on wind flow. 
Although CFD simulations may lead to reasonable predictions, results can be 
very different from field and laboratory measurements [10]. Uncertainties are 
inherent in wind simulations. They arise from modeling assumptions and 
model application and are associated with the mathematical models used in 
CFD, as well as the large number of parameters that characterize the time-
dependent atmospheric boundary conditions [3]. Values for these uncertainties 
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are difficult to quantify and their correlations are often unknown. Furthermore, 
no information is usually available on the influence of uncertainties on 
simulation predictions. 
Inverse modeling is used in system identification to assess uncertainties and 
estimate parameter values. Inverse modeling is the inverse of traditional 
modeling (also known as forward modeling), since values of parameters are 
inferred from measurement data by comparing them with simulation 
predictions. Among the inference approaches proposed to date, model 
falsification is the most robust when values of uncertainty correlations are not 
known [11]. Model falsification involves multiple models which can be used 
to accommodate parameter uncertainty and to account for the possible 
predictions with less risk of parametric-value compensation [12, 13]. 
Regardless of the inference approach used, field measurements are necessary 
in order to ensure that CFD predictions are sound [14, 15]. Moreover, good 
measurement locations are important in evaluating simulation predictions, 
since they affect inference using the models [10]. Nevertheless, determining 
the right number of sensor locations remains a challenge [14].  
Until now, sensor placement in wind studies around buildings has been 
performed mostly through educated guesses and common sense. Recent work 
by Du et al. [16] proposed a methodology to identify optimal sensor locations 
for wind studies in an urban reservoir. In their study, an entropy-based sensor 
placement was applied to wind predictions obtained from CFD simulations, 
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similar to an earlier study performed in Singapore [17]. The objective was to 
identify a limited number of sensor locations and use the sensor readings to 
predict the entire wind field over a reservoir surface. Although a minimal 
number of two model parameters were considered during CFD simulations, 
systematic modeling errors and the effect of modeling uncertainty on sensor 
placement were not considered. Furthermore, the possibility of selecting 
sensors having mutual information was not considered. 
Significant work has been undertaken with regard to sensor placement in the 
field of infrastructure diagnosis. Optimal sensor locations have been selected 
as locations of high information value, which some studies have evaluated 
using criteria such as information entropy [18-20] and the number of candidate 
models [21]. A difference among these approaches is that in [18, 19] 
systematic modeling errors and their correlations have not been considered, 
while the approach in [20] is difficult to be applied to complex, time-
dependent systems, such as wind studies around buildings. Goulet and Smith 
[21] proposed a sensor placement methodology that includes error 
dependencies described by correlation coefficients and their values. In this 
study however, the usefulness of monitoring was evaluated through the 
capability to reduce the number of candidate models and not through 
maximizing the entropy of simulation predictions as in [18-20]. 
Nevertheless, all of these studies employed a sequential sensor placement 
strategy due to its low computational cost [19], where sensors are placed one 
INTRODUCTION 
 5 
at a time, individually, disregarding the possibility of selecting sensor 
locations with similar information content. Furthermore, none of these studies 
included metrics to evaluate the performance of sensor configurations with 
respect to reducing uncertainty of simulation predictions. Finally, the above 
methodologies have considered only a single criterion related to information 
content when selecting optimal sensor locations. None of the methodologies 
have included the impact of additional conflicting and complementary criteria 
on the optimal sensor configurations.  
In conclusion, the identified gaps in current research have led to the following 
research questions and objectives. 
Research questions  
Where should sensors be placed to get the best information for wind 
prediction? 
How can one evaluate the performance of sensor configurations with 
respect to improving predictions? 
Objectives 
1. Development of a methodology for systematic sensor placement to reduce 
uncertainty of wind predictions around buildings. 




3. Development of metrics that estimate the performance of sensor 
configurations in improving predictions. 
4. Evaluation and comparison of several sensor placement strategies and 
criteria using full-scale case studies of varying size.  
The originality of these objectives is established in the next chapter through 
detailed reviews of related work. The scientific significance arising from the 
above objectives and the scope of this work are described below. 
Scientific significance 
A major significance of this research is the development of a methodology for 
systematic sensor placement that can be applied in wind studies around 
buildings (Objective 1). This methodology evaluates the sensitivity of 
simulation predictions to parameter uncertainty in order to improve wind 
predictions around buildings. Proposed strategies from literature are evaluated 
and adapted for time-dependent wind studies around buildings, in situations 
where sensor placement is performed prior to field measurement and thus, no 
measurement data are available. The methodology explicitly incorporates 
modeling uncertainty in the sensor placement strategies. Another aspect of 
scientific significance is the development of a novel sensor placement strategy 
using the concept of joint-entropy that evaluates the mutual information 
between potential sensor locations while reducing the problem to linear 
computational complexity (Objective 2). Developments include predictive 
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performance metrics that estimate the robustness of sensor configurations with 
respect to reducing uncertainty of simulation predictions. A multi-criteria 
decision-making (MCDM) approach is proposed in order to assess the impact 
of complementary and conflicting criteria on optimal sensor configurations 
(Objective 3). Sensor placement strategies and criteria are evaluated and 
compared with full-scale building systems of various sizes using a 
combination of simulations and field-measurements (Objective 4).  
Scope of work 
In this research, steady-state CFD simulations are performed in order to obtain 
wind-speed and wind-direction predictions around buildings and assess 
parameter-value uncertainties. Three full-scale case studies are selected for 
application and testing using building systems of different size and type. The 
methodological framework is applied in order to enhance knowledge of wind 
behavior around existing buildings, yet the final step of supporting design 
decisions related to new buildings is not treated. 
The application of the methodology is also subject to current computational 
challenges as well as the technical characteristics of the software itself 
(ANSYS Workbench) and no thermal affects are considered. Thermal effects 
do not to significantly influence the results since field measurements are taken 
during the monsoon seasons and following rainy conditions. In addition, 
potential sensor locations on roofs are avoided to minimize the impact of flow 
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convection when wind speed is low. During the experiments a limited number 
of sensor locations are used to study short-term wind variation and seasonal 
variations are not considered. 
Finally, while the influence of including multiple criteria during optimal 
sensor configurations is studied, the effect of using a combination of sensors 
of different technical performance characteristics is not considered. 
Outline 
The above scientific significance and the thesis scope are described in five 
chapters, which build upon the research questions and objectives. These are 
illustrated conceptually in Figure 1.1, where each chapter builds upon all 
previous ones. 
Chapter 2 provides a detailed review of the approaches used for predicting the 
wind environment around buildings that shaped and influenced this thesis. 
Chapter 3 presents an overview of the research design with the scientific 
procedures followed to achieve the research objectives. Chapter 4 builds upon 
the research design to develop a systematic sensor placement methodology by 
adapting existing strategies and adding new features for the unique 
characteristics of the application domain, namely, wind studies around 
buildings. A novel hierarchical sensor placement strategy is developed that 
uses a joint-entropy selection criterion, thus avoiding the selection of 
redundant sensor locations. Chapter 5 presents performance metrics that 
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evaluate the usefulness of sensor configurations with respect to reducing 
uncertainty of simulation predictions, as well as a multi-criteria decision 
making (MCDM) approach to sensor placement. Chapter 6 demonstrates the 
application of the sensor placement methodology and performance metrics 
with results from three full-scale studies in Singapore. Finally, Chapter 7 
contains the conclusions and critical assessment on the results of the case 
studies and provides recommendations for further work. 
 





2 Related work 
The first section of this chapter presents common approaches that have been 
used for predicting the wind environment around buildings (§2.1). 
Methodologies in inverse modeling and prediction, which could be applicable 
to wind environmental studies and have been commonly used in infrastructure 
diagnosis, are described in Section 2.2. The following section (§2.3) covers 
strategies related to sensor placement for field measurement that have been 
used in wind studies and infrastructure diagnosis. The research gaps revealed 
in this review are summarized at the end of each section and the major 
conclusions are drawn in the final section (§2.4), supporting the originality of 
the objectives. 
2.1. Prediction of wind environment around buildings 
It is evident that the size of the study area becomes a concern when predicting 
wind around buildings. The phenomena that have a predominant influence on 
wind flow, and are influenced by it, change according to the area under study. 
Consequently, determining the best approach for each wind study requires 
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consideration of the size of the study area. Britter and Hanna [9] have 
distinguished between four ranges of length: regional (up to 100-200 km), city 
(up to 10-20 km), neighborhood (up to 1-2 km) and street (less than 100-200 
m).  
Regional studies are extended outside the urban area and are influenced or 
influence the phenomena around a city. Both regional studies and studies 
around cities have commonly employed weather-forecast and mesocale-
meteorological models to parameterize the effects of urban surface on wind 
flow [22]. The focus has been to study the urban heat island [23], precipitation 
[24, 25] and urban pollutant plumes [26, 27], induced by momentum, energy, 
moisture, and dispersion changes [28]. Such studies have been performed 
above the Atmospheric Boundary Layer (ABL) of the average building and 
obstacle height, known as urban canopy layer, and wind flow characteristics 
were averaged out. 
The main sublayers over and through an urban canyon are shown in Figure 
2.1, top. At the roughness sublayer the flow is subject to local and mesoscale 
effects and is continuously adjusting, until it adapts and conforms to a 
logarithmic wind-speed profile. Among the evident effects are the vertical 
flow displacement produced by convection, due to the increased temperatures 
in the urban areas [29], and the horizontal flow displacement, which results 
from the cooler sea- and land breeze around the urban areas, promoting 
advection [30, 31]. These are schematically illustrated in Figure 2.1 (bottom). 
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Figure 2.1 Schematic flow and wind profile through and over an urban area (top, 
adapted from [32]) and at the region (bottom). 
On the other hand, local buildings and obstacles, as well as the flow over the 
buildings directly affect wind flow around neighborhoods and in street 
canyons. These create strong perturbations in speed, direction and gustiness 
unlike the flow at an open site, including modifications to streamlines, 
recirculation zones on roofs and behind buildings, as well as wake effects that 





Figure 2.2 Schematic of flow (top) and wind profile (bottom) around and over a 
sharp-edged building (adapted by [33]). 
Wind studies around neighborhoods and in street canyons involve merely a 
few buildings and have been more popular, since the small size allows a 
detailed study of wind variability around complex and heterogeneous building 
forms. The primary aim of such studies has been to predict the wind 
environment around buildings in order to evaluate natural ventilation 
potential, thermal comfort for pedestrians and air quality, as well as to gain 
knowledge of wind effects on buildings, such as wind-driven rain, convection 
and wind loadings. A detailed review of such studies can be found in [8]. The 
common approaches used by researchers today to study and predict the wind 
environment around buildings are: field measurements, laboratory 
measurements, and Computational Fluid Dynamics (CFD) simulations. These 
approaches are described in the following sections. 
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2.1.1. Field and laboratory measurement 
Laboratory measurements involve measurements around scaled physical-
models that have been placed in an ABL wind tunnel, whereas field 
measurements are real-time full-scale measurements of wind flow. The use of 
both approaches to study the effects of urban morphology on wind flow dates 
back at least three decades and has included the development of criteria and 
methods to estimate parameters related to terrain roughness that affect flow 
[15, 34-36]. 
Since then, field and laboratory measurements have been widely used, either 
for validating computational models [7, 37, 38] or for generating wind-study 
guidelines [39]. However, laboratory measurements have been more popular 
among the two [40, 41], whereas field studies have been rarer and most of 
them have used historically measured data from earlier studies, with some 
exceptions [42-45]. 
The main advantage of laboratory measurements compared with field 
measurements is that they can be made before construction, are more 
economical in terms of time and money and have a high degree of 
repeatability with parameters that can be controlled at will. A major 
disadvantage is the idealized representation of parameters affecting wind flow 
using simplified arrays of roughness elements to represent buildings and 
surroundings [15]. Moreover, it is often unclear how sensitive wind 
predictions are to these parameter uncertainty [9]. 
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On the other hand, field measurements have been rare, since they can be 
difficult and expensive to perform, but also result in limited quantities of data 
with low repeatability. Wind flow varies considerably over space and time and 
field measurements within the urban canopy depend on the location of sensors 
and sampling frequency [46]. Previous research has shown that even under 
steady ambient conditions, large discrepancies occur between measured and 
predicted values that are caused by low frequency variations of the wind flow 
[10]. Nevertheless, field measurements are essential in order to estimate the 
deviation from laboratory data and ensure that the modeling is sound—
especially in studies involving high-rise building [9, 15]. 
Recommendations exist for methods to validate predictions of laboratory 
measurements with field measurements and all have noted the importance of 
sensor location and sampling frequency [46, 47]. Some have recognized the 
problem of uncertainty associated with geometric and climatic variations and 
employed efforts to account for possible wind conditions [38, 48, 49]. 
However, these studies used a single representation-model in an ABL wind 
tunnel and no study proposed a method to evaluate the impact of parameter 
uncertainty on wind predictions.   
Currently, CFD simulations are used to overcome some of the constraints of 
earlier laboratory and field measurements. A review of recent CFD 
applications is presented in the following section. 
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2.1.2. Computational-fluid-dynamics simulation 
CFD simulation is an approach for predicting flow behavior using a 
combination of numerical methods and algorithms to solve governing 
equations. In almost all problems involving single-phase flow these are based 
on the Navier-Stokes equations (Equation (2.1))—a set of nonlinear partial 
differential equations that are derived from Newton’s second law of 
conservation of momentum [50]. Although the governing equations of Navier-
Stokes equations together with boundary and initial conditions completely 
describe flow, no analytic solution exists, even for the simplest flow pattern in 
a realistic context [51].  
ρ ∂u




⎠⎟ = −∇p +∇τ + f    (2.1) 
where u  is the velocity, ρ  is the fluid density, p  is the pressure, τ  is the 
deviatoric stress tensor and f  represents body forces per unit volume acting 
on the fluid. 
Turbulence is a time-dependent chaotic behavior of fluid flow that is usually 
triggered by local disturbances, such as flow around an object. Turbulent flow 
is characterized by randomly fluctuating velocity fields at many distinct length 
and time scales. Despite the random, chaotic fluctuations, local average 
velocities can be obtained [52] by either resolving or modeling turbulence. 
Resolving implies proper solution of the governing equations (at all scales), 
which is a challenging task [52]. This technique, known as Direct Numerical 
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Simulation (DNS), can consume enormous computational resources and pose 
numerical difficulties, which make DNS feasible only for simple flows at 
lower Reynolds numbers. A useful review on DNS can be found in [51]. Large 
Eddy Simulation (LES) is a technique that attempts to partially resolve 
turbulence: larger scales are resolved by the governing equations and smaller 
scales are spatially filtered out and modeled. Although LES provides 
advantages with respect to computation and sound results [53], in practice its 
use also involves excessive amounts of computational time. 
The most computationally efficient technique for dealing with turbulence is 
the Reynolds Averaged Navier-Stokes (RANS) equations [54], by which all 
scales of turbulence are modeled. Only mean flow quantities are sought after 
and this is accomplished by time averaging (or Reynolds averaging) the 
governing Navier-Stokes equation:  
u = u(x,t) = u(x)+ u '(x,t)
  
 (2.2) 
where u(x)  is the mean (time-averaged) component, u '(x,t)  is the fluctuating 
component and x = x,y,z( )  is the position vector. 
Solutions of the RANS equations are approximated using either the finite 
element methods (FEM) or finite volume methods (FVM), through 
discretizing the finite dimensional space. This provides an estimate of the 
momentum changes per unit volume of fluid from the sum of the forces that 
act on each incremental volume. Solvers that are available today perform 
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either steady state or transient analysis, for either compressible or 
incompressible fluids and for turbulent or laminar flows. 
There are several prominent turbulence models available and their 
performance is application dependent. A review of the application of many 
different turbulence models for flow around single and multiple obstacles can 
be found in [55] and comparisons can be found in [56]. For most 
environmental flows in and around streets and buildings, the k-ε models, such 
as the standard, realizable and RNG, are preferred since they are proven to be 
more stable [57]. These models include two transport equations used to 
represent the turbulent kinetic energy, k, and the turbulent dissipation, ε. 
Studies around a few buildings are amenable to CFD, although the CFD 
simulation is in practice complex. Several researchers have provided 
recommendations on the use of CFD for predicting the wind environment 
around buildings [58, 59] and for using appropriate boundary conditions [60-
62], while concerns have been raised about the impact of the roughness 
representation on the accuracy of simulation predictions [63].  
The benefits of CFD simulations are that they provide detailed information on 
wind flow and allow treatment of a wide range of complicated geometrical 
arrangements, which otherwise would be difficult to study [7]. In spite of 
providing reasonable predictions, the accuracy of CFD is not superior to 
laboratory and field measurements and it is subject to precision, computational 
storage and execution-time challenges [8]. As advocated by Schatzmann and 
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Leitl, there is a high degree of uncertainty associated with modeling and 
measurements and this should be taken into account [10]. 
Tamura [64] and Schatzmann et al. [57] suggested that measurements, both 
laboratory and field, should be used in a complementary manner to ensure that 
simulation results are sound, even when using modeling methods of high 
predictability, such as the large eddy simulation (LES) [64]. However, certain 
physical phenomena, such as buoyancy-driven natural ventilation, cannot be 
fully represented at reduced-scale laboratory experiments [7]. For this type of 
wind engineering problems, field measurements are essential for evaluating 
CFD simulation predictions [14]. Nevertheless, wind conditions vary 
considerably with space and time, and so the location of the sensors, their 
type, and the duration of the measurements can significantly affect measured 
values [65], whereas a limited number of possible measurement locations 
remains a challenge [14]. 
2.1.3. Summary and research gaps 
This review revealed that uncertainties in both CFD simulations and 
measurements are large and should be accounted for when interpreting results. 
However, it has been reported that the impact of these uncertainties on wind 
predictions around buildings is unclear and no methodology has been 
proposed to evaluate the sensitivity of wind predictions on parameter-value 
uncertainty.  
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In addition, field measurements have been rare compared to laboratory 
measurements, although certain physical phenomena cannot be fully 
represented in reduced-scale laboratory experiments, such as buoyancy driven 
ventilation. Moreover, field measurements are essential for ensuring the 
soundness of wind predictions—especially, in studies involving high-rise 
buildings.  
Finally, wind flow properties vary considerably with space and time, and it 
has been advocated that the location of the sensors, their type, and the duration 
of the measurements may affect measured values. Nevertheless, the review 
revealed that no study has evaluated the impact of sensor locations on 




2.2. Inverse modeling for prediction 
This section includes a review of approaches for inverse modeling and 
prediction to reduce parameter uncertainty and estimate their impact on 
predictions. These approaches have been successfully applied to infrastructure 
diagnosis and their applicability to wind studies around buildings is unknown. 
In a dynamic system, inverse modeling is concerned with inferring values of 
model parameters that are uncertain. The inference is performed through 
selecting parameter values that provide the best agreement between the output 
of known or assumed models and measurement data. In contrast, forward (or 
traditional) modeling consists of selecting or creating models that simulate and 
predict the behavior of a dynamic system. During forward modeling the model 
type and the model parameters are selected and relationships between them are 
defined. A graphical illustration of the forward and inverse modeling is shown 
in Figure 2.3. 
 
Figure 2.3 Graphical illustration of the forward and inverse modeling. 
Both modeling techniques have been employed across many fields in system 
identification, where the objective has been to build models that describe the 
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behavior of a physical system based on measurement data [66]. In studies of 
the wind environment around buildings, forward modeling involves the 
creation or selection of CFD models used to predict wind conditions. Inverse 
modeling on the other hand employs measurement data in order to infer the 
parameter values of CFD models that are uncertain, which can then be used to 
make predictions. 
In wind studies, it is important to understand the internal processes and 
boundaries of a system and therefore inverse modeling requires the knowledge 
of the forward model that is capable of predicting the measurement data. In 
Section 2.1, it is shown that much of the previous research has focused on 
forward modeling and more specifically on building and assessing CFD 
models, as well as creating guidelines on their use. On the contrary, little work 
has been carried out on inverse modeling, even though many researchers have 
reported uncertainties related to model parameters and wind predictions 
(summarized in the research gaps in §2.1.3). 
The following review on inverse modeling is divided into four parts: 
experimental design methods used for prediction (§2.2.1), sensitivity analysis 
techniques are employed to evaluate and reduce uncertainty of model 
parameters (§2.2.2) and finally the types of inference that can be made about 
model parameters using measurements (§2.2.3), as well as the inference 
approaches, with particular focus on a model falsification approach (§2.2.4). 
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2.2.1. Experimental design methods  
Experimental design methods are employed during modeling in order to 
organize an experiment. Their aim is to ensure that the modeling data 
generated represent the relationships between the input parameters and output 
variables in the most efficient manner. This is particularly important in 
situations where modeling uncertainty is large, such as in wind studies around 
buildings (§2.1). 
The principle behind experimental design is to study modeling uncertainty 
through exploring possible values of model parameters that are uncertain. In 
factorial experiments, combinations of possible values (called levels) of 
parameters (called factors) are used to run simulations to obtain possible 
values of predictions. 
There are two main types of factorial experiments, the full factorial and the 
fractional factorial. In full-factorial experiments, simulations are run using all 
possible combinations of parameter values and are limited by available 
computational power and number of parameters. Nevertheless, they are 
considered essential in assessing simulation predictions [67].  
Fractional-factorial experiments employ a fraction of the simulation runs. 
Their advantage is that they estimate the expected model response without 
execution of thousands of simulations. Typically, fractional factorial 
experiments are refined using a quadratic (also known as response-surface) 
design to build a quadratic response-surface model for the predictions.  
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The two classical quadratic designs in the response surface methodology are 
the Central-Composite Design (CCD) and the Box-Behnken design [68, 69]. 
A CCD contains an embedded fractional-factorial design and an additional set 
of center-point values that are used in the simulation runs in order to estimate 
the form of the response surface. These points are taken at a distance ±d  
from the center of the model space with d >1 . The value of d  depends on 
the properties of the design and the number of model parameters. In contrast, a 
Box-Behnken design does not contain an embedded fractional-factorial design 
and simulation runs are performed with midpoint-values selected at the edges 
of the model space and at the center. 
Figure 2.4 illustrates the selected points in the model space using a CCD 
design and Box-Behnken design when simulations are run with three model 
parameters. The Box-Behnken design is more efficient than CCD, since it 
provides similar results using less simulation runs [70, 71], however it predicts 
poorly at the extreme points of a design [72]. These points represent extreme 
parameter values and thus such designs should not be applied in cases where 
these points are significant, for instance when variation of parameter values is 
large. 
Understanding of the relationships between the model input parameters and 
simulation predictions is increased with experimental design methods, yet the 
design procedure fails to provide information on the parameter uncertainty and 
its influence on predictions. The following section provides a review on 
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complementary tools used for sensitivity analysis of simulation predictions to 
parameter uncertainty and for parameter selection. 
 
Figure 2.4 Illustration of the CCD and box-Behnken designs for three model 
parameters. 
2.2.2. Sensitivity to parameter uncertainty 
Sensitivity analysis (SA) is an efficient way to evaluate the effect of modeling 
uncertainty by determining the impact that the variation of parameter values 
has on simulation predictions. A complementary process to sensitivity analysis 
is uncertainty quantification, which aims to identify the potential sources of 
errors and quantify them. Modeling errors are quantified through calculating 
the difference between a predicted value and the theoretical true value: 
 f θ( ) + εmod = ! = y + εmeas   (2.3) 
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where f ()  is the mathematical model-class, θ  are the values of the model 
parameters, εmod and εmeas  are the modeling and measurement errors, y  are 
the measured values and  !  are the theoretical true values.  
In practice it is often either costly or impossible to use the entire target 
population of measurements. Therefore, smaller samples are drawn from the 
population and the estimated error values are the residuals, 
emod = f θ( )− f θ *( )  and emeas = y − y* . Thus, Equation (2.3) is written as:   
 
f θ *( ) + emod = ! = y* + emeas   (2.4) 
which is simplified to: 
 
f θ *( ) + emod = ! = y* + emeas    (2.5) 
where θ *  is the value of the estimated model parameters, emod  and emeas  are 
the residuals in modeling and measurement and y* are the sample measurement 
data. 
Errors of such sources are usually both random and systematic. Random 
modeling errors are statistical fluctuations resulting from the inability to 
reproduce predicted values when repeating a simulation. Systematic modeling 
errors are reproducible inaccuracies—biases—that persist throughout the 
experiment. Random errors differentiate from systematic errors, since they can 
be detected and reduced by averaging predictions obtained by repeated 
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simulations. In contrast, systematic errors are difficult to detect, since they 
push simulation predictions towards a bias and away from a mean value. As 
revealed by previous research (§2.1) modeling errors are prominent in wind 
studies around buildings and they typically involve systematic errors. 
However, challenges exist in quantifying this type of error as their values and 
their interdependencies are difficult to estimate. 
Some of these challenges can be met during sensitivity analysis by evaluating 
the sensitivity of predictions to parameter uncertainty. During this task, 
parameter selection methods are employed to identify model parameters 
whose variation has the highest impact on simulation predictions. These 
parameters are identified as the cause of significant uncertainty in the 
predictions and should be therefore selected during modeling. A detailed 
review of parameter selection methods can be found in [73], where it is stated 
that among the parameter selection methods, filter-based methods are typically 
faster, provide a generic selection of parameters not tuned for a given learning 
machine and can be used to reduce the number of parameters, while 
overcoming over-fitting—particularly when the interest is to evaluate 
parameters individually and independently. Filter-based methods employ 
correlation criteria to rank parameters according to their relevance to 
simulation predictions. One such criterion is the Spearman’s rank correlation 
coefficient, ρ : 




* −θ *( ) yi* − y*( )i∑
θi
* −θ *( )2 yi* − y*( )2i∑
 (2.6) 
where θi
* , yi*  are the ranks of the input parameters θ  and output variables y , 
with means values θ * , y*  and i ∈ 1,..,n{ }  is the sample size. 
The Spearman’s rank correlation coefficient is similar to Pearson’s correlation 
coefficient, but instead of the “raw” values it uses the ranks of the parameters 
and output variables. For example, if parameter is the marks for a maths exam 
and there are 10 marks varying from 0 to 100, the highest score is rank “1” 
and the lowest is rank “10”.Therefore, it detects monotonic dependencies 
between parameters and predictions, whereas Pearson’s coefficient is more 
restrictive and can only detect linear dependencies. A Spearman’s coefficient 
of +1 or −1 occurs when the function of each of the input parameters is a 
perfect monotone of the output variables.  
The significance of the correlation is evaluated with appropriate statistical 
tests, depending on the correlation coefficient. The Z test can be used to test 
the hypothesis of significance in correlation. For large samples (n > 30)  the 
approximation is as follows [74]:  
 Z = ρ n −1 ∼ N 0,1( )  (2.7) 
While parameter selection helps rank parameters according to the sensitivity 
of simulation predictions to uncertainty, no information is provided related to 
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estimation of values of model parameters using measurements. The types of 
parameter value estimates that can be inferred from measurement data, as well 
as the inference approaches proposed to date are reviewed in the sections 
below. 
2.2.3. Inference of parameter-value estimates  
In the beginning of Section 2.2, it was described that the objective in inverse 
modeling is to infer estimates of values of model parameters. Such inferences 
are obtained from a sample of measurement data that describes a population 
characteristic. Three basic types of inferences are point estimates, hypothesis 
testing and confidence intervals.  
Point estimates  
Point estimates are estimates of a single value of a population parameter from 
a sample of measurement data, which are considered as “best estimates”.   
Hypothesis testing 
In hypothesis testing, a guess-estimate of a parameter value of a population is 
tested against an alternative value, using a sample statistic. The initial guess 
corresponds to simulation predictions and formulates the null hypothesis H0, 
which is compared against an alternative H1, which corresponds to 
measurement data. The H0 is rejected if the sample statistic of simulation 
INVERSE MODELING FOR PREDICTION 
 31 
predictions exceeds certain critical values. The choice of a statistical test 
depends on the scale of the statistic, the number of samples and the number of 
times the hypothesis test is repeated. A review on the choice of statistical tests 
can be found in [74]. 
Confidence interval estimation 
Confidence intervals are related to hypothesis testing, since measurement data 
are used to determine a range of parameter estimates through comparing an 
initial estimate, H0, against an alternative, H1, obtained from measurement 
data. They were originally formulated in the “Neyman-Pearson lemma” [75] 
according to which H0 is rejected if the initial estimate falls within a critical 
region, known as confidence interval, ϕ . The significance level, α , where 
α = 1−ϕ , represents the probability of falsely rejecting the H0, when in fact it 
is true. This is defined as the Type I error and is illustrated in Figure 2.5. It is 
possible to reduce the Type I error by choosing the corresponding shaded 
region to be very small. However, this will increase the probability of 
committing a Type II error, which is to falsely accept the H0, when the H1 is in 
fact true. The Type II error is often denoted as β . 
According to Neyman-Pearson’s theory, this uneasy balance can be dealt by 
fixing α to a preset value, such as 5%, and then trying to reduce β , which will 
increase the test power1− β . This approach leads to reducing the standard 
deviation of the right curve shown in Figure 2.5, which will result in a reduced 
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β . There are two ways to reduce the standard deviation: increase the 
homogeneity of the measurement sample or increase its size. Both 
homogeneity and size are increased when multiple measurements are 
performed, which requires multiple-hypothesis testing.  
 
Figure 2.5 Illustration of the Type I and type II errors. 
A complication arises when confidence intervals result from multiple 
hypothesis testing. If N independent tests are performed, the probability of 
committing a Type I error increases according to α = 1−ϕ N . For instance, 
when testing the same hypothesis, H0, 10 times with a fixed ϕ = 0.95 , there is 
a 40% chance of falsely rejecting H0. This problem is known as the inflation 
of the alpha level [76]. Two of the approaches proposed to date to counteract 
this affect are the Bonferonni and the Šidák corrections (Equation (2.8)). 
Between them, the Bonferonni correction is more conservative, whereas the 
Šidák has been successfully applied in the field of infrastructure diagnosis 
[21]. 
 α ' = 1− (1− a)
1/N!
Šidák
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In conclusion, all three types of inferences described in this section can be 
applied to any problem. The difference is that point estimates provide a single 
value for the model parameters, confidence intervals give a range of parameter 
values and hypothesis testing involves comparisons between parameter and 
measurement values. Often, confidence intervals are preferred as they give 
more information, than simply one value—as in point estimation—, or a yes 
or no answer—as provided by hypothesis testing. Confidence intervals give 
not only an answer, but also a range of possible values of model parameters, 
which is easier to understand and explain to decision makers [77]. 
Nevertheless, no matter the type of inference used, selecting the appropriate 
inference approach for assessing predictions based on measurements is 
important. In the following section, the main inference approaches proposed to 
date are discussed, with focus on a model falsification approach. 
2.2.4. Inference approaches for prediction 
So far, the common aim of the inference approaches employed in wind studies 
has been to validate and verify CFD models. An extensive review on methods 
used for model validation and verification can be found in [78-80]. Assessing 
simulation predictions based on measurement data of dynamic systems, such 
as wind around buildings, is a difficult task. The reason is that wind modeling 
involves studying open systems where complex physical processes prevail and 
this results in a high degree of uncertainty associated with parameter values 
and the resulting inferences (§2.1).  
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Bayesian inference is an approach used to infer parameter values of dynamic 
models [81, 82]. The approach assumes prior probabilities P θi( )  for the 
estimates θi  of the parameter values and calculates the posterior probabilities 
P θi | y( )  defined by the Bayes’ theorem as: 
P θi | y( ) =
P y |θi( )P θi( )
P y( )    (2.9) 
where y  are the data observations and P y |θi( ) is the likelihood function for θ!, given the observations, with i ∈ 1,..,n{ }  is the number of parameters.  
A “reverse” point of view is model falsification, a concept formalized by 
Popper in 1968 [83]. Popper claimed that theories or models should not be 
validated but falsified and argued that data should be used along with a set of 
criteria to falsify models. Consequently, model falsification is the reverse of 
Bayes’ approach, where measurement data are used to update the probable 
values of model parameters.  
Recently, Goulet, et al. [84] proposed an error-domain model falsification 
methodology for infrastructure diagnosis. The methodology used threshold 
bounds that were defined for a target reliability of identification (Equation 
(2.10)) in order to falsify model instances based on measurements and obtain 
candidate models. The term model instance refers to a computational model in 
which input parameters are assigned a definite combination of values and the 
corresponding values of output variables are predicted using simulation. The 
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core of the methodology is the multiple-model approach introduced by 
Raphael and Smith [85] that is used to account for the uncertainty involved in 
parameter values.   
P ∩i=1nm Tlow,i ≤Uc,i ≤ Thigh,i( ) ≥ϕ  (2.10) 
where Uc,i  is obtained from by subtracting the modeling Umod ,i  and 
measurement Umeas,i uncertainty, Tlow,i and Thigh,i  are the computed threshold 
bounds equal to the minimum and maximum values of the combined modeling 
and measurement residuals, with nm  the number of measurements used.  
Between the two inference approaches, error-domain model falsification 
derives inferences according to their performance on repeated sampling, 
whereas Bayesian inference does not require repeated sampling and uses 
subjective probabilities to derive inferences. Recent work has demonstrated 
that error-domain model falsification is more robust in the presence of 
unknown systematic errors, since Bayesian inference requires the specification 
of the error values, as well as their interdependencies [11]. This is an 
important advantage of the model falsification approach, since systematic and 
correlated modeling errors exist in wind studies and their exact values, as well 




2.2.5. Summary  
This section discussed common approaches for inverse modeling that have 
been successfully used in infrastructure diagnosis to deal with parameter 
uncertainty and that could be applicable in wind studies around buildings. 
During inverse modeling, experimental design methods can be employed to 
increase understanding of the relationships between model parameters and 
simulation predictions. Among them, Central-Composite Designs (CCDs) 
predict better at extreme points of the model space, where parameter 
uncertainty is large, without compromising predictions.  
However, quantifying modeling uncertainty imposes challenges, since both 
their values and interdependencies are difficult to estimate. Sensitivity 
analysis can therefore be used to obtain information on the parameter 
uncertainty and assess their influence on predictions. In addition, filter-based 
parameter selection using Spearman’s rank coefficient can be employed to 
rank parameters according to their monotonic correlation to simulation 
predictions and therefore select those that are the greatest sources of 
uncertainty. Comparing to other parameter selection methods, filter-based 
methods are typically faster, provide a generic selection of a reduced number 
of independent parameters, while overcoming over-fitting.  
Finally, confidence intervals can be used to infer values of model parameters 
that are uncertain based on measurement data. Confidence intervals are 
preferred against other inference types since they provide a range of possible 
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parameter values, rather than simply a single value. They also provide more 
than just a yes or no answer to the comparison of simulation predictions and 
measurements. Furthermore, model falsification is the most robust approach to 
derive objective inferences about parameter values from measurement data, 
when unknown systematic and correlated modeling errors exist, such as in 
wind studies around buildings. 
No matter what type of inference or inference approach is used during inverse 
modeling, measurement data affect inference and are necessary for ensuring 
simulation predictions are sound. The following section covers strategies 
related to sensor placement for field measurement that have been previously 




2.3. Sensor placement in field measurement 
In wind studies, field measurements are performed to collect quantitative 
information about physical variables and to enhance knowledge. They also 
provide a clearer understanding of the underlying processes, which otherwise 
could only be estimated using modeling and simulation. Although 
measurements are essential for assessing simulation predictions, in order to be 
useful they need to be accurate and precise. Collecting incorrect measurements 
leads to misleading conclusions related to the state of the system under study. 
The term accuracy in measurements is linked to how close the measurements 
are to the theoretically true value. Precision is an indication of consistency in 
measurements. Therefore, obtaining precise measurements does not imply that 
they are accurate, and vice versa. A schematic representation of the 
differences of these characteristics in measurements is illustrated in Figure 
2.6.  
 
Figure 2.6 Schematic representation of precision and accuracy in field measurements. 
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These characteristics influence the degree of uncertainty involved in 
measurements and therefore several standards have been published for quality 
assurance and assessment of measurement data, as well as for evaluating 
uncertainty [86-91]. In the majority of situations, measurements are designed 
to correct for errors introduced in the data, for instance with calibration and 
repeated measurements. Nonetheless, measurement activities involve more 
than minimizing errors. Sensor types must be selected, sensor specifications 
need to be formulated, measurement locations have to be identified, and 
finally, several sensor configurations and selection criteria should be evaluated 
to minimize the resources needed.  
The following section (2.3.1) describes common sources of measurement 
uncertainty and the error types associated with measurements and sensor 
characteristics. Sections 2.3.2 and 2.3.3 review sensor placement strategies 
that have been employed during wind studies and infrastructure diagnosis to 
identify optimal locations to measure. The last section discusses MCDM 
approaches for optimal sensor configuration. 
2.3.1. Measurement uncertainty 
Quantifying uncertainty in field measurement may be challenging, although, 
unlike in modeling, some information is provided by the manufacture of the 
measurement equipment. This information is related to measurement 
uncertainty and will impact the quality of the data to be evaluated.  
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There are two principal sources of measurement uncertainty related to sensor 
characteristics: the measurement device and the environment. As mentioned in 
Section 2.2.2, errors of such sources can be classified into systematic (bias) 
and random. Systematic measurement errors involve calibration errors, 
synthetic errors, errors caused by defective equipment and by resolution 
limitations. Random errors are caused by disturbances in the equipment, 
fluctuating experimental conditions and insufficient measurement sensitivity. 
Usually, random errors are estimated by comparing multiple measurements 
and reduced by averaging. Systematic errors on the other hand, cannot be 
estimated in this way, since they bias measurement data (Figure 2.7).  
 
Figure 2.7 Systematic and random errors in measurements. 
When no correlations exist between these two errors, a combined 
measurement uncertainty can be expressed in a root-mean square sense [90]: 
Uc = Us2 +Ur2   (2.11) 
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where Uc  is the combined uncertainty due to systematic Us  and random Ur  
errors.   
The sensor manufacturers give information about these types of errors, with 
detailed description on the sensor performance characteristics. These usually 
include (Figure 2.8) [89, 92]:  
1. Accuracy: the difference between the measured and theoretical true 
value, usually specified by a maximum error. 
2. Precision: the difference between the instruments’ readings under repeat 
measures of the same quantity. 
3. Resolution: the smallest incremental change in the measured value that 
can be identified by the instrument. 
4. Span, deadband, threshold: span is the difference between the lower 
detection limit and the upper detection limit, deadband is the lower 
detection limit, that is the input signal at which non-zero value occurs, 
and threshold is the upper detection limit –the maximum output signal of 
the instrument. 
Nevertheless, measurement uncertainty is related not only to sensor 
characteristics, but also to the sensor locations, the sensor configurations and 
the criteria involved in sensor placement. Sections 2.3.2 and 2.3.3 provide a 
review of related work on sensor placement for wind studies around buildings, 




Figure 2.8 Common performance characteristics of measurement devices. 
2.3.2. Sensor placement in wind studies 
Field measurements are important in wind studies around buildings and this 
has been established in Section 2.1. Nevertheless, sensor placement for field 
measurements still remains a challenge [14]. Earlier reports on methods to 
obtain representative data suggests that, unless interested in topographic-
generated climate patterns, locations subject to local and mesoscale effects 
should be avoided [93]. Wind over buildings creates strong perturbations in 
speed and direction, as revealed in earlier review (§2.1), which are unlike 
those at the same elevation both away from the building and at ground level 
(Figure 2.2). Furthermore, areas outside the canopy and on rooftops are 
subject to microclimates that can lead to erroneous results. Construction 
materials of roofs are thermally extreme, waterproof and designed to shed 
water. These lead to sharp gradients of air temperature and dry conditions, due 
to openness in solar radiation and wind. As advocated, unless interested in 
studying incoming radiation, roofs are poor locations for measuring air 
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temperature, humidity, wind and precipitation [93]. Target measurement areas 
are of reasonably homogeneous built environment and sensors should be 
placed at screen- or high-level.  
So far sensors have been placed mostly outside the urban canopy (Figure 2.1) 
or on building rooftops, based on educated guesses, intuitive judgment and 
common sense. Some researchers have investigated optimal sensor 
configurations and the information obtained from measurement data. The 
objectives of these studies were either to reduce detection time and 
consumption of hazardous air pollutants [94], or to reconstruct a close 
approximation of the flow field [95] with a minimum number of locations. 
Other studies proposed strategies for optimal sensor placement based on 
probabilistic models, called Gaussian Processes (GPs), that were used to 
predict indoor and outdoor environmental variables, such as temperature, 
humidity, precipitation and soil moisture, at unmeasured locations [96-99]. 
These strategies are data-driven and require prior knowledge of data 
distributions and spatial correlations that is obtained from a denser pre-
deployment of sensors. However, as discussed in Section 2.1.1, pre-deploying 
a large number of wind sensors for outdoor monitoring is costly and time-
intensive. 
Recent work by Du et al. [16] proposed a strategy using a mixture GP model 
that was based on historical measured data and trained with CFD simulation 
predictions to characterize spatial correlations. The objective of their work 
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was to use data from a limited number of sensors to predict the entire wind 
field over an urban reservoir. Although Du et al. used the concept of 
maximum entropy for sensor selection, in a similar way to an earlier study 
carried out in Singapore [17], modeling and measurement data were assumed 
to be free of errors. Furthermore, sensor placement was performed iteratively 
and not within the urban canopy, while the possibility of selecting sensors 
with similar information content has not been considered. 
None of the earlier wind studies around buildings have presented a rational 
and systematic methodology for sensor placement that includes modeling and 
measurement uncertainties and is used to identify aspects, such as location, 
type and number of sensors, prior to actual measurement. These aspects 
provide important information in order to improve simulation predictions and 
their performance on reducing parameter uncertainty in modeling should be 
evaluated. 
2.3.3. Sensor placement in infrastructure diagnosis 
Compared with studies of the wind environment around buildings, systematic 
sensor placement has been often applied in infrastructure diagnosis. Since 
there is a tendency to over-instrument [100], many authors have developed 
sensor placement methodologies based on model predictions, to identify 
optimal sensor locations needed for identification and diagnosis of structures. 
In the majority of the studies, sensor locations were selected sequentially, by 
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employing either forward or backward sensor placement algorithms. 
Compared with global search algorithms, sequential algorithms have an 
advantage in computational cost [19]. However, this is at the expense of 
disregarding common information between sensor locations, since this would 
require evaluating all combinations of intervals of potential sensor locations. 
All of these studies have employed a sequential sensor placement strategy to 
identify sensor locations prior to field measurement, since they achieve high 
levels of accuracy with low computational cost compared with global search 
strategies [101] and genetic algorithms [19]. However, entropy calculations 
based on sequential strategies, disregard completely—as in [19]—or partly—
as in [18]—the mutual information between sensor locations, in order to avoid 
exponential growth in computational cost. On the contrary, Goulet and Smith 
[21] used simulated measurements to provide probabilistic estimates of the 
expected number of candidate models of sensor configurations, thus reducing 
the problem to polynomial complexity by avoiding costly calculations of 
entropy and mutual information.  
Apart from sensor placement algorithms, the criteria used for selecting optimal 
locations primarily focused on increasing information value to reduce 
parameter-value uncertainty. Entropy, from information theory (also known as 
information entropy or Shannon entropy) is a measure of information content 
and has been used in earlier studies as a criterion to select sensor 
configurations needed to improve model predictions; good location were 
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either locations of high entropy in values of predictions [18, 101], or locations 
that offered high entropy reduction [19]. Although these early studies used 
model predictions to identify optimal sensor locations, they did not explicitly 
incorporate modeling errors into the sensor placement process. 
Recent work by Goulet and Smith [21] proposed a sensor placement 
methodology that includes systematic error dependencies and their values. 
These error dependencies were described with correlation coefficients and 
quantified using qualitative reasoning formulation (low, moderate, and high), 
given that little information was available. Compared with previous work [18, 
19, 101], Goulet and Smith evaluated the usefulness of measuring through the 
capability to reduce the number of candidate models and not through 
maximizing the entropy of predictions. Related work by Papadimitriou and 
Lombaert [20] used an entropy-based sensor placement to also stress the effect 
of spatial correlation of prediction errors. In this work though, optimal 
locations were selected in terms of minimum entropy in probabilities of model 
parameter values. Their approach was based on Bayesian inference, which as 
discussed in 2.2.4, is difficult to apply to complex situations where information 
on parameter uncertainty is not available, such as when predicting the wind 
environment around buildings. 
In conclusion, typical criteria employed for sensor placement in infrastructure 
diagnosis involved information entropy, cost and identifiability, while some 
incorporated uncertainty correlations and values. Nonetheless, the 
SENSOR PLACEMENT IN FIELD MEASUREMENT 
 47 
performance of sensor configurations in reducing uncertainty of model 
predictions should be assessed by additional criteria. Studies have suggested 
that the robustness-to-uncertainty and “prediction-looseness”, which is the 
range of prediction-values, even though often conflicting, are important when 
evaluating simulation predictions [102]. Optimal sensor placement is a multi-
criteria problem and such MCDM approaches are reviewed in the following 
section.  
2.3.4. Multi-criteria decision making   
A multi-criteria problem is expressed as follows:  
max f1 a( ),... fk a( ) | a∈A{ }   (2.12) 
where A is the finite set of all possible solutions a1,...,an{ }  and 
f1 ⋅( ),... fk ⋅( ){ }  the set of evaluation criteria. Depending on the goal of the 
decision-problem, some of the criteria have to be maximized and some 
minimized.  The objective is to find the solution that best meets this goal.  
Multi-objective optimization, including Pareto optimization is an area of 
MCDM concerned with finding optimal decisions in problems that involve 
more than one, conflicting objectives. Often, there are many Pareto-optimal 
solutions for all objectives. These solutions are equivalent and superior to all 
other solutions. A solution is called Pareto optimal solution, if no other 
solution is better than it for at least one objective. While genetic algorithms 
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and simulating annealing are popular methods for generating Pareto optimal 
solutions, such direct search algorithms may give rise to computational costs 
[103]. Grierson [104] proposed that it is possible to identify a unique Pareto-
compromise solution that represents a tradeoff between all objectives, called 
the Pareto-Edgeworth-Grierson (PEG-square). However, the PEG approach is 
of interest when no criterion is preferred over others. 
The solution of a decision problem depends not only on the data, but also on 
the preferences of the decision-maker. Weighting MCDM approaches take in 
to account the prior preferences of the decision-maker and assign weights of 
relative importance to the evaluation criteria. These approaches can be 
employed to select not necessarily optimal solution as it is conventionally 
defined, but a good compromise solution depending on the preferences of the 
decision-maker in [105]. 
Among the most well-known weighting MCDM approaches is the preference 
ranking organization method for enrichment of evaluations (PROMETHEE). 
PROMETHEE belongs to the class of outranking methods, which were first 
developed by Brans [106]. In PROMETHEE, the decision-maker’s 
preferences are represented with preference functions, Pk , associated to each 
criterion and weights describing their relative importance. A multi-criterion 
preference degree is calculated by comparing all pairs of possible solutions for 
all the criteria: 
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π a,b( ) = Pk
k
∑ a,b( ) ⋅wk   (2.13) 
where π a,b( )  is the preference degree between the solutions and wk  is the 
weight of the criterion k . 
Another MCDM approach that includes decision-maker’s preferences is the 
Relaxed-Restricted Pareto3 algorithm (RR-Pareto3), an improved version of 
the algorithm RR-Pareto [107], which can be used to identify a good 
compromise solution between conflicting criteria. The algorithm works by 
first ordering the objectives according to their importance and then filtering is 
performed considering the sensitivity of each objective. This sensitivity is 
namely a threshold defining whether a difference in the objective functions is 
significant or not. All solutions that lie outside this threshold are eliminated 
and if no threshold is defined, all solutions are retained. The filtering 
continues by bisecting the objective axis, one at a time and ordering by 
importance, until a unique solution is found [108]. 
Overall, the advantage of weighting approaches against PEG-square is that 
they identify a Pareto-compromise solution in the presence of a decision-
maker’s preferences for the objectives, in terms of order of importance [109].  
2.3.5. Summary of research gaps 
The review on sensor placement methodologies for field measurement has 
revealed that the quality of measurement data is influenced not only by the 
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presence of systematic errors, but also by the sensor locations and 
configurations. However, sensor placement in wind studies has been typically 
carried out using rules of thumb and intuition. A few studies have employed 
statistical methods in an attempt to evaluate the information value of the 
measured data. However, no previous work has presented a systematic sensor 
placement methodology that includes modeling and measurement 
uncertainties and is used to identify configurations of sensors that reduce 
uncertainty of simulation predictions. 
In contrast to wind studies, methodologies have been developed for sensor 
placement in infrastructure diagnosis based on model predictions, in order to 
select optimal sensor locations needed for identification and diagnosis of 
structures. Many studies employed sequential sensor placement algorithms to 
reduce computational cost, at the expense of disregarding the possibility of 
selecting locations that provided similar information. In terms of sensor 
selection criteria, most research focused on information entropy, cost and 
identifiability, while some introduced uncertainty correlations and their 
values. Nonetheless, these selection criteria have never been compared for 
their performance in improving wind predictions.  
Finally, no previous studies of the performance of the sensor configurations in 
reducing uncertainty of simulation predictions have been assessed for criteria, 
such as robustness-to-uncertainty and prediction range. Furthermore, optimal 
sensor placement has not been treated as a multi-criteria problem. The 
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influence of these complementary and conflicting criteria on sensor 
configurations and accounting for the prior preferences of the decision-maker 




Research gaps identified throughout the review that support the originality of 
the objectives are as follows: 
1. CFD simulations are increasingly used to predict wind environment 
around buildings. Although it has been reported that modeling uncertainty 
is large, no methodology has been proposed to evaluate the sensitivity of 
wind predictions on parameter-value uncertainty. While, field 
measurements have been reported to be essential for evaluating the 
soundness of simulation predictions, existing data is rare compared with 
laboratory measurements and in most cases sensors have been placed 
based on subjective judgment. No systematic sensor placement 
methodology exists that accounts for modeling and measurement 
uncertainties and is used to identify sensor configurations that reduce 
uncertainty of simulation predictions. (Objective 1). Finally, full-scale case 
studies are often missing. (Objective 4) 
2. In contrast to wind studies, sensor placement methodologies have been 
developed for infrastructure diagnosis in order to select optimal sensor 
locations that reduce uncertainty of simulation predictions. Many previous 
studies preferred sequential sensor placement algorithms to reduce 
computational cost and therefore disregarded the possibility of selecting 
sensor locations that provided similar information. (Objective 2) 
CONCLUSIONS 
 53 
3. Most research in infrastructure diagnosis employed sensor selection 
criteria related to entropy, cost and identifiability, while some introduced 
uncertainty correlations and their values. No study has evaluated the 
performance of sensor configurations against criteria such as robustness-
to-uncertainty and prediction range. Moreover, a multi-criteria decision-
making approach allows including the influence of all above criteria for 




3 Overview of research 
design 
An overview of the research design is presented in this chapter. It consists of 
the scientific procedures followed in this thesis to achieve the research 
objectives described in the introductory chapter. Individual stages of the 
research design are schematically illustrated in Figure 3.1, including the 
positions of the objectives and references to relevant journal papers that have 
come out of this thesis. 
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Figure 3.1 Schematic of the research design stages including the positions of the 
objectives, as well as references to relevant journal papers that have come out of this 
thesis.  
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The stages involve a combination of CFD simulations and measurements for 
wind predictions around buildings and are as follows: 
1. Approaches for prediction, inverse modeling and systematic sensor 
placement in wind studies, as well as in other domains are reviewed. 
The identified gaps in literature have shaped the research questions and 
objectives of this thesis. These are addressed with the developments 
described in stages 3-6. 
2. A pilot study is performed in order to test the ideas proposed in 
literature in other domains on a full-scale yet simple geometric 
arrangement. Preliminary results of the study are used to develop the 
sensor placement methodology that accounts for gaps identified in 
literature and for the complexities of the application domain. Further 
adaptations and developments of the methodology contributed to the 
extension of the study to a full-scale case study (the BubbleZERO case 
study in stage 6). 
3. A methodology for systematic sensor placement is developed based on 
the premise that measurements are best used for falsifying model 
instances whose predictions are inconsistent with the data. The 
methodology involves adapting proposed strategies from literature to 
account for the unique characteristics of the application domain, 
namely, for predicting time-dependent wind speed and direction 
around buildings. A novel hierarchical sensor placement strategy is 
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developed to treat gaps found in previous research. Details of the 
development are provided in Chapter 4 and they have been published 
in [110, 111]. 
4. Metrics are developed to evaluate and compare the expected predictive 
performance of the sensor placement strategies. The objective is to 
demonstrate the usefulness of the methodology in improving 
simulation predictions at unmeasured locations. A detailed description 
on developed metrics is given in Chapter 5. 
5. Three full-scale case studies are selected for evaluation: the 
BubbleZERO, the CREATE Tower and Treelodge at Punggol. The 
building systems are of varying size and are used to test the sensor 
placement methodology and evaluate predictive performance metrics. 
The purpose of the BubbleZERO case study is to test and compare the 
sensor placement strategies for their performance in improving wind 
predictions. The CREATE Tower is a larger case study with 
dramatically different building geometry that is used to evaluate the 
scalability of the methodology.	   The final case study involves 
Treelodge at Punggol with the aim to demonstrate the applicability of 
the framework to large building systems, as well as test an MCDM 
approach for solving optimal sensor configuration problems. Detailed 
results are illustrated in Chapter 6. 
6. The evaluation is performed through applying the sensor placement 
strategies to the selected case studies and using the identified sensor 
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configurations to predict wind speed and direction at other, 
unmeasured locations near the buildings. Metrics are developed to 
estimate the expected predictive performance of sensor configurations 
using a combination of simulated and field measurements near the 
buildings under study. The evaluation stage is based on a model-
falsification approach for measurement-data interpretation, and not 
validation, since such an approach is the most robust in the presence of 
unknown systematic errors (as seen in §2.2.4). 
The next chapter describes the development of a systematic sensor placement 
methodology (stage 3). The methodology includes existing strategies adapted 
for wind studies around buildings, as well as a novel sensor placement strategy 
to account for the common information between sensor locations during 
sensor placement and avoid selecting redundant locations, without 
significantly increasing computational cost.  
  
  
4 Development of sensor 
placement methodology 
A methodology is developed to systematically place sensors prior to field 
measurement. The aim is to improve CFD-simulation predictions using 
measurement data based on the premise that measurements are best used for 
falsifying model instances whose predictions are inconsistent with the data. 
For each data point, model instances are falsified taking into account modeling 
and measurement uncertainties. The remaining model instances form the 
candidate model set for this data point. Candidate models are then used to 
predict wind speed and direction at locations where no measurements are 
taken. 
Methods for interpreting measurement data, including model-falsification 
strategies, influence the criteria that guide sensor placement. Such methods 
reflect objectives of measuring and of data usage and therefore, they are 
important inputs for sensor-placement decision making. Moreover, these 
methods are useful for assessing the performance of sensor configurations for 
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aspects such as in improving simulation predictions. This is discussed in more 
detail in Chapter 5. 
The methodological framework is illustrated in Figure 4.1 and builds upon the 
previously described stages of the research design. First, experimental design 
approaches are used to perform multiple CFD simulations and sensitivity 
analyses to study uncertainty of parameter values  (§4.1 and §4.2). Systematic 
sensor placement strategies are then developed and applied to simulation 
predictions (§4.4 and §4.5), accounting for both modeling and measurement 
uncertainties (§4.3). Sensor configurations are revealed and their performance 
is evaluated and compared, through measurements, for their ability to reduce 
uncertainty of wind predictions for the case under study (§ 4.6). More details 
on the individual stages of the systematic sensor placement methodology are 
provided in the following sections. 
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Figure 4.1 Methodological framework for systematic sensor placement for wind 
prediction around buildings.  
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4.1. Multiple-model CFD simulation 
As revealed by previous research (§2.1) modeling errors are prominent in 
wind studies around buildings. The common sources of modeling errors in 
CFD simulations are due to uncertainties found in: 
1. Mathematical models, such as those used to represent turbulence and 
wall-functions 
2. Numerical methods associated with discretization, convergence criteria 
and computer round-off 
3. Geometrical simplifications 
4. Model boundary conditions, such as atmospheric wind speed and 
direction and surface roughness. 
Errors related to the choice of mathematical models and geometric 
simplifications are typically systematic and their values and interdependencies 
are difficult to estimate. Approximate error estimates are available in the 
literature and are explicitly introduced in the sensor placement methodology 
together with measurement errors. This is discussed in more detail in Section 
4.3.  
The multiple-model approach proposed by Robert-Nicoud et al. [112] is 
adapted in this work for CFD simulations in order to deal with parameter-
value uncertainty. Multiple simulations are performed through varying values 
of parameters that are not precisely known, within plausible ranges defined by 
engineering judgment and recommendations in the literature. To manage 
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computational cost, simulation runs are performed with the Design 
Exploration tool using an Optimal Space-Filling design [113] with CCD 
sampling [114]. The selected output variables of the simulations are wind 
speed, referring to the magnitude of the horizontal component of the velocity 
vector, and horizontal direction, in degrees. A discrete population of wind-
speed and horizontal-direction predictions is obtained at potential sensor 
locations.  
In order to obtain more information on the influence of parameter uncertainty 
on simulation predictions, tools for sensitivity analysis and parameter 
selection are applied. These are provided in the following section. 
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4.2. Sensitivity analysis and parameter selection 
Sensitivity analysis and parameter selection are employed in order to assess 
the sensitivity of predictions to parameter uncertainty and select a reduced set 
of parameters from the initial set, whose uncertainty has the highest impact on 
wind predictions.  
Simulations are performed varying values of these parameters within plausible 
ranges defined by engineering judgment and recommendations from the 
literature, while the remaining parameters are set to constant values. The 
reduced number of parameters allows a simple-grid sampling through 
selecting values uniformly within the ranges. Multiple, steady-state CFD 
simulations are performed using all combinations, , of values of parameters 
and discrete populations of wind predictions, , are obtained at potential 
sensor locations, , where  is the number of locations that are 
fixed. A specific combination of input values of parameters, and the 
corresponding wind predictions at all potential locations, is one model 
instance, . The generated discrete population of model instances is called 
the initial model set, . 
Figure 4.2 illustrates an example of 50 model instances using a parallel axis 
plot, which is a common way of visualizing high-dimensional data. Each line 
on the plot represents one model instance that consists of the normalized input 
and output values of one simulation. The example shows the parameter-value 
k
yk , j
j ∈ 1,...,ns{ } ns
m
M
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variations of three uncertain parameters and the corresponding simulation 
predictions at three potential sensor locations.  
 
Figure 4.2 Illustrative example of 50 model instances using a parallel axis plot of 3 
uncertain parameters in simulations and corresponding predictions at 3 potential 
sensor locations.  
Sensor placement is performed prior to field measurements, based on the 
generated initial-model-set which includes modeling errors. The following 
section describes the proposed procedure in order to explicitly introduce 
modeling and measurement errors in the sensor placement methodology.
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4.3. Introduction of errors  
The sensor placement methodology includes sensor placement algorithms and 
selection criteria that are evaluated in order to reveal optimal sensor 
configurations, prior to field measurements, using the initial model set. Since 
sensor placement is based on simulation predictions, which include modeling 
errors, the influence of both modeling and measurement errors is taken into 
account.  
Modeling and measurement errors are explicitly introduced during sensor 
placement, by building a histogram of simulation predictions at potential 
sensor locations, . The width of the histogram intervals is 
computed such that the frequency count in each interval is the number of 
model instances whose predictions fall within the error threshold if the 
measured value is at the midpoint of the interval. This is done by dividing the 
maximum range of predicted values,  of an 
output variable  into intervals  (  the maximum number of 
intervals at the  location) of width , equal to the sum of measurement 
 and modeling errors  (Figure 4.3). The intervals create subsets of 
simulation predictions, where each subset represents predictions that, given a 
potential measurement, will not be possible to separate further. These subsets 
are then used to compute probabilities and entropy that comprise the sensor 
selection criteria (§4.5.2).  
j ∈ 1,..,ns{ }
max yj ,max − yj ,min( ) : j = 1,...,ns{ }
yj i ∈ 1,..,NI{ } NI
j th Wj
emeas emod
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Figure 4.3 Constructing histogram intervals of simulation predictions at potential 
sensor locations using modeling and measurement errors.  
The sensor selection criteria depend on how measurement data is interpreted, 
and therefore optimal sensor locations are selected in order to either reduce the 
number of candidate models or to maximize the entropy of simulation 
predictions. Sensor locations are selected sequentially and two placement 
strategies are evaluated: addition from an initial state of no sensors and 
removal of sensors from an initial state of sensors at all locations (§4.4.1). 
Section 4.4 describes in detail the sensor placement strategies that are adapted 
from available literature for wind predictions around buildings. 
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4.4. Sequential strategies  
Sequential algorithms for sensor placement are coded in MATLAB 8.1 and 
include the forward, the forward-max (adapted from [18, 19]) and the 
backward (adapted from [115]) algorithm. The forward and the forward-max 
algorithms sequentially add sensor locations to the configuration from an 
initial condition of no sensors. The backward algorithm sequentially removes 
sensor locations from an initial configuration of sensors at all potential 
locations. The selection of sensor locations is carried out using either of two 
criteria: entropy and subset size (adapted from [19, 101]). 
4.4.1. Sequential sensor placement algorithms 
The individual stages of the sequential sensor placement (SSP) algorithms are 
illustrated in Figure 4.4. The first step is to choose the sensor placement 
algorithm and the criterion to be evaluated. Then, the range of predicted 
values at the  location is divided into equal intervals  of width . 
The width  depends on estimates of measurement  and 
modeling errors  (§4.3).  
j th (Iw,i ) j W





Figure 4.4 Flowchart of sensor placement strategies with sequential addition (forward 
and forward-max) and removal (backward) of sensors from a configuration of 
potential sensor locations. 
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Next, for each potential sensor location 𝑗, all model instances from the initial 
model set 𝑀, are distributed into subsets according to the interval bounds 𝐼!,! ! , satisfying the condition that ∀𝑖 ∈ 1,… ,𝑁!   𝑎𝑛𝑑  ∀𝑚!,! ∈ 𝑀 ∶𝐼!,! !   ≤ 𝑚!,! ≤    𝐼!,!!! !, where  is the maximum number of intervals at 
the  location. That is, model instances  that predict values within an 
interval belong to the same subset. Model instances are grouped into subsets 
based on modeling and measurement errors, and therefore may not be further 
discriminated using the current sensor configuration. Histograms of model 
instances are then created at each location  and are used to estimate the 
chosen criterion, entropy or subset size. 
4.4.2. Sensor selection criteria 
The subset-size criterion is a direct measure of the number of model instances 
in a subset. It estimates the maximum number of candidate models that is 
expected, which corresponds to the largest number of model instances within a 
subset, among all subsets of the potential sensor locations. Entropy, on the 
other hand, is an indirect measure of disorder in predictions and is computed 
from the histograms of model instances at potential sensor locations. Sensor 
locations of uniform distribution of model instances have the highest entropy. 
This entropy criterion refers to information entropy, also known as Shannon 







H (yj ) = − Pi=1
NI∑ (yj ,i )log2 P(yj ,i )   (4.1) 
where  is the entropy of a random output variable  with units 
shannons of entropy (commonly referred to as bits), such as wind speed and 
horizontal direction, at a sensor location ,  is the probability of the 
 
interval of a variable’s distribution, with  and  is the maximum 
number of intervals at the  location. The entropy at each location  is 
computed through first counting the number of model instances  that fall 
within each interval and then calculating the probability of the interval as 
.  
According to the premise that measurements are best used for falsifying model 
instances, optimal sensor configurations should increase the number of model 
instances that are falsified and reduce the number of candidate models.  
For the forward algorithm, using the subset-size criterion, optimal sensor 
locations are sequentially selected to reduce the expected maximum number of 
candidate models—the subset-size—, therefore locations that provide the 
minimum subset-size are selected. For the entropy criterion, optimal locations 
are sequentially selected to maximize separation between model instances and 
increase those falsified, thus locations that provide maximum entropy in 
simulation predictions are selected. 
H (yj ) yj
j P(yj ,i ) ith
i ∈ 1,..,NI{ } NI
j th j
mi, j
P(yj ,i ) = mi, j /M
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The backward algorithm is the inverse of the forward algorithm and the least 
useful sensor locations are sequentially removed from a configuration of 
sensors at all potential locations. Consequently, locations are selected in order 
of maximum subset-size or minimum entropy. 
Both the forward and the backward algorithms are SSP algorithms and are 
therefore advantageous when compared with global search algorithms with 
regard to computational cost [19]. Yet, sensor selection is based on 
incremental entropy calculations and redundant sensor locations may be 
selected, since mutual information between sensors is disregarded. For 
example, the sensor location having the second highest value for entropy 
might provide the same information as the first sensor. In general, optimal 
sensor configuration is a combinatorial optimization problem: for N possible 
sensor locations, there are (2N -1) number of combinations. In order to select 
the best k locations among all combinations, the non-redundant information 
content of each combination need to be evaluated which is computationally 
inefficient. 
To reduce the number of combinations to be evaluated, the forward-max 
algorithm creates subsets of model instances that predict values within the 
same intervals of previously selected sensor locations. This is done as follows: 
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1. For each subset of model instances  of the 1st optimal location, 
(opt1), interval bounds  are recalculated at all potential sensor 
locations j. 
2. Each subset  is subdivided into smaller subsets of model 
instances at all locations j, so that  ∀𝑖 ∈ 1,… ,𝑁!   𝑎𝑛𝑑  ∀𝑚!,!"#! ∈ 𝑀 ∶𝐼!,! !   ≤ 𝑚!,!"#! ≤    𝐼!,!!! ! and histograms of model instances are 
created. For example, if there are 10 subsets of model instances  
that cannot be separated further using the 1st sensor location and 4 
potential sensor locations, then 4 histograms of model instances are 
created for each subset —one corresponding to each location (in 
total, 40 histograms). 
3. The sensor selection criterion (either entropy or subset-size) is 
evaluated for all histograms and for each subset  the location 
that scores the maximum value is stored (in the above example, 10 
values would be stored). 
4. Values for all subsets are then compared and the sensor location that 
scores the maximum value for the chosen criterion is added to the 
configuration as the 2nd optimal location (opt2). The corresponding 
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5. The subset  of the 1st optimal location is replaced with the 
smaller subsets according to the subdivisions that location (opt2) 
provides. 
6. Incremental sensor selection is repeated from step 1 until all locations 
are treated, or no model instances can be separated. 
Although the forward-max algorithm does not directly evaluate the mutual 
information between sensors, incremental sensor selection depends on the 
subset of model instances of the previously selected sensors that maximize the 
selection criterion. The advantage of this procedure is the linear complexity 
with respect to the number of model instances and the independence from the 
number of combinations of sensor locations. The maximum number of 
iterations required is equal to the number of possible subdivisions; the upper 
bound of this quantity is the maximum number of model instances of all 
subsets of the 1st optimal location. 
During sensor placement and following every update, all three algorithms 
store the maximum number of candidate models that is expected with the 
current optimal sensor configuration. In this work the performance of optimal 
sensor configurations is evaluated using a combination of simulated and field 
measurements. The evaluation procedure is described in the Section 4.6. 
 
mopt2,opt1
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4.5. A novel hierarchical strategy 
This section describes a strategy using a novel hierarchical sensor placement 
algorithm and a joint-entropy selection criterion. The algorithm is coded in 
MATLAB 8.1 and builds upon previous work on sensor placement (§4.4). 
The hierarchical algorithm accounts for the mutual information between 
sensor locations, when no measurement data available, without a significant 
increase in computational cost. It employs simulation predictions to identify 
optimal sensor configurations that satisfy the desired criterion, in this case 
maximum information content that corresponds to maximum joint-entropy. 
The premise is that optimal sensor configurations enhance model falsification 
approaches, such as [11, 116], and improve predictions. 
The sensor placement strategy is explained in the following sections, which 
include the hierarchical sensor placement algorithm (§4.5.1) and the joint-
entropy selection criterion (§4.5.2).  
4.5.1. Hierarchical sensor placement algorithm 
During sensor placement, locations are selected iteratively in order to 
maximize the entropy of the optimal sensor configuration, in a similar manner 
to the SSP algorithms described in Section 4.4.1. The important advantage 
however of employing a hierarchical algorithm is the use of an efficient data 
structure, which, unlike the sequential strategies, allows evaluating all 
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combinations of intervals of model instances between sensor locations (mutual 
information content), without a significant increase in computational cost.  
Model data is organized in a tree structure in which the initial model set 
(called initialModelSet in the algorithm description) is at the root and the 
branches contain subsets of model predictions (modelSubsets). Branches from 
a node in the tree represent division of the parent model set into smaller 
groups that can potentially be separated using measurements from the new 
sensor that is added to the configuration at each level in the tree. The number 
of model subsets that cannot be further separated with the sensor configuration 
at each stage (sensorOptimum) is stored for evaluating the performance of the 
configuration (more details can be found in Chapter 5).  
Figure 4.5 provides a schematic of the hierarchical algorithm developed in this 
thesis. At the top are the intervals of model predictions created from the initial 
model set using the first optimal sensor location. Each interval contains a 
subset of model instances that cannot be discriminated further with the current 
sensor, displayed in a different color. When the second optimal sensor is 
added to the configuration, the subset of each interval of the first sensor is 
further subdivided. The rectangular box in the middle of Figure 4.5 shows the 
intervals of model predictions for each subset at the optimal sensor 
configuration of two sensors. This process of subdividing model subsets is 
repeated to form a hierarchy of sensor configurations.  
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The benefit of this hierarchical organization is that the tree data structure that 
takes advantage of an O(constant) computational complexity with respect to 
the number of sensor locations and linear with respect to the number of model 
instances, which is equivalent to the number of simulations. At each stage of 
the hierarchical sensor placement, an optimal sensor location is added to the 
configuration sensorOptimum that subdivides the existing subsets of model 
instances into smaller subsets. The maximum number of subdivisions is 
restricted to the number of model instances within the subsets. The algorithm is 
described in pseudo-code in Table 5.1. 
 
Figure 4.5 Schematic of the hierarchical sensor placement algorithm. 
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Table 4.1 Pseudo-code of the hierarchical algorithm. 
1: Create a list locationList containing all potential locations. 
2: Create a set sensorOptimum to store all potential sensors. The set is empty 
to start with. 
3: Create a set modelSubsets to store subsets of models that cannot be 
separated using the current sensor configuration. To start with this set contains 
a single element, which is the initialModelSet. 
4: Add the first sensor location that corresponds to maximum entropy to 
sensorOptimum. 
5: Create a list of subsets of models that cannot be separated by the first sensor 
location and add these subsets to modelSubsets. Remove the initialModelSet 
from modelSubsets. 
6: Repeat while locationList is not empty  
    { 
7: Select a sensor location from locationList. Let it be currentLocation. 
8: Repeat for each set in modelSubsets 
            { 
9:     Divide and distribute models in the current set into intervals of the 
currentLocation. 
            } 
10: Calculate the entropy of the distribution of the currentLocation. 
      } 
11: Select the sensor location with maximum entropy. Add to sensorOptimum 
and remove from locationList. 
4.5.2. Joint-entropy selection criterion  
Evaluating the potential information obtained during sensor placement is 
clearly a major criterion for selecting sensor locations. It has been discussed in 
Section 4.4.2 that an entropy criterion can evaluate information obtained from 
potential sensor locations using Equation (4.1). However, during sensor 
placement more than one location is selected and added to the sensor 
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configuration. Sensor configurations with more than one sensor require 
evaluating the common information between a set of sensor locations to avoid 
selecting locations that are redundant. For instance, the second optimal sensor 
location with the highest entropy can contain substantially similar information 
with the first optimal location. Selecting this sensor location does not therefore 
improve the potential for information.  
Joint entropy is an entropy measure associated with a set of variables and is 
less than or equal to the sum of the individual entropies of the variables in the 
set. It can be used in sensor placement to evaluate the entropy of a sensor 
configuration (set of sensor locations), while assessing the mutual information 
of the locations. The joint entropy of two sensor locations j  and j +1( ) , is 
calculated by further dividing the model instances of each interval of location j  
into sub-intervals using the values of location j +1( ) , which results in a 
rectangular grid (Figure 4.6).  
When this process is repeated for more sensors, a multi-dimensional grid is 
obtained that corresponds to each combination of intervals. Then, the 
probability of each sub-interval is calculated by dividing the number of 
models in the sub-interval by the total number of model instances. The entropy 
between two sensor locations j and j +1( ) , and the relation to mutual 
information I(yj , j+1) , is defined as: 
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H (yj , j+1) = − Pi=1
NI∑ (yj ,i , yj+1,i )log2 P(yj ,i , yj+1,i )j=1
ns∑   (4.2) 
H (yj , j+1) = H (yj )+ H (yj+1)− I(yj , j+1)   (4.3) 
where i ∈ 1,...,NI{ }  with NI  the maximum number of intervals at the location 
j +1( )  and j ∈ 1,...,ns{ }  with ns  the number of potential sensor locations. 
 
Figure 4.6 Example of a two-dimensional regular grid created using the intervals of 
two sensor locations. 
In order to calculate joint entropy using Equations (4.2) and (4.3), the subsets 
of model instances among sensor locations must be evaluated. Since the aim of 
this work is to perform sensor placement prior to actual measurement, when no 
data are available, all combinations of subsets of model instances need to be 
evaluated among all potential sensor locations. However, using sequential 
strategies, such as those described in Section 4.4, with a multi-dimensional 
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regular grid to organize the subsets (Figure 4.6), when the number of sensors 
increases, computation cost increases exponentially. This is because 
probabilities have to be summed up over every combination of subsets 
corresponding to each sensor [117]. In contrast, using the hierarchical strategy 
presented in Section 4.5, when a new sensor is added to the optimal 
configuration, the subsets of model instances either remain the same or get 
further subdivided (Figure 4.5), causing the probability to be further 
subdivided. The hierarchical algorithm analyses how the initial model instances 
are distributed into subsets, which allows calculations of joint entropy of the 
sensor configurations, thereby avoiding computational complexity. 
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4.6. Evaluation with simulated and field measurements  
Each strategy described in the above sections may provide a different optimal 
configuration of sensor locations for the case under study. Moreover, the 
number of optimal locations increases with the number of iterations of the 
algorithms. The performance of the sensor configurations is evaluated based 
on the premise that measurements are best used for falsifying model instances 
whose predictions are inconsistent with the data. Therefore measurements at 
these sensor locations are needed. 
Since sensor selection is performed prior to measuring, field data at these 
sensor locations are not yet available. In addition, the performance of several 
sensor configurations needs to be evaluated and compared at the same time 
instant. This would require a costly pre-deployment of a large number of 
sensors. To deal with this issue, simulated measurements are generated at 
optimal locations. When field data from historical measurements are available 
at a few of these locations, these can be employed to create more realistic 
simulated measurements.  
The procedure for generating simulated measurements is illustrated in Figure 
4.7. Since all model instances (§4.2) represent possible wind condition, 
simulated measurements are generated choosing model instances at random 
from the initial model set. The model predictions are then combined with 
modeling and measurement uncertainties of random distribution using a 
Monte Carlo method. Thousands of initial values of simulated measurements 
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are generated at potential sensor locations and a random sample is extracted 
from the combined distribution (Figure 4.7, left). 
 
Figure 4.7 Generation of simulated measurements through combining simulation 
predictions and uncertainties with historically measured data. 
When historically measured data are available from field measurement at a 
few locations near the buildings under study, these are used to obtain more 
realistic values of simulated measurements (Figure 4.7, right). This is done by 
assuming that the sample distribution of simulated measurements at the 
historically measured locations (locations m1, m2 and m3, Figure 4.7) should 
follow the probability distribution of the data that have actually been 
collected. Therefore the set of random simulated measurements is sampled 
such that a similar probability distribution to the one measured is obtained at 
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optimal sensor locations. Corresponding values at all potential sensor 
locations are then picked from the random set of simulated measurements and 
a final, update set of simulated measurements is created. 
Each measurement of the final set of simulated measurements is regarded as 
an independent time-step and is used to falsify model instances simultaneously 
over all locations of the optimal sensor configuration. An independent 
candidate model set is obtained for each time instant and is used to update 
predictions at an unmeasured location, which has been randomly selected. The 
resulting prediction ranges is compared with the initially generated simulated 
measurements at the unmeasured location. 
In order for the identification to be successful, the optimal sensor 
configuration should improve the quality of predictions at the unmeasured 
locations: the prediction ranges should be narrowed and should contain the 
simulated measurements. Developments on metrics to estimate the expected 






This chapter introduces a new systematic sensor placement methodology for 
wind studies around buildings. The methodology is used to identify optimal 
sensor locations prior to field measurements, when limited information is 
available, based on CFD simulation predictions. Specific developments and 
adaptations are summarized below: 
1. A multiple-model approach is adapted for CFD simulations in order to 
deal with parameter-value uncertainty related to modeling 
simplifications and assumptions. Sensitivity analysis and correlation-
based parameter selection methods are used to assess the sensitivity of 
simulation predictions to parameter uncertainty and reducing the 
number of uncertain parameters. The influence of both modeling, as 
well as measurement, errors is taken into account through explicitly 
incorporating error values into the systematic sensor placement 
process. 
2. Sequential sensor placement strategies, such as the forward, forward-
max and backward algorithms, and the entropy and subset-size 
selection criteria are adapted for wind studies around buildings in order 
to identify optimal sensor locations prior to field measurements.  
3. A novel hierarchical sensor placement algorithm is developed. The 
algorithm uses an efficient data structure, which involves evaluating 
the joint entropy of sensor configurations. This is performed through 
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assessing mutual information between sensor locations to avoid 
selecting redundant locations, without a significant increase in 
computational cost.  
4. Joint-entropy calculations in sequential sensor placement strategies 
employing multi-dimensional regular-grids increase computational cost 
exponentially when the number of sensors increases. For a lower 
computational cost, such strategies often disregard the mutual 
information between sensor locations.  
The sensor configurations that are recognized as optimal need to be evaluated 
for their performance with respect to improving simulation predictions. The 
next chapter discusses developments on predictive performance metrics for 
sensor configurations. 
  
5 Development of predictive 
performance metrics  
This chapter describes metrics to estimate the expected predictive performance 
of sensor configurations and assesses their usefulness in improving 
predictions. A multi-criteria decision-making (MCDM) approach is also 
proposed to study the influence of complementary and conflicting criteria on 
the choice of sensor configurations.  
The performance of sensor configurations is evaluated in terms of their 
capability to falsify multiple model instances whose predictions are 
inconsistent with the data (§5.1). Expected identifiability metrics are adapted 
from literature to estimate the expected reduction in the number of candidate 
models and in the prediction range for the sensor configurations (§5.2). 
Metrics are also developed to estimate the robustness of sensor configurations 
to uncertainty associated with model predictions (§5.3). In the end, an MCDM 
approach is proposed to evaluate the influence of multiple metrics on the 
selection of optimal sensor configurations (§5.4).   
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5.1. Model falsification using confidence intervals 
Model falsification is performed at each optimal sensor location, by 
comparing simulated measurements (generated following the procedure 
described in §4.6) and model predictions at the same location. Model instances 
are then rejected if the difference between their predicted values and the 
measurements falls outside defined threshold bounds. These bounds 
correspond to confidence intervals 𝐶𝐼 that include plausible model instances. 
The interval width at each sensor location is equal to the prediction range, 
obtained from the model instances, and modeling and measurement errors. An 
illustration of the falsification process is shown in Figure 5.1. The goal is to 
use the remaining model instances—called candidate models—to make 
predictions at other unmeasured locations and improve inference.  
 
Figure 5.1 Model falsification using the simulated measurements from one sensor 
location and predictions from two model instances. One model instance is rejected 
because its prediction at one time step falls outside the confidence interval of the 
measured value. 
It was revealed in the review (§2.2.3) that when more than one sensor location 
is added to the configuration, the Šidák correction (Equation (2.8)) can be 
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used to correct the alpha values, α , for the threshold bounds in order to 
maintain a constant target reliability of identification (95%). This adjustment 
will affect the number of candidate models that is expected to remain after 
falsification and with each sensor addition, since it corrects for the models 
instances that have been falsely rejected (Figure 5.2).  
 
Figure 5.2 Schematic of the corrected number of candidate models that is expected 
for a 95% confidence level when multiple sensors are employed during model 
falsification. 
The expected number of candidate models obtained during model falsification 
is a trade-off between the number of sensor locations, the confidence level 
(related to α ) and the threshold-bound width, which depends on measurement 
and modeling errors. This trade-off can be quantified with the expected 
identifiability metrics described below.  
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5.2. Expected identifiability  
It has been recognized in the review (§2.3.3) that expected identifiability 
metrics can be used to predict probabilistically to what extent a sensor 
configuration is useful in falsifying model instances. These metrics have been 
used in literature to select optimal sensor locations, whereas in this thesis they 
are adapted and used to evaluate the performance of existing sensor 
configurations in improving predictions at unmeasured locations. 
The expected identifiability of sensor locations in the configuration is 
calculated with respect to the expected number of candidate models and the 
expected prediction range at unmeasured locations. A sample set of simulated 
measurements is used to build an empirical cumulative distribution function of 
the number of candidate models and prediction range at an unmeasured 
location. Model falsification is performed each time a sensor is added to the 
sensor configuration using the simulated measurements at the current 
configuration as described in Section 4.6. Two quantities are then extracted 
from the cumulative distributions, the maximum number of candidate models 
that is expected and the maximum prediction range. These quantities express 
the expected identifiability of the configuration and depend on the confidence 
level,ϕ  (often fixed at 95%), the number of sensor locations, but also 
modeling and measurement errors, since they define the width of the threshold 
bounds used for falsification. 
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Figure 5.3, left, shows example cumulative distributions that represent the 
trade-off between the number of sensors, ns , and the level of confidence. 
These distributions are used to estimate the maximum number of candidate 
models as a percentage of the initial model set size. Figure 5.3, right, 
represents the effect that variations in modeling error, emod  have on the 
expected maximum number of candidate models of a fixed configuration. The 
same examples can be provided by displaying on the horizontal axis the 
prediction range, as a percentage of the initial possible range. For a fixed 
confidence level of 95%, the expected maximum number of candidate models 
(or prediction range) decreases with an increase in the number of sensors and 
with a decrease in modeling errors. 
 
Figure 5.3 Examples of cumulative distribution function used to compute the 
expected identifiability of the candidate-model-set size for a target confidence level 
depending on the number of sensors (left) used and modeling uncertainty (right). 
It is concluded that the expected identifiability metrics are useful in providing 
information on the performance of sensor configurations, in terms of reducing 
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the number or candidate models and the prediction ranges. However, they do 
not provide information on the success of the identification, which represents 
the number of correct predictions that are expected at unmeasured locations 
using the current configuration. This is linked to the robustness of the 
configuration with respect to the uncertainty associated with predictions. This 
is discussed in the following section.  
 
ROBUSTNESS TO PREDICTION UNCERTAINTIES 
95 
5.3. Robustness to prediction uncertainties 
Model falsification is performed using threshold bounds that are equal to 
modeling and measurement uncertainties; therefore if modeling uncertainties 
are misevaluated, there is a probability that a model is falsely rejected, a Type 
I error. This probability is estimated by counting the number of simulated 
measurements that fall outside the prediction range, which signify that a 
correct model instance has been wrongly rejected. On the other hand, the 
probability of falsely accepting a model instance, a Type II error, is equal to 
the size of the candidate model set minus one—the correct model instance.  
The probability of a Type I and Type II error is calculated at an unmeasured 
location each time a sensor is added to the configuration, in a similar manner 
to Section 5.2. The empirical cumulative distribution functions are used to 
extract the probability values of Type I and Type II error, as well as the 
prediction range (% of initial plausible range), for a 95% certainty. 
Figure 5.4, top, illustrates an example of the conflicting relationship between 
the probability of a Type I and Type II error during sensor placement. 
Although additional sensors decrease the number of models that are falsified, 
thus decrease Type II, the chance of making false predictions (Type I errors) 
increases. There are yet a number of sensors that provide an equal probability 
of committing either error. 
Figure 5.4, bottom, shows the expected maximum prediction range, as a 
percentage of the initial possible range, with the number of sensors. Adding 
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sensors to configuration decreases the range of predictions, which is a 
complementary effect to Type II error, however conflicting with Type I errors. 
The minimum range of predictions depends on the range of measurement data. 
Furthermore, it is also restricted by the range of modeling uncertainty that 
indicates the significant influence of modeling errors on predictions and on the 
number of sensors required. Overall, such metrics evaluate the conflicting 
relationship between the probability of committing Type I and Type II 
prediction errors and can therefore help assess the robustness of sensor 
configurations to misevaluation of modeling uncertainty. 
In comparison with the metrics described in Section 5.2, the above robustness-
to-uncertainty metrics are conflicting criteria to consider include in a sensor 
placement problem. The influence of such effects needs to be studied when 
selecting optimal sensor configurations. Section 5.4 proposes an MCDM 
approach for sensor placement that can be used to study the effects of multiple 
criteria on optimal sensor configurations. 
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Figure 5.4 (Top) the relationship between the number of sensors and the probability 
of a Type I and Type II error; (bottom) the expected range of predictions, the 
measurement range and the uncertainty range, with the number of sensors; both are 
displayed for a 95% confidence level. 
 
 
DEVELOPMENT OF PREDICTIVE PERFORMANCE METRICS 
98 
5.4. Multi-criteria decision making 
MCDM approaches are concerned with solving decision problems that involve 
multiple criteria. The aim is to guide the decision maker’s choice when facing 
problems with conflicting criteria. An optimal sensor placement problem can 
be treated with an MCDM approach to take into account the multiple, 
conflicting and complementary, criteria that exist when selecting optimal 
sensor configurations.  
Table 5.1 lists a set of 5 criteria that influence sensor placement, ranked 
according to a decision maker’s preference. These criteria relate to the 
objectives of an optimal sensor placement problem based on the model 
falsification approach (§5.1). The objectives are to minimize cost, reduce the 
range of predictions, as well as prediction errors (Type I and Type II) and 
maximize prediction-value joint-entropy. Among these criteria, the cost 
conflicts with joint-entropy and prediction range, and Type I conflicts with 
Type II errors. 
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Table 5.1 Criteria evaluated during MCDM for selecting optimal sensor 
configurations. 
Order Criterion Description 
1 Cost Proportional to the number of sensors in the configuration 
2 Prediction range 
Expected range of simulation predictions obtained using 
the current sensor configuration 
3 Type I error 
Probability of falsely rejecting a model instance ( ∝
number of measurements that fall outside the prediction 
range) 
4 Type II error 
Probability of falsely accepting a model instance (∝
number of candidate models minus one) 
5 1/Joint-entropy 
Inverted joint-entropy of predicted values of the sensor 
configuration 
The RR-Pareto3 algorithm, proposed from literature (§2.3.4), can be used to 
identify a good compromise solution between the conflicting criteria of sensor 
placement. The algorithm starts by ordering the criteria according to their 
importance, based on the decision maker’s preference. The criteria-values are 
then normalized and filtered through bisecting the range of values, one at a 
time and according to their order, until a unique solution is found. Figure 5.5 
illustrates an example of the RR-Pareto3 algorithm with 5 sensor selection 
criteria of Table 5.1 for 10 optimal sensor configurations to obtain a 
compromise configuration of 4 sensors for all criteria.  
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Figure 5.5 Example of RR-Pareto3 algorithm used to evaluate (top) 5 sensor selection 
criteria for 10 optimal sensor configurations and (bottom) the best compromise sensor 
configuration of 4 sensors. 
Typically in an MCDM problem there is no single optimal solution and a set 
of best compromise solutions is provided to the decision maker. Such an 
example is shown in Figure 5.6 where the RR-Pareto3 algorithm is used to 
evaluate (bottom) the 5 sensor selection criteria for 60 optimal sensor 
configurations. In this case a set of 10 compromise optimal configurations, of 
7 to 16 sensors are recognized. The decision maker can then provide 
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additional information to decide on the single optimal configuration that meets 
the measurement needs. 
 
Figure 5.6 Example of RR-Pareto3 algorithm used to evaluate (top) 5 sensor selection 
criteria for 60 optimal sensor configurations and (bottom) the set of 10 best 
compromise sensor configurations of 7 to 16 sensors. 
Often in wind studies several variables are measured with the same sensor 
configuration, such as wind speed and wind direction. This necessitates that a 
common configuration is found between these variables. A solution involves 
calculating criteria for all possible optimal configurations for both variables 
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and use the RR-Pareto algorithm to find the best compromise solution among 
them. Such calculations however, have high computational costs that are 
related to the number of variables and criteria. 
In the presence of a decision maker’s preference, the above MCDM problem 
can be solved in a hierarchical manner with less computational cost: first, 
variables are ranked in order of importance; then the RR-Pareto algorithm is 
employed to obtain a reduced set of compromise sensor configurations, from 
the initial set of optimal configurations, using the criteria values of the 
variable of highest importance (i.e. wind speed); this set of compromise 
configurations is used to recalculate the criteria values for the second variable 
in order (i.e. wind direction); the RR-Pareto algorithm is rerun to recognize a 
reduced set of compromise configurations that satisfy the measurement 
objectives for both variables. When applicable, additional variables or 
information can be used to further reduce the number of compromise sensor 
configurations until a single optimal configuration is obtained. 
In conclusion, transforming the problem of optimal sensor placement to an 
MCDM problem allows to account for multiple and conflicting criteria when 
selecting optimal sensor configurations. The solution of the MCDM problem 
is a set of compromise sensor configurations that is subject to the preferences 
of the decision maker. When measuring more than one variable with the same 
configuration, the MCDM problem can be solved in a hierarchical manner, 
considering the variable’s importance, to obtain a smaller set of compromise 
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configurations common for the measured variables, while reducing 
computational cost. 
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5.5. Summary and conclusions 
The expected predictive performance metrics developed in this chapter can 
provides information on the performance of sensor configurations, in terms of 
reducing the number or candidate models and the prediction ranges. Moreover 
an MCDM approach can be applied when multiple conflicting criteria and 
variables are involved in an optimal sensor configuration problem. Specific 
conclusions are as follows: 
1. Expected identifiability metrics are adapted from literature to evaluate 
the performance of sensor configurations for reducing the number of 
candidate models and the prediction range at unmeasured locations. 
2. Metrics are developed to calculate the probability of committing Type 
I and Type II prediction errors. These metrics help evaluate conflicting 
relationships between the prediction errors and therefore assess the 
robustness of sensor configurations to misevaluation of modeling 
uncertainty. 
3. Following an MCDM approach to sensor placement allows inclusion 
of multiple and conflicting criteria when selecting optimal sensor 
configurations. A set of compromise sensor configurations can be then 
identified that is subject to the preferences of the decision maker. 
When measuring several variables with the same configuration, an 
MCDM problem can be solved in a hierarchical manner to identify 
common optimal configurations, while reducing computational cost. 
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The applicability of the expected predictive performance metrics discussed in 
this chapter, as well as the systematic sensor placement methodology 
developed in Chapter 4, are tested on three full-scale building systems. Results 




6 Evaluation of full-scale 
case studies 
The application and evaluation tests of the sensor placement methodology 
(Chapter 4) and the expected predictive performance metrics (Chapter 5) are 
presented in this chapter. Optimal sensor locations of wind speed and direction 
are identified prior to field measurements, when limited information is 
available, using the proposed sensor placement methodology. The identified 
sensor configurations are evaluated based on expected predictive performance 
metrics using a combination of simulated and historically measured field data. 
The aim is to support a model-falsification approach to data interpretation and 
demonstrate the usefulness of the optimal configurations in improving 
simulation predictions.  
The evaluation tests and applications involve three full-scale building systems 
of different size and use: a small-scale study of an experimental facility called 
BubbleZERO and two large-scale studies of the CREATE Tower (high-rise 
office building) and of the Treelodge estate at Punggol (residential buildings). 
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Figure 6.1 provides a graphical illustration with the purposes of each case 
study. The BubbleZERO is used as a small case study to test and compare 
sensor placement strategies for their predictive performance while the 
CREATE Tower in order to verify the scalability of the methodology.	   The 
Treelodge case study demonstrates the applicability of the framework to large 
building systems and tests an MCDM approach for solving optimal sensor 
configuration problems. 
All buildings systems are located in Singapore, where the tropical climate, 
characterized by uniform temperatures and two distinct monsoon seasons, sets 
appropriate conditions for the cases under study. The following sections 
provide detailed descriptions of the case studies and results. Part of the results 
have been published in [110, 111]. 
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Figure 6.1 Graphical illustration of the three full-scale case studies and the purposes 
of each study. 
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6.1. BubbleZERO 
The BubbleZERO is an experimental facility of the Singapore-ETH center for 
Global Environmental Sustainability that was located at the NUS campus in 
Singapore during the study (Figure 6.2).  
 
Figure 6.2 The BubbleZERO experimental facility (left) and its location at the NUS 
campus in Singapore (right). 
The stages of the research design for the case study are illustrated in Figure 
6.3, with corresponding reference to previous sections and research objectives. 
The research design is based on the scientific procedures discussed in Chapter 
3. Aspects of the methodology developed in Chapter 4 are applied and tested 
in Sections 6.1.3-0. The applicability of the methodology is evaluated in the 
following section according to the procedure described in Section 4.6. The 
expected predictive performance of the optimal sensor configurations is 
estimated using the metrics provided in Chapter 5. Case-study conclusions are 




Figure 6.3 Schematic of the research design stages for the BubbleZERO case study, 
with corresponding reference to previous sections and research objectives. 
6.1.1. Multiple-model CFD simulation 
CFD simulations are performed with ANSYS Workbench 14.5 using 
FLUENT as a solver for the equations of flow behavior and the Design 
Exploration tool for sensitivity analysis and parameter selection. The 
simulations require geometrical simplifications and assumptions related to the 
numerical methods that control the solver:  
1. Geometric simplifications of the building under study as well as 
obstacles in proximity, including neighboring buildings and 
vegetation: 
a. The geometries of the domain of interest consist of the 
BubbleZERO, with dimensions 5 m x 6 m x 3 m, and the obstacles 
in proximity ([58, 59]): a neighboring building and vegetation 
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(Figure 6.4).  The orography of the area is assumed to be uniform 
and surface details of obstacles are omitted.  
b. The entire size of the computational domain (or ABL domain) is 
initially set to 220 m x 140 m x 40 m. The size of the modeled area 
and the size of the domain are defined according to 
recommendations available in literature [58, 59]. 
2. Assumptions related to the numerical methods that control the solver 
included:  
a. The CutCell Cartesian meshing is used as a discretization method 
to generate a predominantly hexahedral mesh with minimum user 
input (Figure 6.5). After grid sensitivity analysis the mesh growth 
rate (the expansion ratio between two adjacent elements) is initially 
set to 1.1 and the minimal element size to 0.02, generating 
approximately 3.9 x 10e5 elements. 
b. The SIMPLE algorithm is employed to achieve pressure-velocity 
coupling. 
c. Second-order discretization was used as a pressure interpolation 
scheme. 
d. A single-precision solver is assumed to be sufficiently accurate for 
this study. 
e. The convergence criteria of the scaled residuals for all variables are 
set to 10-4. 
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The wind behavior around the BubbleZERO, the neighboring building and 
vegetation, is characterized by a set of mathematical models, parameters, 
variables and following the application assumptions provided below: 
1. Assumptions related to the set of mathematical models that 
characterize wind behavior around buildings, are the RANS-equations, 
the realizable k-ε equations to represent turbulence and the standard 
wall-functions to treat near-wall turbulence. Steady-RANS analysis 
using the realizable k-ε equations is one of the most computationally 
efficient approaches to approximate turbulent flows (§2.1.2). 
2. Assumptions related to inlet boundary conditions are described as 
follows:  
a. Equations (6.1)-(6.3) are used to describe ABL boundary 
conditions: 
  (6.1) 
where  is the wind speed at height ,  is the atmospheric-
boundary-layer friction (or shear) velocity,  the surface 
roughness and  the von Kármán constant. 
 (6.2)  
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where  is the turbulence kinetic energy and  a model constant.
 (6.3) 
where  is the turbulence eddy dissipation at height .  
b. Equation (6.4) is used to calculate the sand-grain roughness, k!,!"# , a modification of the roughness height , used in 
FLUENT to represent surface roughness:  
  (6.4) 
where  is the roughness constant set to satisfy the constraint 
, and  is the grid resolution (the distance of the 
centroid of the wall-adjacent cell to the wall). 
c. Equation (6.5) is used to estimate the inertial resistance, , set 
in the x- and y-direction, in order to model vegetation as porous 
media [62]: 
  (6.5)
where  is the drag coefficient, varying from 0.1 to 0.5, and  
is the local leaf-area density, with range of 1 to 7 [118]. 
d. Pressure outlet boundary with zero Gauge pressure. 
k Cµ
ε z( ) = u*
3
κ z + z0( )













Figure 6.4 View of the BubbleZERO experimental facility (left) and the ABL domain 
(right) in the simulation environment. 
 
Figure 6.5 CutCell Cartesian meshing of the computational domain for the 
BubbeZERO case study; bottom view (left) and the domain of interest magnified 
(right). 
In total 15 input parameters are found related to the domain geometry, the 
meshing and the boundary conditions. Among the uncertain parameters are the 
mesh growth rate, the geometry of the boundary domain, the surface 
roughness (representing buildings and obstacles not modeled), the surface 
roughness of the BubbleZERO, the inertial resistance of the vegetation and the 
inlet wind speed, wind direction, turbulence kinetic energy and eddy 
dissipation. Exact values for these parameters are uncertain and ranges are 
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found based on literature and engineering judgment. These are listed in 
Appendix 1. 
The output variables of the simulations are the wind speed, referring to the 
magnitude of the horizontal component of the velocity vector, and the 
horizontal direction. Simulation predictions of wind speed and horizontal 
direction are obtained at 63 potential sensor locations, which are fixed 
uniformly near the BubbleZERO, at three height levels of 0.6, 1.5, 2.7 m and 
with minimal and maximal distances of 2 m and 0.75 m. Figure 6.6 shows the 
potential locations which are selected in proximity to the BubbleZERO and 
distances are set based on orographic constraints, taking into account the size 
of the BubbleZERO and of the measurement equipment. 
 
Figure 6.6 Potential sensor locations L1-L63 near the BubbleZERO shown in the 
simulation environment: top view on the left and front view on the right. 
Although steady-RANS analysis is selected in order to reduce computational 
cost, it is computationally prohibiting carrying out simulations using all 
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combinations of parameters and their values. To reduce the number of 
simulations, statistical methods are employed to assess the sensitivity of 
predictions to parameter uncertainty and obtain a reduced set of uncertain 
parameters. 
6.1.2. Sensitivity analysis and parameter selection 
Sensitivity analysis is carried out in Workbench with ANSYS design 
exploration tools to evaluate the impact of parameter uncertainty on 
simulation predictions and manage computational cost. An Optimal Space-
Filling design [113] with CCD sampling [114] is applied, resulting in 283 
simulations for the 15 uncertain parameters of Appendix 1. Discrete 
populations of the two output variables, wind speed and horizontal direction 
are obtained at the 63 potential sensor locations (Figure 6.6). 
Spearman’s rho correlation coefficient, ρ j , for parameter selection is 
calculated from Equation (6.6) between the 15 input parameters and the output 
wind speed and horizontal direction at each potential sensor location as: 
 
ρ j = −
xk , j − x j( ) yk , j − yj( )k∑
xk , j − x j( )2 yk , j − yj( )2k∑
  (6.6) 
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where ,  the ranks of the input parameters and output variables 
respectively at each location , with  combinations of values and 
with  ,  the mean values. 
For the Spearman’s coefficient, the approximation of Equation (2.7) can be 
used to test the significance of the correlation, for sample size n = 283 . From 
Appendix 2 in [74], the 0.05 critical value is 1.645, where the degree of 
freedom is infinity and so that the t and normal distributions are identical. 
When the Z-score is larger than 1.645, the correlation is insignificant and the 
hypothesis is rejected.  
The Z-scores and correlation coefficients of each input parameter and output 
variable are averaged over all locations. The input parameters with the highest 
Z-scores and ρ j  over the output variables are identified as the parameters 
whose uncertainty has the highest impact on wind predictions. In order to 
study wind variability, computational cost is reduced through selecting the 
three parameters with the highest Z-scores and ρ j : wind speed, horizontal 
direction and turbulence kinetic energy (TKE) at the inlet boundary (with 
coefficients 0.6, 0.4 and 0.1 and Z-scores 2.3, 1.62 and 0.4, respectively). 
Although the selected parameters are boundary conditions that could be 
measured, on site measurements are not always practical. Orographic 
constraints were present in the case study and difficulties were encountered in 
deploying sensors remote from the buildings in order to measure the 
xk , j yk , j




undisturbed flow. Moreover, it has been established in the review, that 
although most previous experiments used reference weather stations to obtain 
the values for inlet boundary conditions, it is doubtful whether weather station 
data accurately represent inlet conditions of the simulation mode. Areas 
outside the canopy and on rooftops are subject to microclimates and the high 
spatial and temporal variability in climatic conditions, which can lead to 
erroneous results. Target measurement areas are of reasonably homogeneous 
built environment and sensors should be placed at screen-level (~1.5m). Since 
in most cases, resources are limited and only a few points can be measured, 
these are therefore selected near the buildings.  
Simulations are performed by varying values of the selected parameters within 
plausible ranges shown in Table 6.1, while the remaining parameters are set to 
constant mean values found from Appendix 1Appendix 1. The reduced 
number of parameters allows a simple-grid sampling through selecting values 
uniformly within the ranges, with discretization intervals of 1 m/s, 22.5 deg 
and 1 J/kg. A set of 1024 combinations of values are created and used to carry 
out CFD simulations. A discrete population of predictions of wind-speed and 
horizontal-direction at the 63 potential sensor locations is the output of the 
simulations that comprises the initial model set. 
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Table 6.1 The selected parameters and their ranges of values used to generate the 
initial model set for the BubbleZERO case study. 







Wind direction at 
inlet boundary [deg] 1 360 
The wind direction varied from 1 to 
360 degrees in order to account for 
possible direction values. 
Wind speed at inlet 
boundary [m/s] 0 7.2 
The lower and upper bounds were 
set according to meteorological data 
obtained from the weather station 
Changi WMO in Singapore. 
TKE at inlet 
boundary [J/kg] 0 7.2 
The lower and upper bounds were 
set according to ([58, 59]). 
6.1.3. Comparison of sequential strategies 
The three sequential sensor placement (SSP) strategies proposed in Section 4.4 
are compared using the initial model set in order to identify optimal sensor 
configurations. Modeling and measurement errors are explicitly incorporated 
in the sequential strategies as illustrated in Section 4.3. 
Recent work [116] has demonstrated that the range of modeling errors can 
vary from location to location between [−0.6, +0.4] and [−1, +0.8] m/s for 
wind speed and [−30, +30] and [−180, +180] deg for wind direction, 
depending on boundary conditions and sensor locations. Indeed, modeling 
errors associated with wind direction can be the most that is possible—up to 
180 degrees both ways—due to steady-RANS analysis used in this research 
that employs time-averaged equations to describe flow behavior. 
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It has been established in the review (§2.1.2) that steady-state RANS is one of 
the most computational efficient approaches to approximate turbulent flows, 
thereby allowing multiple simulations to be run, although turbulence is 
modeled at all scales and only mean flow quantities are sought after. 
Therefore, only wind speed predictions are used to compare the sequential 
strategies and a spatially uniform and constant value for modeling errors is 
defined equal to ±0.7 m/s. The range of measurement errors is set to 0.1 m/s, 
according to the characteristics of the measurement equipment (§6.1.6). 
Analysis on the effect of systematic modeling errors associated with wind 
speed and wind direction, as well as their spatial variation, is provided in the 
Section 0.  
Figure 6.7 shows a comparison of the three SSP algorithms for wind-speed 
predictions using entropy as a selection criterion. The bars represent the 
maximum number of candidate models (as a percentage of the initial model 
set) that is expected to remain for a set of optimally placed sensors. For all 
algorithms, the estimated rate of change in the number of models is negligible 
after the 3rd sensor is added to the configuration. In particular, for the forward 
and backward algorithms the rate of change levels off and for the forward-max 
algorithm it drops below 5%. However, sensor configurations identified using 
the forward-max algorithm estimate a significantly lower number of models 
than using the forward and backward algorithms. For a sensor configuration of 
four sensors, the forward-max algorithm provides around 10% higher 
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reduction to the maximum candidate model set compared to the other 
algorithms. Overall, the forward-max algorithm displays a better performance 
than the forward and backward algorithms in constructing configurations that 
reduce the maximum number of candidate models, with the least number of 
sensors. 
 
Figure 6.7 Comparison of SSP algorithms in estimating the expected maximum 
number of candidate models of wind speed for the BubbleZERO case study; entropy 
is used as a selection criterion (only the first 15 optimum locations are displayed in 
the graph). 
The comparison of the entropy and the subset-size selection criteria for wind-
speed predictions using the forward-max sensor placement algorithm is 
illustrated in Figure 6.8. When sensor locations are selected using the subset-
size criterion, the estimated maximum number of candidate models is 
consistently higher than with the entropy criterion. This difference stabilizes 
with the addition of sensors to the configurations to 10% of the initial-model-
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set size for configurations involving more than ten sensors. Nevertheless, the 
entropy-based configuration of four sensors estimates a maximum of less than 
40% of the size of the initial model set, which is around 400 candidate models.  
 
Figure 6.8 Comparison of the entropy and the subset-size criteria in estimating the 
expected maximum number of candidate models of wind speed for the BubbleZERO 
case study; the forward-max algorithm is used (only the first 15 optimum locations 
are displayed in the graph). 
Figure 6.9 presents the optimal configurations of the first four sensors for 
predicting wind speed that are identified using the forward-max algorithm 
with the entropy (left) and subset-size (right) criteria. Except sensor location 
L17, the two criteria constructed different optimal sensor configurations. 
Although all four sensor locations are selected uniformly near the building 
façades, employing the subset-size criterion no location is near the south 
façade, while with entropy no location is near the west façade; the second and 
third sensor locations are selected near the north façade using either criterion 
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(Table 6.2). Overall the optimal configurations are sensitive to the criterion 
used for sensor selection and no common configurations are found. 
 
Figure 6.9 Comparison of the optimal sensor configurations of the first four sensors 
for predicting wind-speed near BubbleZERO; locations were selected using the 
forward-max algorithm with the entropy (left) and the subset-size (right) criteria. 
Table 6.2 The selection order of the configurations of the first four sensors for 
predicting wind speed near BubbleZERO; the forward-max algorithm was employed 




1st L57 L45 
2nd L12 L17 
3rd L17 L16 
4th L25 L56 
6.1.4. Hierarchical strategy 
The hierarchical sensor placement strategy (§4.5) is employed using the initial 
model set in order to reveal optimal sensor configurations. Systematic 
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modeling errors, as well as spatial correlations between errors are incorporated 
in the sensor placement methodology as explained in Section 4.3. Equations 
(6.7) and (6.8) are used to define systematic modeling errors with non-uniform 
spatial distribution for wind speed, emod ,speed , and wind direction, emod ,dir , 
following recommendations by [116]:  
emod ,speed =
−0.33U(z)− 0.12( ), 0.34U(z)+ 0.36( )⎡⎣ ⎤⎦, if
u j (z)
U(z) <1










   (6.7) 
emod ,dir = 1.18U(z)− 37.06( ), 2.09U(z)+ 26.44( ){ } :
uj (z)
U(z) ≥ 0.33    (6.8) 
where  is the local wind speed at height  at possible sensor locations 
j ∈ 1,...,63{ }  and U(z)  is the wind speed that would occur without the 
presence of buildings. Wind-direction predictions with amplification factor 
 are not considered since modeling errors are high (around ±180 
deg).  
Figure 6.10 provides a comparison of the calculated joint entropy of 
simulations predictions of wind speed and horizontal direction using optimal 
sensor configurations. The configurations are selected using the hierarchical 
algorithm, taking into account spatial variations of modeling errors. Overall, 
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direction, for the same number of sensor locations. Here, an incremental 
change in joint entropy below half a unit is taken to be insignificant, based on 
engineering judgment. For wind-speed predictions this occurs after the 4th 
sensor is added to the configuration and for wind-direction predictions after 
the 6th. 
 
Figure 6.10 A comparison of the joint entropy of wind-speed and horizontal-direction 
predictions calculated for various sensor configurations near BubbleZERO, using the 
hierarchical algorithm with joint-entropy criterion; spatial variation of predictions 
errors is considered (only the first 15 optimum locations are displayed in the graph).  
Figure 6.11 illustrates the maximum number of candidate models of wind 
speed and horizontal direction that is expected for various sensor 
configurations. Similar to Figure 6.10, the incremental reduction in the 
maximum number of candidate models levels off with the addition of sensors 
to the configurations. Less than 1/10 of the initial-model-set size of both wind 
speed and direction is retained using a configuration of four and six sensors, 
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respectively. This is equivalent to an incremental reduction of less than 1% for 
both variables. Comparing these results with Figure 6.7, the hierarchical 
algorithm estimates at least four times smaller candidate-model-set size than 
the forward-max SSP algorithm using either criterion. 
 
Figure 6.11 A comparison of the maximum number of candidate models of wind-
speed and wind-direction that is expected for various sensor configurations near 
BubbleZERO, using the hierarchical algorithm; spatial variation of predictions errors 
is considered (only the first 15 optimum locations are displayed in the graph). 
Figure 6.12 illustrates the optimal configurations in the simulation 
environment considering the minimum of four sensors for predicting wind-
speed and wind-direction. The optimal locations for predicting wind speed are 
different from that for wind direction: wind-speed locations are selected near 
all façades except the south, while for wind-direction locations are selected 
near all façades except the east. One sensor location is commonly selected as 
optimal fo predicting wind speed and direction—location L16. Although 
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locations L39 and L37 have the same position, they are positioned at different 
heights; L39 is at 2.7 m height and L37 at 0.6 m height (Table 6.3). 
 
Figure 6.12 Optimal configurations of the minimum of four sensors for predicting (a) 
wind speed and (b) wind direction (right) near BubbleZERO, using the hierarchical 
algorithm with joint-entropy criterion; the circled markers represent the selected 
locations. 
Table 6.3 The selection order of the configurations of the minimum of four sensors 
for predicting wind speed and wind direction near BubbleZERO; the hierarchical 
algorithm was employed with the joint-entropy criterion. 
Selection order 
Sensor location 
Wind speed Wind direction 
1st L45 L12 
2nd L16 L16 
3rd L63 L19 




6.1.5. The effect of error variations  
The effect of modeling error variations on sensor placement is evaluated by 
comparing a hierarchical strategy that includes spatial variations in modeling 
errors against a strategy that assumes uniform values for errors at every 
location. Spatial variations in error values are defined according to Equations 
(6.7) and (6.8), while uniform error-values are set constant and equal to the 
upper and lower bounds of the estimated ranges (§6.1.3). Measurement errors 
depend on the characteristics of the measurement equipment and error ranges 
are set to 0.1 m/s for wind speed and 22.5 deg for wind direction (§6.1.6).  
Figure 6.13 shows a comparison of the calculated joint entropy of wind-speed 
predictions for various sensor configurations using the hierarchical algorithm 
and considering either spatially uniform (±0.4 and ±1 m/s) or varying 
modeling errors (Equation (6.7)). The increase in joint entropy is higher when 
the spatial variation in modeling errors is considered during sensor placement. 
Joint-entropy calculations show significant differences when constant values 
of modeling errors are considered and score particularly low values using 
large and uniformly constant modeling errors. 
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Figure 6.13 A comparison of the joint entropy in wind-speed predictions calculated 
for various sensor configurations using the hierarchical algorithm; errors of 
predictions were considered either spatially uniform (±0.4 and ±1 m/s) or varying 
(only the first 15 optimum locations are displayed in the graph). 
Figure 6.14 presents the joint entropy in wind-direction predictions for various 
sensor configurations using the hierarchical algorithm and considering either 
spatially uniform (±30 and ±180 deg) or varying modeling errors (Equation 
(6.8)). Although assuming small and uniformly distributed modeling errors 
(±30deg) leads to a high increase in joint entropy, this increase stabilizes 
slower than considering spatial variations in errors. When large and spatially 
uniform modeling errors (±180deg) are considered, it is not possible to identify 





Figure 6.14 A comparison of the joint entropy in wind-direction predictions 
calculated for various sensor configurations using the hierarchical algorithm; errors of 
predictions are taken to be either spatially uniform (±30 and ±180 deg) or varying 
(only the first 15 optimum locations are displayed in the graph). 
The results have demonstrated that during hierarchical sensor placement, the 
joint-entropy of simulation predictions is influenced by the spatial distribution 
of modeling errors that is assumed. Including either spatial variation or small 
and uniform error values, identifies sensor locations that provide high entropy 
increase for both wind speed and wind direction predictions. However, the 
joint-entropy increase stabilizes faster for both variables when spatially 
variations in modeling errors are included. Moreover, no optimal sensor 
configuration is identified for wind direction when large and uniform error 
values are considered. 
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6.1.6. Evaluation of predictive performance 
A measurement campaign was carried out around the BubbleZERO in order to 
evaluate and test the sensor placement methodology for its predictive 
performance. Four sets of Wireless Vantage Pro2™ and Vantage Pro2 Plus™ 
weather stations were available for testing. Measurements were taken on 
December 18, 2012 after rainfall, which justified the premise of negligible 
convective effects and isothermal conditions during modeling (§6.1.1). 
The objective is to evaluate and compare the predictive performance of 
various sensor configurations at the same instant in time, with the limited 
number of available weather stations. Therefore at first the four weather 
stations were placed at random locations near the BubbleZERO (Figure 6.15) 
and data were collected for a 2-hour period, starting at 1pm.  
 
Figure 6.15 Selected sensor locations during field measurement near BubbleZERO 
(left) and the same locations displayed in the simulation environment (right). 
The sampling frequency for wind speed and direction were 2 and 1 sec, 
respectively, while data were recorded every 10 sec. A moving average time 
series was computed with an averaging window of 60 sec, since aim is to 
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capture short-term variations in atmospheric boundary conditions and 
minimize the effect of seasonal variations on flow. 
Sample distributions of simulated measurements were then generated at all 
potential sensor locations shown in Figure 6.6 based on field measurements, 
following the procedure described in Section 4.6.  
The sensor configurations constructed with the hierarchical strategy (§6.1.4) 
are evaluated and compared to those of the forward-max strategy (§6.1.3) for 
their predictive performance at random, unmeasured location near the north 
façade of the building. The evaluation of each sensor configuration is based on 
the model falsification procedure described in Section 5.1. Steps are as 
follows:  
1. Confidence intervals are defined at each location and for each model 
instance according to modeling errors (Equations (6.7)-(6.8)) and 
measurement errors (±0.05m/s); these are also adjusted using the Šidák 
correction (Equation (2.8)). 
2. Model instances are rejected if the difference between their predicted 
values and the measurements fall outside the adjusted interval bounds. 
3. The retained model instances form the candidate model sets of the 
sensor configuration under evaluation. 
4. The candidate model sets are used to predict wind speed and horizontal 
direction at the unmeasured location, adding the corresponding 
modeling and measurement errors. 
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5. The predictive performance metrics developed in Sections 5.2-5.3 are 
computed by comparing the candidate-model predictions with the 
initially generated measurements (simulated) at the unmeasured 
location. 
Figure 6.16 illustrates empirical cumulative distribution functions (ECDFs) at 
the unmeasured location of (top) the number of candidate models and (bottom) 
the prediction ranges of wind speed. ECDFs are computed employing all 
sensor configurations that are identified using the hierarchical sensor 
placement strategy (only four configurations involving of 5 to 60 sensors are 
displayed as example). Both the expected number of candidate models and the 
prediction range are reduced with the addition of sensors to the configuration. 
Although this reduction slowly decreases with sensor addition, a 15% 
difference in the candidate-model-set size is estimated between the 
configurations of 5 and 60 sensors, for a 95% certainty; a slightly smaller 
difference of 10% is estimated in the prediction ranges for the same 




Figure 6.16 Empirical cumulative distribution functions of a selection of four 
configurations used to compute the expected identifiability of (bottom) the number of 
candidate models and (top) range of wind-speed predictions; calculations depended 
on the number of sensors in the configurations for a target confidence level of 95%. 
The ECDFs are used to compute the predictive performance metrics: 
probability values of Type I and Type II prediction errors, as well as expected 
prediction ranges are extracted from the ECDFs for a target confidence level 
of 95%. This is applied to all optimal configurations identified with the 
hierarchical sensor placement strategy, for both wind speed and direction. 
Figure 6.17 illustrates the prediction ranges of (a) wind speed and (b) wind 
direction at the measured location obtained using a configuration of four 
sensors and the simulated measurements at this location. Prediction ranges are 
shown as a grey area and simulated measurements with crosses. Each of the 
simulated measurements is regarded as an independent time-step and is used 
to falsify model instances simultaneously over all locations of the optimal 
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sensor configuration. A 15-minute period is displayed from a 2-hour total 
prediction period that is considered.  
 
Figure 6.17 The prediction ranges of (a) wind speed and (b) wind direction at the 
unmeasured location using an optimal configuration of four sensors and the simulated 
measurements at this location (15 min are displayed from the 2 h measurement 
period. 
Figure 6.18 shows the relationship between the number of sensors of the 
configuration and the probability of (a) the Type I and Type II prediction 
errors and (b) the expected prediction range of wind speed, for a 95% 
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certainty. For the configurations involving 12-13 sensors, the probabilities of 
committing either error are equal. Type II errors are increased using fewer 
sensors, while with more sensors Type I errors are increased. No change in the 
reduction of the prediction range is provided when more than 6 sensors are 
employed: the range is limited to 35% of the initial plausible range and is 
nearly 8% higher than the range of measurements. Around 20% of the 
prediction range is due to uncertainties. The largest reduction in the prediction 
range occurs when the 4th sensor is added to the configuration, providing a 
35% difference from the configuration of three sensors. Then the rate of 
reduction drops steadily with the addition of sensors. These results are in 
agreement with the joint-entropy calculations in Figure 6.10. 
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Figure 6.18 The relationship between the number of sensors and (a) the probability of 
a prediction error and (b) the expected range predictions for wind speed, for a 95% 
confidence level; the hierarchical algorithm is employed to select possible optimal 
configurations (all are displayed on the left side and only the first 15 on the right 
side). 
Figure 6.19 shows the relationship between the number of sensors of the 
configuration and the probability of (a) the Type I and Type II prediction 
errors and (b) the expected prediction range of wind direction, for a 95% 
certainty. In contrast to wind speed, here the probabilities of committing either 
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error are equal for the configurations of 8 and 9 sensors, while this equal 
probability value is almost 16%, which is two times higher than that for wind 
speed. A continuous reduction is observed in the prediction range with the 
addition of sensors to the configuration, which drops well below the 
measurement range after the 10th sensor. This effect signifies that it is not 
useful to add more sensors and coincides with high differences in the 
probabilities of prediction errors. The largest reduction in the prediction range 
of wind direction occurs at the 6th sensor: the prediction range is 87% of the 
initial plausible range and nearly 8% above the range of measurements. 
Around 17% of the prediction range is due to uncertainties. No further 
reduction is achieved using configurations of more than 6 (and less than 10) 
sensors, which is in agreement with the results observed in Figure 6.10. 
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Figure 6.19 The relationship between the number of sensors and (a) the probability of 
a prediction error and (b) the expected range predictions for wind direction, for a 95% 
confidence level; the hierarchical algorithm is employed to select possible optimal 
configurations (all are displayed on the left side and only the first 15 on the right 
side). 
The performance of the hierarchical strategy is compared with the forward-
max strategy for wind-speed predictions in Figure 6.20, for a 95% certainty. 
The left graph shows the relationship between the number of sensors and the 
probability of a Type I and Type II error and the right graph shows the 
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expected range of wind-speed predictions, as a percentage of the initial 
plausible range, with the number of sensors, for various hierarchically placed 
configurations. Although the prediction range provided by the hierarchical 
strategy is 20 to 35% higher than the forward-max strategy when less than 4 
sensors are employed, this difference decreases drastically with the addition of 
sensors and converges to a 7% lower range after the 6th sensor. In addition, 
the hierarchical strategy outperforms the forward-max strategy with respect to 
Type II and Type I prediction errors for all sensor configurations (involving 
up to 15 sensors), which is in agreement with results in Section 6.1.3. In 
particular, the difference with respect to Type I errors is noticed to increase 
between the two strategies to almost 10% for a configuration of 15 sensors, 
whereas the difference in Type II errors is limited on average to 18%. 
 
Figure 6.20 Comparison of (left) the relationship between the number of sensors and 
the probability of a prediction error using the hierarchical sensor configuration for 
wind-speed predictions; (right) the expected maximum range of wind- speed 
predictions with the number of sensors; both are displayed for a 95% confidence level 
for the first 15 sensor configurations. 
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6.1.7. Case-study summary and conclusions 
A multiple-model CFD simulation approach has been successfully employed 
to systematically select sensor locations prior to field measurements that 
enhance time-dependent wind predictions around buildings. 
A steady-RANS analysis, using the realizable k-ε equations, has been 
performed to approximate turbulent flow around a small experimental facility 
in Singapore, called BubbleZERO. The facility as well as the surrounding 
buildings and obstacles have been modeled based on recommendations from 
literature ([58, 59]). A sensitivity analysis was conducted with an initial set of 
15 uncertain simulation parameters, in order to identify the 3 parameters with 
the highest impact on simulation predictions of wind speed and direction. 
Multiple simulations were carried out using discrete values for the identified 
parameters that were taken within plausible ranges found in literature and 
based on engineering judgment (Appendix 1). A discrete population of 
possible wind speed and direction predictions was obtained at 63 potential 
sensor locations selected in proximity to the BubbleZERO at different heights, 
based on orographic constraints and taking into account the size of the 
BubbleZERO building and of the measurement equipment.  
The main objective of the case study was to test and compare sensor 
placement strategies for their performance in enhancing simulation predictions 
at unmeasured locations. Specific conclusions are as follows: 
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1. A multiple-model approach for CFD takes into account parameter-
value uncertainty. Further sensitivity analysis and correlation-based 
parameter selection assess parameter uncertainty and reduce the 
number of uncertain parameters. 
2. Sensor placement based on a sequentially updated forward-max 
strategy is better than forward and backward strategies for falsifying 
multiple models of wind-speed. 
3. Information entropy of wind-speed predictions is a better sensor 
selection criterion than a direct measure of the number of model 
instances of wind-speed. 
4. By correctly modeling the spatial distribution of modeling errors high 
values of joint entropy in wind predictions are obtained during 
hierarchical sensor placement. 
5. Sensor locations configured using hierarchical sensor placement 
strategy improve the probability of more accurate wind predictions 
compared to a situation with no measurement. 
6. A hierarchical sensor placement algorithm that maximizes joint-
entropy provides more accurate predictions of wind speed at 
unmeasured locations compared to a sequential strategy that 
maximizes entropy at each stage. 
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6.2. CREATE Tower 
The study involved the CREATE Tower (Campus for Research Excellence 
and Technological Enterprise), which is a 16-story building of total 90 m 
height including green roof systems, located at NUS campus in Singapore 
(Figure 6.21). The building hosts several research centers of worldwide 
Universities, as well as the National Research Foundation of Singapore.  
 
Figure 6.21 The CREATE Tower (left) and its location at University Town in 
Singapore (right).  
Individual stages of the research design are illustrated in Figure 6.22, with 
corresponding reference to previous sections and research objectives, which 
are similar to the BubbleZERO case study. The main objective is to test the 
sensor placement methodology on a large case study in order to demonstrate 
its applicability. The research design is based on the scientific procedures 
applied in Sections 6.2.1 and 6.2.2, while aspects of the developed 
methodology are tested in Sections 6.2.3 and 6.2.4. In the final two sections, 
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the applicability of the methodology is evaluated using performance metrics 
that are proposed in Chapter 5 and the case-study conclusions are presented. 
 
Figure 6.22 Schematic of the research design stages for the CREATE Tower case 
study, with corresponding reference to previous sections and research objectives. 
6.2.1. Multiple-model CFD simulation 
CFD simulations are performed similar to the BubbleZERO case study 
(§6.1.1) using FLUENT as a solver for the equations of flow behavior and the 
Design Exploration tool for sensitivity analysis and parameter selection. The 
required geometrical simplifications and assumptions related to the numerical 
methods that control the solver are as follows:  
1. Geometric simplifications of the building under study, as well as 
neighboring buildings: 
a. The geometries of the domain of interest consist of the 
CREATE Tower, with dimensions 120 m x 93 m x 91 m, and 
the five building systems in proximity (Figure 6.23) ([58, 59]). 
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The orography of the area is assumed to be uniform and surface 
details of buildings are omitted.  
b. The entire size of the computational domain (or ABL domain) 
is initially set to 2233 m x 1144 m x 368 m. Its size is defined 
according to recommendations available in literature [58, 59]. 
2. Assumptions related to the numerical methods that control the solver 
include:  
a. The CutCell Cartesian meshing is used as a discretization 
method to generate a predominantly hexahedral mesh with 
minimum user input (Figure 6.24). After grid sensitivity 
analysis, the mesh growth rate is initially set to 1.1 and the 
minimal element size to 0.05 m, generating  
elements.  
b. The SIMPLE algorithm is employed to achieve pressure-
velocity coupling. 
c. Second-order discretization is used as a pressure interpolation 
scheme 
d. A single-precision solver is assumed to be sufficiently accurate 
for this study. 
e. The convergence criteria of the scaled residuals for all variables 




The wind behavior around the CREATE Tower and the neighboring buildings, 
is characterized by a set of mathematical models, parameters, variables and 
assumptions in application as below: 
1. RANS-equations are used to characterize wind behavior around 
buildings, the realizable k-ε equations to represent turbulence and the 
standard wall-functions to treat near-wall turbulence, since it is one of 
the most computationally efficient approaches to approximate 
turbulent flows (§2.1.2). 
2. The inlet boundary conditions of wind speed are described in Equation 
(6.1) and Equations (6.2) and (6.3) are used to calculate the TKE and 
TDE as functions of the varying wind speed profile at the inlet. The 
sand-grain roughness of the ABL domain and domain of interest are 
calculated using Equation (6.4).	   Finally,	   the pressure at the outlet 
boundary is set to zero Gauge pressure. 
In total 9 uncertain parameters are found related to the geometry, the 
discretization and the boundary conditions. These are listed in Appendix 2 
with their ranges of values based on values given in the literature and 
engineering judgment. 
The output variables of the simulations are the wind speed, referring to the 
magnitude of the horizontal component of the velocity vector, and the 
horizontal direction. Simulation predictions of wind speed and horizontal 
direction are obtained at 187 potential sensor locations, which are selected in 
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close proximity to the CREATE Tower and fixed uniformly at 1.5 m height 
near the balconies (east and west) and the north terrace of CREATE Tower. 
Figure 6.25 shows the potential locations whose distances are set taking into 
account the size of the balconies and terrace, and of the measurement 
equipment.  
 
Figure 6.23 The CREATE Tower and surrounding buildings considered in modeling 
(left) and their 3D view in the simulation environment (right).  
 
 
Figure 6.24 View of the ABL domain of the CREATE Tower (left) and bottom view 





Figure 6.25 Potential sensor locations L1-L187 near the CREATE Tower shown in 
the simulation environment: sectional view at 20 m height on the left and front, 
magnified view of the terraces on the right. 
6.2.2. Sensitivity analysis and parameter selection 
Sensitivity analysis is carried out in Workbench with ANSYS design 
exploration tools to evaluate the impact of parameter uncertainty on 
simulation predictions and manage computational cost. An Optimal Space-
Filling design [113] with CCD sampling [114] is applied, resulting in 183 
simulations for the 9 uncertain parameters of Appendix 2. Discrete 
populations of the two output variables, wind speed and horizontal direction 
are obtained at the 187 potential sensor locations (Figure 6.25). 
Similar to the BubbleZERO case study (§6.1.2), Spearman’s rho correlation 
coefficient, ρ j , for parameter selection is calculated from Equation (6.6) 
between the 9 input parameters and the output wind speed and horizontal 
direction at each potential sensor location. The approximation of Equation 
(2.7) is used to test the significance of the correlation coefficient by 
calculating the Z-scores for sample size n = 187 . In order to study wind 
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variability, computational cost is reduced and three parameters with the 
highest Z-scores and , averaged over all locations, re selected: wind speed, 
horizontal direction and surface roughness of buildings (with coefficients 0.4, 
0.3 and 0.1 and Z-scores 1.5, 1.1 and 0.33, respectively). 
Simulations are performed by varying values of the selected parameters within 
plausible ranges shown in Table 6.4, while the remaining parameters are set to 
constant mean values found from Appendix 2. The reduced number of 
parameters allows a simple-grid sampling through selecting values uniformly 
within the ranges, with discretization intervals of 0.5 m/s, 22.5 deg and 0.15 
m. A set of 768 combinations of values is created and used to carry out CFD 
simulations. A discrete population of predictions of wind-speed and 
horizontal-direction at the 187 potential sensor locations is the output of the 





Table 6.4 The selected parameters and their ranges of values used to generate the 
initial model set for the CREATE case study. 







Wind direction at 
inlet boundary [deg] 1 360 
The wind direction varied from 1 to 
360 degrees in order to account for 
possible direction values. 
Wind speed at inlet 
boundary [m/s] 0 8.7 
The lower and upper bounds were 
set according to meteorological 
data obtained from the weather 
station Changi WMO in Singapore. 
Surface roughness of 
buildings [m] 
8E-3 1.12 The lower and upper bounds were set according to ([58, 59]). 
6.2.3. Comparison of sequential strategies 
The three sequential sensor placement (SSP) strategies (§4.4) are compared 
using the initial model set in order to identify optimal sensor configurations. 
Modeling and measurement errors are explicitly incorporated in the sequential 
strategies as illustrated in Section 4.3. As discussed in the previous study 
(§6.1.3) only wind speed predictions are used to compare the sequential 
strategies. A spatially uniform and constant value for modeling errors is 
defined equal to ±0.7 m/s, while the range of measurement errors is set to 0.1 
m/s, according to the characteristics of the measurement equipment (§6.2.5). 
Systematic modeling errors and their spatial variations that are associated with 
wind speed and direction are introduced in the following section. 
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Similar results to the BubbleZERO case study are obtained from the 
comparison of the three sequential sensor placement (SSP) algorithms for 
wind-speed predictions using entropy as a selection criterion. As illustrated in 
Figure 6.26, sensor configurations identified using the forward-max algorithm 
estimate a significantly lower number of models than using the forward and 
backward algorithms, providing on average a 10% higher reduction to the 
maximum candidate model set. For the forward-max algorithm, the estimated 
rate of change in the number of models is negligible after the 5th sensor is 
added to the configuration, while for the forward and backward algorithms the 
rate of change levels off immediately after the 2nd sensor is selected.  
Compared to earlier results (Figure 6.7) it is concluded that the forward-max 
algorithm displays a better performance than the forward and backward 
algorithms that is independent of the size of the study area. Overall, the 
forward-max algorithm is able to construct configurations that reduce the 




Figure 6.26 Comparison of sequential sensor placement algorithms in estimating the 
expected maximum number of candidate models of wind speed for the CREATE 
Tower case study; entropy is used as a selection criterion (only the first 15 optimum 
locations are displayed in the graph). 
A comparison of the entropy and the subset-size selection criteria is also 
conducted using the forward-max algorithm and results are illustrated in 
Figure 6.27. Results are similar to the BubbleZERO case study (Figure 6.8), 
since sensor locations selected using the subset-size criterion estimate a 
maximum number of candidate models that is consistently higher than with 
the entropy criterion. Although this difference stabilizes for configurations 
involving more than six sensors, it is limited below 10% of the initial-model-
set size, with the entropy-based configurations estimating a minimum 
reduction of more than 75% in the size of the initial model set. 
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Figure 6.27 Comparison of the entropy and the subset-size criteria in estimating the 
expected maximum number of candidate models of wind speed for the CREATE 
Tower case study; the forward-max algorithm is used (only the first 15 optimum 
locations are displayed in the graph). 
Figure 6.28 presents the optimal configurations of the first six sensors for 
predicting wind speed that are identified using the forward-max algorithm 
with the entropy (left) and subset-size (right) criteria. Except the first three 
sensor locations L139, L177, L186, the two criteria construct different optimal 
sensor configurations. Although using the entropy criterion sensor locations 
are selected uniformly near the building balconies and terraces and at different 
heights, with the subset-size criterion all locations, except the first, are 
selected near the north terrace (Table 6.5). These results are similar to the 
BubbleZERO case study (§6.1.3), since it is observed that the optimal 
configurations are sensitive to the sensor selection criterion and thus, no 




Figure 6.28 Comparison of the optimal sensor configurations of the first six sensors 
for predicting wind-speed near CREATE Tower; locations were selected using the 
forward-max algorithm with the entropy (left) and the subset-size (right) criteria. 
Table 6.5 The selection order of the configurations of the first six sensors for 
predicting wind speed near CREATE Tower; the forward-max algorithm was 




1st L139 L139 
2nd L177 L177 
3rd L186 L186 
4th L64 L185 
5th L95 L184 
6th L160 L178 
6.2.4. Hierarchical strategy 
The hierarchical sensor placement strategy (§4.5) is employed using the initial 
model set in order to reveal optimal sensor configurations. Systematic 
modeling errors, as well as spatial correlations between errors, are 
incorporated in the sensor placement methodology as explained in Section 4.3. 
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Equations (6.9) and (6.10) are used to define systematic modeling errors with 
non-uniform spatial distribution for wind speed, , and wind direction, 
. These are based on recent findings of the studies conducted by the 
Simulation-Platform research group at the Future Cities Laboratory. 
Simplifications are made similar to [116]:  
emod ,speed =
[(−0.33U(z)− 0.12),(0.34U(z)+ 0.36)], uj (z)U(z) <1









emod ,dir = {(1.18U(z)− 52.06),(2.09U(z)+ 41.44)} :
uj (z)
U(z) ≥ 0.33  
(6.10) 
where  is the local wind speed at height  at possible sensor locations 
j ∈ 1,...,187{ }  and U(z)  is the wind speed that would occur without the 
presence of buildings. Wind-direction predictions with amplification factor 
 are not considered since modeling errors are high (around ±180 
deg).  
Figure 6.29 illustrates a comparison of the calculated joint entropy of 
simulations predictions of wind speed and horizontal direction using optimal 
sensor configurations. The configurations are selected using the hierarchical 
algorithm, taking into account spatial variations of modeling errors. Like in 








predictions is higher than that of wind direction, for the same number of 
sensor locations. In fact, joint-entropy calculations of wind direction have 
relatively low values during sensor placement. Here, an incremental change in 
joint entropy below 0.4 is taken to be insignificant, based on engineering 
judgment. For wind-speed predictions, this occurs after the 6th sensor is added 
to the configuration, while for wind direction it appears after the 2nd and 6th 
sensors are selected. No significant increase in joint entropy is observed with 
the addition of sensors to the configuration (for the first 15 sensors). 
 
Figure 6.29 A comparison of the joint entropy of wind-speed and wind-direction 
predictions calculated for various sensor configurations near CREATE Tower, using 
the hierarchical algorithm with joint-entropy criterion; spatial variation of predictions 
errors is considered (only the first 15 optimum locations are displayed in the graph). 
Figure 6.30 illustrates the maximum number of candidate models of wind 
speed and horizontal direction that is expected for various sensor 
configurations. The incremental reduction in the maximum number of 
candidate models of both variables levels off with the addition of sensors to 
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the configurations. It drops below 1% for a configuration of six sensors, 
providing a maximum of 1/10 of the initial-model-set size. For wind direction, 
this occurs for configurations involving four sensors and above with a 
maximum number of candidate models at 15% of the initial-model-set size. 
Comparing these results with Figure 6.27, the hierarchical algorithm estimates 
at least three times smaller candidate-model-set size than the forward-max 
SSP algorithm using either criterion. Overall, the above outcomes are similar 
to the BubbleZERO case study (§6.1.4) and demonstrate the scalability of the 
sensor placement methodology. 
The optimal sensor configurations are shown in the simulation environment in 
Figure 6.31, considering the first six sensors for predicting wind-speed and 
wind-direction. The optimal locations for predicting wind speed are different 
from that for wind direction as observed by the smaller case study (Figure 
6.12). Wind-speed locations are selected near all balconies and terraces and at 
various heights, while for wind direction, locations are selected only near the 




Figure 6.30 A comparison of the maximum number of candidate models of wind-
speed and wind-direction that is expected for various sensor configurations near 
CREATE Tower, using the hierarchical algorithm; spatial variation of predictions 
errors is considered (only the first 15 optimum locations are displayed in the graph). 
 
Figure 6.31 Optimal configurations of the first six sensors for predicting (a) wind 
speed and (b) wind direction (right) near CREATE Tower, using the hierarchical 
algorithm with joint-entropy criterion; the circled markers represent the selected 
locations. 
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Table 6.6 The selection order of the configurations of the first six sensors for 
predicting wind speed and wind direction near CREATE Tower; the hierarchical 
algorithm was employed with the joint-entropy criterion. 
Selection order 
Sensor location 
Wind speed Wind direction 
1st L177 L45 
2nd L139 L44 
3rd L67 L76 
4th L184 L103 
5th L50 L100 
6th L165 L129 
6.2.5. Evaluation of predictive performance 
A measurement campaign was carried out around near the CREATE Tower 
from February 14 to March 21, 2014, in order to evaluate and test the sensor 
placement methodology with respect to its predictive performance. Four sets 
of Wireless Vantage Pro2™ and Vantage Pro2 Plus™ weather stations and 
four Onset® HOBO® weather stations (S-WCA-M003) were available for 
testing.  
The objective is to evaluate and compare the predictive performance of 
various sensor configurations at the same instant in time, with the limited 
number of available weather stations. Therefore, as justified in the previous 
study (§6.1.6), the eight weather stations were placed at random locations near 
the CREATE Tower during the measurement campaign (Figure 6.32). One of 
the highest records of wind speed was observed on March 11, 2014 and the 
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measured data over these 24 hours were selected for evaluation in order to 
capture short-term variations in atmospheric boundary conditions and support 
the premise of negligible convective effects and isothermal conditions during 
modeling (§6.2.1). Sample distributions of simulated measurements were 
generated at all potential sensor locations shown in Figure 6.25 based on field 
measurements, following the procedure described in Section 4.6. 
 
Figure 6.32 Selected sensor locations during field measurement near CREATE Tower 
displayed in the simulation environment (center) and actual sensor installations (left 
and right). 
The sensor configurations constructed with the hierarchical strategy (§6.2.4) 
are evaluated and compared to those of the forward-max strategy (§6.2.3) for 
their predictive performance at random, unmeasured location on the 4th story 
near the east balcony of the building. The evaluation of each sensor 
configuration is based on the model falsification procedure described (§6.1.6).  
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Figure 6.33 shows the relationship between the number of sensors and the 
probability of (a) the Type I and Type II prediction errors and (b) the expected 
prediction range of wind speed, for a 95% certainty. The probabilities of 
committing either error are equal when a configuration of four sensors is 
employed. Type II errors are increased using fewer sensors, while with more 
sensors Type I errors are increased. No significant change is observed in the 
reduction of the prediction range when more than 6 sensors are employed, 
which is limited to around 30% of the initial plausible range. The largest 
reduction in the prediction range occurs when the 3rd and 5th sensors are 
selected, with respective differences of 50% and 10% from the previously 
selected configuration. Such effects are also observable from the results in 
Figure 6.30. However, the predicted range drops below the measurement 
range for configurations involving more than three sensors. Similar to the 
BubbleZERO case study (§6.1.6), this effect coincides with high differences in 
the probabilities of prediction errors and signifies that it is not useful to add 




Figure 6.33 The relationship between the number of sensors and (a) the probability of 
a prediction error and (b) the expected range predictions for wind speed, for a 95% 
confidence level using the hierarchical algorithm; all possible optimal configurations 
are displayed on the left side and only the first fifteen configurations on the right side. 
Figure 6.34 shows the relationship between the number of sensors and the 
probability of the Type I and Type II prediction errors of wind direction, for a 
95% certainty. In contrast to wind speed predictions, the expected prediction 
range is not displayed since the range of measurements was almost 360 deg 
due to the long duration of the measurement campaign (24 hours). Here, the 
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probabilities of committing either error are equal for the configuration of 5 
sensors, however the probability of Type I error is above 10% throughout 
sensor placement, signifying no sensor configuration is useful. In addition 
Type II errors are considerably low even from the first sensor selected, and 
therefore it is evident that not many candidate models provide accurate 
predictions at the unmeasured location. This location was randomly selected 
on a lower level (4th story) and near the east façade, where low wind speed 
regions occur. As explained in Section 6.1.2, such regions display the highest 
possible modeling errors associated with wind direction and the corresponding 
model instances have not been considered in the calculations (Equation (6.10)
). The results show that unlike wind speed, predicting wind direction in such 
locations is not useful for any sensor configuration. 
The performance of the hierarchical strategy is compared with the forward-
max strategy for wind-speed predictions in Figure 6.35, for a 95% certainty. 
The left graph shows the relationship between the number of sensors and the 
probability of a Type I and Type II error and the right graph shows the 
expected range of wind-speed predictions, as a percentage of the initial 
plausible range, with the number of sensors, for various hierarchically placed 
configurations. Similarly to the BubbleZERO case study and the results in 
Section 6.2.3, the hierarchical strategy outperforms the forward-max strategy. 
The difference between the two strategies in the probability of committing 
Type II and Type I prediction errors is on average 15% and 10%, respectively. 
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The difference in the prediction range is up to 45% for configurations of less 
than 4 sensors; these configurations provide a lower than 10% probability of 
Type I error and a range of predictions higher or close to the measurement 
range.  
 
Figure 6.34 The relationship between the number of sensors and the probability of 
prediction error for wind direction, for a 95% confidence level using the hierarchical 
algorithm; all possible optimal configurations are displayed on the left side and only 
the first fifteen configurations on the right side.  
 
Figure 6.35 Comparison of (left) the relationship between the number of sensors and 
the probability of prediction error using the hierarchical sensor configuration for 
wind-speed predictions; (right) the expected maximum range of wind-speed 
predictions with the number of sensors; both are displayed for a 95% confidence level 
for the first 15 sensor configurations. 
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6.2.6. Case-study summary and conclusions 
The scalability of systematic sensor placement strategies has been successfully 
evaluated on an extended case study in order to enhance wind predictions 
around buildings prior to field measurements.  
A steady-RANS analysis, using the realizable k-ε equations, has been 
performed to approximate turbulent flow around a high-rise office building in 
Singapore, called CREATE Tower. The tower as well as the surrounding 
buildings have been modeled based on recommendations from literature ([58, 
59]). A sensitivity analysis was conducted with an initial set of 9 uncertain 
simulation parameters, in order to identify the 3 parameters with the highest 
impact on simulation predictions of wind speed and direction. Multiple 
simulations were carried out using discrete values for the identified parameters 
that were taken within plausible ranges found in literature and based on 
engineering judgment (Appendix 2). A discrete population of possible wind 
speed and direction predictions was obtained at 187 potential sensor locations 
selected near the CREATE Tower terraces and balconies at different heights, 
based on orographic constraints and taking into account the size of the 
CREATE building and of the measurement equipment.  
The main objective of the case study was to test and compare sensor 
placement strategies similar to the previous case study, in order to verify the 
scalability the methodology. Specific conclusions are as follows: 
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1. Among sequentially updated sensor placement strategies, the forward-
max is better than the forward and backward for falsifying model 
instances of wind-speed. 
2. Information entropy of wind-speed predictions is a better sensor 
selection criterion than a direct measure of the number of model 
instances of wind-speed, independent of the number of sensors used 
and the case-study size. 
3. Sensor locations configured using hierarchical sensor placement 
strategy improve the probability of more accurate wind predictions 
compared to a situation with no measurement; such strategy provides 
more accurate predictions compared to a sequential strategy. 
4. Predictive performance metrics evaluate the number of sensors 
required to improve prediction errors and the range of predictions at 
unmeasured locations. 
5. The performance of sensor configurations depends on the case-study 
size and on modeling uncertainty associated with the variable of 
interest to predict.  
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6.3. Treelodge at Punggol 
Treelodge is a residential estate located in Punggol, Singapore. It consists of 
seven 16-story building blocks, similar to the CREATE Tower case study, 
with an average height of 63m. Treelodge is Singapore’s first experimental 
ecofriendly public housing project [119].   
 
Figure 6.36 The Treelodge estate (left) and its location at Punggol in Singapore 
(right).  
The research design stages are illustrated in Figure 6.37, with corresponding 
reference to previous sections and research objectives. The main objective is 
to evaluate the applicability of the sensor placement methodology on a large 
case study, involving several high-rise buildings and test an MCDM approach 
for sensor placement. The research design is based on the scientific procedures 
applied in Sections 6.3.1 and 6.3.2, while aspects of the developed 
methodology are applied and evaluated in Sections 6.3.3 and 6.3.4. The final 
section presents solutions to an optimal sensor placement problem involving 
multiple variables through the application of an MCDM in a hierarchical 
manner. 
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Figure 6.37 Schematic of the research design stages for the Treelodge case study, 
with corresponding reference to previous sections and research objectives. 
6.3.1. Multiple-model CFD simulation 
The experimental design for multiple CFD simulations is organized in a 
similar way to the previous studies: FLUENT is used as a solver for the 
equations of flow behavior and the Design Exploration tool for sensitivity 
analysis and parameter selection. The required geometrical simplifications and 
assumptions related to the numerical methods that control the solver are as 
follows:  
1. Geometric simplifications of the buildings under study: 
a. The geometries of the domain of interest consist of 7 building 
blocks with average dimensions 26 x 53 x 63 m (Figure 6.38) 
([58, 59]), while neighboring buildings near SE and SW were 
not modeled since they were built after the measurement 
campaign of 2012 (see Appendix 3). The orography of the area 
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is assumed to be uniform and surface details of buildings are 
omitted. 
b. The entire size of the computational domain (or ABL domain) 
is initially set to 955 m x 1598 m x 504 m, according to 
recommendations available in literature [58, 59]. 
2. Assumptions related to the numerical methods that control the solver 
included:  
a. The CutCell Cartesian meshing is used as a discretization 
method to generate a predominantly hexahedral mesh with 
minimum user input (Figure 6.39). After grid sensitivity 
analysis the mesh growth rate is initially set to 1.175 and the 
minimal element size to 0.05 m, generating 13.4 x 10e6 
elements.  
b. The SIMPLE algorithm is employed to achieve pressure-
velocity coupling. 
c. Second-order discretization is used as a pressure interpolation 
scheme 
d. A single-precision solver is assumed to be sufficiently accurate 
for this study. 
e. The convergence criteria of the scaled residuals for all variables 
are set to 10-4. 
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Figure 6.38 The Treelodge@Punggol buildings considered in modeling (left) and 
their 3D view in the simulation environment (right). 
 
Figure 6.39 View of the ABL domain of the Treelodge@Punggol (left) and bottom 
view of the CutCell Cartesian meshing with two magnified views (right) in the 
simulation environment. 
The wind behavior around the Treelodge@Punggol, is characterized by a set 
of mathematical models, parameters, variables and assumptions in application 
as below: 
1. RANS-equations are used to characterize wind behavior around 
buildings, the realizable k-ε equations to represent turbulence and the 
standard wall-functions to treat near-wall turbulence, since it is one of 
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the most computationally efficient approaches to approximate 
turbulent flows (§2.1.2). 
2. The inlet boundary conditions of wind speed are described in Equation 
(6.1) and Equations (6.2) and (6.3) are used to calculate the TKE and 
TDE as functions of the varying wind speed profile at the inlet. The 
sand-grain roughness of the ABL domain and domain of interest are 
calculated using Equation (6.4).	   Finally,	   the pressure at the outlet 
boundary is set to zero Gauge pressure. 
In total 9 uncertain parameters are found related to the geometry, the 
discretization and the boundary conditions. These are listed in Appendix 3 
with their ranges of values based on values given in the literature and 
engineering judgment. 
The output variables of the simulations are the wind speed, referring to the 
magnitude of the horizontal component of the velocity vector, and the 
horizontal direction. Simulation predictions of wind speed and horizontal 
direction are obtained at 290 potential sensor locations, which are fixed at 3 m 
height near the pedestrian eco-deck (the canyon separating the building 
blocks)  (Figure 6.40). Potential locations are selected remote from the 
buildings and distances are set taking into account the eco-deck length, the 
size of the measurement equipment and the orography of the domain of 
interest. 
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Figure 6.40 Potential sensor locations L1-L290 near the Treelodge estate shown in 
the simulation environment: top view on the left and front, magnified view on the 
right. 
6.3.2. Sensitivity analysis and parameter selection 
Sensitivity analysis is carried out in Workbench with ANSYS design 
exploration tools to evaluate the impact of parameter uncertainty on 
simulation predictions and manage computational cost. An Optimal Space-
Filling design [113] with CCD sampling [114] is applied using all parameters 
of Appendix 3 except inlet wind speed, resulting in 101 model instances. A 
linear relationship is found between an increase in the inlet wind speed and an 
increase in the local wind speed at each location, keeping the remaining 
parameter values constant. This effect is exploited to generate additional 
model instances through varying parameter values within ranges defined in 
Appendix 3 with uniform grid sampling at every 0.5 m/s. In total, 1614 model 
instances are generated for the 9 uncertain parameters and used to carry out 
simulations. Discrete populations of the two output variables, wind speed and 
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horizontal direction are obtained at the 290 potential sensor locations (Figure 
6.40). 
Similarly to the previous case studies (§6.2.2 and §6.2.2), Spearman’s rho 
correlation coefficient, ρ j , for parameter selection is calculated from Equation 
(6.6) between the 9 input parameters and the output wind speed and horizontal 
direction at each potential sensor location. The approximation of Equation 
(2.7) is used to test the significance of the correlation coefficient by 
calculating the Z-scores for sample size n = 1614 . In order to study wind 
variability, computational cost is reduced and three parameters with the 
highest Z-scores and , averaged over all locations, are selected: wind 
speed, horizontal direction and surface roughness of buildings (with 
coefficients 0.76, 0.4 and 0.1 and Z-scores 2.4, 1.3 and 0.23, respectively). 
Simulations are performed by varying values of the selected parameters within 
plausible ranges shown in Table 6.7, while the remaining parameters are set to 
constant mean values found from Appendix 3. The reduced number of 
parameters allows a simple-grid sampling through selecting values uniformly 
within the ranges, with discretization intervals of 0.1 m/s, 22.5 deg and 0.25 
m. A set of 3648 combinations of values is created and used to carry out CFD 
simulations. A discrete population of predictions of wind-speed and 
horizontal-direction at the 290 potential sensor locations is the output of the 
simulations that comprises the initial model set. 
  
ρ j
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Table 6.7 The selected parameters and their ranges of values used to generate the 
initial model set for the Punggol case study. 







Wind direction at inlet 
boundary [deg] 1 360 
The wind direction varied 
from 1 to 360 degrees in 
order to account for possible 
direction values. 
Wind speed at inlet 
boundary [m/s] 0 8.7 
The lower and upper bounds 
were set according to 
meteorological data obtained 
from the weather station 
Changi WMO in Singapore. 
Surface roughness of 
buildings [m] 
8E-3 1.12 
The lower and upper bounds 
were set according to ([58, 
59]). 
6.3.3. Hierarchical strategy 
The hierarchical sensor placement strategy (§4.5) is employed using the initial 
model set in order to reveal optimal sensor configurations. Systematic 
modeling errors, as well as spatial correlations between errors are incorporated 
in the sensor placement methodology as explained in Section 4.3. During 
sensor placement measurement errors are set to ±0.05 m/s for wind speed and 
±1 deg for wind direction (§6.3.4), while Equations (6.11) and (6.12) are used 
to define modeling errors with non-uniform spatial distribution for wind 
speed, , and wind direction, . These are based on recent 
findings of the studies conducted by the Simulation-Platform research group at 
the Future Cities Laboratory. Simplifications are made similar to [116]:  
emod ,speed emod ,dir
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emod ,speed =
[(−0.33U(z)− 0.62),(0.34U(z)+ 0.86)], uj (z)U(z) <1









emod ,dir = {(1.18U(z)− 65.06),(2.09U(z)+ 30.44)} :
uj (z)
U(z) ≥ 0.33  
(6.12) 
where  is the local wind speed at height  at possible sensor locations 
j ∈ 1,...,290{ }  and U(z)  is the wind speed that would occur without the 
presence of buildings. Wind-direction predictions with amplification factor 
 are not considered since modeling errors are high (around ±180 
deg).  
Figure 6.41 shows a comparison of the calculated joint entropy of simulations 
predictions of wind speed and horizontal direction using optimal sensor 
configurations. The configurations are selected using the hierarchical 
algorithm, taking into account spatial variations of modeling errors. Like the 
previous case studies (Figure 6.10 and Figure 6.29) the joint entropy of wind-
speed predictions is higher than that of wind direction, for the same number of 
sensor locations. In fact, an effect similar to the previous extended case study 
is observed, since joint-entropy calculations of wind direction have relatively 
low values during sensor placement (see Figure 6.29). Here, an incremental 
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engineering judgment. For wind-speed predictions, this occurs after the 5th 
sensor is added to the configuration, while for wind direction, it appears 
already with the 2nd sensor. No significant increase in joint entropy is observed 
with further addition of sensors to the configuration (for the first 15 sensors).  
 
Figure 6.41 A comparison of the joint entropy of wind-speed and wind-direction 
predictions calculated for various sensor configurations near Treelodge@Punggol, 
using the hierarchical algorithm with joint-entropy criterion; spatial variation of 
predictions errors is considered (only the first 15 optimum locations are displayed in 
the graph). 
Figure 6.42 illustrates the maximum number of candidate models of wind 
speed and horizontal direction that is expected for various sensor 
configurations. The incremental reduction in the maximum number of 
candidate models flattens with the 5th sensor for wind speed and with the 3rd 
sensor for wind direction. This is equivalent to an incremental change in the 
number of models of less than 1%. At maximum 1/5 of the initial-model-set 
size of both wind speed and direction is retained using a configuration of five 
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sensors. Overall the above outcomes are in agreement with the large-size case 
study of the CREATE Tower (§6.2.4). 
 
Figure 6.42 A comparison of the maximum number of candidate models of wind-
speed and wind-direction that is expected for various sensor configurations near 
Treelodge@Punggol, using the hierarchical algorithm; spatial variation of predictions 
errors is considered (only the first 15 optimum locations are displayed in the graph). 
The optimal sensor configurations are shown in the simulation environment in 
Figure 6.43, considering the first five sensors for predicting wind-speed and 
wind-direction. The optimal locations for predicting wind speed are different 
from that for wind direction as observed by the previous case studies (Figure 
6.12 and Figure 6.31). Wind-speed locations are selected uniformly within the 
canopy of buildings, while for wind-direction locations are selected only near 
the center and northeast part of the canopy (Table 6.8).  
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Figure 6.43 Optimal configurations of first five sensors for predicting (a) wind speed 
and (b) wind direction (right) near Treelodge@Punggol, using the hierarchical 
algorithm with joint-entropy criterion; the circled markers represent the selected 
locations. 
Table 6.8 The selection order of the configurations of the first five sensors for 
predicting wind speed and wind direction near Treelodge@Punggol; the hierarchical 
algorithm was employed with the joint-entropy criterion. 
Selection order 
Sensor location 
Wind speed Wind direction 
1st L45 L259 
2nd L154 L170 
3rd L90 L182 
4th L175 L169 
5th L75 L168 
6.3.4. Evaluation of predictive performance  
A measurement campaign was carried out by Shanshan Pan near Treelodge at 
Punnggol [120], as part of research conducted by Nanyang Technological 
University and the Singapore-MIT Alliance for Research and Technology 
(SMART) Center for Environmental Sensing and Modeling (CENSAM), with 
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support from the National Research Foundation and the Ministry of Education. 
Measurement data were recorded between February 24 to March 23, 2012, and 
August 28 to September 9, 2012 with nine sets of Vaisala WXT520 Weather 
transmitters and data loggers employed at ground level (Figure 6.44).  
 
Figure 6.44 Selected sensor locations during field measurement near 
Punggol@Treelodge displayed in the simulation environment (center) and actual 
sensor installations (bottom left and top right, modified from [120]). 
The objective in this work is to evaluate and compare the predictive 
performance of various sensor configurations using historical measurement 
data at other locations. Out of the nine weather transmitters, six were used, 
since one was not in operation and two were in locations not modeled in CFD. 
One of the highest records of wind speed was observed on February 28, 2012 
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and the measured data (24 hours) were selected for evaluation in order to 
capture short-term variations in atmospheric boundary conditions and support 
the premise of negligible convective effects and isothermal conditions during 
modeling (§6.3.1). Sample distributions of simulated measurements were 
generated at all potential sensor locations shown in Figure 6.40 based on field 
measurements, following the procedure described in Section 4.6. 
The sensor configurations constructed with the hierarchical strategy (§6.3.3) 
are evaluated for their predictive performance at a random unmeasured 
location near the northwest part of the canopy. The evaluation of each sensor 
configuration is based on the model falsification procedure as described 
(§6.1.6). 
Figure 6.45 shows the relationship between the number of sensors and the 
probability of (a) the Type I and Type II prediction errors and (b) the expected 
prediction range of wind speed, for a 95% certainty. The probabilities of 
committing either error are equal when a configuration of twelve sensors is 
employed. Type II errors are increased using fewer sensors, while with more 
sensors Type I errors are increased. The prediction range is restricted to 55% 
of the initial plausible range when more than 13 sensors are employed and 
nearly 10% higher than the measurement range, while around 20% of the 
prediction range is owed to modeling uncertainty. Unlike the previous studies, 
large reductions in the prediction range occur with various sensor 
configurations, such as with 5, 8, 9 and 13 sensors, although none of the 
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respective reductions exceeds a 10% difference from the previously selected 
configuration. After the 13th sensor is added to the configuration, the rate of 
change of the prediction range drops steadily with the addition of sensors and 
converges towards the measurement range. Overall, these effects coincide 
with high differences in the probabilities of prediction errors and are in 
agreement with the previous case studies (§6.1.6-6.2.5). 
 
Figure 6.45 The relationship between the number of sensors and (a) the probability of 
a prediction error and (b) the expected range predictions for wind speed, for a 95% 
confidence level using the hierarchical algorithm; all possible optimal configurations 
are displayed on the left side and only the first fifteen configurations on the right side. 
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Figure 6.46, left, shows the relationship between the number of sensors and 
the probability of the Type I and Type II prediction errors of wind direction, 
for a 95% certainty. In contrast to wind speed predictions, the expected 
prediction range is not displayed since the range of measurements was almost 
360 deg due to the long duration of the measurement campaign (24 hours). 
Here, the probabilities of committing either error are diverging for all sensor 
configurations, signifying no sensor configuration is useful. 
Since Type II errors are considerably low even from the first sensor selected, 
it is therefore evident that not many candidate models provide accurate 
predictions at the unmeasured location. This location was randomly selected 
near the northwest part of the canopy, where low wind speed regions and the 
highest possible modeling errors associated with wind direction occur. As 
explained in Section 6.1.2, corresponding model instances of wind direction 
have not been considered in the calculations (Equation (6.12)). 
The model falsification procedure was repeated to predict wind direction at 
another randomly selected location near the center-east side of the canopy, 
where high wind-speeds have been observed. Figure 6.46, right, shows the 
relationship between the number of sensors and the probability of prediction 
errors for wind direction, for a 95% certainty. 
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In contrast to the NW location, the predictive performance of the 
configurations has improved at the center-east location: the probabilities of 
committing either error are equal (almost 20%) for configurations involving 
five sensors. Type II errors are increased using fewer sensors, while with more 
sensors Type I errors are increased. The results signify that unlike wind speed, 
predicting wind direction in locations of low wind speeds where large 
modeling errors occur is not useful for any sensor configuration. 
 
Figure 6.46 The relationship between the number of sensors and the probability of 
prediction error for wind direction at (a) a NW and (b) a center-east unmeasured 
location, for a 95% confidence level using the hierarchical algorithm; only the first 
fifteen optimal configurations are displayed.  
The performance of the sensor configuration of six sensors constructed with 
the hierarchical strategy is compared with the historical sensor configuration 
selected by Shanshan Pan (Figure 6.44). Table shows the performance of the 
two configurations for predicting wind speed, at the randomly selected NW 
location, with respect to the three metrics: Type I and Type II prediction error, 
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and prediction range. The probability of accurate simulation predictions is 
deteriorated using the historical configuration compared with the 
configuration constructed with the hierarchical strategy. Although both 
configurations provide the same prediction range that is well above the 
measurement range of 46% (Figure 6.45), using the historical configuration 
Type I errors are almost 8 times larger while Type II errors are increased by 
nearly 4%.  
Table 6.9 Comparison of the predictive performance with respect to wind speed at the 
randomly selected NW location: for the configuration of six sensors constructed with 
the hierarchical strategy and the initially fixed configuration during the measurement 
campaign.  








(%of initial plausible 
range) 
Hierarchical sensor 
placement strategy 3.1 12.5 85.7 
Sensor placement based on 
historical measurements 23.5 16.4 85.7 
6.3.5. Multi-criteria decision making  
A multi-criteria decision-making (MCDM) approach is proposed in order to 
study the influence of complementary and conflicting criteria on the choice of 
sensor configurations that were constructed with the hierarchical strategy 
(§6.3.3). Details on the MCDM approach are provided in Section 5.4 and the 
selected criteria are listed in Table 5.1. 
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Figure 6.47 illustrates the evaluation of the five sensor selection criteria for 
predicting wind speed using the RR-Pareto3 algorithm: on the top plot are 
displayed all sensor configurations and on the bottom plot is displayed the set 
of 31 compromise configurations of 12 to 42 sensors with respect to all 
criteria. No single optimal solution exists and obtaining additional information 
by the decision maker can provide a set of best compromise solutions. Such an 
example is shown in Figure 6.48 (top) where the RR-Pareto3 algorithm is used 
to evaluate the three sensor selection criteria for the 31 optimal sensor 
configurations. A reduced set of 6 compromise optimal configurations, of 15 
to 20 sensors is recognized with respect to only the three criteria (Figure 6.48, 
bottom). The decision maker can then provide additional information to decide 
on the single optimal configuration that meets the measurement needs. 
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Figure 6.47 Evaluation of 5 sensor selection criteria for predicting wind speed using 
the RR-Pareto3 algorithm: (top) all possible sensor configurations and (bottom) the 
set of 31 compromise configurations of 12 to 42 sensors with respect to all criteria. 
In wind studies, several variables, such as temperature, wind speed and wind 
direction, are often measured with the same sensor configuration. This 
necessitates that a common configuration is found between the two variables, 
since, as demonstrated by all previous case studies, the best configurations 
differ according to the variable of interest. However, the earlier analysis 
(§6.3.4) shows that wind direction cannot be predicted with reasonable 
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reliability. In the presence of a decision maker’s preference, this MCDM 
problem can be solved in a hierarchical manner with less computational cost, 
as described in Section 5.4. 
The two variables, wind speed and wind direction were ordered according to 
their significance in measurement. Since wind direction cannot be predicted 
with reasonable reliability, it is assessed as a secondary variable of lesser 
significance. This is based on predictive performance evaluated in Section 
6.3.4: wind speed was considered the variable of highest importance and wind 
direction was taken as a secondary variable. 
The set of compromise configurations obtained using the criteria values of 
wind speed (Figure 6.48, bottom), was employed to recalculate the criteria 
values for the second variable, wind direction. The RR-Pareto algorithm was 
rerun to recognize the best compromise configuration that satisfies the 
measurement criteria for both wind speed and direction. Results are displayed 
in Figure 6.49. On the top plot are shown the criteria values for wind direction 
for the best wind-speed configuration of 17 sensors with respect to cost and 
prediction errors for wind direction. On the bottom plot are displayed the 
criteria values for wind-speed predictions for the same configuration of 17 
sensors.  
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Figure 6.48 Evaluation of three sensor selection criteria using the RR-Pareto3 
algorithm: (top) the compromise configurations of 12 to 42 sensors for wind speed 
and (bottom) the reduced set of 6 compromise sensor configurations with respect to 
cost, prediction range and Type I prediction error. 
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Figure 6.49 (top) The best compromise configuration provided by the RR-Pareto3 
algorithm with respect to cost, range and Type I prediction error for wind direction 
predictions and (bottom) the criteria values for wind for the same configuration. 
6.3.6. Case-study summary and conclusions 
The hierarchical sensor placement strategy has been successfully employed to 
a large-size case study in order to construct sensor configurations that enhance 
wind predictions around buildings.  
A steady-RANS analysis, using the realizable k-ε equations, has been 
performed to approximate turbulent flow around a high-rise residential estate 
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in Singapore, called Treelodge at Punggol. The high-rise buildings have been 
modeled based on recommendations from literature ([58, 59]). A sensitivity 
analysis was conducted with an initial set of 9 uncertain simulation 
parameters, in order to identify the 3 parameters with the highest impact on 
simulation predictions of wind speed and direction. Multiple simulations were 
carried out using discrete values for the identified parameters that were taken 
within plausible ranges found in literature and based on engineering judgment 
(Appendix 3). A discrete population of possible wind speed and direction 
predictions was obtained at 290 potential sensor locations selected remote 
from the buildings and near the pedestrian eco-deck at a fixed height of 3 m, 
taking into account the eco-deck length, the size of the measurement 
equipment and the orography of the domain of interest. 
The main objectives of the case study were to demonstrate the applicability of 
the hierarchical sensor placement strategy to large building systems and test an 
MCDM approach for solving optimal sensor configuration problems. Specific 
conclusions are as follows:  
1. Sensor locations configured using a hierarchical sensor placement 
strategy enhance wind predictions compared to a situation with no 
measurement, independent of the size of the case study. 
2. Predictive performance metrics evaluate the usefulness of sensor 
configurations prior to field measurements through calculating the 
expected accuracy and range of predictions at unmeasured locations. 
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3. The usefulness of sensor configurations in improving predictions 
varies with the size of the case study and depends on the variable and 
location of interest to predict. 
4. An MCDM approach to sensor placement identifies set of compromise 
sensor configurations that accounts for multiple and conflicting 
criteria, as well as the decision maker’s preferences. 
5. Solving an MCDM sensor-placement problem in a hierarchical manner 
identifies common optimal configurations between several variables of 
different significance. 
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6.4. Summary and conclusions of case studies 
This chapter demonstrates the applicability of the sensor placement 
methodology (Chapter 4) and predictive performance metrics (Chapter 5) with 
three full-scale studies of varying size and type. In summary, the following 
aspects have been studied: 
1. The sensor placement methodology has been applied to identify optimal 
sensor locations of wind speed and direction prior to field measurements, 
when limited information is available.  
2. The sensor placement methodology is based on a multiple-model 
approach for CFD simulations in order to deal with parameter value 
uncertainty. 
3. The predictive performance metrics has been employed to assess the 
identified sensor configurations using a combination of simulated and 
historically measured field data.  
4. Optimal sensor configurations have been evaluated based on a model 
falsification approach to data interpretation for improving simulation 
predictions.  
5. An MCDM approach for solving optimal sensor configuration problems 
has been used to include the impact of various criteria and variables on 
identifying the best compromise configuration.   
General conclusions from the case studies are as follows: 
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1. A multiple-model approach for CFD takes into account parameter-value 
uncertainty, while sensitivity analysis and parameter selection assess and 
reduce the number of uncertain parameters. 
2. A hierarchical sensor placement algorithm that maximizes joint-entropy 
provides more accurate predictions of wind speed at unmeasured 
locations compared to a sequential strategy that maximizes entropy at 
each stage; high values of joint entropy in wind predictions are obtained 
by correctly modeling the spatial distribution of modeling errors. 
3. Sensor locations configured using hierarchical sensor placement strategy 
enhance wind predictions compared to a situation with no measurement, 
independent of the size of the case study. 
4. Predictive performance metrics evaluate the usefulness of sensor 
configurations prior to field measurements based on expected prediction 
errors and prediction ranges at unmeasured locations. 
5. The usefulness of sensor configurations in improving time-dependent 
wind predictions varies with the area of study and depends on modeling 
uncertainty associated with the variable and location of interest to 
predict. 
6. A hierarchical MCDM approach to sensor placement identifies a 
common compromise configuration between several variables 
considering multiple and conflicting criteria, as well as preferences on 
the variable significance. 
  
7 Conclusions and further 
work 
In this thesis, a methodology is proposed to identify optimal sensor locations 
for enhancing wind predictions around buildings, prior to measurements, in 
situations when limited information is available. Complementary metrics are 
proposed to evaluate the predictive performance of sensor configurations in 
improving the potential for accurate predictions. 
The scientific contributions of this research are reviewed below, followed by a 
summary section on major and specific conclusions. Critical assessment on the 
developments and recommendations for further work are presented in the final 
section. 
7.1. Scientific contributions 
This research has contributed a methodology to systematically select sensor 
locations prior to measurements in order to increase the probability of 
improved time-dependent predictions of wind flow around buildings. The 
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methodology employs a multiple-model approach for CFD simulations to deal 
with parameter uncertainty and assesses their influence on predictions through 
sensitivity analysis and parameter selection methods. Systematic modeling and 
measurement uncertainties are also explicitly incorporated in the 
methodology. 
A major contribution of this research is a novel hierarchical sensor placement 
algorithm that uses the concept of joint-entropy. An advantage of this 
algorithm is the efficient data structure that allows evaluations of mutual 
information between potential sensor locations, while reducing computational 
complexity to linear time with respect to the number of simulations and 
constant with respect to the number of sensors. 
Additional contributions include predictive performance metrics that estimate 
the robustness of sensor configurations with respect to reducing uncertainty of 
simulation predictions. In order to accommodate multiple conflicting criteria 
and measurement variables in sensor placement, a multi-criteria decision-
making (MCDM) approach applied in a hierarchical manner is proposed. 
This research provides empirical justification for the potential to improve 
wind predictions around building systems of various sizes using a combination 
of simulations and measurements from full-scale case studies.  
Arising from the scientific contributions, two publications have been accepted 
by peer-reviewed journals: 
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1. Papadopoulou, M., B. Raphael, I.F.C. Smith, and C. Sekhar, Optimal 
sensor placement for time-dependent systems: application to wind 
studies around buildings. Journal of Computing in Civil Engineering 
(In press). 
2. Papadopoulou, M., B. Raphael, I.F.C. Smith, and C. Sekhar, 
Hierarchical Sensor Placement Using Joint Entropy and the Effect of 
Modeling Error. Entropy, 2014. 16(9): p. 5078-5101. 
An additional journal paper that includes the developments on evaluation 
metrics for existing and potential sensor configurations has been recently 
submitted for review: 
3. Papadopoulou, M., B. Raphael, I.F.C. Smith, and C. Sekhar, 
Evaluating predictive performance of sensor configurations in wind 
studies around buildings. Advanced Engineering Informatics (in 
review). 
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7.2. Conclusions of research  
7.2.1. Major conclusions 
Major conclusions of this thesis are presented below, including references to 
objectives: 
1. A systematic sensor placement methodology is shown to successfully 
select sensor locations prior to field measurements that improve the 
probability of more accurate simulation predictions of wind flow 
around buildings. (Objective 1) 
2. A sensor placement methodology that uses a hierarchical algorithm 
and a joint-entropy criterion is efficient in avoiding redundant sensor 
locations, with reduced computational complexity. (Objective 2) 
3. Predictive performance metrics evaluate the robustness of sensor 
configurations with respect to reducing uncertainty of simulation 
predictions. Common configurations between several sensor placement 
criteria and measurement variables are recognized with an MCDM 
approach. (Objective 3) 
4. The methodology and metrics are applicable to full-scale studies of 
various sizes for predicting time-dependent wind speed and direction 
using simulations and measurements. (Objective 4) 
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7.2.2. Specific conclusions 
Related to the Objective 1, it is further concluded that: 
1. A multiple-model approach for CFD is able to accommodate 
parameter-value uncertainty; sensitivity analysis and correlation-based 
parameter selection assess parameter uncertainty and help to reduce the 
number of uncertain parameters used in the multiple-model approach. 
2. Among sequentially updated sensor placement strategies, the forward-
max strategy is better than the forward and backward strategies for 
falsifying multiple models of wind-speed. 
3. Information entropy of wind-speed predictions is a better sensor 
selection criterion than a direct measure of the number of model 
instances of wind-speed, independent of the number of sensors used 
and the case-study size. 
Specific conclusions for Objective 2 are summarized below: 
1. High values of joint entropy in wind predictions are obtained during 
hierarchical sensor placement, by correctly modeling the spatial 
distribution of modeling errors.  
2. A hierarchical sensor placement strategy that maximizes joint-entropy 
provides more accurate predictions of wind speed at unmeasured 
locations, compared to a sequential strategy that maximizes entropy at 
each stage.  
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3. Sensor locations configured using hierarchical sensor placement 
strategy that increase the probability of improved wind predictions, 
compared to a situation with no measurement, independent of the size 
of the case study. 
Conclusions with respect to Objective 3 are as follows: 
1. Predictive performance metrics evaluate the usefulness of sensor 
configurations prior to field measurements through calculating the 
expected accuracy and range of predictions at unmeasured locations. 
2. An MCDM approach to sensor placement identifies a set of 
compromise sensor configurations that accounts for conflicting 
criteria, as well as the decision maker’s preferences; common optimal 
configurations between several variables of different significance are 
found following an MCDM problem in a hierarchical manner. 
With respect to Objective 4 it is concluded that the usefulness of sensor 
configurations in improving predictions depends on the case-study size and on 
modeling uncertainty associated with the variable and location of interest. 
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7.3. Critical assessment  
7.3.1. Limitations of research 
The limitations of this research are associated with computational challenges, 
measurement locations and sensor placement strategies. These are discussed 
below. 
1. Limitations associated with the technical characteristics of the 
software (ANSYS Workbench) and the size of the full-scale studies: 
a) Multiple CFD simulations were performed based on steady-RANS 
analysis and the realizable k-ε equations, since it is one of the most 
computationally efficient approaches to approximate turbulent flows. 
In addition, to manage computational cost no thermal affects were 
considered and were assumed not to significantly influence the results. 
Field measurements were therefore taken during the monsoon seasons 
and following rainy conditions. Approximate estimates of modeling 
errors associated with these premises are available in literature and 
were explicitly incorporated in the sensor placement methodology.  
b) The initial model set used to identify optimal configurations was 
generated for a limited number of model parameters to reduce 
computational complexity. Correlation-based parameter selection and 
grid-based sampling were employed to select a reduced set of 
parameters and generate combinations of parameter values. These were 
used to carry out multiple simulations and obtain discrete populations 
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of predictions. Although Spearman’s correlation coefficient and 
Optimal Space-Filling designs with CCD sampling were used in this 
research to reduce a maximum of 11 model parameters to 3, these 
techniques were employed following available recommendations 
[113]. Efficient parameter selection and sampling of high dimensional 
model spaces remain scientific challenges and are current topics of 
research in computer science and mathematics. 
2. Limitations related to potential measurement locations 
a) Potential measurement locations were subject to orographic constraints 
and sensor coverage was restricted by the size of mounting 
arrangement. Target measurement areas were of reasonably 
homogeneous built environment and areas outside the canopy and on 
rooftops were avoided since the high spatial and temporal climatic 
variability could lead to erroneous results. Potential sensor locations on 
roofs were particularly avoided to minimize the impact of convection 
on flow when wind speed is low.  
b) Although most previous studies used reference weather stations to 
obtain the values for inlet boundary conditions, it is doubtful whether 
weather station data accurately represent inlet conditions. In addition, 
resources were limited in this research and only a few points could be 
measured which were used during the experiments to study short-term 
wind variation around buildings while seasonal variations were not 
considered.  
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3. Limitations related to sensor placement strategies 
a) In wind studies, the number of available sensors and their locations are 
usually fixed, yet optimal sensor configurations for wind speed and 
wind direction differ in both sensor locations and in their number. This 
thesis proposed an approach to identify a good compromise 
configuration between optimal configurations for several variables. 
However, accounting for multiple variables has not been explicitly 
incorporated in the sensor placement strategies.  
b) Another limitation is that the same measurement error has been used 
for all sensor locations during sensor selection. Although the effect of 
multiple criteria on optimal sensor configuration has been studied, in 
reality there are different types of sensors and the effect of using a 
combination of sensors of different characteristics has not been 
included in the sensor placement strategies. 
7.3.2. Recommendations for further work 
The following recommendations are provided for further work to address 
research limitations (§7.3.1) and advance the scientific developments of this 
research:  
1. Parameter and feature selection methods for dimensionality reduction 
a) High dimensional model spaces are common in wind studies, as in 
most research disciplines. Parameter selection is fundamental in 
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extracting important predictions from large data sets that accurately 
represent the data. In this research, Spearman’s rho correlation 
coefficient was preferred against the well-known Pearson’s correlation 
coefficient, since it is applicable to non-normally distributed data, data 
that include outliers, or data with non-linear relationships. 
However, the correlation coefficient is not always an efficient measure 
of the sensitivity of the output to a variation in the input. Correlation 
measures evaluate the strength of the relationship of the data input to 
ouput and do not provide information on the nature of this relationship. 
For instance, although a data distribution that is close to a straight line 
has a high correlation coefficient, the variance in the output can be 
insignificant, whereas input data with smaller corelation coefficient to 
the output can have a great inpact on their variation. In particular, 
using a non-parametric measure, such as Spearman’s rank correlation 
coefficient, which identifies monotonic and not linear relationships, is 
less sensitive to the distribution of data. 
Parameters that are highly correlated to the variables are not 
necessarilly the cause of the variables variation and such techniques 
can fail to provide useful results. In addition, selecting the most 
relevant parameters is usually suboptimal for obtaining good 
predictions, particularly if the parameters are redundant. A subset of 
useful parameters can exclude many redundant, but relevant, 
parameters. 
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b) Subset selection methods, can be employed to evaluate subsets of 
parameters according to their usefulness for a given set of predictions. 
These include wrapper and embedded methods, between which 
embedded methods are more efficient by including a goodness-of-fit 
term and a penalty for a large number of parameters. An alternative 
approach would be to employ feature construction methods, to reduce 
dimensionality by transforming correlated parameters and variables 
into a set of uncorrelated variables that represent the variation of the 
data. Among these techniques are clustering, linear transforms (i.e. 
PCA), wavelet transforms and kernel convolutions. Although such 
approaches are limited in distinguishing input from output data, they 
are efficient for achieving good data reconstruction and for making 
predictions with increased computational performance.  
2. Sensitivity to area coverage of measurement locations 
a) In this work, the sensitivity of the output variables to parameter 
uncertainty has been assessed through extracting simulation 
predictions at a fixed set of potential sensor locations. Although 
efficient space exploration techniques can reduce dimensionality and 
computational cost, solutions depended as well on the area coverage by 
potential sensor locations. Sensitivity studies should include the impact 
of the number of these locations on the initial data. It is recommended 
that parameter selection be performed for denser and sparser area 
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coverage to verify that results are consistent. Such a task can improve 
predictions and facility efficient sampling techniques. 
b) Additional to this task, the robustness of the sensor placement 
strategies to the potential sensor coverage can be assessed to compare 
their performance. The predictive performance of the algorithms can 
be evaluated at more than one location and depending on the area 
coverage by sensors. This can be performed through evaluating the 
predictive performance of the identified sensor configurations at 
multiple sensor locations and with varying area coverage. This is a 
particularly important procedure when the objective of measurement is 
to collect data and predict at multiple locations that have not been 
measured. 
3. Advanced hierarchical algorithm for multiple variables  
a) In many experimental studies, a single sensor configuration is used to 
measure multiple variables. Sensor placement strategies, including the 
hierarchical strategy, can be adapted to account for multiple variables 
during sensor placement. One approach would be to select at each step 
the sensor location that maximizes the joint-entropy of the 
configuration by comparing the normalized entropies of all variables. 
When additional information is available it can be included in the 
calculations to refine sensor selection. For instance, weights 
representing the variable’s importance can be used to adjust entropy 
calculations depending on the decision maker’s preferences. 
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b) The above approach however, can increase computational cost 
compared to the hierarchical approach for MCDM presented in §5.4 
and §6.3.5. The solutions of both approaches should be compared for 
their performance in reducing prediction errors and prediction ranges 
at unmeasured locations. In addition, it is suggested that the results 
provided by the RR-Pareto3 algorithm are compared with at least 
another MCDM approach, such as the well-known PROMETHEE 
method. Such studies can help establish the approach for including 
multiple variables in sensor placement that represents the best trade-off 
between accuracy and computational complexity.  
4. Application of hierarchical algorithm across extended areas and to 
real-time prediction 
This thesis addressed issues related to systematic sensor placement for 
wind studies around existing buildings in order to improve predictions. 
The performance of selected sensor configurations was evaluated for their 
ability to reduce prediction uncertainty at unmeasured locations near 
buildings terraces or at pedestrian level. Further developments could 
consider an extension of the methodology to neighboring case studies. 
Such studies may contribute additional information to understanding wind 
behavior and support decision making for the design of new buildings. 
Moreover, the application of systematic sensor placement methodologies 
in real-time monitoring and prediction need to be further investigated. 
Their integration in monitoring and prediction of outdoor wind conditions 
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can involve several building systems taking into account information 
gained from neighboring studies. Managing data across extended built-up 
areas can provide instant notifications and alerts on specific data-driven 
events such as when a data value exceeds a specified range.  
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Appendices 
Appendix 1 Parameters used in CFD simulations and ranges of values during 
experimental design and simulation of the BubbleZERO case study. 







Height of computational 
domain [m] 40 88 
The lower and upper bounds 
are set according to ([58, 59, 
121]) 
Diagonal distance NE 
from inlet boundary [m] 83 117 
Diagonal distance NW 
from inlet boundary [m] 83 117 
Meshing 
Mesh growth rate 1.05 1.1 
 
Boundary conditions 




The lower and upper bounds 
are set according to ([36]), 
for suburbs (lower bound) to 
regularly-build large towns 
(upper bound). 
Terrain roughness of 
area of interest [m] 3E-3 0.3 
The lower and upper bounds 
are set according to ([36]), 
for concrete surfaces (lower 




Surface roughness of 
BubbleZERO PTFE [m] 0.03 1 
A double and inflatable 
PTFE membrane is installed 
around the BubbleZERO. 
The lower bound 
corresponds to the typical 
PTFE value and the upper 
bound to the height of the 
inflated PTFE. 
Surface roughness of 
BubbleZERO doors [m] 
2E-5 0.16 
The lower and upper bounds 
are typical thickness values 
of glazing and wooden 
frames. 
Inertial resistance of 
trees 0.1 3.5 The lower and upper bounds 
are set according to ([95]) Inertial resistance of 
bushes 0.1 5.2 
Wind direction at inlet 
boundary [deg] 1 360 
The lower and upper bounds 
are set in order to account for 
all possible direction values. 
Wind speed at inlet 
boundary [m/s] 0 7.2 
The lower and upper bounds 
are set according to 
meteorological data obtained 
from the weather station 
Changi WMO in Singapore. 
TKE at inlet boundary 
[J/kg] 0 7.2 The lower and upper bounds 
are set according to ([58, 
59]). TDE at inlet boundary 





Appendix 2 Parameters used in CFD simulations and ranges of values during 
experimental design and simulation of the CREATE Tower case study. 







Height of computational 
domain [m] 457 1005 
The lower and upper bounds 
are set according to ([58, 59, 
121]) 
Diagonal distance NE & 
NW from inlet boundary 
[m] 
658 1235 
Width of computational 
domain [m] 958 1451 
Length of computational 
domain [m] 1634 2639 
Boundary conditions 




The lower and upper bounds 
are set according to ([36]), for 
dense-low buildings (lower 
bound) to regularly-build large 
towns (upper bound). 
Terrain roughness of 
area of interest [m] 2E-2 0.45 
The lower and upper bounds 
are set according to ([36]), for 
continuous bushland (lower 
bound) to long grass (upper 
bound). 
Surface roughness of  
buildings [m] 
8E-3 0.2 
The lower and upper bounds 
are set according to ([36]), for 
short grass and moss (lower 
bound) to high mature crops 
(upper bound). 
Wind direction at inlet 
boundary [deg] 1 360 
The lower and upper bounds 
are set in order to account for 
all possible direction values. 
Wind speed at inlet 
boundary [m/s] 0 8.7 
The lower and upper bounds 
are set according to 
meteorological data obtained 
from the weather station 
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Appendix 3 Parameters used in CFD simulations and ranges of values during 
experimental design and simulation of the Treelodge at Punggol case study. 











The lower and upper bounds 
are set according to ([58, 59, 
121]) 
Diagonal distance NE 
















The lower and upper bounds 
are set according to ([36]), for 
dense-low buildings (lower 
bound) to regularly-build large 
towns (upper bound). 
Terrain roughness of 
area of interest [m] 2E-2 0.45 
The lower and upper bounds 
are set according to ([36]), for 
continuous bushland (lower 
bound) to long grass (upper 
bound). 
Surface roughness of  
buildings [m] 
8E-3 0.2 
The lower and upper bounds 
are set according to ([36]), for 
short grass and moss (lower 
bound) to high mature crops 
(upper bound). 
Wind direction at 
inlet boundary [deg] 1 360 
The lower and upper bounds 
are set in order to account for 
all possible direction values. 
Wind speed at inlet 0 8.7 The lower and upper bounds 
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boundary [m/s] are set according to 
meteorological data obtained 
from the weather station 
Changi WMO in Singapore. 
 
  
Academic curriculum vitae 
Qualifications 
2011-present, Doctoral candidate, National University of Singapore, 
Singapore 
2010-2011, Research scholar, Federal Institute of Technology Lausanne 
(EPFL), Switzerland 
2002-2008, Dipl.-Eng. in Mechanical Engineering, University of Western 
Macedonia (UOWM), Greece 
Honors and Awards 
Research Scholarship, Singapore ETH Centre, Singapore, September 2011-
August 2015 
Research Scholarship, EPFL, Switzerland, June-August 2011 
Swish Government Scholarship for research fellowship in the discipline of 
urban sustainability, Switzerland, September 2010-June2011 
ACADEMIC CURRICULUM VITAE 
236 
First in the graduation, gave commencement address, Greece, July 2008 
Scholarship and Award from the State Scholarships Foundation for 
performance, progress and conduct, Greece, 2005-2006 
Employment history 
Singapore ETH Centre, Future Cities Laboratory, Singapore, September 2011-
Present 
Federal Institute of Technology Lausanne / Solar Energy and Building Physics 
Laboratory (EPFL/LESO-PB), Switzerland, September 2010-August 2011 
University of Western Macedonia, Department of Mechanical Engineering, 
Greece, September 2008-July2010 
Center of Research and Technology-Hellas / Chemical Process Engineering 
Institute (CERTH/CPERI), Greece, August 2007-October 2007 
CUTEC-Institute Gmbh/ TU-Clausthal, Germany, September 2006-November 
2006 
Siemens Tele Industry S.A, Greece, July 2005-August 2005 
Publications during thesis 
Papadopoulou, M., B. Raphael, I.F.C. Smith, and C. Sekhar, Evaluating 
predictive performance of sensor configurations in wind studies around 
buildings. Advanced Engineering Informatics (in review). 
ACADEMIC CURRICULUM VITAE 
237 
Papadopoulou, M., B. Raphael, I.F.C. Smith, and C. Sekhar, Optimal sensor 
placement for time-dependent systems: application to wind studies around 
buildings. Journal of Computing in Civil Engineering, (in press). 
Papadopoulou, M., B. Raphael, I.F.C. Smith, and C. Sekhar, Hierarchical 
Sensor Placement Using Joint Entropy and the Effect of Modeling Error. 
Entropy, 2014. 16(9): p. 5078-5101. 
Papadopoulou, M., B. Raphael, C. Sekhar, and I.F.C. Smith, A Framework for 
Optimal Sensor Placement in Full-Scale Studies of Wind Around Buildings. 
Proceedings of the 14th International Conference on Wind Engineering 
ICWE14, Porto Alegre, Brazil, June 21-26, 2015 (in press). 
Papadopoulou, M., B. Raphael, C. Sekhar, and I.F.C. Smith, Sensor placement 
for predicting airflow around buildings to enhance natural ventilation. 
ASHRAE IAQ 2013 Proceedings: Environmental Health in Low Energy 
Buildings, 2013(EPFL-CONF-195670): p. 240-249. 
