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HOLE PROBABILITY FOR ENTIRE FUNCTIONS
REPRESENTED BY GAUSSIAN TAYLOR SERIES
ALON NISHRY
Abstract. Consider the Gaussian entire function
f (z) =
∞∑
n=0
ξnanz
n,
where {ξn} is a sequence of independent and identically distributed standard
complex Gaussians and {an} is some sequence of non-negative coefficients,
with a0 > 0. We study the asymptotics (for large values of r) of the hole
probability for f (z), that is the probability PH (r) that f (z) has no zeros in
the disk {|z| < r}. We prove that
logPH (r) = −S (r) + o (S (r)) ,
where
S (r) = 2 ·
∑
n≥0
log+ (anr
n) ,
as r tends to ∞ outside a deterministic exceptional set of finite logarithmic
measure.
1. Introduction
We study entire functions of the form
(1.1) f(z) =
∞∑
n=0
ξnanz
n,
where {ξn} are independent standard complex Gaussians and {an} are (non-negative)
deterministic coefficients, with a0 > 0. It is well known (see [BKPV, Kah]) that,
almost surely, the series (1.1) has an infinite radius of convergence if and only if
the (non-random) Taylor series
∑
anz
n has infinite radius of convergence, that is
lim
n→∞
log an
n
= −∞.
We use the following notation
S(r) = 2 ·
∑
n≥0
log+ (anr
n)
for the weight of the ’important’ coefficients.
We study the probability of the event where the function f(z) has no zeros inside
{|z| < r}:
pH (r) = − logP (f (z) 6= 0 inside |z| < r) ,
We derive the asymptotics of pH (r) for large values of r.
Research supported by the Israel Science Foundation of the Israel Academy of Sciences and
Humanities, grant 171/07.
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Theorem 1. There exists an exceptional set E ⊂ [1,∞) which depends only on the
coefficients an such that
´
E
dt
t <∞. For r →∞ not belonging to the set E
(1.2) pH(r) = S(r) + o (S(r)) .
In the case where the coefficients an satisfy some regularity conditions, this result
was proved in [Ni2]. The general case obtained here uses ideas that were introduced
in [Ni2, ST], as well as some new ingredients, including accurate lower bounds for
determinants of some large covariance matrices, which might be of independent
interest. Some exceptional set E in Theorem 1 seems to be unavoidable if we
do not require additional regularity conditions from the coefficients an. In many
cases, it can be dropped and the error term in (1.2) can be shown to be of order
O
(√
S (r) logS (r)
)
, see Section 2.6 below.
Acknowledgments: I would like to thank Fedor Nazarov for insisting that the
restrictions from [Ni2] are unnecessary and suggesting a way to remove them and
Mikhail Sodin for several ideas and remarks.
2. Preliminaries
2.1. Notation and assumptions. We denote by rD the disk {z | |z| ≤ r} and
by rT its boundary {z | |z| = r}, with r ≥ 1. The letters c and C denote posi-
tive absolute constants (which can change across lines). We also use the standard
notation:
M (r) = max
z∈rD
|f (z)| .
In order to simplify some of the expressions in the paper, we will assume from now
on that
a0 = 1.
2.2. A growth lemma by Hayman. A set E ⊂ R+ is of finite logarithmic mea-
sure (FILM) if ˆ
E
dt
t
<∞.
The following lemma is a general lemma about the growth of functions (taken from
[Hay]).
Lemma 2. Suppose that N(r) is a positive increasing function of r for r ≥ r0.
Then if α > 0, and |h| < N(r)−α, we have∣∣N (reh)−N(r)∣∣ < αN(r),
for all r outside a set of FILM.
2.3. Further notations, definition of the exceptional set. We use the follow-
ing notations:
bn =
{
log an
n + log r , an > 0,
−∞ , an = 0,
for the regularized coefficients, and
N (r) = {n | bn ≥ 0} ,
S(r) = 2 ·
∑
n∈N(r)
log (anr
n) = 2 ·
∑
n∈N(r)
nbn.
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Since the coefficients an satisfy
log an
n → −∞, we have that bn → −∞ as n → ∞
and the set N(r) is finite for every r ∈ R.
We now write
n (r) = #N(r),
m (r) =
∑
n∈N(r)
n,
Nδ (r) = {n | bn (r) ≥ −δ} ,
nδ (r) = #Nδ (r) .
Note that bn (r) is increasing with r and therefore n (r) and m (r) are increasing
functions of r. Also notice the following relations:
N−δ (r) ⊂ N0 (r) = N (r) ,(2.1)
N−δ (r) = N
(
re−δ
)
.
Applying Lemma 2 to m (r), with
δ = m−1/4 (r) ,
we have that outside an exceptional set of FILM:
m
(
re−δ
)
>
3
4
·m (r) ,(2.2)
m
(
reδ
)
<
5
4
·m (r) .
We will use the term normal for non-exceptional values of r (the choice of δ remains
the same throughout the paper). In general if the inequalities (2.2) hold for all large
values of r, then there is no exceptional set in Theorem 1.
2.4. Estimates for S(r). First we find relations between S (r) and the functions
m (r) , n (r) which appear in the error terms for the hole probability.
Lemma 3. For normal values of r we have
S(r) ≥ 3
2
· (m (r))3/4 ≥ c · n (r)3/2 .
Proof. First notice that
(2.3) m (r) =
∑
n∈N(r)
n ≥ c · (n (r))2 ,
since m (r) is minimal when N (r) = {0, 1, . . . , n (r) − 1}. Now, using the relation
(2.1) between N (r) and N−δ (r), we get:
S (r)
2
=
∑
n∈N(r)
nbn (r) ≥
∑
n∈N−δ(r)
nbn (r) ≥
≥
∑
n∈N(re−δ)
nδ ≥ δ ·m (re−δ) ≥
≥ 3
4
· m (r)
(m (r))
1/4
≥ c · n (r)3/2 .

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We now estimate the rate of growth of the function S (r).
Lemma 4. For γ ∈ (0, 12) we have,
S ((1− γ) r) ≥ S (r) − 4γ ·m (r) .
Proof. Write r′ = (1− γ) r and notice that for γ < 12 we have
log (1− γ) ≥ −γ − γ2 ≥ −2γ.
It follows that (since N(r′) ⊂ N(r))
S(r)− S(r′)
2
=
∑
n∈N(r)\N(r′)
log (anr
n) +
∑
n∈N(r′)
{
log (anr
n)− log [an (r′)n]}
=
∑
n∈N(r)\N(r′)
log (anr
n) +
∑
n∈N(r′)
n · log
(
1
1− γ
)
=
∑
1+
∑
2.
For the first sum we notice that if n ∈ N(r)\N(r′) then
0 ≥ log [an (r′)n] ≥ log (anrn)− 2nγ
⇓
log (anr
n) ≤ 2nγ
and so ∑
1 ≤ 2γ ·
∑
n∈N(r)\N(r′)
n ≤ 2γ · [m (r) −m (r′)]
For the second sum we have ∑
2 ≤ 2γ ·m (r′) .
Overall we have
S (r)− S (r′) ≤ 4γ ·m (r) .

2.5. Gaussian Distributions. Many times we use the fact that if a has a NC(0, 1)
distribution, then
(2.4) P (|a| ≥ λ) = exp(−λ2),
and for λ ≤ 1,
(2.5) P (|a| ≤ λ) ∈
[
λ2
2
, λ2
]
.
2.6. Strategy of the proof. We had the following
Definition. The value r ≥ 1 is normal if
cm (r) ≤ m (reh) ≤ Cm (r) , |h| ≤ (m (r))−1/4 .
We show that for normal values of r
pH (r) ≤ S (r) + C
√
m (r) logm (r)
(Proposition 5) and also that
pH (r) ≥ S (r)− Cn (r) logS (r)
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(Proposition 12). Combining these bounds with Lemma (3), we get Theorem 1
(with an error term O
(
S (r)
2/3+ǫ
)
). If the coefficients an are such that each value
r ≥ 1 is normal, then the exceptional set E in Theorem 1 is not needed. In some
cases, where the coefficients an have a regular asymptotic behaviour (for instance
1
an =
1√
n!
, or more generally, an ∼ 1Γ(αn+1) , with some α > 0), then m (r) ≤ CS (r)
and we obtain
pH (r) = S (r) +O
(√
S (r) logS (r)
)
, r →∞.
3. Upper Bound for pH(r)
In this section we prove the following
Proposition 5. For normal values of r, we have
pH(r) ≤ S(r) + C ·
√
m (r) logm(r),
with C some positive absolute constant.
Remark. We note that r is assumed to be large.
The simplest case where f(z) has no zeros inside rD is when the constant term
dominates all the others. We therefore study the event Ωr, which is the intersection
of the events (i),(ii) and (iii), (C will be selected in an appropriate way)
(i) : |ξ0| ≥ C (m (r))1/4 ,
(ii) :
⋂
N(r)\{0}
(ii)n,
(iii) :
⋂
n∈N˜δ(r)\N(r)
(iii)n,
(iv) :
⋂
n∈(N˜δ(r))c
(iv)n,
where N˜δ (r) = Nδ (r) ∪
{
n | n <
√
m (r)
}
and
(ii)n : |ξn| ≤ (anr
n)−1√
m(r)
,
(iii)n : |ξn| ≤ 1√m(r) ,
(iv)n : |ξn| ≤ e
δn
2 .
We notice that by (2.2) and (2.3) we have that #N˜δ (r) ≤ C
√
m (r), for r large
enough.
Lemma 6. If Ωr holds for a normal value of r, then f has no zeros inside rD.
Proof. We remind that δ = m (r)
−1/4
. To see that f(z) has no zeros inside rD we
note that
(3.1) |f(z)| ≥ |ξ0| −
∞∑
n=1
|ξn|anrn.
1In that case we get pH (r) =
e
2
r
4
4
+ O
(
r2 log r
)
. Due to a computational error, in [Ni1] we
gave the main term in this asymptotics with the extra factor 3.
HOLE PROBABILITY FOR ENTIRE FUNCTIONS REP. BY GAUSSIAN TAYLOR SERIES 6
First, we estimate the sum over the terms in N(r)\ {0},∑
n∈N(r)\{0}
|ξn|anrn ≤
∑
n∈N(r)
1√
m (r)
≤ c1,
by (2.3). Second, we estimate the sum over the terms in N˜δ (r) \N (r), (notice that
here bn ≤ 0 and anrn = elog(anrn) = enbn)∑
n∈N˜δ(r)\N(r)
|ξn|anrn =
∑
n∈N˜δ(r)\N(r)
|ξn|enbn ≤
∑
n∈N˜δ(r)\N(r)
1√
m (r)
≤ c2,
using (2.2). Now the rest of the tail is bounded by: (here bn ≤ −δ)∑
n∈(N˜δ(r))c
|ξn|anrn =
∑
n∈(N˜δ(r))c
|ξn|enbn ≤
∑
n∈(N˜δ(r))c
e
δn
2 · e−δn ≤
≤
∑
n≥0
e−
δn
2 ≤ 3
δ
≤ 3 · (m (r))1/4 .
So overall from (3.1)
|f(z)| > C (m (r))1/4 − c1 − c2 − 3 (m (r))1/4 ,
if we select C = 4 then for r large enough we have that f(z) 6= 0 inside rD. 
Lemma 7. The probability of the event Ωr is bounded from below by
logP (Ωr) ≥ −S(r)− C ·
√
m (r) logm(r),
for normal values of r which are large enough.
Proof. By the properties of ξn (see 2.5) we get
P ((i)) = exp
(
−C2 ·
√
m (r)
)
and
P ((ii)n) ≥
(anr
n)−2
2m (r)
,
therefore
P ((ii)) ≥
∏
n∈N(r)
(anr
n)−2
2m (r)
=
∏
n∈N(r)
e−2·nbn · exp (−n (r) log (2m (r))) ≥
≥ exp
−2 · ∑
n∈N(r)
nbn
 · exp (−Cn (r) logm (r)) ≥
≥ exp
(
−S (r) − C
√
m (r) logm (r)
)
.
Similarly we have
P ((iii)n) ≥
1
2m (r)
and so (by (2.2) and (2.3))
P ((iii)) ≥ exp
(
−C
√
m (r) logm (r)
)
.
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Finally we have
P ((iv)cn) = exp
(−eδn) ,
we use the following inequality (for some positive sequence {An})
P (∀n : |ξn| ≤ An) = 1− P (∃n : |ξn| > An) ≥ 1−
∑
P (|ξn| > An) .
Now
P ((iv)) ≥ 1−
∑
n∈(N˜δ(r))c
exp
(−eδn) ≥
≥ 1−
∑
n≥
√
m(r)
exp
(−eδn) ≥
≥ 1−
∑
n≥
√
m(r)
exp (−δn) ≥
≥ 1− C
δ
· exp
(
−1
δ
)
≥ 1
2
,
for r large enough (since
√
m (r) = 1δ2 ). Since all the events are independent, in
total the probablity is bounded by:
P (Ωr) = P ((i)) · P ((ii)) · P ((iii)) · P ((iv)) ≥
≥ exp
(
−S (r)− C
√
m (r) logm (r)
)
.

Proposition 5 now follows from the previous lemmas.
4. Bounds for Gauusian Entire Functions
In this section we get some bounds for the modulus and logarithmic derivative
of Gaussian entire functions, which hold with high probability (we use this term
for events where the exceptional set is of small probability in relation to the hole
probability). These results will be used in the next section in the proof of the lower
bound.
4.1. Bounds on the modulus of Gaussian entire functions. We first bound
the probability of the events when M (r) is relatively large or small.
Lemma 8. For normal values of r which are large enough, we have
P
(
M (r) ≥ e3S(r)
)
≤ e−S2(r).
Proof. We use the notation N˜ (r) = Nδ (r) ∪
{
n < S2 (r)
}
. The proof is similar to
the one of Proposition 5. We define the following event E, which is the intersection
of the events (i) and (ii)
(i) :
⋂
n∈N˜(r)
(i)n,
(ii) :
⋂
n∈(N˜(r))c
(ii)n,
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and
(i)n : |ξn| ≤ (anrn)−1 e2S(r),
(ii)n : |ξn| ≤ exp
(
1
2δn
)
.
We have the following estimate for M (r):
|f(z)| ≤
∑
n∈N˜(r)
|ξn|anrn +
∑
n∈(N˜(r))c
|ξn|anrn ≤
≤ #N˜ (r) · e2S(r) +
∑
n≥S2(r)
e
δn
2 · e−δn ≤
≤ C · S2 (r) · e2S(r) + C
δ
· e− δS
2(r)
2 ≤
≤ e3S(r),
for r large enough.
Now we estimate the probability of the complement of E. We have:
P
(
|ξn| ≥ e
2S(r)
anrn
)
= exp
(
− e
4S(r)
(anrn)
2
)
≤ exp
(
−e2S(r)
)
,
P
(
|ξn| ≥ e δn2
)
= exp (− exp (δn)) .
By the union bound:
P ((i)
c
) ≤ CS2 (r) · exp (− exp (2S (r))) ,
P ((ii)c) ≤
∑
n≥S2(r)
exp (− exp (δn)) ≤
≤ C · exp (− exp (S (r))) .
So overall
P
(
M (r) ≥ e3S(r)
)
≤ exp (−S2 (r)) .

In the other direction we have the following
Lemma 9. The probability of deviation from the lower bound can be bounded by
P (M (r) ≤ exp (−S (r))) ≤ exp (−S (r) · n (r)) .
Proof. By Cauchy’s estimate:
|ξn|anrn ≤M (r) ≤ e−S(r).
For n ∈ N(r) we have
P
(
|ξn| ≤ (anrn)−1 e−S(r)
)
≤ e−2S(r),
and we get
P (M (r) ≤ exp (−S (r))) ≤
∏
n∈N(r)
e−2S(r) ≤ exp (−S(r) · n (r)) .

Notice that there are no assumptions on (the normality of) r.
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4.2. Bounds for the logarithmic derivative. In this section we assume that
f (z) 6= 0 inside RD, and therefore log |f | is harmonic there. First we find a bound
for the average value of |log |f ||. m denotes the normalized angular measure on rT.
Under this conditions we have
Lemma 10. For normal values of R and outside an exceptional set of probability
at most
2 · exp (−S(r) · n (r)) ,
we have ˆ
RT
|log |f || dm ≤ C
(
1− r
R
)−2
· S (R) .
Proof. Denote by Pj(z) = P (z, zj) the Poisson kernel for the disk RD, |z| = R,
|zj| < R. Using Lemma 9, we may suppose that there is a point a ∈ rT such
that log |f(a)| ≥ −S (r) (discarding an exceptional event of probability at most
exp (−S (r) · n (r))). Then we have
−S (r) ≤
ˆ
RT
P (z, a) log |f(z)| dm(z),
and henceˆ
RT
P (z, a) log− |f(z)| dm(z) ≤
ˆ
RT
P (z, a) log+ |f(z)| dm(z) + S (r) .
For |z| = R and |a| = r we have,
R− r
2R
≤ R− r
R+ r
≤ P (z, a) ≤ R+ r
R− r ≤
2R
R− r .
By Lemma 8, outside a very small exception set (of the order e−S
2(R)), we have
logM(R) ≤ 3 · S(R). Thereforeˆ
RT
log+ |f | dµ ≤ 3 · S(R).
Now we have ˆ
RT
log− |f | dµ ≤ 2R
R− r · S (r) +
12R2
(R − r)2
· S (R) .
Finally we get
(4.1)
ˆ
RT
|log |f || dµ ≤ CR
2
(R− r)2 · S(R) ≤ C
(
1− r
R
)−2
· S(R)

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Now we find an upper bound for the (angular) logarithmic derivative of log |f |
inside RD.
Lemma 11. Let r < R, then∣∣∣∣∣d log
∣∣f (reiφ)∣∣
dφ
∣∣∣∣∣ ≤ C (1− rR)−5 · S (R) ,
for normal values of R and outside an exceptional set of probability at most
2 · exp (−S(r) · n (r)) .
Proof. We start with the equation
log
∣∣f (reiφ)∣∣ = 2πˆ
0
R2 − r2
|Reiθ − reiφ|2
· log
∣∣f (Reiθ)∣∣ dθ
2pi
,
so taking the derivative under the integral we get:
d log
∣∣f (reiφ)∣∣
dφ
=
2πˆ
0
rR
(
R2 − r2) sin (θ − φ)
|Reiθ − reiφ|4
· log
∣∣f (Reiθ)∣∣ dθ
2pi
,
taking absolute value:∣∣∣∣∣d log
∣∣f (reiφ)∣∣
dφ
∣∣∣∣∣ ≤ C (R+ r)(R − r)3
2πˆ
0
∣∣log ∣∣f (Reiθ)∣∣∣∣ dθ
2pi
,
using the previous lemma we get the required result. 
5. Lower Bound for pH(r)
In order to find the lower bound for pH (r) we now assume that f(z) 6= 0 inside
rD, for normal value of r. We choose ρ < r, and write γ = 1 − ρr , where γ will be
small, depending on r.
The function log |f (z)| is harmonic in rD. Therefore for ρ < r
log |f (0)| =
2πˆ
0
log
∣∣f (ρeiα)∣∣ dα
2pi
.
Now, if we select n points zj = ρe
iθj , we have:
2πˆ
0
1
n
n∑
j=1
log
∣∣f (ρeiθj · eiα)∣∣ dα
2pi
=
1
n
n∑
j=1
2πˆ
0
log
∣∣f (ρeiθj · eiα)∣∣ dα
2pi
=
=
1
n
n∑
j=1
log |f (0)| =
= log |f (0)| .
Since log |f (z)| is continuous inside rD, we conclude that there exists some α∗ such
that
1
n
n∑
j=1
log
∣∣∣f (ρeiθj · eiα∗)∣∣∣ = log |f (0)| .
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By Lemma 11 the logarithmic derivative of f is not too large with high probability.
Therefore, if α satifies
|α− α∗| < ∆α = cγ
5
S (r)
then:
1
n
n∑
j=1
log
∣∣f (ρeiθj · eiα)∣∣ ≤ log |f (0)|+ 1.
In this section we will show that the probability of the previous event is very small.
In particular we prove
Proposition 12. For normal values of r, we have
pH(r) ≥ S(r)− Cn (r) logS (r) ,
with C some positive absolute constant.
5.1. Reduction to an estimate of a multivariate Gaussian event. In this
section we reduce the problem to an estimate of a probability of an event with
multivariate (complex) Gaussian distribution. We first note that we work in the
product space {(α, ω) ∈ [0, 2pi]× Ω}, where α is chosen uniformly in [0, 2pi] and Ω is
the probability space for our Gaussian entire function f (we denote the probability
measures by m and µ, respectively). We define the following events (all depend on
r):
• H = {(α, ω) | f (z) 6= 0 in rD}
– The hole event.
• L =
{
(α, ω) |
∣∣∣∣d log|f(ρeiφ)|dφ ∣∣∣∣ ≤ C · (1− ρr )−5 · S (r) , ∀φ ∈ [0, 2pi]}
– The non-exceptional event of Lemma 11, w.r.t r and ρ
• C = {(α, ω) | 1n∑ log ∣∣f (zjeiα)∣∣ ≤ log |f (0)|+ 1}
• D = {(α, ω) | |α− α⋆ (ω)| < ∆α}
We note that α⋆ is measurable with respect to Ω, also the events H and L do not
depend on the choice of α.
By the previous discussion, we have:
1C (α, ω) ≥ 1H∩L∩D (α, ω) = 1H∩L (α, ω) · 1D (α, ω) = 1H∩L (ω) · 1D (α, ω) ,
where 1A (α, ω) is the indicator function of the event A. We now have by Fubini
P (C) =
¨
1C (α, ω) dm (α) dµ (ω) ≥
ˆ  ˆ
|α−α⋆(ω)|<∆α
1 dm (α)
 · 1H∩L (ω) dµ (ω) =
= 2∆α ·
ˆ
1H∩L (ω) dµ (ω) ≥ ∆α · P (H ∩ L) ≥
≥ ∆α · (P (H)− P (Lc)) ,
and so
P (H) ≤ 1
∆α
· P (C) + P (Lc) .
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We now use the following events:
• A = {(α, ω) | log |f (0)| ≤ logS (r)}
• B =
{
(α, ω) | M (r) = max
z∈rD
|f (z)| ≤ e3S(r)
}
To estimate P (C) from above we use:
P (C) ≤ P (A ∩B ∩ C) + P (Ac) + P (Bc) .
By (2.4) and Lemma 8, we have
P (Ac) ≤ e−S2(r),
P (Bc) ≤ e−cS2(r),
note that these probabilities are very small with respect to the main term.
In the next section, we will show that for a good selection of the set of points
{zj} we have
(5.1) P (A ∩B ∩ C) ≤ exp (−S (ρ) + Cn (r) logS (r)) .
Therefore, we get (using Lemma 11),
P (H) ≤ P (Lc) + 1
∆α
· (P (A ∩B ∩ C) + P (Ac) + P (Bc)) ≤
≤ 2e−S(ρ)·n(ρ) + exp
(
−S (ρ) + log 1
∆α
+ Cn (r) logS (r) +O (1)
)
≤
≤ exp
(
−S (ρ) + c log 1
γ
+ Cn (r) logS (r) +O (1)
)
.
Finally, by Lemma 4, if we select γ = 1m(r) , we have
P (H) ≤ exp (−S (r) + Cn (r) logS (r)) ,
thus proving Proposition 12.
5.2. Estimates for the probabilities. We now turn to find an upper bound for
the probability of the event A ∩B ∩C, defined in the previous section, that is the
event when:
log |f (0)| ≤ logS (r) ,
M (r) = max
z∈rD
|f (z)| ≤ e3S(r),
1
n
∑
log
∣∣f (zjeiα)∣∣ ≤ log |f (0)|+ 1 ≤ logS (r) + 1.
We remind that the points {zj} were up until now some n arbitrary points on ρT.
The vector (f(z1), . . . , f(zn)) is distributed like a multivariate complex Gaussian
distribution, with the covariance matrix:
Σij = Cov(f(zi), f(zj)) = E(f(zi)f(zj)) =
∑
a2k (ziz¯j)
k
.
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Note that the covariance matrix is invariant with respect to rotations f
(
eiαz
)
. By
Fubini we get
P (A ∩B ∩ C) =
¨
1A∩B∩C (α, ω) dm (α) dµ (ω) =
=
ˆ [ˆ
1A∩B∩C (α, ω) dµ (ω)
]
dm (α)
≤
ˆ
E
1
pin detΣ
exp
(−ζ∗Σ−1ζ) dζ,
where E is the following set\event:
E =
(f (z1) , . . . , f (zn)) | 1n
n∑
j=1
log |f (zj)| ≤ logS (r) + 1, |f (zj)| ≤ e3S(r), 1 ≤ j ≤ n
 .
We have the following upper bound for the probability of the event E :
P (E) =
ˆ
E
1
pin detΣ
exp
(−ζ∗Σ−1ζ) dζ ≤ ˆ
E
1
pin detΣ
dζ =
volCn(E)
pin detΣ
.
We start by finding a good lower bound for det Σ, this depends on a special selection
of the points {zj}.
Lemma 13. Let j1, . . . , jn−1 ∈ N. There exist n points {zj} on rT such that the
determinant of the following generalized Vandermonde matrix
A =
 1 z
j1
1 . . . z
jn−1
1
...
...
...
...
1 zj1n . . . z
jn−1
n

satisfies |detA| ≥ r
∑n−1
k=1 jk .
Proof. Start with the formal expression for the determinant
detA =
∑
σ
sgn (σ)
n−1∏
m=0
z
jσ(m)
m .
Write zj = re
iθj , now we have:ˆ
Tn
|detA|2 dθ1 . . . dθn =
ˆ
Tn
∑
σ
sgn (σ)
n∏
m=1
z
jσ(m)
m ·
∑
σ
sgn (σ)
n∏
m=1
z¯
jσ(m)
m dz1 . . . dzn =
= r2·
∑n−1
k=1
jk ·
(2pi)n ·∑
σ
1 +
ˆ
Tn
∑
σ 6=τ
sgn (σ) · sgn (τ) ei·
∑
aσ,τ,jθj
 ≥
≥ r2·
∑n−1
k=1 jk · n!,
since at least one of the aσ,τ,j is different than 0 in each sum. 
We now have the following
Corollary 14. Using the configuration of the points {zj} given in the previous
lemma, we have
log (detΣ) ≥ S(r).
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Proof. Notice that we can represent Σ in the following form
Σ = V · V ∗
where
V =
a0 a1 · z1 . . . an · z
n
1 . . .
...
...
...
... . . .
a0 a1 · zN . . . an · znN . . .
 .
We can estimate the determinant of Σ by projecting V onN(r) =
{
a0, aj1 , . . . , ajn−1
}
coordinates (let’s denote this projection by P ). Since detΣ is the square of the prod-
uct of the singular values of V , and these values are only reduced by the projection,
we have
detΣ ≥ (detPV )2 =
∣∣∣∣∣∣∣
a0 aj1z
j1
1 . . . ajn−1z
jn−1
1
...
...
...
...
a0 aj1z
j1
n . . . ajn−1z
jn−1
n
∣∣∣∣∣∣∣
2
and so by the previous lemma
detΣ ≥
∏
j∈N1(r)
a2j ·
∣∣∣∣∣∣∣
1 zj11 . . . z
jn−1
1
...
...
...
...
1 zj1n . . . z
jn−1
n
∣∣∣∣∣∣∣
2
≥
∏
j∈N1(r)
a2j · r2·
∑
j∈N1(r)
j
=
∏
j∈N1(r)
a2jr
2j = exp (S (r))

We now want to estimate the integral
I =
ˆ
E
1
pin
dζ,
that is to estimate the volume of the following set:
E =
ζ ∈ Cn | 1n
n∑
j=1
log |ζj | ≤ logS (r) + 1 and |ζj | ≤ e3S(r), 1 ≤ j ≤ n
 ,
with respect to the Lebesgue measure on Cn. We will use the following lemma (see
[Ni1, Lemma 11])
Lemma 15. Set s > 0, t > 0 and N ∈ N+, such that log (tN/s) ≥ N . Denote by
CN the following set
CN = CN (t, s) =
{
r = (r1, . . . , rN ) : 0 ≤ rj ≤ t,
N∏
1
rj ≤ s
}
.
Then
volRN(CN ) ≤
s
(N − 1)! log
N
(
tN/s
)
.
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Now we have the almost immediate
Corollary 16. Suppose that r is normal and large enough, then we have
I ≤ exp (Cn (r) logS (r)) .
Proof. To shorten the expressions, we write
n = n(r)
s = exp (n (r) (logS (r) + 1))
t = exp (3S(r)) .
We want to translate the integral I into an integral in RN , using the change of
variables ζj = rj cos(θj) + irj sin(θj). Integrating out the variables θj , we get
I ′ = 2n
´
C
∏
rj dr, where the new domain is
C =
r = (r1, . . . , rn) : 0 ≤ rj ≤ t,
n∏
j=1
rj ≤ s
 .
We can find an explicit expression for this integral, but, instead we will simplify it
even more to
(5.2) I ′ ≤ 2ns · volRn(C)
Now, in order to use the previous lemma, we have to check the condition log (tn/s) ≥
n, or (where C > 0)
3n(r)S(r) − n(r) (logS(r) + 1) ≥ n(r),
which is satisfied under our assumptions, for r large enough. After applying the
lemma, we get (for r large enough)
I ′ ≤ n · 2
ns2
n!
logn (tn/s)
≤ s
2e2n
nn
logn (tn/s)
= exp (2 log s+ n log2 t+ 2n− n log2 s)
≤ exp (2 log s+ n log2 t) .
Recalling the definitions of n, s and t, we finally get
log I ′ ≤ 2n (r) (logS(r) + 1) + n (r) logS (r) + Cn (r)
≤ Cn (r) logS (r) .

Now, the estimate (5.1) follows, since the original points {zj} satisfy |zj| = ρ
and by Corollaries 14 and 16:
P (E) ≤ exp (−S (ρ) + Cn (r) log S (r)) .
This completes the proof of Proposition 12.
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