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In this paper we investigate the iterated order, iterated type and iterated convergence
exponent of zeros of meromorphic solutions of the equations
f (k) + Ak−1(z) f (k−1) + · · · + A1(z) f ′ + A0(z) f = 0,
f (k) + Ak−1(z) f (k−1) + · · · + A1(z) f ′ + A0(z) f = F (z),
where A0 ≡ 0, A1, . . . , Ak−1 and F ≡ 0 are meromorphic on the complex plane. We
improve and extend many results due to Z.-X. Chen, Z.-X. Chen and C.-C. Yang, L. Kinnunen,
B. Belaïdi, J. Tu and C.-F. Yi, T.-B. Cao and H.-X. Yi and others. The ﬁxed points of solutions
are also considered in this paper. Some errors in earlier papers of the present authors and
others are pointed out.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we shall assume that the reader is familiar with the fundamental results and the standard notations of
the Nevanlinna value distribution theory of meromorphic functions (see [27,15]) such as M(r, f ), T (r, f ), m(r, f ), N(r, f ),
δ(a, f ). The term “meromorphic function” will mean meromorphic in the whole complex plane C. Let us deﬁne inductively,
for r ∈ [0,+∞), exp1 r := er and expn+1 r := exp(expn r), n ∈ N. For all r suﬃciently large, we deﬁne log1 r := log r and
logn+1 r := log(logn r), n ∈ N. We also denote exp0 r := r =: log0 r, log−1 r := exp1 r and exp−1 r := log1 r. To express the rate
of growth of meromorphic functions, we recall the following deﬁnitions (see [18,22,5,19], etc.).
Deﬁnition 1.1. The iterated n-order σn( f ) of a meromorphic function f is deﬁned by
σn( f ) = limsup
r→∞
logn T (r, f )
log r
(n ∈ N).
If f is an entire function, then there holds
σn( f ) = limsup
r→∞
logn+1 M(r, f )
log r
.
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i( f ) =
⎧⎨
⎩
0 if f is rational,
min{n ∈ N: σn( f ) < ∞} if f is transcendental and σn( f ) < ∞ for some n ∈ N,
∞ if σn( f ) = ∞ for all n ∈ N.
Deﬁnition 1.3. The iterated n-type of a meromorphic function f with iterated order 0< σn( f ) < ∞ is deﬁned by
τn( f ) = limsup
r→∞
logn−1 T (r, f )
rσn( f )
(n ∈ N).
If f is an entire function, then there holds
τn( f ) = limsup
r→∞
logn M(r, f )
rσn( f )
.
Deﬁnition 1.4. The iterated n-convergence exponent of the sequence of zero points of a meromorphic function is deﬁned by
λn( f ) = λn( f ,0) = limsup
r→∞
logn N(r,
1
f )
log r
(n ∈ N),
and λn( f ), the iterated n-convergence exponent of the sequence of distinct zero points of f is similarly deﬁned when
replacing N(r, 1f ) by N(r,
1
f ).
Deﬁnition 1.5. The growth index of the iterated convergence exponent of the sequence of zero points of a meromorphic
function f with iterated order is deﬁned by
iλ( f ) = iλ( f ,0) =
⎧⎪⎨
⎪⎩
0 if n(r, 1f ) = O (log r),
min{n ∈ N: λn( f ) < ∞} if λn( f ) < ∞ for some n ∈ N,
∞ if λn( f ) = ∞ for all n ∈ N.
Similarly, we can deﬁne the growth index iλ( f ) of λn( f ).
For k 2, we consider the linear differential equations
f (k) + Ak−1(z) f (k−1) + · · · + A1(z) f ′ + A0(z) f = 0, (1)
f (k) + Ak−1(z) f (k−1) + · · · + A1(z) f ′ + A0(z) f = F (z), (2)
where A0 ≡ 0 and F ≡ 0. When the coeﬃcients A0, A1, . . . , Ak−1 and F are entire functions, it is well known that
all solutions of (1) and (2) are entire functions, and that if some coeﬃcients of (1) are transcendental then (1)
has at least one solution with order σ1( f ) = ∞. We refer to [19] for the literature on the growth of entire so-
lutions of (1) and (2). Recently the solutions of the complex differential equations have been investigated actively
[1,2,4–6,12,26,23,20,25,21].
In [10], Z.-X. Chen and S.-A. Gao obtained the following result when A0 is the coeﬃcient which dominates the growth
of coeﬃcients. The growth of order and convergence exponent of zeros of entire solutions of (2) are also considered in the
same paper.
Theorem 1.1. (See [10].) Let A0, A1, . . . , Ak−1 be entire functions satisfying
(i) σ1(A j) < σ1(A0) < ∞ ( j = 1,2, . . . ,k − 1)
or
(ii) A0 being transcendental function with σ1(A0) < ∞, and A1, . . . , Ak−1 being polynomials.
Then every solution f ≡ 0 of (1) satisﬁes σ1( f ) = ∞.
In [11], Z.-X. Chen and C.-C. Yang got an improvement of Theorem 1.1 and obtained the precise estimates for hyperorder
of entire solutions when the dominant coeﬃcient A0 is of order 0< σ1(A0) < ∞.
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max
{
σ1(A j): j = 1,2, . . . ,k − 1
}
< σ1(A0) < ∞.
Then all solutions f ≡ 0 of (1) satisfy σ2( f ) = σ1(A0).
In [18], L. Kinnunen obtained the precise estimates for iterated order of entire solutions. The iterated order σp(A0) may
be zero if max{i(A j): j = 1,2, . . . ,k − 1} < p. Hence Theorem 1.3 improved Theorem 1.2.
Theorem 1.3. (See [18].) Let A0, A1, . . . , Ak−1 be entire functions such that i(A0) = p (0 < p < ∞). If either max{i(A j): j =
1,2, . . . ,k − 1} < p or max{σp(A j): j = 1,2, . . . ,k − 1} < σp(A0), then all nontrivial solutions of (1) satisfy i( f ) = p + 1 and
σp+1( f ) = σp(A0).
For the case that the dominant coeﬃcient A0 is replaced by an arbitrary coeﬃcient As (s ∈ {0,1, . . . ,k − 1}), B. Belaïdi
extended a result of [11] from hyperorder to iterated order. Here As may be not the only coeﬃcient which dominates the
growth of coeﬃcients. We point out that the condition i(As) = p (0< p < ∞) was missing in [1].
Theorem1.4. (See [1].) Let A0, A1, . . . , Ak−1 be entire functions such that there exists one transcendental As (0 s k−1) satisfying
i(As) = p (0 < p < ∞) and σp(A j)  σp(As) for all j = s. Then Eq. (1) has at least one solution f satisﬁes i( f ) = p + 1 and
σp+1( f ) = σp(As).
In the above papers [11,18,1], Eq. (2) is also investigated. When the coeﬃcients A0, A1, . . . , Ak−1 and F are meromorphic,
there are some results for the hyperorder [8,3] and iterated order [5,6] of meromorphic solutions of (1) and (2). In a
recent paper [6], one of the present authors and H.-X. Yi obtained extensions of Theorems 1.1–1.4 from entire solutions to
meromorphic solutions. However, we need point out that either the condition the multiplicity of poles of the solution f of
(1) and (2) is uniformly bounded or the condition δ(∞, f ) > 0 was missing in the main results of [3,9,5,26,6] and other
papers. We shall commentate it in Remark 3.1.
Theorem 1.5. (See [6].) Let A0, A1, . . . , Ak−1 be meromorphic functions, and let i(A0) = p (0 < p < ∞). Assume that λ1( 1A j ) <
σ1(A0) for j = 0,1, . . . ,k − 1, and that either
max
{
i(A j): j = 1,2, . . . ,k − 1
}
< p
or
max
{
σp(A j): j = 1,2, . . . ,k − 1
}
< σp(A0).
Then every meromorphic solution f ≡ 0 whose poles are of uniformly bounded multiplicities, of Eq. (1) satisﬁes i( f ) = p + 1 and
σp+1( f ) = σp(A0).
Very recently, J. Tu and C.-F. Yi obtained the following result which improved Theorem 1.2 when the coeﬃcient A0 is
not the only one with the largest order.
Theorem 1.6. (See [23].) Let A0, A1, . . . , Ak−1 be entire functions satisfying σ1(A0) = σ , τ1(A0) = τ , 0 < τ < ∞, 0 < σ < ∞, and
let σ1(A j) σ , τ1(A j) < τ if σ1(A j) = σ ( j = 1,2, . . . ,k − 1), then every solution f ≡ 0 of (1) satisﬁes σ2( f ) = σ1(A0).
Thus there arise many interesting questions such as:
Question 1.1. What can be said if we replace the dominant coeﬃcient A0 by an arbitrary coeﬃcient As (s ∈ {0,1, . . . ,k−1})
in Theorem 1.6?
Question 1.2. Can we extend Theorem 1.6 to iterated order and iterated type?
Question 1.3. Can we extend the coeﬃcients of Eq. (1) in Theorem 1.6 to meromorphic functions?
Question 1.4. Can we replace the condition that λ1( 1A j ) < σ1(A0) for j = 0,1, . . . ,k − 1 by the condition that iλ( 1A0 ) < p or
λp(
1
A0
) < σp(A0) in Theorem 1.5?
Question 1.5. What can be said if we consider Eq. (2) by similar discussion as in Theorem 1.6?
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Section 2, we shall show our main results which improve and extend many results in the above-mentioned papers, and thus
the above questions are answered. Section 3 is for some lemmas and basic theorems, in which we prove some important
results, Theorems 3.1–3.4, that are very interesting by themselves. The other sections are for the proofs of our main results.
2. Main results
For Eq. (1), our ﬁrst result is an extension of Theorems 1.1–1.3, Theorems 1.5–1.6.
Theorem 2.1. Let A0, A1, . . . , Ak−1 be meromorphic functions, and let i(A0) = p (0 < p < ∞). Assume that either iλ( 1A0 ) < p or
λp(
1
A0
) < σp(A0), and that either
max
{
i(A j): j = 1,2, . . . ,k − 1
}
< p
or
max
{
σp(A j): j = 1,2, . . . ,k − 1
}
 σp(A0) := σ (0< σ < ∞),
max
{
τp(A j): σp(A j) = σp(A0)
}
< τp(A0) := τ (0< τ < ∞).
Then every meromorphic solution f ≡ 0 whose poles are of uniformly bounded multiplicities, of Eq. (1) satisﬁes i( f ) = p + 1 and
σp+1( f ) = σp(A0).
We shall show a corollary for entire coeﬃcients which is an extension of Theorems 1.3 and 1.6. The other main results
are also valid for entire coeﬃcients.
Corollary 2.1. Let A0, A1, . . . , Ak−1 be entire functions, and let i(A0) = p (0< p < ∞). Assume that either
max
{
i(A j): j = 1,2, . . . ,k − 1
}
< p
or
max
{
σp(A j): j = 1,2, . . . ,k − 1
}
 σp(A0) := σ (0< σ < ∞),
max
{
τp(A j): σp(A j) = σp(A0)
}
< τp(A0) := τ (0< τ < ∞).
Then every solution f ≡ 0 of Eq. (1) satisﬁes i( f ) = p + 1 and σp+1( f ) = σp(A0).
Replacing the dominant coeﬃcient A0 by an arbitrary coeﬃcient As , where s ∈ {0,1, . . . ,k − 1}, we obtain the following
result which is extension of Theorem 1.4, Theorem 3 in [5] and Theorem 2 in [6].
Theorem 2.2. Let A0, A1, . . . , Ak−1 be meromorphic functions. Suppose that there exists one As (0  s  k − 1) with i(As) = p
(0< p < ∞). Assume that either iλ( 1As ) < p or λp( 1As ) < σp(As), and that either
max
{
i(A j): j = s and j = 0,1, . . . ,k − 1
}
< p,
or
max
{
σp(A j): j = s and j = 0,1, . . . ,k − 1
}
 σp(As) := σ (0< σ < ∞),
max
{
τp(A j): σp(A j) = σp(As)
}
< τp(As) := τ (0< τ < ∞).
Then every transcendental meromorphic solution f whose poles are of uniformly bounded multiplicities, of Eq. (1) satisﬁes p  i( f )
p + 1 and σp+1( f )  σp(As)  σp( f ), and every nontranscendental meromorphic solutions f of (1) is a polynomial with degree
deg( f ) s − 1. Furthermore, if all solutions f (z) whose poles are of uniformly bounded multiplicities, of (1) are meromorphic func-
tions, then there is at least one meromorphic solution f1 which satisﬁes i( f1) = p + 1 and σp+1( f1) = σp(As).
We remark that if both the iterated 1-order of other meromorphic coeﬃcients A j ( j = s) and the iterated 1-convergence
exponent of pole points of As are less than the iterated 1-order of As , which is positive and less than 12 , of the arbitrary
dominant meromorphic coeﬃcient As (s ∈ {0,1, . . . ,k − 1}), then all transcendental meromorphic solutions f of (1) satisfy
i( f ) = 2 and σ2( f ) = σ1(As), see Theorem 3 in [6].
Considering nonhomogeneous linear differential equations (2), we obtain the following three results which extend the
corresponding theorems in [10,11,1,5,6].
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i(F ) = q. Suppose that all solutions f of Eq. (2) are meromorphic functions whose poles are of uniformly bounded multiplicities.
Then
(i) if either q > p + 1, or q = p + 1 and σq(F ) > σp(A0), then all solutions f of (2) satisfy i( f ) = i(F ) = q and σq( f ) = σq(F );
(ii) if either i(F ) = q < p + 1, or q = p + 1 and σq(F ) < σp(A0), then all solutions f of (2) satisfy i( f ) = iλ( f ) = iλ( f ) = p + 1
and σp+1( f ) = λp+1( f ) = λp+1( f ) = σp(A0), with at most one exception.
Theorem 2.4. Assume that A0, A1, . . . , Ak−1 satisfy the hypotheses of Theorem 2.2. Let F be a meromorphic function satisfying
i(F ) = q. Suppose that all solutions of Eq. (2) are meromorphic functions whose poles are of uniformly bounded multiplicities. Set
f0 is a solution of Eq. (2), and g1, g2, . . . , gk are a solution base of the corresponding homogeneous equation (1) of Eq. (2). Then
(i) if either q > p + 1, or q = p + 1 and σq(F ) > σp(As), then all solutions of (2) satisfy i( f ) = i(F ) = q and σq( f ) = σq(F );
(ii) if either i(F ) = q < p + 1, or q = p + 1 and σq(F ) < σp(As), then there exists a g j ( j ∈ {1, . . . ,k}), say g1 , such that the
solutions in the solution subspace G = { fc = cg1+ f0 , c ∈ C} satisfy iλ( fc) = iλ( fc) = i( fc) = p+1 and σp+1( fc) = λp+1( fc) =
λp+1( fc) = σp(As), with at most one exception.
Set g(z) = f (z) − z. Then the zeros of g is just the ﬁxed points of f , obviously we have λn( f − z) = λn(g) and σn( f ) =
σn(g). Many papers [1,7,24,25,21,2] have investigated the problems on the ﬁxed points of solutions of linear differential
equations. We also obtain some results of ﬁxed points of meromorphic solutions of Eqs. (1) and (2), in which Theorem 2.6
improves and extends the results of ﬁxed points in paper [1].
Theorem 2.5. Under the hypothesis of Theorem 2.1, every meromorphic solution f ≡ 0 whose poles are of uniformly bounded multi-
plicities, of (1) satisﬁes λp+1( f − z) = σp+1( f ) = σp(A0).
Theorem2.6.Under the hypothesis of Theorem 2.2, if A1(z)+zA0(z) ≡ 0 and if all solutions of (1) aremeromorphic whose poles are of
uniformly boundedmultiplicities, then any transcendental meromorphic solution f with σp( f ) > σp(As) satisﬁes λp( f − z) = σp( f ).
Furthermore, there exists at least one solution f1 satisfying λp+1( f1 − z) = σp+1( f1) = σp(As).
Theorem 2.7. Under the hypothesis of either Theorem 2.3 or Theorem 2.4, if F (z)− (A1(z)+ zA0(z)) ≡ 0, then every solution f whose
poles are of uniformly bounded multiplicities, with i( f ) = iλ( 1f ) = p + 1 and σp+1( f ) = λp+1( f ) of (2) satisﬁes λp+1( f − z) =
σp+1( f ).
3. Some lemmas and basic theorems
To prove our results, we need some lemmas.
Lemma 3.1. (See [13].) Let f1, f2, . . . , fk be linearly independent meromorphic solutions of the differential equation (1) with mero-
morphic functions A0, A1, . . . , Ak−1 as the coeﬃcients, then
m(r, A j) = O
{
log
(
max
1nk
T (r, fn)
)}
( j = 0,1, . . . ,k − 1).
We recall a special case of an important result due to Chiang and Hayman in [12].
Lemma 3.2. Let f be a meromorphic solution of (1), assuming that not all coeﬃcients A j are constants. Given a real constant γ > 1,
and denoting T (r) :=∑k−1j=0 T (r, A j), we have
logm(r, f ) < r1+γ T (r)
(
log T (r)
)γ
outside of an exceptional set E1 of ﬁnite linear measure.
Lemma 3.3. (See [18, Remark 1.3].) If f is a meromorphic function with i( f ) = p  1, then σp( f ) = σp( f ′).
Lemma 3.4. (See [14].) Let f be a transcendental meromorphic function, and let α > 1 be a given constant. Then there exist a set
E2 ⊂ (1,∞) that has a ﬁnite logarithmic measure, and a constant B > 0 depending only on α and (m,n) (m,n ∈ {0,1, . . . ,k}), m < n
such that for all z with |z| = r /∈ [0,1] ∪ E2 , we have∣∣∣∣ f
(n)(z)
f (m)(z)
∣∣∣∣
(
T (αr, f )
r
(
logα r
)
log T (αr, f )
)n−m
.
T.-B. Cao et al. / J. Math. Anal. Appl. 364 (2010) 130–142 135Lemma 3.5. Let f be a meromorphic function with iterated order ∞ > σp( f ) > 0 and iterated type ∞ > τp( f ) > 0, then for any
given β < τp( f ), there exists a subset I of [1,+∞) that has inﬁnite logarithmic measure such that logp−1 T (r, f ) > βrσp( f ) holds for
all r ∈ I.
Proof. When p = 1, the lemma is due to [23]. Thus we assume p  2. By deﬁnitions of iterated order and iterated type,
there exists an increasing sequence {rm} (rm → ∞) satisfying (1+ 1m )rm < rm+1 and
lim
m→∞
logp−1 T (rm, f )
r
σp( f )
m
= τp( f ).
Then there exists a positive integer m0 such that for all m >m0 and for any given 0< ε < τp( f ) − β , we have
logp−1 T (rm, f ) >
(
τp( f ) − ε
)
r
σp( f )
m . (3)
For any given β < τp( f ), there exists a positive integer m1 such that for all m >m1 we have
(
m
m + 1
)σp( f )
>
β
τp( f ) − ε . (4)
Take mm2 = max{m1,m0}. By (3) and (4), for any r ∈ [rm, (1+ 1m )rm] we have
logp−1 T (r, f ) logp−1 T (rm, f ) >
(
τp( f ) − ε
)
r
σp( f )
m

(
τp( f ) − ε
)( mr
1+m
)σp( f )
> βrσp( f ).
Set I =⋃∞m=m2 [rm, (1+ 1m )rm], then there holds
ml I =
+∞∑
m=m2
(1+ 1m )rm∫
rm
dt
t
=
+∞∑
m=m2
log
(
1+ 1
m
)
= +∞. 
Lemma 3.6. LetΦ(r) be a continuous and positive increasing function, deﬁned for r on (0,+∞), with σp(Φ) = limsupr→∞ logp Φ(r)log r .
Then for any subset E3 of [0,+∞) that has ﬁnite linear measure, there exists a sequence {rn}, rn /∈ E3 such that
σp(Φ) = lim
rn→∞
logp Φ(rn)
log rn
.
Proof. Since σp(Φ) = limsupr→∞ logp Φ(r)log r , there exists a sequence {r′n} (r′n → ∞) such that
lim
r′n→∞
logp Φ(r
′
n)
log r′n
= σ .
Set mE3 = δ < ∞. Then for rn ∈ [r′n, r′n + δ + 1] \ E3, we have
logp Φ(rn)
log rn

logp Φ(r
′
n)
log(r′n + δ + 1) =
logp Φ(r
′
n)
log r′n + log(1+ δ+1r′n )
.
Hence
lim
rn→∞
logp Φ(rn)
log rn
 lim
r′n→∞
logp Φ(r
′
n)
log r′n + log(1+ δ+1r′n )
= σp(Φ).
This gives
lim
rn→∞
logp Φ(rn)
log rn
= σp(Φ). 
For the proofs of our main results, we also need some basic theorems. The ﬁrst result below is due to [6,5] which plays
the key role to consider the growth of solutions of Eq. (2) and the ﬁxed points of solutions of Eqs. (1) and (2). Here we
revise the original proof.
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i( f ) = p + 1 (0< p < ∞). If either
max
{
i(F ), i(A j): j = 0,1, . . . ,k − 1
}
< p + 1,
or
max
{
σp+1(F ),σp+1(A j): j = 0,1, . . . ,k − 1
}
< σp+1( f ).
Then we have iλ( f ) = iλ( f ) = i( f ) = p + 1 and λp+1( f ) = λp+1( f ) = σp+1( f ).
Proof. By Eq. (1), we have
1
f
= 1
F
(
f (k)
f
+ Ak−1 f
(k−1)
f
+ · · · + A0
)
. (5)
If f has a zero at z0 of order γ (> k) and if A0, A1, . . . , Ak−1 are all analytic at z0, then F has a zero at z0 of order at
least γ − k. Hence we have
n
(
r,
1
f
)
 k · n
(
r,
1
f
)
+ n
(
r,
1
F
)
+
k−1∑
j=0
n(r, A j),
N
(
r,
1
f
)
 k · N
(
r,
1
f
)
+ N
(
r,
1
F
)
+
k−1∑
j=0
N(r, A j). (6)
By the lemma of the logarithmic derivative and (5), we get that
m
(
r,
1
f
)
m
(
r,
1
F
)
+
k−1∑
j=0
m(r, A j) + O
(
log T (r, f ) + log r) (7)
holds for all |z| = r /∈ E4, where the linear measure of E4 is ﬁnite. Therefore, by (6), (7) and the ﬁrst main theorem, there
holds
T (r, f ) = T
(
r,
1
f
)
+ O (1) kN
(
r,
1
f
)
+ T (r, F ) +
k−1∑
j=0
T (r, A j) + O
{
log
(
rT (r, f )
)}
(8)
for all suﬃciently large r /∈ E4.
We assume ﬁrst that max{i(F ), i(A j): j = 0,1, . . . ,k − 1} < p + 1 = i( f ), and hence, max{σp(F ),σp(A j): j = 0,1, . . . ,
k − 1} < ∞. Thus there exists a ﬁnite constant α > 0 such that
max
{
T (r, F ), T (r, A j): j = 0,1, . . . ,k − 1
}
 expp−1
(
rα
)
. (9)
By Lemma 3.6, for the set E4 there exists a sequence {rn}, rn /∈ E4 such that
lim
rn→∞
logp+1 T (rn, f )
log rn
= σp+1( f ) := σ .
Hence, we get that for all suﬃciently large rn /∈ E4, if σ = 0 (noting that σp( f ) = ∞) then there exists a constant β (β > α)
such that
T (rn, f ) expp−1
(
rβn
)
> expp−1
(
rαn
)
, (10)
and if σ > 0 then there holds
T (rn, f ) expp
(
rσ−εn
)
, (11)
for any given ε (0 < 2ε < σ − b), where b := max{σp+1(F ),σp+1(A j) ( j = 0,1, . . . ,k − 1)}. By (9) and (10) or (11) we get
that for all suﬃciently large rn /∈ E4 there holds
max
{
T (rn, F )
T (rn, f )
,
T (rn, A j)
T (rn, f )
: j = 0,1, . . . ,k − 1
}
→ 0 (rn → ∞). (12)
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max
{
T (rn, F ), T (rn, A j): j = 0,1, . . . ,k − 1
}
 expp
{
rb+εn
}
. (13)
Then by (13) and (11) we also have the conclusion (12).
Hence, by (8) and (12) we get that for suﬃciently large rn /∈ E4 there holds
(
1− o(1))T (rn, f ) kN
(
rn,
1
f
)
.
This implies that iλ( f ) = iλ( f ) = i( f ) = p + 1 and λp+1( f ) = λp+1( f ) = σp+1( f ). 
In the following result, we obtain an upper bound for iterated order of meromorphic solutions of Eq. (1). The original
method in [8,5,6] is Wiman–Valiron theory (for an entire function [16,17], for a meromorphic function [8,24]). In this
paper we make use of Lemma 3.2 due to Chiang and Hayman instead of Wiman–Valiron theory, and thus Question 1.4 is
completely answered.
Theorem 3.2. Let A0, A1, . . . , Ak−1 be meromorphic functions such that 0 < p < ∞, max{σp(A j): j = 0,1, . . . ,k − 1} σ < ∞.
Then any meromorphic solution f whose poles are of uniformly bounded multiplicities, of (1) satisﬁes σp+1( f ) σ .
Proof. If σp( f ) < ∞, then σp+1( f ) = 0  σ . Now we assume σp( f ) = ∞. By (1) we get that the poles of f (z) can only
occur at the poles of A0, A1, . . . , Ak−1. Note that the multiplicities of poles of f are uniformly bounded, and thus we have
N(r, f ) M1N(r, f ) M1
k−1∑
j=0
N(r, A j) Mmax
{
N(r, A j): j = 0,1, . . . ,k − 1
}
,
where M1 and M are some suitable positive constants. This gives
T (r, f ) =m(r, f ) + O (max{N(r, A j): j = 0,1, . . . ,k − 1}). (14)
Applying now (14) with Lemma 3.2, we obtain σp+1( f ) σ . 
Remark 3.1. From the proof of Theorem 3.2, we see that the condition that the multiplicity of poles of the solution f is
uniformly bounded is necessary because the growth of the coeﬃcients gives only estimate for the counting function of
distinct poles, N(r, f ), not for N(r, f ). Hence, the condition that the multiplicity of poles of the solution f is uniformly
bounded was missing in the main results of [3,8,9,5,26,6] and other papers. Of course, from the proof of Theorem 3.2 we
see that this condition can also be changed by δ(∞, f ) > 0 for solution f .
We shall show a lower bound for iterated order of meromorphic solutions of Eq. (1) when A0 is the dominant coeﬃcient.
Theorem 3.3. Let A0, A1, . . . , Ak−1 be meromorphic functions, and let 0 < i(A0) = p < ∞. Assume that either iλ( 1A0 ) < p or
λp(
1
A0
) < σp(A0), and that either
max
{
i(A j): j = 1,2, . . . ,k − 1
}
< p
or
max
{
σp(A j): j = 1,2, . . . ,k − 1
}
 σp(A0) := σ (0< σ < ∞),
max
{
τp(A j): σp(A j) = σp(A0)
}
< τp(A0) := τ (0< τ < ∞).
Then any nonzero meromorphic solution f of (1) satisﬁes
i( f ) p + 1 and σp+1( f ) σp(A0). (15)
Proof. Suppose that f is a nonzero meromorphic solution of Eq. (1). By (1), we get
−A0(z) = f
(k)
f
+ Ak−1(z) f
(k−1)
f
+ · · · + A1(z) f
′
f
. (16)
By the lemma of the logarithmic derivative and (16), we get that
m(r, A0)
k−1∑
m(r, A j) +
k∑
m
(
r,
f ( j)
f
)
=
k−1∑
m(r, A j) + O
{
log
(
rT (r, f )
)}
j=1 j=1 j=1
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T (r, A0) =m(r, A0) + N(r, A0) N(r, A0) +
k−1∑
j=1
m(r, A j) + O
{
log
(
rT (r, f )
)}
(17)
holds for all suﬃciently large |z| = r /∈ E5.
Set b =: max{λp( 1A0 ),σp(A j), j = 1,2, . . . ,k − 1}. If iλ( 1A0 ) < p then
N(r, A0) expp−2
(
rα1
)
(18)
holds for a positive constant α1, and if λp( 1A0 ) < σp(A0) = σ then there holds
N(r, A0) expp−1
(
r
λp(
1
A0
)+ε)
, (19)
where (0< 2ε < σ − λp( 1A0 )).
We assume ﬁrst that max{i(A j): j = 1,2, . . . ,k − 1} < p, then there exists a positive constant α2 such that
m(r, A j) T (r, A j) expp−2
(
rα2
)
( j = 1,2, . . . ,k − 1) (20)
holds for a positive constant α2. If σp(A0) = 0, and hence iλ( 1A0 ) < p, then by Lemma 3.6 there exists a sequence {rn} such
that for all rn /∈ E6,
T (rn, A0) expp−2
{
rMn
}
(21)
holds for a suitable large constant M > max{α1,α2}. Hence, substituting (18), (20) and (21) into (17) we have the conclu-
sions (15). If σp(A0) > 0, then again by Lemma 3.6 there exists a sequence {rn} such that for all rn /∈ E6,
T (rn, A0) expp−1
{
rσ−εn
}
(22)
holds for any given ε (0 < 2ε < σ − b). Hence, substituting (18) or (19), (20) and (22) into (17) we have the conclu-
sions (15).
Assume that max{σp(A j): j = 1,2, . . . ,k − 1} < σp(A0), we have
m(r, A j) T (r, A j) expp−1
(
rb+ε
)
( j = 1,2, . . . ,k − 1). (23)
Then substituting (18) or (19), (23) and (22) into (17) we have the conclusions (15).
Assume that max{σp(A j): j = 1,2, . . . ,k − 1} = σp(A0) and max{τp(A j): σp(A j) = σp(A0)} < τp(A0). Then there ex-
ists a set J1 ⊆ {1,2, . . . ,k − 1} such that for j ∈ J1 we have σp(A j) = σp(A0) = σ and τp(A j) < τp(A0) = τ , and for
i ∈ {1,2, . . . ,k − 1} \ J1 we have σp(Ai) < σp(A0) = σ . Hence, there exist constants β1 and β with max{τp(A j): j ∈ J1} <
β1 < β < τ such that
m(r, Ai) T (r, Ai) expp−1
{
rσ−ε
}
 expp−1
{
β1r
σ
}
, i ∈ {1,2, . . . ,k − 1} \ J1 (24)
and
m(r, A j) T (r, A j) expp−1
{
β1r
σ
}
, j ∈ J1. (25)
Under the assumption of either iλ( 1A0 ) < p or λp(
1
A0
) < σp(A0), we have
N(r, A0) expp−1
(
r
λp(
1
A0
)+ε) expp−1(rσ−ε) expp−1{β1rσ }. (26)
By Lemma 3.5 there exists a set I0 having inﬁnite logarithmic measure such that for all r ∈ I0 we have
T (r, A0) > expp−1
{
βrσ
}
. (27)
Hence, by substituting (24)–(27) into (17) we have the conclusions (15). 
The following result is a lower bound for iterated order of meromorphic solutions of Eq. (1) when an arbitrary As
(s ∈ {0,1, . . . ,k − 1}) is the dominant coeﬃcient.
Theorem 3.4. Let A0, A1, . . . , Ak−1 be meromorphic functions, and let 0< i(As) = p < ∞, where s ∈ {0,1, . . . ,k − 1}. Assume that
either iλ(
1
As
) < p or λp(
1
As
) < σp(As), and that either
max
{
i(A j): j = s and j = 0,1, . . . ,k − 1
}
< p
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max
{
σp(A j): j = s and j = 0,1, . . . ,k − 1
}
 σp(As) := σ (0< σ < ∞),
max
{
τp(A j): σp(A j) = σp(As)
}
< τp(As) := τ (0< τ < ∞).
Then any transcendental meromorphic solution f of (1) satisﬁes
i( f ) p and σp( f ) σp(As). (28)
Proof. We assume that f is a transcendental meromorphic solution of (1). By (1) we get
−As =
(
f (k)
f (s)
+ Ak−1 f
(k−1)
f (s)
+ · · · + As+1 f
(s+1)
f (s)
+ As−1 f
(s−1)
f (s)
+ · · · + A0 f
f (s)
)
= f
f (s)
[
f (k)
f
+ Ak−1 f
(k−1)
f
+ · · · + As+1 f
(s+1)
f
+ As−1 f
(s−1)
f
+ · · · + A1 f
′
f
+ A0
]
.
Note that
m
(
r,
f
f (s)
)
 T (r, f ) + T
(
r,
1
f (s)
)
= T (r, f ) + T (r, f (s))+ O (1),
by the lemma of logarithmic derivative we obtain that
T (r, As) N(r, As) +
∑
j =s
m(r, A j) + O
{
log
(
rT (r, f )
)}+ T (r, f ) + T (r, f (s))
= N(r, As) +
∑
j =s
m(r, A j) + o
(
T (r, f )
)+ T (r, f ) + T (r, f (s))
holds for all suﬃciently large r /∈ E7. By a similar discussion as in the proof of Theorem 3.3, one can deduce that i( f ) p
and σp( f ) σp(As). 
4. Proof of Theorem 2.1
Suppose that f is a nonzero meromorphic solution of Eq. (1). By Theorem 3.3 we have i( f )  p + 1 and σp+1( f ) 
σp(A0). On the other hand, by Theorem 3.2 we get that σp+1( f )  σp(A0) < ∞, and hence i( f )  p + 1. Therefore, we
prove that i( f ) = p + 1 and σp+1( f ) = σp(A0).
5. Proof of Theorem 2.2
Suppose that f is a rational solution of (1). If f is either a rational function with poles of degree n  1 at z0 ∈ C, or a
polynomial with degree deg( f ) s, then f (s)(z) ≡ 0. We ﬁrst assume that either
max
{
i(A j): j = s and j = 0,1, . . . ,k − 1
}
< p
or
max
{
σp(A j): j = s and j = 0,1, . . . ,k − 1
}
< σp(As) = σ .
Then we have i(0) = i( f (k) + Ak−1 f (k−1) + · · · + A0 f ) = i(As) = p or σp(0) = σp( f (k) + Ak−1 f (k−1) + · · · + A0 f ) = σp(As) =
σ > 0. This is a contradiction. Next assume that
max
{
σp(A j): j = s and j = 0,1, . . . ,k − 1
}= σp(As) = σ ,
max
{
τp(A j): σp(A j) = σp(As)
}
< τp(As) = τ .
Then there exists a set J2 ⊆ {0,1, . . . , s−1, s+1, . . . ,k−1} such that for j ∈ J2 we have σp(A j) = σp(As) = σ and τp(A j) <
τp(As) = τ , and for i ∈ {0,1, . . . , s − 1, s + 1, . . . ,k − 1} \ J2 we have σp(Ai) < σp(As) = σ . Hence, there exist constants β2
and β3 with max{τp(A j): j ∈ J2} < β2 < β3 < τ such that
m(r, Ai) T (r, Ai) expp−1
{
rσ−ε
}
 expp−1
{
β2r
σ
}
, i ∈ {0,1, . . . ,k − 1} \ J2 ∪ {s} (29)
and
m(r, A j) T (r, A j) expp−1
{
β2r
σ
}
, j ∈ J2. (30)
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1
As
) < σp(As), we have
N(r, As) expp−1
(
rλp(
1
As
)+ε) expp−1(rσ−ε) expp−1{β2rσ }. (31)
By Lemma 3.5 there exists a set I1 having inﬁnite logarithmic measure such that for all r ∈ I1 we have
T (r, As) > expp−1
{
β3r
σ
}
. (32)
By (1) and the lemma of the logarithmic derivative,
T (r, As) N(r, As) +
∑
j =s
m(r, A j) + O (log r) (33)
holds for all suﬃciently large r /∈ E8. Hence, by substituting (29)–(32) into (33) we have the contradiction. Therefore, if f is
a nontranscendental meromorphic solution, then it must be a polynomial with degree deg( f ) s − 1.
Now we assume that f is a transcendental meromorphic solution of Eq. (1). By Theorem 3.4, we have i( f )  p and
σp( f )  σp(As). On the other hand, by Theorem 3.2 we have i( f )  p + 1 and σp+1( f )  σp(As). Hence, we obtain p 
i( f ) p + 1 and σp+1( f ) σp(As) σp( f ).
Suppose that all solutions of Eq. (1) are meromorphic, and that Eq. (1) has a meromorphic solution base { f1, . . . , fk}. By
Lemma 3.1, we get
m(r, As) = O
{
log
(
max
1nk
T (r, fn)
)}
.
If N(r, As) >m(r, As) holds for all suﬃciently large r, then
T (r, As) =m(r, As) + N(r, As) < 2N(r, As).
This contradicts the assumption iλ( 1As ) < p = i(As) or λp( 1As ) < σp(As). Then there holds N(r, As) m(r, As) for all suﬃ-
ciently large r. Hence, we get
T (r, As) = N(r, As) +m(r, As) = O
{
log
(
max
1nk
T (r, fn)
)}
.
This implies that there exists one of { f1, f2, . . . , fk}, say f1, satisfying T (r, As) = O {log T (r, f1)}. Hence i( f1)  p + 1 and
σp+1( f1) σp(As). Therefore, we have i( f1) = p + 1 and σp+1( f1) = σp(As).
6. Proof of Theorem 2.3
Since all solutions of Eq. (2) are meromorphic functions, all solutions of the homogeneous differential equation (1)
corresponding to Eq. (2) are also meromorphic functions. Thus we can assume that { f1, . . . , fk} is a meromorphic solution
base of (1). By Theorem 2.1, we get that i( f j) = p + 1 and σp+1( f j) = σp(A0). Then any solution of (2) has the form
f (z) = C1(z) f1 + C2(z) f2 + · · · + Ck(z) fk, (34)
where C1, . . . ,Ck are suitable meromorphic functions satisfying
C ′j = F · G j( f1, . . . , fk) · W ( f1, . . . , fk)−1, j = 1,2, . . . ,k, (35)
where G j( f1, . . . , fk) are differential polynomials in f1, . . . , fk and their derivatives, and W ( f1, . . . , fk) is the Wronskian of
f1, . . . , fk. By Lemma 3.3, (34) and (35) we obtain
i( f )max{p + 1,q}. (36)
(i) If either q > p + 1, or q = p + 1 and σq(F ) > σp(A0), it follows from (34)–(36) and Eq. (2) that i( f ) = i(F ) = q and
σq( f ) = σq(F ).
(ii) If either q < p + 1, or q = p + 1 and σq(F ) < σp(A0), it follows from (34)–(36) and Eq. (2) that either i( f ) < p + 1, or
i( f ) = p + 1 and σp+1( f ) σp(A0).
Now we assert that all solutions f of Eq. (2) satisfy i( f ) = p + 1 and σp+1( f ) = σp(A0), with at most one exception. In
fact, if there exist two distinct meromorphic solutions g1 and g2 of (2) satisfying either i(gi) < p + 1 or σp+1(gi) < σp(A0)
( j = 1,2), then g = g1 − g2 is a nonzero meromorphic solution of (1) and satisﬁes either i(g) = i(g1 − g2) < p + 1 or
σp+1(g) = σp+1(g1 − g2) < σp(A0). But by Theorem 2.1 we have i(g) = i(g1 − g2) = p + 1 and σp+1(g) = σp+1(g1 − g2) =
σp(A0). This is a contradiction.
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max
{
i(F ), i(A j): j = 0,1, . . . ,k − 1
}
< p + 1
or
max
{
σp+1(F ),σp+1(A j): j = 0,1, . . . ,k − 1
}
< σp+1( f ).
By Theorem 3.1, we obtain that the solution f of (2) satisﬁes iλ( f ) = iλ( f ) = i( f ) = p + 1 and σp+1( f ) = λp+1( f ) =
λp+1( f ).
Therefore, Theorem 2.3 is completely proved.
7. Proof of Theorem 2.4
Assume that {g1, g2, . . . , gk} is a meromorphic solution base of (1) corresponding to (2). By Theorem 2.2, we get that
σp+1(g j) σp(As) ( j = 1, . . . ,k) and there exists one g j , say g1, satisfying i(g1) = p + 1 and σp+1(g1) = σp(As). By similar
discussion as in the proof of Theorem 2.3, we obtain
(1) if either q > p + 1, or i(F ) = q = p + 1 and σq(F ) > σp(As), then all solutions f of Eq. (2) satisfy i( f ) = q and σq( f ) =
σq(F );
(2) if either i(F ) = q < p + 1, or q = p + 1 and σq(F ) < σp(As), then all solutions fc in G satisfy i( fc) = p + 1 and
σp+1( fc) = σp(As), with at most one exception. By Theorem 3.1, we obtain that all solutions fc in G with i( fc) = p + 1
and σp+1( fc) = σp(As) satisfy iλ( fc) = iλ( fc) = p and σp+1( fc) = λp+1( fc) = λp+1( fc).
Therefore, Theorem 2.4 is completely proved.
8. Proof of Theorem 2.5
Assume that f is a nonzero meromorphic solution of (1). Set g(z) = f (z) − z. It obvious that λp+1( f − z) = λp+1(g),
σp+1( f ) = σp+1(g). Eq. (1) becomes
g(k) + Ak−1(z)g(k−1) + · · · + A0(z)g = −
(
A1(z) + zA0(z)
)
.
By Theorem 2.1 we have i( f ) = p + 1 and σp+1( f ) = σp(A0), and thus there holds
max
{
i(A j), i(−A1 − zA0): j = 0,1, . . . ,k − 1
}
 p < p + 1 = i( f ).
Furthermore, by Theorem 2.1 we get that A1(z) + zA0(z) ≡ 0. Then we deduce by Theorem 3.1 that λp+1(g) = σp+1(g).
Therefore, we obtain λp+1( f − z) = σp+1( f ) = σp(A0).
9. Proof of Theorem 2.6
Let f be a transcendental meromorphic solution of (1). Set g(z) = f (z) − z. Eq. (1) becomes
g(k) + Ak−1(z)g(k−1) + · · · + A0(z)g = −
(
A1(z) + zA0(z)
)
.
By Theorem 2.2, we have p  i( f ) p + 1 and σp+1( f ) σp(As) σp( f ). If σp( f ) > σp(As), then
max
{
σp(A j),σp(−A1 − zA0): j = 0,1, . . . ,k − 1
}
 σp(As) < σp( f ).
Assume that A1(z) + zA0(z) ≡ 0. Then we deduce by Theorem 3.1 that λp(g) = σp(g), and hence, λp( f − z) = σp( f ). Again
by Theorem 2.2, there exists at least one solution f1 satisfying i( f1) = p + 1 and σp+1( f1) = σp(As), and thus
max
{
i(A j), i(−A1 − zA0): j = 0,1, . . . ,k − 1
}
 p < p + 1 = i( f1).
Hence we have λp+1( f1 − z) = σp+1( f1) = σp(As).
10. Proof of Theorem 2.7
Let f be any meromorphic solution of (2) with i( f ) = iλ( 1f ) = p + 1 and σp+1( f ) = λp+1( f ). Set g(z) = f (z)− z. Eq. (2)
becomes
g(k) + Ak−1(z)g(k−1) + · · · + A0(z)g = F (z) −
(
A1(z) + zA0(z)
)
.
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σp+1( f ) = λp+1( f ), and thus either
max
{
i(A j), i(F − A1 − zA0): j = 0,1, . . . ,k − 1
}
< p + 1 = i( f )
or
max
{
σp+1(A j),σp+1(F − A1 − zA0): j = 0,1, . . . ,k − 1
}
< σp+1( f ).
Assume that F (z) − (A1(z) + zA0(z)) ≡ 0. Then we deduce by Theorem 3.1 that λp+1(g) = σp+1(g). Therefore, we obtain
λp+1( f − z) = λp+1(g) = σp+1(g) = σp+1( f ).
Remark 10.1. From the proofs of our main results, the condition that iλ( 1A j ) < p or λp(
1
A j
) < σp(A j) in Theorem 2.1 for
j = 0 and Theorem 2.2 for j = s can be changed by δ(∞, A j) > 0, and the condition that the multiplicity of poles of the
meromorphic solution f is uniformly bounded in Theorems 2.1–2.7 can be changed by δ(∞, f ) > 0.
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