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Abstract
While large-scale knowledge graphs pro-
vide vast amounts of structured facts about
entities, a short textual description can of-
ten be useful to succinctly characterize an
entity and its type. Unfortunately, many
knowledge graph entities lack such tex-
tual descriptions. In this paper, we in-
troduce a dynamic memory-based network
that generates a short open vocabulary de-
scription of an entity by jointly leverag-
ing induced fact embeddings as well as
the dynamic context of the generated se-
quence of words. We demonstrate the abil-
ity of our architecture to discern relevant
information for more accurate generation
of type description by pitting the system
against several strong baselines.
1 Introduction
Broad-coverage knowledge graphs such as Free-
base, Wikidata, and NELL are increasingly being
used in many NLP and AI tasks. For instance, DB-
pedia and YAGO were vital for IBM’s Watson!
Jeopardy system (Welty et al., 2012). Google’s
Knowledge Graph is tightly integrated into its
search engine, yielding improved responses for
entity queries as well as for question answering.
In a similar effort, Apple Inc. is building an in-
house knowledge graph to power Siri and its next
generation of intelligent products and services.
Despite being rich sources of factual knowl-
edge, cross-domain knowledge graphs often lack a
succinct textual description for many of the exist-
ing entities. Fig. 1 depicts an example of a concise
entity description presented to a user. Descriptions
of this sort can be beneficial both to humans and
in downstream AI and natural language process-
ing tasks, including question answering (e.g., Who
Figure 1: A motivating example question that demonstrates
the importance of short textual descriptions.
is Roger Federer?), named entity disambiguation
(e.g., Philadelphia as a city vs. the film or even the
brand of cream cheese), and information retrieval,
to name but a few.
Additionally, descriptions of this sort can also
be useful to determine the ontological type of
an entity – another challenging task that often
needs to be addressed in cross-domain knowledge
graphs. Many knowledge graphs already provide
ontological type information, and there has been
substantial previous research on how to predict
such types automatically for entities in knowl-
edge graphs (Neelakantan and Chang, 2015; Miao
et al., 2016; Kejriwal and Szekely, 2017), in semi-
structured resources such as Wikipedia (Ponzetto
and Strube, 2007; de Melo and Weikum, 2010),
or even in unstructured text (Snow et al., 2006;
Bansal et al., 2014; Tandon et al., 2015). How-
ever, most such work has targeted a fixed inven-
tory of types from a given target ontology, many
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of which are more abstract in nature (e.g., human
or artifact). In this work, we consider the task of
generating more detailed open vocabulary descrip-
tions (e.g., Swiss tennis player) that can readily be
presented to end users, generated from facts in the
knowledge graph.
Apart from type descriptions, certain knowl-
edge graphs, such as Freebase and DBpedia, also
provide a paragraph-length textual abstract for ev-
ery entity. In the latter case, these are sourced
from Wikipedia. There has also been research
on generating such abstracts automatically (Biran
and McKeown, 2017). While abstracts of this sort
provide considerably more detail than ontologi-
cal types, they are not sufficiently concise to be
grasped at a single glance, and thus the onus is put
on the reader to comprehend and summarize them.
Typically, a short description of an entity will
hence need to be synthesized just by drawing on
certain most relevant facts about it. While in many
circumstances, humans tend to categorize entities
at a level of abstraction commonly referred to as
basic level categories (Rosch et al., 1976), in an
information seeking setting, however, such as in
Fig. 1, humans naturally expect more detail from
their interlocutor. For example, occupation and
nationality are often the two most relevant prop-
erties used in describing a person in Wikidata,
while terms such as person or human being are
likely to be perceived as overly unspecific. How-
ever, choosing such most relevant and distinctive
attributes from the set of available facts about the
entity is non-trivial, especially given the diver-
sity of different kinds of entities in broad-coverage
knowledge graphs. Moreover, the generated text
should be coherent, succinct, and non-redundant.
To address this problem, we propose a dynamic
memory-based generative network that can gen-
erate short textual descriptions from the available
factual information about the entities. To the best
of our knowledge, we are the first to present neural
methods to tackle this problem. Previous work has
suggested generating short descriptions using pre-
defined templates (cf. Section 4). However, this
approach severely restricts the expressivity of the
model and hence such templates are typically only
applied to very narrow classes of entities. In con-
trast, our goal is to design a broad-coverage open
domain description generation architecture.
In our experiments, we induce a new benchmark
dataset for this task by relying on Wikidata, which
has recently emerged as the most popular crowd-
sourced knowledge base, following Google’s des-
ignation of Wikidata as the successor to Freebase
(Tanon et al., 2016). With a broad base of 19,000
casual Web users as contributors, Wikidata is a
crucial source of machine-readable knowledge in
many applications. Unlike DBpedia and Freebase,
Wikidata usually contains a very concise descrip-
tion for many of its entities. However, because
Wikidata is based on user contributions, many
new entries are created that still lack such descrip-
tions. This can be a problem for downstream tools
and applications using Wikidata for background
knowledge. Hence, even for Wikidata, there is
a need for tools to generate fine-grained type de-
scriptions. Fortunately, we can rely on the entities
for which users have already contributed short de-
scriptions to induce a new benchmark dataset for
the task of automatically inducing type descrip-
tions from structured data.
2 A Dynamic Memory-based Generative
Network Architecture
Our proposed dynamic memory-based generative
network consists of three key components: an in-
put module, a dynamic memory module, and an
output module. A schematic diagram of these are
given in Fig. 2.
2.1 Input Module
The input to the input module is a set of N facts
F = {f1, f2, . . . , fN} pertaining to an entity.
Each of these input facts are essentially (s, p, o)
triples, for subjects s, predicates p, and objects o.
Upon being encoded into a distributed vector rep-
resentation, we refer to them as fact embeddings.
Although many different encoding schemes can
be adopted to obtain such fact embeddings, we
opt for a positional encoding as described by
Sukhbaatar et al. (2015), motivated in part by the
considerations given by Xiong et al. (2016). For
completeness, we describe the positional encoding
scheme here.
We encode each fact fi as a vector fi =∑J
j=1 lj◦wij, where ◦ is an element-wise multipli-
cation, and lj is a column vector with the structure
lkj = (1 − jJ ) − (k/d)(1 − 2 jJ ), with J being
the number of words in the factual phrase, wij as
the embedding of the j-th word, and d as the di-
mensionality of the embedding. Details about how
these factual phrases are formed for our data are
Figure 2: Model architecture.
given in Section 3.3.
Thus, the output of this module is a concatena-
tion of N fact embeddings F = [f1; f2; . . . ; fN].
2.2 Dynamic Memory Module
The dynamic memory module is responsible for
memorizing specific facts about an entity that will
be useful for generating the next word in the out-
put description sequence. Intuitively, such a mem-
ory should be able to update itself dynamically by
accounting not only for the factual embeddings but
also for the current context of the generated se-
quence of words.
To begin with, the memory is initialized as
m(0) = max(0,WmF+ bm). At each time step
t, the memory module attempts to gather pertinent
contextual information by attending to and sum-
ming over the fact embeddings in a weighted man-
ner. These attention weights are scalar values in-
formed by two factors: (1) how much information
from a particular fact is used by the previous mem-
ory statem(t−1), and (2) how much information of
a particular fact is invoked in the current context of
the output sequence h(t−1). Formally,
xi
(t) = [|fi − h(t−1)|; |fi −m(t−1)|], (1)
zi
(t) =W2 tanh(W1xi
(t) + b1) + b2, (2)
a
(t)
i =
exp(zi
(t))∑N
k=1 exp(zk
(t))
, (3)
where |.| is the element-wise absolute difference
and [; ] denotes the concatenation of vectors.
Having obtained the attention weights, we apply
a soft attention mechanism to extract the current
context vector at time t as
c(t) =
N∑
i=1
a
(t)
i fi. (4)
This newly obtained context information is then
used along with the previous memory state to up-
date the memory state as follows:
C(t) = [m(t−1); c(t);h(t−1)] (5)
m(t) = max(0,WmC
(t) + bm) (6)
Such updated memory states serve as the input to
the decoder sequence of the output module at each
time step.
2.3 Output Module
The output module governs the process of repeat-
edly decoding the current memory state so as to
emit the next word in an ordered sequence of out-
put words. We rely on GRUs for this.
At each time step, the decoder GRU is presented
as input a glimpse of the current memory state
m(t) as well as the previous context of the out-
put sequence, i.e., the previous hidden state of the
decoder h(t−1). At each step, the resulting output
of the GRU is concatenated with the context vec-
tor ci(t) and is passed through a fully connected
layer and finally through a softmax layer. During
training, we deploy teacher forcing at each step
by providing the vector embedding of the previ-
ous correct word in the sequence as an additional
input. During testing, when such a signal is not
available, we use the embedding of the predicted
word in the previous step as an additional input to
the current step. Formally,
h(t) = GRU([m(t);w(t−1)],h(t−1)), (7)
h˜(t) = tanh(Wd[h
(t); c(t)] + bd), (8)
yˆ(t) = Softmax(Woh˜(t) + bo), (9)
where [; ] is the concatenation operator, w(t−1) is
vector embedding of the previous word in the se-
quence, and yˆ(t) is the probability distribution for
the predicted word over the vocabulary at the cur-
rent step.
2.4 Loss Function and Training
Training this model amounts to picking suitable
values for the model parameters θ, which include
the matrices W1, W2, Wm, Wd, Wo and the
corresponding bias terms b1, b2, bm, bd, and bo
as well as the various transition and output matri-
ces of the GRU.
To this end, if each of the training instances has
a description with a maximum of M words, we
can rely on the categorical cross-entropy over the
entire output sequence as the loss function:
L(θ) = −
M∑
t=1
|V|∑
j=1
y
(t)
j log(yˆ
(t)
j ). (10)
where y(t)j ∈ {0, 1} and |V| is the vocabulary size.
We train our model end-to-end using Adam as
the optimization technique.
3 Evaluation
In this section, we describe the process of creat-
ing our benchmark dataset as well as the baseline
methods and the experimental results.
3.1 Benchmark Dataset Creation
For the evaluation of our method, we introduce a
novel benchmark dataset that we have extracted
from Wikidata and transformed to a suitable for-
mat. We rely on the official RDF exports of
Wikidata, which are generated regularly (Erxleben
et al., 2014), specifically, the RDF dump dated
2016-08-01, which consists of 19,768,780 enti-
ties with 2,570 distinct properties. A pair of a
property and its corresponding value represents a
fact about an entity. In Wikidata parlance, such
facts are called statements. We sample a dataset
of 10K entities from Wikidata, and henceforth re-
fer to the resulting dataset as WikiFacts10K. Our
sampling method ensures that each entity in Wiki-
Facts10K has an English description and at least
5 associated statements. We then transform each
extracted statement into a phrasal form by con-
catenating the words of the property name and its
value. For example, the (subject, predicate, object)
triple (Roger Federer, occupation, tennis player)
is transformed to ’occupation tennis player’. We
refer to these phrases as the factual phrases, which
are embedded as described earlier. We randomly
divide this dataset into training, validation, and
test sets with a 8:1:1 ratio. We have made our code
and data available1 for reproducibility and to facil-
itate further research in this area.
3.2 Baselines
We compare our model against an array of base-
lines of varying complexity. We experiment with
some variants of our model as well as several other
state-of-the-art models that, although not specif-
ically designed for this setting, can straightfor-
wardly be applied to the task of generating de-
scriptions from factual data.
1. Facts-to-sequence Encoder-Decoder
Model. This model is a variant of the
standard sequence-to-sequence encoder-
decoder architecture described by Sutskever
et al. (2014). However, instead of an input
sequence, it here operates on a set of fact em-
beddings {f1, f2, . . . , fN}, which are emitted
by the positional encoder described in Sec-
tion 2.1. We initialize the hidden state of the
decoder with a linear transformation of the
fact embeddings as h(0) = WF + b, where
F = [f1; f2; . . . ; fN] is the concatenation of
N fact embeddings.
As an alternative, we also experimented with
a sequence encoder that takes a separate fact
embedding as input at each step and initial-
izes the decoder hidden state with the final
hidden state of the encoder. However, this
approach did not yield us better results.
1https://github.com/kingsaint/Open-vocabulary-entity-
type-description
Table 1: Automatic evaluation results of different models. For a detailed explanation of the baseline models, please refer to
Section 3.2. The best performing model for each column is highlighted in boldface.
Model B-1 B-2 B-3 B-4 ROUGE-L METEOR CIDEr
Facts-to-seq 0.404 0.324 0.274 0.242 0.433 0.214 1.627
Facts-to-seq w. Attention 0.491 0.414 0.366 0.335 0.512 0.257 2.207
Static Memory 0.374 0.298 0.255 0.223 0.383 0.185 1.328
DMN+ 0.281 0.234 0.236 0.234 0.275 0.139 0.912
Our Model 0.611 0.535 0.485 0.461 0.641 0.353 3.295
2. Facts-to-sequence Model with Attention
Decoder. The encoder of this model is iden-
tical to the one described above. The differ-
ence is in the decoder module that uses an
attention mechanism.
At each time step t, the decoder GRU re-
ceives a context vector c(t) as input, which is
an attention weighted sum of the fact embed-
dings. The attention weights and the context
vectors are computed as follows:
x(t) = [w(t−1);h(t−1)] (11)
z(t) =Wx(t) + b (12)
a(t) = softmax(z(t)) (13)
c(t) = max(0,
N∑
i=1
a
(t)
i fi) (14)
After obtaining the context vector, it is fed to
the GRU as input:
h(t) = GRU([w(t−1); c(t)],h(t−1)) (15)
3. Static Memory Model. This is a variant
of our model in which we do not upgrade
the memory dynamically at each time step.
Rather, we use the initial memory state as the
input to all of the decoder GRU steps.
4. Dynamic Memory Network (DMN+). We
consider the approach proposed by Xiong
et al. (2016), which supersedes Kumar et al.
(2016). However, some minor modifications
are needed to adapt it to our task. Unlike the
bAbI dataset, our task does not involve any
question. The presence of a question is im-
perative in DMN+, as it helps to determine
the initial state of the episodic memory mod-
ule. Thus, we prepend an interrogative phrase
such as ”Who is” or ”What is” to every entity
name. The question module of the DMN+
is hence presented with a question such as
”Who is Roger Federer?” or ”What is Star
Wars?”. Another difference is in the output
module. In DMN+, the final memory state
is passed through a softmax layer to generate
the answer. Since most answers in the bAbI
dataset are unigrams, such an approach suf-
fices. However, as our task is to generate a
sequence of words as descriptions, we use a
GRU-based decoder sequence model, which
at each time step receives the final mem-
ory state m(T ) as input to the GRU. We re-
strict the number of memory update episodes
to 3, which is also the preferred number of
episodes in the original paper.
3.3 Experimental Setup
For each entity in the WikiFacts10K dataset, there
is a corresponding set of facts expressed as factual
phrases as defined earlier. Each factual phrase in
turn is encoded as a vector by means of the posi-
tional encoding scheme described in Section 2.1.
Although other variants could be considered, such
as LSTMs and GRUs, we apply this standard fact
encoding mechanism for our model as well as all
our baselines for the sake of uniformity and fair
comparison. Another factor that makes the use
of a sequence encoder such as LSTMs or GRUs
less suitable is that the set of input facts is essen-
tially unordered without any temporal correlation
between facts.
We fixed the dimensionality of the fact embed-
dings and all hidden states to be 100. The vocab-
ulary size is 29K. Our models and all other base-
lines are trained for a maximum of 25 epochs with
an early stopping criterion and a fixed learning rate
of 0.001.
To evaluate the quality of the generated descrip-
tions, we rely on the standard BLEU (B-1, B-2,
B-3, B-4), ROUGE-L, METEOR and CIDEr met-
rics, as implemented by Sharma et al. (2017). Of
course, we would be remiss not to point out that
these metrics are imperfect. In general, they tend
to be conservative in that they only reward gen-
erated descriptions that overlap substantially with
the ground truth descriptions given in Wikidata. In
reality, it may of course be the case that alternative
descriptions are equally appropriate. In fact, in-
specting the generated descriptions, we found that
our method often indeed generates correct alter-
native descriptions. For instance, Darius Kaiser
is described as a cyclist, but one could also de-
scribe him as a German bicycle racer. Despite
their shortcomings, the aforementioned metrics
have generally been found suitable for comparing
supervised systems, in that systems with signifi-
cantly higher scores tend to fare better at learning
to reproduce ground truth captions.
3.4 Results
The results of the experiments are reported in Ta-
ble 1. Across all metrics, we observe that our
model obtains significantly better scores than the
alternatives.
A facts-to-seq model exploiting our positional
fact encoding performs adequately. With an addi-
tional attention mechanism (Facts-to-seq w. Atten-
tion), the results are even better. This is on account
of the attention mechanism’s ability to reconsider
the attention distribution at each time step using
the current context of the output sequence. The
results suggest that this enables the model to more
flexibly focus on the most pertinent parts of the
input. In this regard, such a model thus resem-
bles our approach. However, there are important
differences between this baseline and our model.
Our model not only uses the current context of
the output sequence, but also memorizes how in-
formation of a particular fact has been used thus
far, via the dynamic memory module. We con-
jecture that the dynamic memory module thereby
facilitates generating longer description sequences
more accurately by better tracking which parts
have been attended to, as is empirically corrobo-
rated by the comparably higher BLEU scores for
longer n-grams.
The analysis of the Static Memory approach
amounts to an ablation study, as it only differs
from our full model in lacking memory updates.
The divergence of scores between the two variants
suggests that the dynamic memory indeed is vital
for more dynamically attending to the facts by tak-
ing into account the current context of the output
sequence at each step. Our model needs to dynam-
ically achieve different objectives at different time
points. For instance, it may start off looking at
several properties to infer a type of the appropriate
granularity for the entity (e.g., village), while in
the following steps it considers a salient property
and emits the corresponding named entity for it as
well as a suitable preposition (e.g., in China).
Finally, the poor results of the DMN+ approach
show that a naı¨ve application of a state-of-the-
art dynamic memory architecture does not suffice
to obtain strong results on this task. Indeed, the
DMN+ is even outperformed by our Facts-to-seq
baseline. This appears to stem from the inability of
the model to properly memorize all pertinent facts
in its encoder.
Analysis. In Figure 3, we visualize the attention
distribution over facts. We observe how the model
shifts its focus to different sorts of properties while
generating successive words.
Table 2 provides a representative sample of
the generated descriptions and their ground truth
counterparts. A manual inspection reveals five
distinct patterns. The first case is that of exact
matches with the reference descriptions. The sec-
ond involves examples on which there is a high
overlap of words between the ground truth and
generated descriptions, but the latter as a whole is
incorrect because of semantic drift or other chal-
lenges. In some cases, the model may have never
seen a word or named entity during training (e.g.,
Hypocrisy), or their frequency is very limited in
the training set. While it has been shown that
GRUs with an attention mechanism are capable
of learning to copy random strings from the input
(Gu et al., 2016), we conjecture that a dedicated
copy mechanism may help to mitigate this prob-
lem, which we will explore in future research. In
other cases, the model conflates semantically re-
lated concepts, as is evident from examples such
as a film being described as a filmmaker and a
polo player as a water polo player. Next, the
third group involves generated descriptions that
are more specific than the ground truth, but cor-
rect, while, in the fourth group, the generated out-
puts generalize the descriptions to a certain extent.
For example, American musician and pianist is
generalized as American musician, since musician
is a hypernym of pianist. Finally, the last group
consists of cases in which our model generated
descriptions that are factually accurate and may
be deemed appropriate despite diverging from the
Figure 3: An example of attention distribution over the facts while emitting words. The country of citizenship property gets
the most attention while generating the first word French of the left description. For generating the next three words, the fact
occupation attracts the most attention. Similarly, instance of attracts the most attention when generating the sequence Italian
comune.
Table 2: A representative sample of the generated descriptions and its comparison with the ground truth descriptions.
Item Ground Truth Description Generated Description
Matches Q20538915 painting by Claude Monet painting by Claude Monet
Q10592904 genus of fungi genus of fungi
Q669081 municipality in Austria municipality in Austria
Q23588047 microbial protein found in microbial protein found in
Mycobacterium abscessus Mycobacterium abscessus
Semantic drift Q1777131 album by Hypocrisy album by Mandy Moore
Q16164685 polo player water polo player
Q849834 class of 46 electric locomotives class of 20 british 0-6-0t locomotives
Q1434610 1928 film filmmaker
More specific Q1865706 footballer Finnish footballer
Q19261036 number natural number
Q7807066 cricketer English cricketer
Q10311160 Brazilian lawyer Brazilian lawyer and politician
More general Q149658 main-belt asteroid asteroid
Q448330 American musician and pianist American musician
Q4801958 2011 Hindi film Indian film
Q7815530 South Carolina politician American politician
Alternative Q7364988 Dean of York British academic
Q1165984 cyclist German bicycle racer
Q6179770 recipient of the knight’s cross German general
Q17660616 singer-songwriter Canadian musician
reference descriptions to an extent that almost no
overlapping words are shared with them. Note that
such outputs are heavily penalized by the metrics
considered in our evaluation.
4 Related Work
Type Prediction. There has been extensive
work on predicting the ontological types of enti-
ties in large knowledge graphs (Neelakantan and
Chang, 2015; Miao et al., 2016; Kejriwal and
Szekely, 2017; Shimaoka et al., 2017), in semi-
structured resources such as Wikipedia (Ponzetto
and Strube, 2007; de Melo and Weikum, 2010),
as well as in text (Del Corro et al., 2015;
Yaghoobzadeh and Schu¨tze, 2015; Ren et al.,
2016). However, the major shortcoming of these
sorts of methods, including those aiming at more
fine-grained typing, is that they assume that the set
of candidate types is given as input, and the main
remaining challenge is to pick the correct one(s).
In contrast, our work yields descriptions that often
indicate the type of entity, but typically are more
natural-sounding and descriptive (e.g. French Im-
pressionist artist) than the oftentimes abstract on-
tological types (such as human or artifact) chosen
by type prediction methods.
A separate, long-running series of work has ob-
tained open vocabulary type predictions for named
entities and concepts mentioned in text (Hearst,
1992; Snow et al., 2006), possibly also induc-
ing taxonomies from them (Poon and Domingos,
2010; Velardi et al., 2013; Bansal et al., 2014).
However, these methods typically just need to se-
lect existing spans of text from the input as the
output description.
Text Generation from Structured Data. Re-
search on methods to generate descriptions for en-
tities has remained scant. Lebret et al. (2016) take
Wikipedia infobox data as input and train a custom
form of neural language model that, conditioned
on occurrences of words in the input table, gen-
erates biographical sentences as output. However,
their system is limited to a single kind of descrip-
tion (biographical sentences) that tend to share
a common structure. Wang et al. (2016) focus
on the problem of temporal ordering of extracted
facts. Biran and McKeown (2017) introduced a
template-based description generation framework
for creating hybrid concept-to-text and text-to-text
generation systems that produce descriptions of
RDF entities. Their framework can be tuned for
new domains, but does not yield a broad-coverage
multi-domain model. Voskarides et al. (2017) first
create sentence templates for specific entity rela-
tionships, and then, given a new relationship in-
stance, generate a description by selecting the best
template and filling the template slots with the ap-
propriate entities from the knowledge graph. Kut-
lak et al. (2013) generates referring expressions
by converting property-value pairs to text using
a hand-crafted mapping scheme. Wiseman et al.
(2017) considered the related task of mapping ta-
bles with numeric basketball statistics to natural
language. They investigated an extensive array of
current state-of-the-art neural pointer methods but
found that template-based models outperform all
neural models on this task by a significant margin.
However, their method requires specific templates
for each domain (for example, basketball games in
their case). Applying template-based methods to
cross-domain knowledge bases is highly challeng-
ing, as this would require too many different tem-
plates for different types of entities. Our dataset
contains items of from a large number of diverse
domains such as humans, books, films, paintings,
music albums, genes, proteins, cities, scientific ar-
ticles, etc., to name but a few.
Chen and Mooney (2008) studied the task
of taking representations of observations from a
sports simulation (Robocup simulator) as input,
e.g. pass(arg1=purple6, arg2=purple3), and gen-
erating game commentary. Liang et al. (2009)
learned alignments between formal descriptions
such as rainChance(time=26-30,mode=Def) and
natural language weather reports. Mei et al. (2016)
used LSTMs for these sorts of generation tasks,
via a custom coarse-to-fine architecture that first
determines which input parts to focus on.
Much of the aforementioned work essentially
involves aligning small snippets in the input to the
relevant parts in the training output and then learn-
ing to expand such input snippets into full sen-
tences. In contrast, in our task, alignments be-
tween parts of the input and the output do not
suffice. Instead, describing an entity often also
involves considering all available evidence about
that entity to infer information about it that is of-
ten not immediately given. Rather than verbaliz-
ing facts, our method needs a complex attention
mechanism to predict an object’s general type and
consider the information that is most likely to ap-
pear salient to humans from across the entire input.
The WebNLG Challenge (Gardent et al., 2017)
is another task for generating text from structured
data. However, this task requires a textual verbal-
ization of every triple. On the contrary, the task
we consider in this work is quite complementary
in that a verbalization of all facts one-by-one is not
the sought result. Rather, our task requires synthe-
sizing a short description by carefully selecting the
most relevant and distinctive facts from the set of
all available facts about the entity. Due to these
differences, the WebNLG dataset was not suitable
for the research question considered by our paper.
Neural Text Summarization. Generating entity
descriptions is related to the task of text summa-
rization. Most traditional work in this area was
extractive in nature, i.e. it selects the most salient
sentences from a given input text and concatenates
them to form a shorter summary or presents them
differently to the user (Yang et al., 2017). Abstrac-
tive summarization goes beyond this in generat-
ing new text not necessarily encountered in the in-
put, as is typically necessary in our setting. The
surge of sequence-to-sequence modeling of text
via LSTMs naturally extends to the task of abstrac-
tive summarization by training a model to accept a
longer sequence as input and learning to generate
a shorter compressed sequence as a summary.
Rush et al. (2015) employed this idea to gen-
erate a short headline from the first sentence of
a text. Subsequent work investigated the use of
architectures such as pointer-generator networks
to better cope with long input texts (See et al.,
2017). Recently, Liu et al. (2018) presented a
model that generates an entire Wikipedia article
via a neural decoder component that performs ab-
stractive summarization of multiple source docu-
ments. Our work differs from such previous work
in that we do not consider a text sequence as input.
Rather, our input are a series of entity relationships
or properties, as reflected by our facts-to-sequence
baselines in the experiments. Note that our task
is in certain respects also more difficult than text
summarization. While regular neural summariz-
ers are often able to identify salient spans of text
that can be copied to the output, our input is of a
substantially different form than the desired out-
put.
Additionally, our goal is to make our method
applicable to any entity with factual information
that may not have a corresponding Wikipedia-like
article available. Indeed, Wikidata currently has
46 million items, whereas the English Wikipedia
has only 5.6 million articles. Hence, for the vast
majority of items in Wikidata, no corresponding
Wikipedia article is available. In such cases, a
summarization baseline will not be effective.
Episodic Memory Architectures. A number of
neural models have been put forth that possess
the ability to interact with a memory component.
Recent advances in neural architectures that com-
bine memory components with an attention mech-
anism exhibit the ability to extract and reason
over factual information. A well-known exam-
ple is the End-To-End Memory Network model by
Sukhbaatar et al. (2015), which may make mul-
tiple passes over the memory input to facilitate
multi-hop reasoning. These have been particularly
successful on the bAbI test suite of artificial com-
prehension tests (Weston et al., 2015), due to their
ability to extract and reason over the input.
At the core of the Dynamic Memory Networks
(DMN) architecture (Kumar et al., 2016) is an
episodic memory module, which is updated at
each episode with new information that is required
to answer a predefined question. Our approach
shares several commonalities with DMNs, as it
is also endowed with a dynamic memory of this
sort. However, there are also a number of signif-
icant differences. First of all, DMN and its im-
proved version DMN+ (Xiong et al., 2016) assume
sequential correlations between the sentences and
rely on them for reasoning purposes. To this end,
DMN+ needs an additional layer of GRUs, which
is used to capture sequential correlations among
sentences. Our model does not need any such
layer, as facts in a knowledge graph do not nec-
essarily possess any sequential interconnections.
Additionally, DMNs assume a predefined num-
ber of memory episodes, with the final memory
state being passed to the answer module. Unlike
DMNs, our model uses the dynamic context of the
output sequence to update the memory state. The
number of memory updates in our model flexibly
depends on the length of the generated sequence.
DMNs also have an additional question module as
input, which guides the memory updates and also
the output, while our model does not leverage any
such guiding factor. Finally, in DMNs, the output
is typically a unigram, whereas our model emits a
sequence of words.
5 Conclusion
Short textual descriptions of entities facilitate in-
stantaneous grasping of key information about en-
tities and their types. Generating them from facts
in a knowledge graph requires not only mapping
the structured fact information to natural language,
but also identifying the type of entity and then dis-
cerning the most crucial pieces of information for
that particular type from the long list of input facts
and compressing them down to a highly succinct
form. This is very challenging in light of the very
heterogeneous kinds of entities in our data.
To this end, we have introduced a novel dy-
namic memory-based neural architecture that up-
dates its memory at each step to continually re-
assess the relevance of potential input signals. We
have shown that our approach outperforms several
competitive baselines. In future work, we hope to
explore the potential of this architecture on further
kinds of data, including multimodal data (Long
et al., 2018), from which one can extract structured
signals. Our code and data is freely available.2
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