Abstract. Consider the product of m independent n × n random matrices from the spherical ensemble for m ≥ 1. The empirical distribution based on the n eigenvalues of the product is called the empirical spectral distribution. Two recent papers by Götze, Kösters and Tikhomirov (2015) and Zeng (2016) obtain the limit of the empirical spectral distribution for the product when m is a fixed integer. In this paper, we investigate the limiting empirical distribution of scaled eigenvalues for the product of m independent matrices from the spherical ensemble in the case when m changes with n, that is, m = m n is an arbitrary sequence of positive integers.
Introduction
The study of random matrices has attracted much attention from mathematics and physics communities and has found applications in areas such as heavy-nuclei (Wigner, 1955) , number theory (Mezzadri and Snaith, 2005) , condensed matter physics (Beenakker, 1997) , wireless communications (Couillet and Debbah, 2011) , and high dimensional statistics (Johnstone (2001 (Johnstone ( , 2008 and Jiang (2009) Some recent research focuses on product of random matrices which have applications in wireless telecommunication, disordered spin chain, the stability of large complex system, quantum transport in disordered wires, symplectic maps and Hamiltonian mechanics, quantum chromo-dynamics at non-zero chemical potential. See, e.g., Ipsen (2015) for details.
Assume that m ≥ 1 is an integer. Let X 1 , · · · , X m be m independent and identically distributed n × n random matrices. The product of the m matrices
is an n × n random matrix. The limits of the empirical spectral distributions for the product X In this paper, we consider the product of m independent matrices from the spherical ensemble. Let A and B be two n × n matrices and all of the 2n 2 entries of the matrices are i.i.d. standard complex normal random variables. Then, X := A −1 B is called a spherical ensemble (Hough et al., 2009) . Let z 1 , · · · , z n be the eigenvalues of X. Then, their joint probability density function is given by
where C 1 is a normalizing constant; see, for example, Krishnapur (2009).
Let X 1 , · · · , X m be m independent and identically distributed n × n random matrices from the spherical ensemble, that is, they have the same distribution as X defined above. Define the product ensemble X (m) as in (1.1). Again, let z 1 , · · · , z n be the eigenvalues of X (m) . Then their joint probability density function is given by
where C m is a normalizing constant, w m (z) is given by
and G Define the empirical spectral distribution (or measure)
If m ≥ 1 is a fixed integer, Zeng (2016) has proved that µ * n converges weakly to a distribution µ * with a density function p m (z) (1.5) with probability one, where p m (z) is given by The maximum absolute value of the eigenvalues, max 1≤j≤n |z j |, is called the spectral radius. For the spherical ensemble, the limiting distribution for the spectral radius has been obtained in Jiang and Qi (2015a) .
In this paper, we will assume that {m n , n ≥ 1} is an arbitrary sequence of positive integers and consider the product of m n independent matrices from the spherical ensemble. We are interested in the limiting empirical spectral distribution of the product ensemble X (mn) . By defining a new empirical measure based on properly scaled eigenvalues of the product ensemble, we show that the limiting empirical distribution exists and is free of the sequence {m n }. In particular, our result can reduce to (1.5) when m n = m, where m ≥ 1 is any fixed integer.
Main Result
As we assume that m n can change with n, our goal is to define the empirical spectral distribution in a different way than (1.4) so that the limiting distribution is free of the sequence {m n }. Note that the eigenvalues z 1 , · · · , z n for the product X (mn) defined in (1.1) are complex random variables. Write
for 1 ≤ j ≤ n. To achieve our goal, we define the empirical distribution based on scaled eigenvalues as
We have the following result on the convergence of µ n .
Theorem 2.1. With probability one, µ n converges weakly to a probability measure µ with density
Remark 1. A complex number z = re iθ should be interpreted as a 2-dimensional vector (r cos(θ), r sin(θ)) in the definition of the empirical spectral distribution given
The Jacobian for this transformation is equal to r = |z|. Therefore, if we assume that (r, θ) is a random vector with probability density f (θ, r) given in (2.2), then the density function for z = re iθ is
Now we can apply the continuous mapping theorem and restate Theorem 2.1 as follows: with probability one, the empirical distribution
converges weakly to a probability distribution µ • ξ −1 which has density function
Remark 2. When m n = m for all n, where m ≥ 1 is a fixed integer, we can show that Theorem 2.1 implies (1.5). In fact, this can be seen from a simple transformation: z = ξ(θ, r) = r m e iθ . The Jacobian for this transformation is mr 2m−1 = m|z| 2−1/m . Again, as in Remark 1, if we assume that (r, θ) is a random vector with the probability density given in (2.2), then the density function for
which is the same as p m (z) defined in (1.6). Now we can apply the continuous mapping theorem and obtain that with probability one, the empirical distribution
converges weakly to a probability distribution µ • ξ −1 which has density function p m (z). 
Assume that {s j,ℓ , 1 ≤ ℓ ≤ m n , 1 ≤ j ≤ n} are independent random variables, and the density of s j,ℓ is proportional to
Let Unif[0, 2π] denote the uniform distribution over [0, 2π] and ν denote the probability measure defined on (0, ∞) with density function 2r (1+r 2 ) 2 , r > 0. Then we see that the probability measure µ with density f (θ, r) given in (2.2) is the product measure of two probability measures Unif[0, 2π] and ν, that is, µ = Unif[0, 2π] ⊗ ν.
We have the following conclusions in our special situation in the present paper.
Result 1. If ν n converges weakly to ν with probability one, then µ n converges weakly to µ with probability one. See Theorem 1 in Jiang and Qi (2015b).
Result 2. If for every r > 0
then ν n converges weakly to ν with probability one. Note that the limit Therefore, to complete the proof of the theorem, it suffices to show (3.1). To this end, we list some important results we will use in the proof. 
and 
See Lemma 2.3 in Zeng (2016).
for each x ∈ (0, 1).
for any x ∈ (0, 1), which is equivalent to
From the definition of η given in Result 4 we have
Since s j,1 , · · · , s j,mn are i.i.d. random variables for each 1 ≤ j ≤ n, we have from
− 1) converges to zero in probability as n → ∞, and so does 1 mn mn ℓ=1 η(
In view of (3.9), (3.8) is proved and so is (3.7). Consequently, (3.6) follows from (3.7) and (3.2) . This completes the proof of Lemma 3.1.
Now we turn to prove (3.1).
Fix a r ∈ (0, ∞). By setting x = r 2 1+r 2 , we have x ∈ (0, 1) and
. Now we choose a small δ ∈ (0, 1) such that x + δ ∈ (0, 1) and x − δ ∈ (0, 1). Then it follows from (3.6) that
in probability. Similarly, in view of (3.5) and (3.11) we obtain G n (r) = 1 n Consequently, we prove that
By letting δ → 0 on both sides above we get lim n→∞ G n (r) = x = r 2 1+r 2 , that is, (3.1) holds.
This completes the proof of Theorem 2.1.
