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The purpose of this article is to give the perspective of experimental / analytical 
paradigms of the congnition of (6 pvi,et, nlli,4ed) figures the present author has devel-
oped. As to the experimental paradigm, a problem solving procedure is taken. One 
problem consists of a pair of randomly generated line figures: an initial figure and a 
goal figure. Subjects are instructed to update the shape of a currently presented figure 
on a CRT with a lightpen manipulation from an initial figure to a goal figure. As to 
the analytical paradigm, each figure is expressed by a set of values of 76 indicators. 
All the figures subjects produce are pooled and compared with the pooled simulated 
figures of the random manipulations by the chi-square goodness of fit. If a distribu-
tion of an indicator is significantly non-random, the indicator is interpreted as an 
emergent feature. The indicators introduced here are modified and added to the ones 
in the previous report by Kanbe (1989). 
This is an introduction of the latest of experimental/analytical paradigms 
on the cognition of (6 pvint, n lined) figures. Henceforth, a (6 pvint, n lined) 
figure is abbreviated as a (6, n) figure. No b_asic change has been made since 
the previous report by Kanbe (1989), especially of the stimulus figures, the 
This article rs partially based on the report at the 22nd International Congress of 
Applied Psychology (ICAP) held 1990 in Japan. 
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experimental procedure and the method of analysis. But in the analysis the 
list of indicators to be adopted has been revised and enlarged. 
In many of the studies of figural congnition, researchers arbitrary select 
certain independent variables to describe given stimulus figures. Some 
examples are closure, Iengths of line segments, directions, intersections, 
curvature, symmetry, reflections and so forth. Other researchers use well 
known figures like alphanumerics, Iines, circles, triangles, squares and ar-
rows. Or sometimes the figures employed are highly specialized ones which 
are contrived for the purpose of testing unduly general hypotheses. In all 
these cases the rationales for employing specific descriptive indicators and 
specific stimulus figures are seemingly not given sufficiently. 
In this respect, the present research paradigms have merits both for the 
selection of indicators and for the employment of figures. Superficially, in-
dicators and figures are two distinct aspects but they in fact are inextricably 
intertwined. Namely, the simpler the figures become, the smaller the size 
of the set of total figures becomes I and the less the number of indicators 
can sufficiently discriminate one figure from all the others. At the same time, 
we must take note the fact that there is no a priori indicators claimed to be 
selected. As the selection is arbitrary and they co-vary in theoretically 
unpredictable manner, the preservation of subjects' congnition after trans-
formed into descriptive indicators can only be insured by the set of indi-
cators which has the power to discriminate one figure from all the others 
sufficiently. In other words, the use of an indiscriminate set of indicators 
brings either a possibility that certain cognitive units, or features, fall outside 
the net of the selected indicators or a possibility that an indicator represents 
1 
The sizes of the sets of total figures are 15 for numbers of line(s) n=1, 105 for 
n=2, 455 for,e=3, 1365for'4=4, 3003 for ,4=5and 5005 for ,e=6. 
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only an incomplete subunit constituting a featural unit. Hence, it is necessary 
to have a discriminate set of indicators for not only arbitrary employed 
figures but for all the possible figures. And the present stimulus figures and 
the set of indicators can meet the two requirements: the knowledge of all 
the possible figures and a sufficiently discriminate set of indicators about 
them. 
Admitting that the currently employed analyses are conducted on individ-
ual indicators separately and thus features would not be detected if they are 
compounds of several indicators, to have a sufficiently discriminate set of 
indicators would be beneficial to the detection of emergent features, espe-
cially when more refined analyses are introduced in future. While the list 
of indicators adopted by Kanbe (1989) was found to be insufficient concern-
ing the discriminativeness by the result of the exhaustive checking of all 
the possible figures, the present list was proved to be discriminating. There-
fore, the primary purpose of this article is to give explanations and defini-
tions about the latest list of the indicators. But before giving explanations 
of the indicators, rough sketches of the stimulus figures, the experimental 
procedure and the analytical method are presented in order to give a glimpse 
of the whole research paradigms. 
Stimulus figures 
(6, n) figures are displayed on a CRT as stimuli which are composed of 
six original points located at the vertices of a regular hexagon and 14 Iines 
connecting pairs of these points. The upper right point is labeled (1) and 
the other points labeled (2) to (6) counterclockwise from the point (1) . 
Any (6, n) figures can be specified by n pairs of the point labels, which 
pairs span specified point pairs with lines, and this mode of representation 
is called a line definition format. 
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Problem generation 
A problem comprises a pair of non-identical (6, n) figures. Problems are 
generated by the random assignments of point labels in the line definition 
format. If necessary, several types of problems can be differentially generated. 
The types of problems to be specifiable include problems with specific 
number of lines, problems with identical but rotated figure pairs, problems 
with axisymmetrical disposition of corresponding lines between figure pairs, 
non-identical/non -axisymmetrical problems, and problems with their re-
spective figural dispositions being axisymmetric. 
Experimen t 
The experiment is conducted with a problem solving procedure. Subjects 
are instructed to transform initial figures into goal figures by selecting one 
of four lightpen manipulations. Two different types of figures are displayed 
on a CRT: goal figures and current figures. A problem starts when a subject 
presses the return key of a keyboard as he / she becomes ready. Then a 
goal figure is presented for a certain duration at the start of a problem. After 
a brief mask, it is replaced by a current figure. A current figure has two 
areas, a figural area and a menu area. Prescribed sequence of lightpen hit-
tings on lightpen sensitive elements (i.e., the original points and lines in the 
figural area; filled squares in the menu area) of a current figure can change 
a shape of a given figure. Such an orderly sequence of lightpen hittings is 
called a manipulation. Four types of manipulations are allowed. A counter-
clockwise rotation manipulation rotates an original current figure 60 ' coun-
terclockwise but the shape of the figure unchanged. A clockwise rotation 
manipulation rotates a current figure 60 ' clockwise. A switch lines manip-
ulation transposes an existing line in a current figure to a new place where 
no lines is spanned between a point pair. A switch points manipulation 
transposes the lines incident to a first specified point with a seond specified 
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point and, conversely, the lines incident to the second point with the first 
point. However, it was found that subjects rarely made use of this manipu-
lation in a previous study. Therefore, in a certain experimental scheme it is 
possible to exclude this manipulation. Every time a manipulation is comp-
leted, a goal figure and a mask appear successively for short durations and 
they are then followed by a newly transformed figure. Such a problem 
solving process continues until a current figure becomes congruent with a 
goal figure and, at that state, the message of a goal attainment is displayed. 
An unorderly lightpen hitting gives a warning message but no effect is 
brought in on the shape of a current figure. In a certain experimental scheme 
in which subjects are urged to make quick responses, a current figure be-
comes blinking as a prompt sign, if five seconds have elapsed without making 
any lightpen hit. Each successful completion of a manipulation is called a 
trial. Figure I is an imaginary problem solving process which illustrates 
how each manipulation is specified. 
1 . (Goal Figure) 2 
MANIP.: 
. (Initial Figure) 
counterclokwise rotation 
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Figure 1. Imaginary problem solving process. Although not illustrated here, 
every manipulation is activated when a lightpen hit a filled square representing a 
corresponding manipulation in the menu area. The arrowed digits show the orderly 
sequences of lightpen hittings for switch points and switch lines manipulations. 
Aual ysis 
Chawge to iudicator format. At every manipulation in a solution process, 
informations about a subject's response are recorded as well as informations 
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about a shape of a figure in the line definition format. The informations 
about a subject's response include a trial number, a type of manipulation and 
time elapsed from an onset of a current figure to a first lightpen hitting. 
These informations are named external indicators in the sense that they are 
attributable to a subject's response and not to a figure, per se. On the other 
hand, the informations about each figure in the line definition format are 
changed to internal indicators. Internal indicators are divided into two dif-
ferent types: invariant indicators and realizing value indicators. 
The concept of invariant indicators is derived from the theory of graphs. 
Although the positions of six points can be placed arbitrary (i.e. not neces-
sarily restricted to the vertices of a regular hexagon), u lined figures of this 
experiment constitutes a graph according to the theory of graphs. A graph 
invariant is a number associated with a graph. This value is invariant for 
any graphs isomorphic to each other. Here, two graphs are said to be "iso-
morphic if there exists a one-to-one correspondence between their point 
sets which preserves adjacency" (Harary, 1969). Therefore, figures belonging 
to different isomorphic sets are distinguishable each other by a set of suffi-
cient number of invariant indicators, but figures within an isomorphic set 
can not be distinguished by any set of invariant indicators. Intuitively, 
invariant indicators convey deep structural informations, or abstract features, 
about a given figure. The distinction of figures within an isomorphic set 
must be made by a set of informations about plane geometric properties 
which are realized only after the positions of the six original points are 
determined. Some of these informations are dependent on graph invariant 
propertices. Some other informations concern properties which are inde-
pendent on invariant indicators. Informations about barycenter, contours and 
vortex are the examples of the latter case. The term realizing value indicators 
comprehends all these non-invariant indicators. In the context of the present 
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analysis, realizing value indicators give informations concerning locations, 
orientations, numbers of items in half-planes, contour (s) and a vortical 
image of a given figure. 
Simulation of solution process. At every trial in a solution process, a 
subject chooses one figure out of many possible figures by selecting a spe-
cific manipulation. If a selected figure reflects certain cognitive activities 
of a subject, namely, if he/she does not make manipulations in completely 
random fashion, and that if such cognitive activities work persistenly across 
problems and subjects, the accumulation of subjects' selected figures would 
be statistically different from the accumulations of randomly selected figures. 
More specifically, the marginal distributions of certain indicators in the 
really selected figures would be different from those in the figures generat~d 
by the random selections, provided that the properties corresponding to 
these indicators are cognitively emergent. 
For the implementation of the scheme, the following steps are taken. 
First, all the possible figures producible from a currently selected figure are 
computed at every trial. Second, on each such possible figure, the values 
of respective indicators are computed. Third, the values of these indicators 
are pooled across subjects, trials and problems, and hence a marginal distri-
bution of a given indicator is obtained. Here, it is possible to exclude certain 
subjects, trials and problems from the pooled data for the necessity of a 
subsequent analysis. In like manner, values of indicators of the figures sub-
jects really select are computed and pooled. 
Goodness of fit test. Emergent features are sought to be detected by the 
tests of chi-square goodness of fit between the pooled data of unrealized 
figures and the pooled data of realized figures. Non-randomness of a mar-
ginal distribution of a specific indicator is interpreted as a sign of cognitive 
emergence. Non-randomness of a realized distribution is considered to have 
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three types:(a)having a positive peak at a specific value as against an unreal-
ized distribution, (b)having a negative peak at a specific value, and(c)overall 
pattern of a distribution is different and having no conspicuous positive 
peak nor negative peak. Interpreting these types of non-randomness into 
common usage,(a)would be the case that sudjects focus a specific state of 
a feature and try to fix that state, (b)would be the case that subjects try to 
keep a feature from falling into a specific state, and(c)would be the case that 
subjects focus a feature but probably do not mind its states being frequently 
changed. 
At present a computation program is completed only about the one by one 
tests of non-randomness at individual indicators. However, it is conceivable 
that a compound of indicators constitutes a single feature. Or some features 
might be more figure dependent than others and such figure specific effects 
would be diluted in the pooled data. Methods of analysis to deal with these 
problems remain to be developed in future research. 
Set of iudicators 
The followings are a list of indicators employed in this analytical para-
digm. Of which the set of the internal indicators are sufficient to discriminate 
one figure from all the others with the number of lines up to six. The terms 
and definitions of invariant indicators are mainly adopted from Harary's 
(1969). The previous report by Kanbe (1989) already gave definitions of 
some of them, but from that time on indicators about complementary figures, 
(plane geometrical) contours and vortex as well as upper / Iower and left / 
right half-planes have been added to the list, while an indicator about the 
direction among plural components has been deleted from the list. Hence, 
this is the comprehensive explanations of the latest employed indicators. 
The abbreviated symbols Ex, Iv and Re signify external indicator, invariant 
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indicator and realizing value indicator, respectively. 
Category 
1 Ex 
2 
3 
4 
5 
6 
7 
8 
9 
Ex 
Ex 
Ex 
lv 
lv 
lv 
lv 
lv 
Name and explanation 
Figural code 14umber. The code number attached to the figure 
concerned, which number has been prepared for every figure 
with the number of lines from one to six. 
Current trial. The current number of trials counting from the 
start of a solution. 
Type of manipulation selected. 
Time consumed. The tinre consumed from the presentation of 
the figure to a first lightpen hit in the menu area. 
Isomorphic code number. The code number of the isomorphic 
set to which the figure belongs. 
Number of lines. The number of lines contained in the figure. 
Number of cycle(s). The number of cycles contained in the 
figure concerned. A cycle is a closed walk (an alternating 
sequence of points and lines v'o', x I , vl ,...., v~-1 , x,~ , v~L, beginn-
ing and ending with points, where vo,=v~), if u(~3) points 
are distinct. 
Circumference. The circumference of the figure concerned. 
A circumference is the length of the longest cycle(s) in a 
given graph G. Here, the length of a walk (and thus a cycle) 
is the number of occurrences of lines in it. And in the present 
case, Gldenotes the (6, u) figure concerned. 
Point covering number. A point and a line are said to cover 
each other if they are incident, and a point cover is a set of 
points which covers all the lines of a graph G. A point covering 
number is the smallest number of points in any point cover 
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10 
11 
lv 
Re 
for G. 
Number of critical poiut(s). If a'o* (G-v)< ao' (G), then v 
is called a critical point, whilst ao[ is a point covering num-
ber and subgraph G- v results from removable of a point v 
from a graph G. 
Location of critical point(s). A Iocation of a point is expressed 
by the regional representation (see Figure 2). If there exist 
two or more points concerned, the location is defined as the 
barycenter of these points. This explanation is applicable to 
all the locational indicators concerning points. 
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Figure 2. Regional representation. The regular hexagonal field on a CRT 
screen is divided into closed subregions labeled (1) to (13). Angles demarcate respect-
ive subregions except the region (13) are 30', respectively. The radius of region (13) 
is one tenth of the length from the center to any one point of the hexagon. If no 
corresponding position exists, the value 99 is assumed. 
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12 
13 
Re 
Re 
Orientation of critical pvint(s). An orientation of points is de-
fined as the slope of the principal component by the principal 
component analysis. The slope is expressed by the orientation-
al representation. If there exists only one such point, and thus 
the slope is indeterminate, the label 7 is given. If there exists 
no corresponding point, the label 99 is given (see Figure 3). 
This explanation is applicable to all the orientational indica-
tors concerning points. 
Number of critical point(s) in the upper half- planie. A number 
of point(s) in the upper half-plane denotes the number of the 
corresponding point(s) contained in the upper half of the figu-
ral plane. The points falling on the boundary between the 
upper and lower half-planes (i.e., the horizontal line passing 
thruough the center) are excluded from the counting. This 
explanation is applicable to all the half-plane indicators. In 
the case of indicators about the left and right half-planes, the 
points falling on the vertical line passing through the center 
are excluded from the counting (see Figure 4). 
/ 
5 4 3 
l//3 4 5 ¥¥ 
Figure 3. Orientational representation. 
- 65 ~ 
14 
15 
16 
17 
18 
Re 
Re 
Re 
lv 
lv 
Number of critical pvint[(s) th the lower half- plane. 
Number of critical pvint,(s) iu the left half-plawe. 
Number of critical pvi,4ti(s) in the right half-plane. 
Radius. A radius is defined as minimum eccentricity of given 
points. Here, the eccentricity of a point v in a connected graph 
G is the maximal distance from v, and the distance is the length 
of the shortest walk in which all points are distinct. 
Number of central pvint(s). If the eccentricity of a point is 
equal to the radius ofG, the point is called a central point. 
upper 
t ower 
ha I f-p I ane 
ha t f -p I ane 
e 
left half-Plane 
e 
ri8ht half-Plane 
Upper and lower half-planes 
Figure 4. 
Left and right half-planes 
Half-plane representation. 
19 
20 
21 
22 
23 
Re 
Re 
Re 
Re 
Re 
Location of central pvint(s). 
Orientation of cenltral pviut(s). 
Number of central pviut (s) in the upper half-plane. 
Number of central pvintl(s) i,4 the lower half- plane. 
Number of central pvint(s) th the left half-plane. 
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24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
Re 
lv 
lv 
Re 
Re 
Re 
Re 
Re 
Re 
lv 
lv 
Re 
Re 
Re 
Re 
Re 
Re 
lv 
Number of central pvint (s) i,4 the right half-'plane. 
Number of component(s). A component is a maximally con-
nected subgraph of G. An isolated point (explained later) also 
is considered as a component. 
Number of cutpvint(s). A cutpoint in G is a point whose re-
moval increases the number of components. 
Lecatian of cutpvint (s). 
Orientation of cutpviut(s). 
Number of cutpvint(s) in the upper half-plane. 
Number of cutpvint(s) iu the lower half-plane. 
Number of cutpviut(s) iu the left half-plane. 
Number of cutpvil4t(s) in the right half-plane. 
Maximum degree. A degree of a point is the number of lines 
incident with that point. Thus this indicator gives the maxi-
mum among the degrees of all the points. 
Number of pvint(s) having maximum degree. 
Location of pviut(s) having maximum degree. 
Orientation of poi,4t(s) havthg maximum degree. 
Number of pviut (s) having maximum degree iu the upper 
ha I f -pl awe . 
Number of pvint(s) having maximum degree iu the I ower 
hal f -pl ane . 
Number of pvint (s) having maximum degree iu the left 
hal f -plane . 
Number of pvint (s) having maximum degree iu the r ight 
hal f -pl ane . 
Number of isolated pvint (s). A point whose degree is equal to 
O (i.e., not adjacent to any other point) is called an isolated 
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42 
43 
44 
45 
46 
47 
41 
49 
50 
51 
52 
53 
54 
55 
56 
Re 
Re 
Re 
Re 
Re 
Re 
lv 
Re 
Re 
Re 
Re 
Re 
Re 
Re 
Re 
point. 
Location of isolated pvint(s). 
Orientation of isolated pvint(s). 
Number of isolated pvi,4tl(s) in the upper half-plavve. 
Number of isolated pvint (s) il4 the lower half-,plane. 
Number of isolated pvint (s) ic4 the left half- plane. 
Number of isolated pvint ,(s) il4 the right half-'plane. 
Number of eudpoiut(s). An endpoint is a point whose degree 
is equal to 1. 
Location of endpviut(s). 
Orientatiau of eudpvint(s). 
Number of endpviut(s) iu the mpper half-plane. 
Number of eudpoint(s) th the lower half-plane . 
Number of endpvint(s) in the left half-plane. 
Number of endpoint(s) in the right half-plane. 
Barycenter. The barycenter of all the line segments of the fig-
ure concerned which is expfessed by the regional representa-
tion. 
Orientatiau of figure. The orientational disposition of the fig-
ure concerned. Along each line segment of a given figure, 
points are extracted with an equal interval. The number 
of points to be extracted for each line varies from 20 to 40 
according tcithe (physical) Iength of the line segment. The prin-
cipal compohent analysis is conducted to the distribution of the 
sampled points. The slope of the obtained principal component 
is expressed by the orientational representation. This explana-
tion is applicable to the computation of the orientatian of the 
complementary figure. and, with modifications of numbers of 
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57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
Re 
Re 
Re 
Re 
Re 
Re 
Re 
Re 
Re 
Re 
sampled points, to the computation of the orientation of con-
tours. 
Number of line crossiug (s). This is not a graph theoretical 
concept. A crossing is a point where two or more lines intersect. 
Such an intersection is realized by the ,constraint that the given 
allocations of the original points are at the vertices of the reg-
ular hexagon. 
Location of line crosisiug(s). 
Orientation of liwe crossiug(s). 
Number of li,ee crossing (s) ile the upper half- plane. 
Number of liwe crossiug (s) in the lower half- plane. 
Number of liwe crossing(s) i,4 the left half-plane. 
Number of line crossiug '(s) iv~ the right half- plawe. 
Barycenter of the complementary figure. Here, a complementary 
figure is defined as a figure in which any two original points 
are adjacent (i.e., spanned with a line) if and only if these two 
points are not adjacent (i.e., not spanned) in a given figure. 
Orientation of the complementary figure. 
Number of contaur(s). Here, contour is not a graph theoretical 
concept. Rather, the term denotes the perimeter of the closed 
connected lines in a given figure. In addition to the original 
six points, intersectional points are included in the set of 
points. An example of a contour and an extended set of points 
are shown in Figure 5. If two or more closed walks meet at one 
point, the join of these walks constitute one (inclusive) contour 
(see Figure 6). For the algorithm to detect contours, see Kanbe 
(1988). 
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convex 
3 
concave 
i nf I ect i on 
4 
by 
, ntersect i on 
1 
6 
5 
original po i nt 
O i ntersect i on 
contour 
Figure 5. 
intersections. 
tional points. 
An example of a contour with an extended set of points 
The digits are the labels attached to the original points and 
m de by 
intersec-
an inclusive contour 
Figure 6. An inclusive contour. 
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67 
68 
69 
70 
Re 
Re 
Re 
Re 
Location of contour(s ). The barycenter of line segments which 
constitute contour(s) is computed and is expressed by the 
regional representation. 
Orientatiau of contowr(s). The method to obtain this orientation 
is basically the same as was explained in the orientation of 
figure. However, as the point set for a contour includes inter-
sections as well as the original points, the physical length of 
each line segment varies widely. So, numbers of sampled points 
might be less than 20 for some line segments. 
Length of cantaur 1. If there exists one or more contour(s) 
in a given figure, the length (number of occurrences of lines) 
of the first arbitrary taken contour is computed. 
Total curvature of cantour I . As contours are closed sequences 
of lines, the total curvature along any contour finally comes to 
O. Thus it is necessary to modify the total curvature function 
to indicate the complexity of a contour which must not be O. 
The following is the definition of the modified function e) . 
When a~)is the argument at a convex inflection point j on 
a contour C, 
{ R (1) =1a (1) I , 
~) (j) =e) ~-1) +1a ~) I -
Here, - 7T ~a~)< 7T ; j=2,, 3...,n; point I = point u. 
At any concave inflection point k, the argument a(k)is not 
com puted. 
For the determination of a~),see Figure 7. When a contour is 
uniformly convex, e)(n-1) takes the minimal value 2 7r . For 
the convenience of subsequent analyses, angular values of the 
function are changed into integer values. That is to say, 
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Determination of a~) at j=1 =,e. 
Figure 7. Determination of curvatures. 
Number of jagging(s) in contaur I .This indicator 
number of concave inflections along the contour 1. 
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gives the 
Along with 
72 
73 
74 
75 
76 
Re 
Re 
Re 
Re 
Re 
the total curvature of ,contaur 1, this indicator also indicates 
complexity of the contour concerned. 
Length of contaur 2. If there are two contours embedded in a 
given figure, and after the first contour has arbitrary been 
assigned, the length of the remaining contour is computed. 
Regarding the (6, n)figures, when le is smaller than 6, the 
maximum number of contours embedded in the figures is two. 
Total curvature of cantaur 2. 
Number of jagging(s) iu cautour 2. 
Total number of cowcavities. This is the sum of the ,4umber 
of : jagging(s) 'iu contour I and the number of jaggin;g(s) in 
cautour 2. 
Vortex. This indicator gives the existence or absence of clock-
wise or counterclockwise vortical image of a given figure. 
Here, only the directions of endlines with the degrees of their 
incident points two or more are relevant. A component which 
consists only of an isolated point or of one endline is excluded 
from the computation. As to the computational algorithm, (a) 
first, the direction of each endline is determined. An endline 
is assumed to be directed from an incident point (i.e., the point 
with the degree 2 or more) to an endpoint (i.e., the point with 
the degree 1). (b) For each endline,i =1, 2,..., Ie, Iet the central 
line passing through an incident point be called the axis y and 
its tangent the axis x (see, Figure 8). (c) Then, the x-compo-
nent (xi) and y-component (yi) of an endpoint ei are computed. 
(d) For all endlines, the summations of x -components and y 
-components, X = ~ xi and Y = ~ yi, are computed. And Z 
=1y/X I is also computed. (e) Finally, the indicator assumes 
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non-direction and 
values are obtained 
1 and 2 for counterclockwise direction, 
cl ckwise direction, respectively. These 
according to the below stated cases. 
If 
If 
If 
In 
IXI <. OOO1, 
X ~-O. OOO1 
X :~0. OOO1 
all other cases, 
then
and 
and 
v= I . 
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Figure 8. Determination of vortex. 
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