Geometric convergence of Markov chains in discrete time on a general state has been studied in detail in 15]. Here we develop a similar theory for '-irreducible continuous time processes, and consider the following types of criteria for geometric convergence:
In this paper we consider a continuous time Markov process = t ; t 2 IR + on a topological space X. Our goal is to characterize exponential convergence for the process: if P t (x; A) = P x ( t 2 A), and is an invariant measure for P t , then we will give several sets of equivalent conditions each of which imply is \exponentially ergodic" in the sense that there exists an invariant measure satisfying kP t (x; ) ? k M(x) t ; t 0; (1) for some nite M(x) and some < 1, where k k is the total variation norm.
These characterizations of exponential ergodicity, as given in Section 5, Section 6 and Section 7, are in terms of (a) geometric ergodicity of the embedded skeletons and the resolvent chains; that is, the discrete time chains with transition laws de ned respectively as P T (x; A) for xed T > 0 and R (x; A) = Z 1 0 e ? t P t (x; A) dt; x 2 X; A 2 B(X); (2) (b) drift conditions on the extended generator of the process, and on the skeletons and the resolvent chains, all of which are shown to be equivalent themselves; (c) behaviour of hitting times for the process on suitable small sets, and in particular exponential bounds on those hitting times.
Some initial results related to (a) were developed in 25] , where it was shown that exponential ergodicity of the process follows from the geometric ergodicity of the embedded skeletons or, under appropriate continuity conditions (in t) on the semigroup P t , of a form of simultaneous 2 geometric ergodicity of the resolvent chains. These simultaneity and continuity conditions are shown to be redundant in Section 6.
In 17] it was shown that, as in (b), a drift condition on the generator is su cient to guarantee exponential ergodicity for the process. This generalized results known for countable spaces 27] and for di usion processes 8] to quite general models, and as shown in (for example) 17, 24] , the conditions on the generator then provide practical criteria for evaluating the exponential convergence of speci c models. Here we show that such a drift for the extended generator is also necessary for exponential ergodicity.
The conclusions in this paper thus strengthen the known results considerably, since they show all of these approaches to be essentially equivalent. Moreover, once the connections between the drift and regularity conditions are established, we may then deduce continuous time ergodicity results stronger than those in (1) from their discrete time counterparts; and in particular we can show that for appropriate (unbounded) functions f we have kP t (x; ) ? k f M(x) t ; t 0; (3) where is an invariant probability measure, and the f-norm k k f is de ned for any signed measure by k k f := sup jgj f j R (dy)g(y)j.
Discrete time analogues
In order to place these results in context, and because we will use the discrete time results directly, we rst review brie y the analogous equivalences known in discrete time. Let f n ; n 2 Z Z + g denote a Markov chain on a space (X; B(X)) with the -eld countably generated: the theory of such chains is developed in 15]. Suppose the chain has the '-irreducibility property that '(A) > 0 implies P x ( A < 1) > 0 for all x 2 X, where A is the rst hitting time on A and P x and E x denote probability and expectation for the chain with initial state x. For such a chain there always exist \small sets" 15, Chapter 5]:
that is, sets C such that for some non-trivial probability measure and some n 1; " > 0 the n-step transition probability kernel P n (x; A) := P x ( n 2 A) satis es, for all x 2 C, P n (x; A) " (A); A 2 B(X): (4) We then have 15, Theorem 15.0.1] the following result linking drift towards small sets, hitting times on small sets and rates of convergence of the overall chain. Theorem 2.1 Suppose that the chain is '-irreducible and aperiodic. Then the following three conditions are equivalent:
(a) There exists some small set C, some constant C > 0, some C < 1 and M C < 1 such that for all x 2 C jP n (x; C) ? C j M C n C : (5) (b) There exists some small set C 2 B(X) and > 1 such that the hitting time C on C satis es
(c) There exists some small set C, constants b < 1, < 1 and a function V 1, with V (x 0 ) < 1 for some one x 0 2 X, satisfying the drift condition Z P(x; dy)V (y) V (x) + b1l C (x); x 2 X:
3 Continuous time Markov processes 4 Any of these three conditions imply that the set S V = fx : V (x) < 1g is absorbing and full (that is, satis es P(x; S V ) = 1, x 2 S V , and (S V ) = 1), where V is any solution to (7) satisfying the conditions of (c); and there then exists a unique invariant probability and constants r > 1,
Thus in the discrete case geometric ergodicity, as de ned in (8) , follows from local geometric convergence as in (5) or geometrically bounded return times as in (6) ; and, of even more practical importance, is actually equivalent to the existence of a Foster-Lyapunov or drift function V satisfying (7) , and that function identi es (a) a set on which convergence takes place, namely S V ;
(b) the state-dependent bound M(x) as in (1) or (3) as a constant multiple of V ;
(c) the convergence as holding for all \moments of order less than V " as in (8) .
In this paper we aim to bring this same level of coherence to the continuous time case.
Continuous time Markov processes
We need to develop the appropriate analogues of the drift condition (7) and the hitting time criteria in (6), and to do this we must rst give a more formal description of the process structure; we then consider drift conditions in Section 5, and the hitting time conditions in Section 6.
Formally, we assume that = f t : t 2 IR + g is a non-explosive Borel right process with transition semigroup (P t ) on a locally compact, separable metric space (X; B(X)), and that B(X)
is the Borel eld on X. The reader is referred to 1, 23] for details of the existence and structure of such processes; criteria for non-explosivity are given in 17].
The operator P t acts on bounded measurable functions f and -nite measures on X via
A -nite measure on B(X) with the property = P t for all t 0 will be called invariant. 
Two particular sampled chains with kernels K a which are fundamental in the continuous time context are skeleton chains and resolvent chains, with K a = P T ; R , respectively. We will consider both of these in developing stability properties of the process itself, although we note that in 26] 6 it is shown that other embedded chains may equally serve to characterize the behaviour of . In the special case of the resolvent with transition law R 1 we denote the chain by = f k g.
A non-empty set C 2 B(X) is called a -petite if a is a non-trivial measure on B(X) and a is a sampling distribution on (0; 1) satisfying K a (x; ) a ( ); x 2 C: (10) In the common situation where the speci c measure a is not relevant, we simply call the set petite.
When the sampling distribution a is degenerate, we will adopt standard discrete time usage and call the set C small.
Petite sets are not rare: for a -irreducible chain every set in B + (X) contains a petite set 17]. We note explicitly that if a set is petite for the process, then it is petite for any resolvent simultaneously, with only the sampling measure changing.
In many applications, all non-empty compact sets can be shown to be petite, and this gives a sound intuition for these sets. Criteria to ensure this identi cation of compacta as petite may be phrased in terms of a \stochastic controllability" condition in models such as di usion processes, 
Generators and resolvents
Frequently, the characteristics used in practice to de ne the process are not couched in terms of the semigroup P t , or of the embedded resolvent or skeleton chains, but rather of some form of generator for the process. There are several di erent versions of generators; for our purpose it is convenient to adopt the following de nition, which is a slightly restricted form of that in Davis 2] . This de nes an extension of the in nitesimal generator for Hunt processes. When the process is explosive then the expression (12) is di cult to interpret and may be meaningless: this is one of our main reasons for restricting to non-explosive processes. Conditions for non-explosivity based upon the extended generator are given in 17].
The generator and resolvent essentially characterize one another. This observation will be useful when we develop converses to the drift criteria for regularity.
For a xed constant > 0 we also require the kernel U , de ned by U = ?1 R . These kernels have the interpretations
where is an exponentially distributed random variable, independent of , with mean 1= . We now generalize the de nition of R , U so that , the rate of the \sampling time", may depend upon the value of the state t . Let h be a bounded measurable function on X, and set
A function f : X ! IR is in the domain of R h if R h (x; jfj) is nite for all x 2 X. These kernels were introduced by Neveu in 21] where h is taken to be strictly positive. Setting U h (x; E) U h 1l E (x)
de nes a kernel on (X; B(X)), which takes on nite values if h satis es inf x2X h(x) > 0, although such a bound on h is not necessary in general.
These kernels have an intepretation which is entirely analogous to (14){ (15) which will lead to several new results below. Let denote an exponential random variable with unit mean which is independent of the process, and de ne for any h, r > 0, h;r = infft > 0 :
When h = 1l C for some set C, we use~ C;r . We then have for any positive h, and any f in the domain of R g , U g ,
These formulae follow directly from the identity P(~ h;r > t j 1
Lemma 4.1 Let h; g be bounded, measurable functions on X with h g and let f: X ! IR be in the domain of U g . Then U h and U g satisfy the resolvent equation:
where the \multiplication kernel" I h?g is de ned as I h?g (x; A) := (h(x) ? g(x))1l A (x).
Proof Note that the theorem statement di ers from Lemma 1.3.1 of Kunita 10] ? n R n+1 : (22) These relations will allow us to transfer properties from one resolvent to another in several results below. To then connect these results back to geometric ergodicity for the process, we will use the kernel U r C , which is de ned for r > 1 by 
Proof The rst identity is just (23).
We will prove the second equation for jrj < 1; the general case follows by analytic continuation. 
Iterating (26) 
Now using the interpretation that
we see that (27) gives the form (25) as required.
u t
The following key lemma characterizes the extended di erential generator for the process in terms of the resolvent chains of the process, and allows us to compare continuous and discrete time drift operations, as will be seen in Theorem 5.1, and other results below. This result may be applied to many situations outside the scope of this paper. u t
Stability in terms of drifts
In this section we consider forms of stability, analogous to (7), which involve a mean drift for some function V ( t ) towards the \center" of the space, as de ned by petite sets.
Letting fP t : t 2 IR + g, fR : 2 IR + g, and e A denote respectively the skeleton kernels, the resolvent kernels, and the extended generator for the process, three intuitively reasonable sets of drift conditions towards a petite set C may be written as follows: In the next section we will identify a set of solutions to these three drift conditions, which involve the hitting times on petite sets. Our goal here is to show that the drift conditions are all essentially equivalent, and then to show that any one of them su ces for an appropriate form of geometric ergodicity to hold. which gives the required structure on the function (s).
To see ( and it follows from the submultiplicative property of the operator norm that for any t 2 IR + , with t taken of the form t = nT + s for some 0 s T, j j jP t ? j j j V T j j jP nT ? j j j V T j j jP s j j j V T MB n ; n 2 Z Z + ;
which implies that the process is V T -uniformly ergodic.
If (a) or (c) holds, then (b) holds with V T = R V or V T = e V respectively from Theorem 5.1, and hence V T -uniform ergodicity holds in these cases also.
u t Result (b) was used to establish geometric ergodicity for a class of generalized Jackson networks in 13]. Several queueing models and di usion models are analysed in 16] using a formulation of (c).
As a consequence of Theorem 5.1 and Theorem 5.2, we have a number of further criteria for exponential ergodicity extending in particular those in 26], where it was required that all resolvents be \uniformly" exponentially ergodic to deduce properties of the process. 6 Drift conditions and exponential regularity
In this section we consider relations between the drift conditions above and forms of stability in terms of \exponential regularity", or boundedness of the mean return time to the center of the state space, again de ned in terms of petite sets. In the nal section we will then establish a suprisingly strong solidarity between regularity for the resolvent chain and the process, and this then gives new criteria for V -uniform ergodicity.
Our rst result shows that the drift conditions in the previous section provide explicit bounds on the exponential behaviour of the hitting times on the sets C involved. The process is non-explosive so that sup(t : V ( t ) n) ! 1 as n ! 1, and hence also n ! C .
Hence our result follows by Fatou's Lemma as n ! 1.
Our next result shows that the solutions to the drift inequalities not only provide bounds to hitting times, but that functions of the hitting times themselves provide solutions to the drift inequalities. This is identical to the situation found in discrete time 15 Proof By assumption we have that V 0 is bounded on C, and arguing as in Lemma 4.1 of 14]
we have for some r 1 < 1, d 1 < 1,
This bound my be re ned substantially. First write
The last term is bounded as follows. First note that on the event f C < Tg,
where is the shift operator on sample space 15]. From this and the Markov property we have
where we are using (41) and the assumption that C is closed, so that C 2 C.
Combining (43) with (42) u t Theorem 7.3 has recently been applied in 4] to obtain exponential ergodicity for a class of feedforward queueing networks.
7 Exponential regularity and exponential ergodicity 28 Finally we show that any function f which is su ciently regular can be smoothed to give a function f for which the process is f -uniformly ergodic.
Theorem 7.4 Suppose that is a -irreducible, aperiodic Markov process, and that f 1 satis es(39) and (40) for a closed petite set C 2 B(X) and constants ; > 0; M < 1.
Then the process is f -uniformly ergodic for some function f equivalent to R 1 f.
Proof
We will take f to be the function V 0 de ned in (39), for some suitable < 1. From Theo- u t
To conclude, we note that when considering f-exponentially regular processes, we have not been able to establish f-geometric ergodicity without imposing additional assumptions on f. The following counterexample shows that one must indeed \smooth" the function f in some way, for example by considering f = R f or f T = R T 0 P s f ds as in Theorem 6.3, if one wants to infer f-exponential ergodicity from f-exponential regularity.
Consider the Markov process on the unit circle X = S 1 in the complex plane, with deterministic counterclockwise motion t+s = e 2 it s up until the rst time that = 1, at which time a jump occurs with probability 1=2 so that P( t+ 2 A j t = 1) = 1=2 1 (A) + (A)];
where denotes Lebesgue measure on X, and 1 is the dirac measure concentrated on 1. This process is -irreducible and aperiodic, and the measure is an invariant probability.
In fact, the state space S 1 is petite for this process, so that is uniformly ergodic.
Let fr n ; n 1g denote an ordering of the rational points on S 1 , and de ne V : S 1 ! 0; 1) as V (x) = 1 if x is irrational n if x = r n
We have that (V ) = 1, and moreover, using the petite set C = S 1 , 
