ABSTRACT Due to the scarcity of the licensed spectrum allocated for mobile communication systems, licensed-assisted access long-term evolution (LAA-LTE) network is recently proposed to deploy in unlicensed spectrum, which is currently occupied by different Wi-Fi systems. It is a very challenging problem to ensure fair coexistence between LAA-LTE and Wi-Fi networks, in terms of spectrum sharing and traffic management. To solve this problem, a fair downlink traffic management (FDTM) scheme is proposed in this paper for hybrid LAA-LTE/Wi-Fi networks. FDTM aims to tune the minimum contention window (CW min ) values and assigns feasible weights for the LAA eNBs with different traffic loads, thus to achieve; 1) fair spectrum sharing with the coexisting Wi-Fi networks in unlicensed spectrum and 2) fair service differentiation for downlink LAA-LTE traffic. Numerical results show our FDTM scheme can guarantee the throughput performance of Wi-Fi networks in shared unlicensed spectrum while supporting proportional fairness for the LAA eNBs with different traffic loads.
I. INTRODUCTION
The increasing demand of access from various wireless devices leads to an exploding data traffic growth in wireless communication systems [1] . Consequently, the network service capability must evolve to meet this trend. From the perspective of spectrum efficiency and network topology, Ultra dense networking (UDN) is promoted as one of the technology trends to meet the high throughput requirement of 5G [2] . On the other hand, due to the scarcity of licensed spectrums, LTE operation utilizing unlicensed spectrum, such as 2.4 GHz and 5.8 GHz ISM bands, as a supplementary choice of improving data access for mobile devices has been receiving plenty of attention in recent years [3] . LicensedAssisted Access Long-Term Evolution (LAA-LTE) network has been proposed in [4] as a promising technology in order to meet the demand of exponentially increasing wireless data traffic.
However, as Wi-Fi networks (IEEE 802.11a/b/g/n/ac) have been world-widely deployed in unlicensed spectrum for wireless hotspots, coexistence and fair spectrum sharing become critical challenges for hybrid LAA-LTE and Wi-Fi networks. Specially, by enabling service differentiation for LAA-LTE downlink traffic, how to guarantee fair spectrum sharing becomes even more challenging. Yang et al. [5] propose an adaptive ACK-based backoff algorithm to improve transmission success rate and ensure short-term airtime fairness within client stations in a heavily loaded Wi-Fi network. However, they focus on the fairness of uplink traffic and the effectiveness of their algorithm has not been validated in a hybrid system. Siris and Alafouzos [6] propose a model to achieve throughput differentiation and efficient channel utilization for TCP uplink traffic over IEEE 802.11e [7] . In that, they tune the minimum contention window of different ACs (Access Categories) to support efficient throughput differentiation according to a weight parameter. Similarly, their model lacks validation in a more complicated scenario.
In [8] , a simple coexistence scheme that reuses the concept of almost blank subframes in LTE is proposed, and they observe that Wi-Fi is hampered much more significantly than LTE in coexistence scenarios. Ratasuk et al. [9] propose a scheme by deploying LTE on a license-exempt band as part of the pico-cell underlay and discusses several modifications for LTE operations. Both [8] and [9] propose a schedulebased duty cycling for LTE in unlicensed spectrum to release resources to the coexisting Wi-Fi network. Nihtila et al. [10] and Cavalcante et al. [11] study the impact of both contention and scheduled-based channel accesses on the performance of coexisting LAA-LTE and Wi-Fi networks, while they only propose the schedule-based approach of fair coexistence. However, schedule-based duty cycling channel access cannot satisfy the dynamic service requirements, which may result in waste of transmission opportunity and low spectrum efficiency.
[12] proposes a proactive cross-channel gain estimation scheme, which can be used to improve the effectiveness of spectrum sharing. Ratasuk et al. [13] propose a simple LBT (Listen-Before-Talk) mechanism enforced on LTE in unlicensed bands to allow coexistence with Wi-Fi or other LAA systems. It only considers LAA-LTE and LAA-LTE coexistence and comes to the conclusion that it would be very effective even in dense deployment when LBT scheme is used. Chen et al. [14] investigate when to use traffic offloading or resource sharing in a coexistence scenario of cellular and Wi-Fi networks. Zhang et al. [15] consider a much more chanllenging scenario that Wi-Fi and heterogeneous small cell networks share unlicensed spectrum. However, both [14] and [15] did not consider the service differentiation within LTE in unlicensed bands. In [16] , a simple gradient based contention window adjustment method is proposed to enable service fairness of different traffic types for LAA-LTE. Nevertheless, they do not provide an analytical throughput model.
The above work focus on either a single system performance evaluation or simple coexistence schemes under the circumstance LAA-LTE coexisting with the Wi-Fi network. However, how to provide fair downlink service differentiation for LAA-LTE users, while guaranteeing the throughput of coexisting Wi-Fi system is still an open issue. In this paper, we propose a Fair Downlink Traffic Management (FDTM) scheme for the hybrid LAA-LTE/Wi-Fi networks. The key contributions of this paper are summarized as follows.
• A Fair Downlink Traffic Management (FDTM) scheme is proposed to enable load based service differentiation in the LAA-LTE network and simultaneously guarantee the throughput performance of the coexisting Wi-Fi network.
• A simple and effective genetic algorithm is proposed to find a optimal solution for the optimization problem formulated with FDTM. The efficiency of genetic algorithm is further investigated and the issue of convergence rate is addressed.
• A Multi-Agent Reinforcement Learning algorithm is proposed to enable LAA eNBs to configure their CW min values in real time by looking up the learned Q-tables.
• Extensive simulation results show the proposed FDTM scheme can achieve fair spectrum sharing with the existing Wi-Fi networks, as well as fair service differentiation for downlink LAA-LTE traffic. Part of this paper is contributed to Globecom 2016 [17] . The content consists of FDTM formulation and a simple and effective genetic algorithm to search optimal solutions for the optimization problem formulated with FDTM. In this paper, in addition, the efficiency of genetic algorithm is further investigated and the issue of convergence rate is addressed. We also append MARL-based real-time algorithm in this paper as opposed to the Globecom 2016 version.
The rest of this paper is organized as follows. In section II, first we give an overview on current LBT regulations and mechanisms of LAA-LTE. Meanwhile, we provide the system model along with our assumptions and considerations to formulate the optimal problem of FDTM scheme. Then in section III, we present the proposed genetic algorithm to solve the problem in the previous section, as well as the performance evaluation and analysis. The Multi-Agent Reinforcement Learning algorithm is presented in IV, together with the numerical results and analysis. Finally, the conclusion is drawed in Section V.
II. SYSTEM MODEL AND PRELIMINARIES

A. THE LBT PROTOCOL IN LAA-LTE
Current LBT protocol in LAA-LTE is a Wi-Fi-like but fixed mechanism for sharing the medium, and lacks the ability to provide service differentiation since multiple nodes experience different situations. Concretely, LAA-LTE LBT procedure is a load-based LBT protocol which can perform channel sensing with dynamic timing according to regulations specified in ETSI EN 301 893 [18] . In this LBT procedure an initial CCA (Clear Channel Assessment) of at least 20 µs is performed prior to a new transmission. If the equipment finds the channel to be idle, it may transmit immediately. Otherwise, if the medium is sensed to be already occupied, the transmission is deferred and an extended CCA (eCCA) is performed until the channel is deemed to be idle. In an eCCA check, the operating channel is continuously observed for the duration of a random factor Q multiplied by the CCA observation time. The value of Q is randomly selected as Q ∈ [1, q] every time an extended CCA is required and the value stored in a counter. Obviously, q is similar to the definition of CW min in Wi-Fi networks. The value of q is fixed by the manufacturer in the range of [4, 32] for a given product, i.e. the extended CCA range is always the same size. The counter is decremented every time a CCA slot is deemed to be unoccupied. When the counter reaches zero, the equipment may transmit. An example of LBE (Load Based Equipment) LBT frame structure is depicted as Fig. 1 .
With fixed contention window size, different LAA eNBs have the same transmission opportunity regardless their service load differentiations and collision situations. This is not fair for the existing Wi-Fi network whose CW min will be exponentially increased when a collision occurs. Recently LAA-LTE study item [19] for fair coexistence with Wi-Fi. In brief, instead of a fixed CW min size q, dynamically updating q in the range of [4, 32] and applying exponential backoff when a collision happens is preferable in sense of fair channel sharing with Wi-Fi. However, LAA eNBs with Cat 4 LBT only concerns their own collision situation without considerations of cell load differentiations and CW min sizes among the adjacent LAA eNBs. As a result, the differentiated service demand of multiple nodes is difficult to be guaranteed. In this paper, we propose to design the LBT mechanism with taking the factors such as the channel occupancy rate, the channel condition, cell loads of adjacent nodes and the transmission probability of the coexisting LAA and Wi-Fi nodes into consideration. Therefore, the transmission probability of each LAA eNB can be appropriately controlled to enable service differentiation in the LAA-LTE network while guaranteeing the fairness of Wi-Fi.
B. PROBLEM FORMULATION
In this work, we focus on LAA DL-only network using LBT Cat 4 coexisting with Wi-Fi network in a single unlincensed frequency, and we only care about the downlink transmission. The CW min size q of the LAA eNBs is initialized with the same size as CW min of the Wi-Fi APs, however, can be configured in a per-cell manner based on different traffic load. We assume the signaling of traffic load and current CW min can be exchanged periodically over the X2 interface among the LAA eNBs for weights and transmission probability caculation. As we consider the heterogeneous networks deployed by different operators cannot send messages to each other, another interesting assumption is that the LAA eNBs can infer the number of Wi-Fi APs by monitoring transmissions on the channel [20] .
In LAA-LTE, the data transmission is opportunistic as in Wi-Fi networks. We consider a generic scenario that there are N LAA eNBs coexisting with a total number of K IEEE 802.11 Wi-Fi Access Points (APs). The congestion avoidance procedure of LAA-LTE can be approximated with a p-persistent model [21] since the backoff scheme is also exponentially increased as the definition of LBT Cat 4. In a p-persistent model, the probability p that an LAA eNB tries to transmit in a time slot is independent of previous transmission attempts. Concretely, we let E[CW ] denote the average contention window, then the approximate p-persistent model has transmission probability p = [22] if the probability of a frame being involved in more than one collision is very small. In this work, we are to achieve a weighted network utility maximization so that different LAA eNBs can have a different CW min value. Therefore, the transmission probability of LAA eNB i in the p-persistent model is related to its CW min through
The Wi-Fi and LTE-LAA networks both use carrier sense to partition time into four types of time slots (i) an empty slot of duration T e (no device transmits), (ii) a successful LTE-LAA transmission slot of duration T laa (one LAA eNB transmits and other LAA eNBs and the whole Wi-Fi network are silent), (iii) a successful Wi-Fi transmission slot of duration T wifi (one Wi-Fi station transmits and other Wi-Fi stations and the whole LTE-LAA network are silent), (iv) a collision slot of duration T col . Let p i denote the probability that an LAA eNB transmits in a MAC slot and τ j the probability Wi-Fi AP j transmits, where we assume that transmissions are i.i.d. Then the probability of a slot being empty is
Thus the probability that a collision happens in a slot is given by
Moreover, the mean duration in seconds of a MAC slot is given by
The average throughput for LAA eNB i is then given by
whereL denotes average payload of the LAA eNBs. Similarly, the throughput of Wi-Fi AP j is given by
whereD is the average payload of the Wi-Fi APs. Note that the above expressions are hold under saturation conditions, when LAA eNBs and Wi-Fi APs always have a packet to transmit, and provided that all LAA eNBs have the same physical layer transmission rate.
C. FAIR DOWNLINK TRAFFIC MANAGEMENT
Next we discuss the issue that how to select the optimal CW min of every LAA eNB to enable cell load based service differentiation in the LTE-LAA network and simutaneously ensure throughput fairness for the Wi-Fi network, and we denote it as the Fair Downlink Traffic Management (FDTM) scheme. We assume that LAA eNB i's valuation for his average throughput s laa i is given by the following logarithmic utility function
where w i is the weight factor, and
We note here w i is proportionally determined by the cell load of the LAA eNBs obtained by exchanging information with neighbor LAA eNBs through wireless backhaul, where the weights indicate our consideration of service differentiation. The assumption of information exchange among adjacent LAA eNBs through backhaul is rational and practical since 5G networks are expected to achieve Gigabit-level throughput wireless backhaul in future [23] , [24] . Consider the system in previous section, each LAA eNB's CW min is given by the solution to the problem of maximizing the aggregate utility
The first and second constraints are the transmission probabilities of LAA eNBs and WiFi APs respectively. The third constraint means that after each configuration of every LAA eNBs changing the CW min , the aggregate throughput of WiFi APs is to remain unchanged, where x j indicates the potential throughput of WiFi AP j after the CW min adjustment of the LAA eNBs. Furthermore, we define δ as throughput decrement tolerance factor of the Wi-Fi network. Besides, the third constraint implicitly shows that the configuration of the LTE-LAA network should not impair the WiFi network much, in other words, behaviors taken within the LTE-LAA network should guarantee fair coexistence with the WiFi network.
III. GENETIC ALGORITHM BASED SEARCHING
In this section, we elaborate to show how we apply Genetic Algorithm [25] to search for the optimal CW min of every LAA eNB during each configuration to enable cell load based service differentiation with the fairness constraints that the aggregate throughput of WiFi network should not be harmed too much.
A. GENETIC ALGORITHM FOR FDTM
As mentioned earlier, here we consider q, i.e. CW min can be dynamically configured in the range of [4, 32] . Therefore, we get 29 possible values of CW min , then the brute force search can be computationally expensive. Thus, we use Genetic Algorithm to search for all the CW min of the LAA eNBs in the range of [4, 32] . To make the algorithm work, the LAA eNBs need to know all the parameters in (7) . With the assumptions in the previous section, p i and w i can be obtained by the LAA eNBs exchanging information with neighbors, τ i is the same for an arbitrary Wi-Fi AP due to the common CW min being used. Note here the four types of time intervals are also needed while we do the caculations in the next section. We omit the detailed description of Genetic Algorithm as it is a traditional heuristic searching method, but the most important steps of Genetic Algorithm contain:
• Initialize the population P(t), where t is the number of generation. In Genetic Algorithm, we treat every possible solution for a problem as a chromosome or an individual. In our problem, we want to obtain a set of contention window size (CWS) for the N LAA eNBs to achieve utility maxmization of the LAA-LTE network with the throughput fairness constraints for the Wi-Fi network. Therefore, an individual here is a genome (a set of chromosomes) with N dimension.
• Encode every individual X in the population, where an individual X denotes the CWS of the N LAA eNBs.
Here we use Gray Code [26] to encode a chromosome, because the Hamming distance of the encoded integer by Gray Code is 1, which means adjacent codes differ with each other by only 1 bit, thus it improves the searching efficiency since one bit change will form a different chromosome. In our case, the searching space for a chromosome is in the range of [4, 32] , thus we suppose to use a 5 − bit Gray Code to encode an chromosome. Therefore, an individual (genome) is made of N 5 − bit chromosomes.
• Caculate the fitness value f i of all individuals. Note here we denote the value of (7) as fitness value and combine (1), (4), (7) together to formulate the fitness function φ(X ), where we omit the detailed expression of φ(X ) due to the space constraints.
• Select operator. We apply fitness proportionate selection or say Roulette Wheel Selection as select operator for reproduction. If f i is the fitness of individual i in the population, its probability of being selected is
where Y is the number of individuals in the population.
• Crossover and Mutation operators are the traditional steps to introduce variations to the individuals expecting a fitness improvement. The detailed operations of crossover and mutation can be found in [25] , we omit them here due to space constraints.
• Terminate rules for Genetic Algorithm. The select, crossover and mutation operators aim to reproduce the next generation, and this procedure will repeat many times until the predefined terminate rules are satisfied. In our case, the terminate rule is the iteration reaches the predefined maximum generation. Finally, we summarize the complete procedures of the algorithm in algorithm 1.
Algorithm 1 Genetic Algorithm for (7)
Require: The weights and current CW min of the N LAA eNBs, the CW min used by the K Wi-Fi APs and the four types of time interval Ensure: The best individual of the population, i.e. X optimal 1: t:=0; 2: initialize :
P s (t) = P t .selectParents();
6:
P c (t) = crossover(P s ); 8: until the third constraint in (7) is satisfied; P m (t) = mutate(P c ); 10: evaluate(P m );
11:
P(t + 1) = buildNextGeneration(P m (t), P(t)); 12: t = t + 1; 13: until t reaches MaxGeneration;
Since every LAA eNB has the common whole information needed for the algorithm, after the termination of the algorithm, the LAA eNBs obtain a same set of CW min . Then every LAA eNB only needs to configure the CW min for itself and remains unchanged until the weights vary.
B. PERFORMANCE EVALUATION
In this section, we illustrate our proposed method on maximizing weighted utility of the LAA network with throughput fairness constraints of the Wi-Fi network by conducting numerical simulations. Since we consider the more Wi-Fi-like Cat 4 LBT for LAA-LTE in our scenario and the LAA-LTE PHY specifications are not yet defined, for simplicity, we suppose that both LAA eNBs and Wi-Fi APs use the same physical layer defined in IEEE 802.11ac [27] , which allows us to easily compare the utilities of the two networks.
1) SIMULATION SETUP
In our simulation model, we borrow the same physical layer setup in [17] , where the system parameters adpoted in IEEE 802.11ac are listed in Table I , in particular, a 64-QAM modulation and a 5/6 coding scheme which provides a 135 Mbps data rate when using a 40 MHz channel at the 5GHz ISM band are provided [23] . The duration of a successful WiFi transmission, which is the same as that of an LAA eNB successful transmission, T suc is computed by
where n sym is the number of bits per OFDM symbol and T sym is the symbol duration, which is equal to 4 µs. The duration of a collision T col is
The duration of the block acknowlegement is [23] 
We consider the initial contention window of a Wi-Fi AP to be fixed and equal to 16 for illustrative purposes, thus the transmission probability is fixed and equal to τ = 2/17 through (1). Therefore, the initial CW min of LAA eNBs should also be 16 for the sake of fair coexistence with Wi-Fi APs. For simplicity, the weight of each LAA eNB is randomly generated in the range of [0,1] and the summation of weights should be 1.
2) RESULTS AND ANALYSES
We first consider several simple and illustrative cases, where the number of LAA eNBs N and that of the Wi-Fi APs are under three different circumstances. As Fig. 3 shows, the throughput of each LAA eNB is differentiated with their weights, and the aggregate throughput of the Wi-Fi network almost stays unchanged whatever the weights distribution of the LAA eNBs is by the proposed FDTM scheme and genetic algorithm. Concretely, when K = 0, i.e. there are no Wi-Fi APs in the deployment, the throughput of the LAA eNBs is proportional to their weights (determined by their cell load). This special case definitely satisfies the proposition of service differentiation. When K = 0, the aggregate throughput of the Wi-Fi network (the bottom bar segment) changes slightly with different weights distribution of the LAA eNBs. Recall that our objective is to enable cell load based service differentiation in LAA-LTE network and simultaneously guarantee the aggregate throughput of the coexisting Wi-Fi network. The differentiated throughput of the LAA eNBs indicates the channel accessing of each LAA eNB is prioritized, i.e. the LAA eNB with more cell load gains higher priority. Furthermore, bounded by the throughput fairness constraints, the aggregate throughput of the Wi-Fi network remains unchanged. Next we consider three different CW min configuration schemes to illustrate the effectiveness of genetic algorithm as well as how it works to guarantee the throughput of the coexisting Wi-Fi network. (i) The LAA eNBs use the same and static CW min as the Wi-Fi network with different weights (ii) The LAA eNBs enable service differentiation with FDTM scheme. (iii) The LAA eNBs enable service differentiation with a greedy search of CW min . We can see in Fig. 4 that the aggregate throughput of the Wi-Fi network decreases slightly with service differentiation enabled in the LAA-LTE network by applying genetic algorithm in comparison with a static configuration of CW min . However, if we enable the service differentiation with a greedy search of CW min , i.e. without the throughput constraints of the Wi-Fi network, the aggregate throughput of the Wi-Fi network will be impaired greatly. As (1) together with (5) show, the CW min of the LAA eNBs has an impact on the throughput of the Wi-Fi APs. Therefore, the configuration of the CW min of the LAA eNBs may impair the throughput of the Wi-Fi APs. However, the third constraint in (7) may manifest the CW min searching direction in the situation that the LAA eNBs with bigger weights tend to decrease their CW min and the LAA eNBs with smaller weights enlarge their CW min . Besides, we can also choose a bigger throughput tolerance factor δ of the Wi-Fi network to enlarge the feasible solution space. For example, we choose δ as 10 Mbps when there are 20 LAA eNBs and Wi-Fi APs, where the Genetic Algorithm needs much less iterations. Finally, we find the best combination of the CW min of the LAA eNBs by applying genetic algorithm to simultaneously maximize the aggregate utility of the LAA-LTE network and satisfy the throughput fairness constraints of the Wi-Fi network. Fig. 5 depicts the same methodology as Fig. 4 that the impact of three different scenarios on the aggregate utility of the LAA-LTE network. In contrast to the aggregate throughput of the Wi-Fi network, the aggregate utility of the LAA-LTE network increases greatly when a greedy search of CW min is applied by the LAA eNBs to enable service differentiation. It also indicates that a greedy search scheme applied in the LAA-LTE network indeed impairs the Wi-Fi network. While the FDTM scheme achieves an appropriate improvement of aggregate utility of the LAA-LTE network, taking the throughput fairness constraints of the Wi-Fi network into consideration.
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3) EFFICIENCY OF GENETIC ALGORITHM
As the previous section shows, our proposed algorithm works well for the proposed problem. However, Genetic Algorithm is fairly time-consuming to converge under the most circumstances. Then we focus our attention on the convergence rate of our proposed algorithm in several scenarios with different configurations of network size.
The considered scenarios are as follows:
Recall that N is the number of LAA eNBs and K is the number of Wi-Fi APs, and for each scenario we use the same throughput decrement tolerance factor (δ = 10 Mbps) of the Wi-Fi network. It is obvious that when our proposed algorithm has to cope with more LAA eNBs, it fairly needs more iteration times to converge. However, this also means our proposed algorithm may fail to converge in a configuration duration and therefore the algorithm cannot satisfy the delay requirement in a real time system. Thus we need a more time efficient algorithm to address our proposed problem, and we will discuss it in the next section.
IV. MULTI-AGENT REINFORCEMENT LEARNING BASED CONTENTION WINDOW ADJUSTMENT FOR LAA eNBs
In this section, we present Multi-Agent Reinforcement Learning (MARL) based contention window adjustment algorithm with -greedy policy for LAA downlink transmission.
A. MARL FOR FDTM
Recall the intension of FDTM is to obtain an optimal set of CW min for each LAA eNB to provide downlink service differentiation for LAA-LTE users as well as guarantee the throughput of coexisting Wi-Fi system. Thus we propose MARL to cope with these two objectives of FDTM which are maximizing the aggregate utility of LAA-LTE and maintaining the throughput of Wi-Fi networks by repeating trial and error. In that, on the one hand, a pre-defined target throughput value T laa tar ,i which is determined by the weight as the previous section indicated is set for each LAA eNB, thus LAA eNBs autonomously aim to operate at a throughput value close to T laa tar ,i by dynamically adjusting their CW min values to achieve the objective of utility maximization in an optimization view. On the other hand, a pre-defined target aggregate throughput value of Wi-Fi network is set for each LAA eNB with the same value T wifi tar calculated with the initial configuration of the system. Thus the second objective is achieved by changing the CW min of each LAA eNB while maintaining T wifi,i close to T wifi tar .
We base our formulation of the proposed MARL algorithm on the work in [28] , which we consider the set of N LAA eNBs, as the agents of the multi-agent system. Each agent i ∈ B has set of actions A i = {a i,1 , a i,2 , . . . , a i,|A i | } and states S i = {s i,1 , s i,2 , . . . , s i,|S i | } where a i,j and s i,k respectively represents a possible action and a state of agent i. In our MARL algorithm, each agent i ∈ B maintains a Q-table with Q-value Q i (s i,j , a) for each state s i,j ∈ S i , 1 ≤ j ≤ |S i | and all agents' actions a ∈ (A 1 , A 2 , . . . , A N ) pair, specifically we denote this formulation as Q-learning [29] . Note here we use the state/actions (all the agents') pair instead of state/action pair in [28] , which we think it is more reasonable to assume the Q-value of one agent depends on other agents' actions. For an arbitrary agent i, the Q-value provides an estimate for future costs, if the agent i is in the state s i,j when the agents select actions a. An arbitrary agent i in a particular state s i,j , selects and deploys an action a i,k . Thus, based on the feedback from the environment, the agent i learns about the outcome of the actions a of all agents in state s i,j . This feedback is given as a cost value c i , i ∈ B, which determines the absolute difference between the achieved LAA downlink throughput T laa,i , i ∈ B, during the previous weights changing period and the target throughput T laa tar ,i . Besides, we should take the second objective of FDTM into consideration by adding a penalty term, which is the multiplication of a pre-defined penalty factor and the absolute difference between the achieved aggregate Wi-Fi downlink throughput T wifi,i and the target throughput T wifi tar , to cost value c i . Thus by using T laa,i , new state of agent i, s i,l ∈ S i , 1 ≤ l ≤ |S i | is identified. Then we can update the Q-value by combining the identified next state s i,l and the calculated cost value c i as follows: (11) where, α, γ are the learning rate and discount factor respectively, V i is the Q-value when the player i is in new state. In our formulation, we update V i with the minimax − Q learning algorithm adopted in [30] as follows:
where (A) is a stochastic transition function, specifying the probility of the next action to be deployed based on the action just played, a −i and A −i denote the action and action set which are not belong to agent i respectively. In this way, learning is achieved in the proposed algorithm.
The learning rate α (0 ≤ α ≤ 1) gives the speed that the learning can achieve. If we set a very small α, it will take long time to complete the learning process, while if it is too high, algorithm might not converge. The discount factor γ (0 ≤ γ ≤ 1) controls how much Q-value will count on future costs. If we set a very small γ , learning will not depend on future costs much and immediate costs are dominating. On the other hand, if it is too high, learning will count on future costs heavily. By carefully selecting these two parameters, it is possible to effectively control the learning process of the proposed Q-learning approach.
When the Q-value of the current state (s i,j ) and actions ( a) pair is updated, new actions a will be selected for the next state s i,l . A random number r ∈ U(0, 1) is generated first and compared against the -greedy parameter which is usually a very small value (0.01 ≤ ≤ 0.05). If r is smaller than the -greedy parameter, actions will be selected randomly. Otherwise, actions with the minimum Q-value in the identified next state (s i,l ) will be selected. Thus thegreedy parameter manages to select actions in an exploratory way, and ensures that all state/actions pairs will be explored as the number of trials goes to infinity. The proposed Q-learning algorithm is summarized in Algorithm 2.
Without any loss of generality, we consider that the cost, action and state definitions in the proposed algorithm are defined as follows.
• Cost:
where T laa tar ,i is determined by its weight w i , T laa,i is given by (4), T wifi tar is the same and static for all LAA eNBs, T wifi,i is given by (5) , and η (a fairly large number) is the penalty factor confining throughput variation of the Wi-Fi network.
• Action: CW min,i ←{CW min,i −1, CW min,i , CW min,i +1}.
• State: Generate a random number r ∈ U(0, 1) 9: if (r < ) then 10: Select actions randomly 11: else 12: Select the actions a ∈ (A 1 , A 2 , . . . , A N ) Update the Q-table entry as follows:
end loop a small trick we should use here is when the weight of an agent is not in the set, we can just rescale it to the nearest weight in the set.
B. NUMERICAL RESULTS AND ANALYSES
In this section, we evaluate the performance of the proposed MARL algorithm. As a comparison, we use the same simulation setup as in the previous section. Fig. 7 shows the influence of penalty factor (η) on the performance of our proposed MARL algorithm in providing downlink proportional fair service differentiation of the LAA-LTE network and guaranteeing fairness of aggregate throughput of the Wi-Fi network. If we set η = 10, we see the aggregate throughput of the Wi-Fi network suffer an approximate 20% decrement in comparison with the initial aggregate throughput. On the other hand, the throughput of LAA eNBs is differentiated as their weights. This means in the learning process, the objective of guaranteeing fairness of the aggregate throughput of the Wi-Fi network was not well concerned. Concretely, a small penalty factor makes the variation of aggregate throughput of the Wi-Fi network contribute little to the cost in (13) . Then we consider η = 1000, the aggregate throughput of the Wi-Fi network nearly maintains the same as the initial value, however, the throughput of LAA eNBs is not appropriately differentiated as their weights. This indicates the penalty factor η makes the second part of (13) the dominating role in learning process. When we set the penalty factor η = 100, the two objectives are perfectly balanced. Fig. 8 and Fig. 9 together show our proposed MARL algorithm performs as well as GA on both the objectives when we choose the penalty factor to be 100. While we take time efficiency into consideration, once MARL learned the Q-tables from a large amount of iterations, LAA eNBs only need to look up their learned Q-tables when they are in specific states. In this sense, MARL can work in real time as the network state changes.
The effects of learning with different learning rate and discount factor will not be discussed in this work, since they are not our major concerns. Fig. 10 shows how Q-value of an agent will behave in a learning process. At the beginning of the learning process, the Q-value changes randomly since few state/actions pairs are traversed. As the learning process continues, the Q-value starts to decrease steadily and finally converges.
After the learning process terminates, each agent obtains a Q-table with regard to the state/actions pairs. Then we can select the optimal policy of how an agent should act in a specific state accroding to the learned Q-tables.
V. CONCLUSIONS
In this paper, we propose FDTM to provide downlink service differentiation for the LAA-LTE network as well as guarantee long-term throughput fairness for the Wi-Fi network. Then we apply an effective genetic algorithm to search for the optimal solution of the optimization problem formulated with FDTM. Simulations results show that FDTM scheme achieves an appropriate improvement of aggregate utility of the LAA-LTE network, while the aggregate throughput of the Wi-Fi network decreases slightly in comparison with a static configuration of CW min . Since genetic algorithm is fairly time-consuming, we propose a Multi-agent Reinforcement Learning (MARL) algorithm to enable LAA eNBs tune their CW min in real time by looking up the learned Q-tables after the learning process terminates. Simulations results show that the proposed MARL algorithm performs as well as the genetic algorithm on both the objectives of maximizing the aggregate utility of LAA-LTE and maintaining the throughput of Wi-Fi networks. 
