Abstract. Two new L 2 least-squares (LS) finite element methods are developed for the velocitypressure -vorticity first-order system of the Stokes problem with Dirichlet velocity boundary condition. A key feature about these new methods is that a local or almost local L 2 projector is applied to the residual of the momentum equation. Such L 2 projection is always defined onto the linear finite element space, no matter which finite element spaces are used for velocity-pressure-vorticity variables. Consequently, the implementation of this L 2 -projected LS method is almost as easy as that of the standard L 2 LS method. More importantly, the former has optimal error estimates in L 2 -norm, with respect to both the order of approximation and the required regularity of the exact solution for velocity using equal-order interpolations and for all three variables (velocity, pressure and vorticity) using unequal-order interpolations. Numerical experiments are given to demonstrate the theoretical results.
1. Introduction. The least-squares (LS) mixed finite element method is widely used in seeking numerical solution of partial differential equations arising from fluid and solid mechanics, cf. [30, 28, 31, 15, 18, 20, 24, 26, 19, 32, 14, 21, 22, 23, 27, 13] . In a broad sense, the LS method is to minimize the residual, measured in some Sobolev norms, of a mixed first-order system of partial differential equations. The mixed first-order system is obtained by introducing one or more additional physically important fields such as stress/pressure/vorticity besides displacement/velocity as unknown variables. There are many advantages about LS methods. The LS method may be viewed as a classical Ritz's method of coercive type [29] and is not subject to the so-called inf-sup condition [9, 2] . Its resulting linear system is symmetric positive definite and can be solved by standard iterative methods such as conjugate gradient method. In addition, the standard finite element spaces can be employed for each unknown variable. Readers may refer to [13, 12] for more details on LS methods. In this paper we shall introduce and study new LS methods for the Stokes problem written as a system of equations of first-order, where velocity, pressure and vorticity appear as unknown variables. This system involves relatively few unknowns and is widely employed in engineering practice.
Let us first review several LS methods developed in the last decade for the velocitypressure-vorticity Stokes system. The most widely used LS method is the standard L 2 LS method ( [15, 13] ), where the LS functional is the squared L 2 -norms of the residual of the first-order system. This method is easy to implement and performs very well in many engineering applications (cf. [13, 20, 19, 31, 30] ). However, for the important case of Dirichlet velocity boundary condition, this method is not optimal in the usual sense [16, 17] , for example, for equal-order continuous interpolations, the L 2 -error bound for velocity is not optimal with respect to both the order of approximation and the required regularity. In the case of convex polygon, no error estimates are available. Also, no improved error estimates are obtained for unequalorder continuous interpolations (See [33] for some numerical results).
The reason that the standard L 2 LS method suffers from suboptimal error estimates in the case of velocity Dirichlet boundary condition may be the following: the coercivity for vorticity and pressure is measured in L 2 norm, whereas their first-order derivatives appeared in the term resulting from the momentum equation suggest that the continuity condition cannot be obtained in the same measure, which prevents from obtaining optimal error estimates. To recover the optimal error estimates one has to do some modifications to that term of the momentum equation.
There have been two important methods which can overcome the difficulty from the term of the momentum equation. One is the Bochev-Gunzburger(BG) method, where a factor h 2 is put in front of the term of the momentum equation. Alternatively, the BG method may be scaled as the one with a factor h −2 put in front of terms of the incompressibility condition and of the vorticity equation [18] . The other is the H −1 LS method which may be viewed as a modified version of the BG method by introducing an additional term of the momentum equation, where a precondtioner B h (or an operator of the finite element solution) for the Dirichlet problem of a second-order elliptic equation is applied [14, 32, 21] . In the BG method the effects from the term of the momentum equation can be eliminated because of the factor h 2 and optimal error estimates can be derived with the use of unequal-order continuous interpolations [18, 16] Our new idea presented in the paper is to add an L 2 projected term of the momentum equation to the BG method, or to use an L 2 projector to replace the preconditioner in the H −1 method. With the L 2 projection term, the uniform coercivity holds (see Theorem 3.1), and the error estimates are optimal (see Theorem 3.3 and Theorem 4.1), for velocity using equal-order interpolations and for all three variables (velocity, pressure and vorticity) using unequal-order interpolations. Also, the condition number is of O(h −2 ) (see Corollary 3.2) and the implementation of this L 2 -projected LS method is almost as easy as that of the standard L 2 LS method, since the L 2 projection is local or almost local and is always defined onto the linear finite element space, no matter which finite element spaces are used for velocity-pressurevorticity variables. Note that, although the L 2 projection is "fixed" onto the linear element space, this does not cause any consistency problem and does not affect the order of the error estimates.
We provide two methods according to the definitions of L 2 projectors applied to the term of the momentum equation. One is called the local L 2 projection method (I) and the other the mass-lumping L 2 projection method (II). The L 2 projection in the method (I) is always element-by-element defined onto the discontinuous linear element space; in the method (II) the L 2 projection is always defined by using the mass-lumping technique [1] onto the continuous linear element space. Note that the L 2 projection in method (II) is almost local because the resulting matrix of this L 2 projection is diagonal. Standard equal-order or unequal-order finite elements, with lower-order finite elements for pressure and vorticity enriched with element or edge(face) or both bubbles, are employed for approximating velocity, pressure and vorticity variables. Note that the role of the bubbles for lower-order elements for pressure and vorticity is to make Assumption (A2) (see equations (3.35) and (3.36)) holds(cf. Remark 3.2 and Theorem 3.4).
Our L 2 projection plays a critical role(see equation (3.24) ) in the derivation of a uniform coercivity (see equations (3.6) We finally remark that in deriving the L 2 error estimates for the velocity we assume that the domain is a convex polygon as usual [5, 29] . For such a domain some known regularity results for Stokes and elasticity problems(cf. [7, 6, 8, 10] ) is used.
The outline of this paper is as follows. In section 2, we recall the first-order system of the velocity-pressure-vorticity Stokes problem, and formulate L 2 projected methods. In section 3, we establish coercivity and error bounds and verify an important assumption (Assumption (A2)). In section 4, the L 2 error bound for velocity is obtained. In section 5, numerical results are presented to support our theoretical analysis. 
2d−3 and noting that −∆u = × × u − ·u and · u = 0, we can write (2.1) as the first-order system:
along with a Dirichlet boundary condition and a pressure mean-zero condition: 
; Ω q = 0}. Throughout this paper we always assume that Ω is a Lipschitz polygon (polyhedron in R 3 ) and that C h is a regular triangulation of Ω (tetrahedrons in R 3 ), with diameters h K ≤ h for all triangular elements K ∈ C h .
Local L 2 -projection method (I).
Introduce
where P 1 (K) denotes the space of linear polynomials on
be continuous piecewise polynomial spaces on C h for velocity, pressure and vorticity, respectively. We define an LS functional on
We consider a minimization problem:
Taking variations in (2.7) with respect to (v h , q h , z h ), we obtain the weak statement of problem (2.8):
where Z h is defined in (2.4). Let (·, ·) h denote an inner product in V 0,h and the induced norm in V 0,h is given by
Remark 2.1 (·, ·) h is usually taken as an approximation of (·, ·). For example, when C h consists of 2D triangles, we may take (·, ·) h as the quadrature scheme: (2.12) where i = 1, 2, 3 denote vertices of the triangle K. In the literature [1] 
We consider the case of P h and W h possibly being discontinuous or being linear and quadratic continuous elements and we define an LS functional on
where E h denotes the collection of interior edges (faces in R 3 ), [p] is the jump in p across E, h E is the length or diameter of E. With J II h , in the same way as that for (2.8) and (2.9), we can consider an LS minimization problem and then obtain its weak statement:
Remark 2.3
The method (I) is simpler than the method (II), but the latter applies to lower order continuous elements and discontinuous elements for pressure and vorticity. Note that using linear or quadratic elements for pressure and vorticity without theȒ h term and the h 2 factor, the method (I) is the standard L 2 LS method [15] which does not have optimal error estimates. In addition, we remark that without the L 2 projection, our method reduces to the Bochev-Gunzburger method [18] , and when replacing the L 2 projector by a preconditioner (or an operator of the finite element solution) for the Dirichlet problem of a second-order elliptic equation, the H −1 method [14, 32] is obtained.
3. Coercivity and error bounds in energy norm. We shall give a unified analysis for coercivity and error bounds in energy norm for methods (I) and (II). In what follows C represents a generic positive constant independent of h and may take different values at different occurrences.
3.1. Coercivity analysis. In this subsection we investigate the coercivity. 
Lemma 3.1 Let X be a given Hilbert space, with inner product (·, ·) X and corresponding norm · X = (·, ·) X . For any two elements A ∈ X, B ∈ X and for any α ∈ R , we have
Proof. (3.3) follows from the sum of the two equations:
For the following analysis we recall the well-known Young's inequality
and Green's formulae of integrating by parts
where n denotes the exterior unit normal to ∂ D, D is a Lipschitz subdomain of Ω. We also introduce a notation 
Proof. We consider the method (II) here. The argument remains unchanged for the method (I). One only needs to note that, in the method (I), P h × W h are continuous and (·, ·) is in place of (·, ·) h .
In the proof we only need to deal with ω− ×u
h . The proof is divided into three steps. In the first two steps we find lower bounds for ω− ×u
In the last step we use the mesh-dependent terms to obtain (3.6).
Step 1. Let α > 0 be a constant to be determined. From Lemma 3.1 we have
We takeũ ∈ V 0,h as the Clément-interpolant [2, 4] of u ∈ U h and we have
We also have
where
(by Proposition 3.1),
(by the Young's inequality). Here 1 > 0 is a constant to be determined later. Therefore, summarizing (3.7) and (3.9)-(3.13), we get
Thus, (3.14) becomes
Step 2. Let β > 0 be a constant to be determined. From Proposition 3.2 we can find
We takeṽ * ∈ V 0,h as the Clément-interpolant [2, 4] of v * and we have
We can write
Here 2 > 0 is also a constant to be determined later.
Summarizing (3.19)-(3.23), we get
Step 3. From (3.16) and (3.24) taking
Now, we take positive constants L i , i = 1, 2, such that
and we have 
and thus
which, together with (3.6) and the symmetry of L I h , completes the proof.
Error bounds in energy norm.
Since L h is symmetric and positive definite (see Theorem 3.1), we introduce a norm
| · | will be referred to as energy norm. We can also easily show the generalized Cauchy-Schwartz inequality: 
Proof. (3.32) can be easily shown, due to (2.2), (2.16) and
Remark 3.2 To make Assumption (A2) hold, the approximation spaces for pressure and vorticity are required to have either interior or edge(face) or both degrees of freedom with respect to each element. All standard approximation spaces satisfy this requirement, with lower-order approximation spaces enriched by suitable artificial element bubbles or edge (face) bubbles or both bubbles. Here we briefly consider Method (II) for two-dimensional problems. Assumption (A2) holds for Method (II), using continuous P r elements with r ≥ 3 or discontinuous P r elements with r ≥ 0 or P 
whereũ ∈ U h is any given function,p andω come from Assumption (A2), and
We further have
Proof. It suffices to show (3.39) with (3.40). From (3.30), Lemma 3.2 and (3.31), we have
Using the triangle-inequality, we then get
By Assumption (A2) we have 
When employing unequal-order continuous interpolation P r+1 − P r − P r with r ≥ 3 for Methods (I) 
and (II), or for Method (II) employing
Proof. Let U h be the piecewise P l continuous element with l ≥ 1 and letũ
From Theorem 3.2 and Assumption (A2) we immediately have (3.48) and (3.49).
. Remark 3.3 Note that for lower-order approximation spaces (r = 1, 2), the error estimates for Method (I) are not optimal and are the same as those of the standard LS method [16] , because Assumption (A2) does not hold. However, we can understand P 3 as the enrichment of P 1 or P 2 with suitable element bubbles and edge bubbles. Denote P 3 as P # 1 (the enrichment of P 1 ) or P 2 (the enrichment of P 2 ), we have (3.48) for Method (I) with r = 1 or r = 2, using P 1 − P , ω) , and we have (3.49) for Method (I) with r = 1 or r = 2, using P 2 − P
Before closing this section we verify Assumption (A2) using triangular finite elements in a 2D domain. For rectangular elements in a 2D or 3D domain and tetrahedrons in a 3D domain the verification is similar. In the following we use the P 3 element as an example to show how to verify Assumption (A2). 35)-(3.38) hold. Here 
and
where 1 ≤ s ≤ min(4, l + 1). We then defineω ∈ W h as follows (3.54)-(3.56):
where P 1 (E) is the space of linear polynomials on E,
We show thatȒ
In fact, from the definition (2.5) ofȒ h , (3.55) and (3.56) we have
where we have used the fact that
Similarly, since V 0,h is a piecewise linear polynomial space and . Similarly, we can constructp ∈ P h , satisfying similar properties asω. We proceed as follows: first letp be constructed as above, and then letp =p −
Remark 3.4 Methods (I) and (II) and their analysis cover non-affine families of finite elements such as quads and hexes. In the analysis, only the verification of Assumption (A2) may involve the mapping. In the case of non-affine mapping families, such verification can be done on the reference element through the mapping. We consider 2D quadrilaterals. Let F K denote the mapping from the reference element K to K, which associates the function q defined on K with the functionq defined on [3, 29, 5] . As approximating spaces of the pressure and vorticity, for example, we take 
L
2 -error bound. In this section we establish the L 2 error bound for velocity.
Additional assumptions.
We first make a few more assumptions.
Remark 4.1 Taking (2.12) as an example. Assumption (A3) holds (see [3, 29, 1] ). Lemma 4.1 Let Assumptions (A1) and (A3) hold. For any given u ∈ V 0,h , we have
Proof. By Assumptions (A1) and (A3) and (2.15) we have (4.2), since
has a solution (u, p) satisfying
We then consider the Stokes problem
From [7, 2] we know that the problem (4.7) has a solution (w, p) satisfying
We therefore define
Clearly, such (u, p) satisfies (4.4) and (4.5). Assumption (A5) For any given f ∈ (L 2 (Ω)) d and for all λ ≥ 0, the elasticity problem
has a solution u satisfying
here C is independent of λ. Remark 4.2 When Ω is a convex polygon in R 2 , Assumption (A5) holds (see [6, 10] (4.12) where Λ = Λ(ũ − u,p − p,ω − ω) is defined by (3.40) . Proof. We only consider the method (II). The same argument for the method (I) is straightforward. In principle, we follow the Aubin-Nitsche duality technique [29] .
We consider the auxiliary problem:
which can be also expressed as the mixed form equivalently:
From Assumption (A5) we have
which holds for any λ ≥ 0. We shall take
From (4.14) we have
where, by (3.41),
Letρ ∈ V 0,h be such that (See [29, 3, 4, 2] )
We have (4.21) where, by (3.41) and (4.20) , 
To do so, we consider an auxiliary problem: Find (u * , p * ) such that (4.20) and (4.15) we have
(by the first equation of (4.14)) (4.28) into the first equation of (4.26) to get
and we have
Therefore, noting that
where we have chosen (ũ * ,p * ,φ) ∈ U h × P h × W h such thatũ * ∈ V 0,h ⊆ U h and Assumption (A2) is satisfied with s = 1:
We also have and 
This completes the proof. Remark 4.3 We now clarify the assumptions involved for two methods. For two methods the common trivial assumptions are that C h is regular and Ω is a Lipschitz convex polygon (polyhedron in R 3 ) and V 0,h ⊆ U h with (3.50) for U h . For the method (I) the additional assumptions are (A2), (A4) and (A5). For the method (II) the additional assumptions are (A1)-(A5).
Numerical experiments.
In this section we report some numerical experiments to illustrate the theoretical error bounds. we shall only consider the method (II) in (2.18) employing continuous U h × P h × W h , with h K taken as h and R h = S h =R h . We shall use the two lower-order elements: P 1 -P We take the example from [17] . The exact solution (u, p, ω) of (5.1) The right-hand side f is generated by evaluation the equations on the given exact solution. In our experiment we set p h (0, 0) = 0 to replace Ω p h = 0 to ensure the uniqueness. We employ the conjugate gradient method, with the stopping criterion tolerance 10 −9 and with a zero initial guess, to solve the resulting linear system. We employ the P r − P Tables 1 and 2 and Tables 3 and 4 , respectively. 
