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Résumé 
Le treillis des clones sur un ensemble fini est assez peu connu sur un ensemble 
de taille plus grande que 2. En 1970, tous les clones maximaux sur un ensemble 
fini ont été décrits. Entre temps, pas mal de travail a été fait pour identifier les 
clones sous-maximaux, soit les clones se trouvant directement en-dessous d'un 
clone maximal, et ceux-ci ont tous été décrits pour un ensemble de taille 3. 
Un clone est dit inf-réductible s'il peut être décrit comme l'intersection de deux 
clones le contenant de façon propre. Après une courte introduction et' un survol 
de quelques résultats connus importants, je présenterai des résultats non-publiés 
sur les sous-clones maximaux inf-réductibles de clones préservant une relation 
d'équivalence, ou de clones de fonctions quasi-linéaires. 
Mots-clé 
Théorie des clones, Algèbres de fonctions sur un ensemble fini, Théorie des rela-
tions, Relations d'équivalence, Algèbre linéaire. 
Abstract 
The lattice of clones on a finite set is relatively little known for a set whose 
size is greater than 2. In 1970, aH maximal clones on a finite set were described. 
In the meantime, a lot of work has been done to identify sub-maximal clones, 
that is clones that lie directly beneath a maximal clone, and they have aH been 
identified for a set of size 3. 
A clone is said to be inf-reducible if it can be described as the intersection 
of two clones in which it is properly contained. After a short introduction and 
a sur vey ofimportant known results, l will present unpublished results on the 
inf-reducible maximal sub-clones of clones preserving equivalence relations, or of 
clones of quasi-linear functions. 
Key-words 
Clone theory, Function algebras on finite sets, Relation theory, Equivalence rela-
tions, Linear algebra. 
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Chapitre 1 
INTRODUCTION, DÉFINITIONS ET 
RÉSlJLTATS CLASSIQUES 
1.1. INTRODUCTION 
L'étude des clones a commencé avec l'article de Post publié en 1941 [9] où 
Post introduit le terme de classe itérative de fonctions sur l'ensemble {O, 1}, une 
classe itérative étant un ensemble de fonctions en une ou plusieurs variables fermé 
sur l'itération finie (substitution d'une variable par l'image d'une autre fonction 
de la classe). 
En décrivant l'ensemble des classes itératives sur {O, 1}, Post pût prouver un 
nombre de résultats en logique mathématique, plus particulièrement de trouver 
un ensemble générateurs des tautologies dans le calcul propositiOnnel, ainsi que 
l'équivalence de deux ensembles de propositions logiques quant aux propositions 
qui peuvent en découler. Il arriva à ces résultats en regardant une proposition lo-
gique dépendant de n déclarations comme une fonction en n variables sur {O, 1}. 
Il était logique d'essayer d'utiliser le même outil pour étudier les logiques 
ayant k valeurs de vérité possibles. De même le passage des classes itératives aux 
clones (un clone étant une classe itérative contenant les projections) car la fonc-
tion I(x) = x est en général présente dans la plupart des systêmes étudiés ... 
En particulier, comme on sait que les fonctions V, 1\ et --, engendrent toutes 
les fonctions possibles sur {O, 1}, on peut se demander quel clone de fonctions 
engendreraient-elles pour une logique ayant k valeurs de vérité possibles (selon 
les intérprètations que l'on donne à ces valeurs). . 
Entre temps, un nombre d'autres applications sont apparues, tout particu-
lièrement en algèbre universelle où, étant donné deux algèbres (E, (JI, ... , (Ji) et 
(E, Tl, ... , Tj) sur le même ensemble, elles définissent de fait la même algèbre (ayant 
le même ensemble d'opérations terme) si et seulement si les ensembles {(JI, ... , (Ji} 
et {Tl, ... ,Tj} engendrent le même clone sur l'ensemble E. 
En 1959, Janov et Mucnik ont prouvé [5] que, contrairement au treillis de 
classes itératives sur {O, 1} qui est dénombrable et facile à énumérer, celui sur 
{O, 1, 2} a la cardinalité du continuum. Toutefois, des résultats non-triviaux ont 
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pu être découverts en se concentrant sur des clones placés assez haut ou assez bas 
dans le treillis, et en particulier, en 1970, Rosenberg a prouvé [10] que, sur un 
ensemble fini, il y aura un nombre fini de clones maximaux faciles à décrire. 
Il était logique de se demander si la même chose restait vrai pour les clones 
sous-maximaux, c'est à dire ceux placés directement en-dessous des clones maxi-
maux. Une réponse générale n'a pas encore été apportée, mais en 1982, Lau a 
décrit [6] l'ensemble de tous les clones sous-maximaux sur l'ensemble {O, 1, 2}. 
De même, certains autres résultats ont été découvert. Rosenberg et Szendrei 
on décrit en 1985 [12] tous les clones sous-maximaux de fonctions qui commutent 
avec une permutation sans points fixes d'ordre premier. De même, Arto Salomaa 
décrivit en 1964 [13] les clones sous-maximaux de fonctions sur un ensemble de 
taille p premier qui peuvent s'écrire sous la forme A(Xl, ... , x n ) = ao + L aixi 
(mod p) pour certaines constantes ao, ... , an, résultat qui fut élargi en en 1982 par 
Bagyinszki et Demetrovics [2] qui décrivirent l'ensemble de tous les sous-clones 
de fonctions qui peuvent s'écrire sous la forme plus haut. 
Dans ce travail, après une présentation des notions et résultats de base et 
un bref survol des résultats décrits plus haut, je présenterai quelques résultats 
non-publiés. Le premier groupe de résultats (sections 3.1 et 3.2), dues à Lau et 
Rosenberg et n'ayant été que vérifiés et transcrits au propre par l'auteur, sera 
centré sur les clones sous-maximaux de fonctions présèrvant une relation d'équi-
valence. Le deuxième groupe de résultats (sections 3.3 à 3.6) sont dûs à l'auteur et 
seront centrés sur les clones de fonctions quasi-linéaires, celles-ci étant une généra-
lisation des fonctions étudiées par Salomaa, Bagyinszki et Demetrovics. La section 
3.7 ne présente pas un résultat complet, mais a été incluse par l'auteur dans le 
travail à cause de la présence d'un nombre de propositions non-triviales ainsi que 
d'une conjecture quant au résultat complet et à une ébauche de preuve de celui-ci. 
Selon l'avis de l'auteur, les clones sous-maximaux de fonctions quasi-linéaires 
pourraient être décrits au complet (dans un travail d'une envergure considéra-
blement plus grande que celui-ci), ceux-ci ayant une structure facile à étudier à 
l'aide de l'algèbre classique. En particulier l'auteur à pu les partager (proposition 
3.4.1) en deux sortes différentes selon qu'ils contiennent toutes les fonctions de la 
forme fa(x) = x+a ou non (en quel cas ils auront une structure très particulière), 
ainsi que donner des exemples de clones sous-maximaux contenant ces fonctions 
(sections 3.4 et 3.5) et des exemples de clones sous-maximaux ne les contenant 
pas (section 3.6). 
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1.2. DÉFINITIONS 
Définition 1.2.1 (Ek, Fonction n-aire). Soit E un ensemble fini quelconque avec 
k = lEI> 1. Puisque E est fini, nous allons sans perdre de généralité supposer 
que E = {O, 1, ... , k - 1} = Ek. Une fonction n-aire sur Ek est une application 
quelconque f : Ek ---t Ek (nous allons supposer n > 0). 
Définition 1.2.2 (Pk' Pk)' Nous allons définir Pk comme étant l'ensemble des 
fonctions n-aires sur Ek et Pk = Un>l Pk, l'ensemble des fonctions d'arité fi-
nie sur Ek. Nous n'allons pas faire de différence entre les fonctions selon leurs 
constructions ou formules, i. e. le terme f = 9 voudra dire que f et 9 définissent 
la même application n-aire sur Ek' même si leurs formules ou constructions sont 
différentes. 
Définition 1.2.3 (Projections, Jk). Pour 1 :S i :S n, la i-ème projection sur 
Ek' ei" est la fonction er : Ek ---t Ek définie par er(xl, ... , Xn) = Xi' Nous allons 
définir Jk comme étant l'ensemble de toutes les projections sur Ek' 
Définition 1.2.4 (Clone). Il existe plusieurs façons de définir les clones de Pk' 
Nous allons donner deux définitions différentes (mais équivalentes) " 
Un sous-ensemble C de Pk est un clone si Jk ç C et que pour toutes fonctions 
f n-aire et gl, ... , gn m-aires, f et gi dans C, la fonction m-aire h définie par 
h(Xl' ... , x m) = f(gl(Xl, ... , x m), ... , gn(Xl' ... , x m)) est dans C. 
De façon équivalente, avec f n-aire et 9 m-aire, soient,' 
i) hl(Xl, ... ,xn) = f(X2, ... ,xn,xd· 
ii) h2(Xl' ... ,xn) = f(X2,Xl,X3, ... ,xn). 
iii) h3 (Xl, ... , xn-d = f(Xl, Xl, X2, ... , Xn-l) avec n 2: 2. 
iv) h4(Xl, ... ,Xn+l) = f(Xl' ... ,xn) 
v) h5(Xl' ... , Xm+n-l) = f(g(XI' ... , x m), Xm+l, ... ,Xm+n-l) 
Un sous-ensemble C de Pk est un clone si pour tout f n-aire et 9 m-aire dans 
C, hl, h2, h3 , h4 et h5 seront aussi des éléments de C et que Jk ç C. 
Il est· assez facile à voir que les deux définitions ci-haut sont équivalentes. 
En effet, on peut construire les fonctions hl, h2, h3 , h4 et h5 à partir de f, 9 et 
des projections. De façon similaire,. la composition de fonctions qu'on utilise à 
la première définition peut être construite à partir de f et de 9 en utilisant la 
composition de la deuxième fonction, les permutations et les identifications de 
variables en se rappelant que (1, 2, ... , n) et (1, 2) engendrent Sn, le groupe des 
permutations d'un ensemble de n éléments. 
Nous n'allons en général pas expliquer au long la construction des fonctions 
à moins que celle-ci ne soit difficile à voir. Par exemple si f est 3-aire et 9 
2-aire, h(Xl, ... , X4) = f(ej(xl, ... , X4), g(ei(xl' ... , X4), e~(xI, ... , X4)), e~(xI, ... , X4)) 
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sera tout simplement écrite sous la forme h(Xl, ... , X4) = f(x3, g(Xl, X2), X4)··· 
Définition 1.2.5 (Relation n-aire). Une relation n-aire sur Ek est un sous-
ensemble quelconque de El::. 
Définition 1.2.6 (Fonction préservant une relation). Soit 0" une relation n-aire 
sur Ek et f une fonction m-aire sur Ek. Nous allons dire què f préserve 0" si, 
pour tout Xl, ... ,Xm éléments de 0" avec Xi = (Xill ... ,XiJ pour tout i = 1, ... ,m, 
(J(xlll ... ,xmJ, ... ,f(Xln, ... ,xmJ) sera dans 0". 
Définition 1.2.7 (PolO"). Nous allons définir PolO" comme étant l'ensemble de 
toutes les fonctions de Pk préservant la relation 0". Il est assez facile à voir que 
PolO" est un clone sur Ek pour toute relation 0" de Ek. 
Remarque 1.2.1. Quoique le langage des relations nous offre une façon simple 
et élégante de définir la plupart des clones qui sont en général étudiés, et en parti-
culier tous les clones dont nous traiterons dans ce mémoire,. nous allons préférer, 
lorsque possible, de décrire les clones en décrivant leurs éléments de façon plus 
explicite, comme par exemple à la section 1.3 lorsque nous décrirons les fonctions 
auto-duales et quasi-linéaires. 
Définition 1.2.8 ((A), (B)Tl, ... ,TJ. Soit A un sous-ensemble de Pk. Nous allons 
définir (A) comme étant le clone engendré par l'ensemble de fonctions A, c'est 
à dire le plus petit clone (par rapport à l'inclusion) contenant A. Pour éviter les 
confusions, si E est un ensemble quelconque fermé sur les opérations Tl, ... , Ti et 
B est un sous-ensemble quelconque de E, (B)Tl, ... ,Ti sera le plus petit (par rapport 
à l'inclusion) sous-ensemble de E fermé sur Tl, ... , Ti et contenant B. 
/ 
Remarque 1.2.2. L'ensemble des clones sur Ek, ordonné par l'inclusion, forme 
un treillis [1, p.42]. Si Cl et C2 sont deux clones sur Ek, l'infimum de Cl et 
C2 sera Cl n C2 et leur suprémum sera (Cl U C2 ). Ce treillis possède un unique 
élément maximal, Pk, et un unique élément minimal, Jk. 
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1.3. TREILLIS DE POST 
Le treillis des sous-clones de P2 a été décrit en entier dans [9] (en fait, Post 
a décrit l'ensemble des sous-classes de ,une classe ne contenant pas nécessai-
rement les projections). Une version de la preuve peut être trouvée dans le livre 
de Lau, [1, p.145-158]. notation utilisée ainsi que l'image ci-contre en sont 
d'ailleurs tirées. Nous allons prendre 1\, V et -, comme étant les opérations lo-
giques habituelles. X ous définirons : 
Définition 1.3.1. M Pol{(O, 0), (0, 1), (1, l)}, l'ensemble des fonctions mono-
tones par rapport à l'ordre 0 :::; 1, c'est à dire telles que, si Xi :::; Yi pour tout i, 
f(xI, ... , xn) :::; f(Yl, "', Yn) 
S Pol{(O, 1), (1, On, l'ensemble des fonctions auto-duales, c'est à dire telles 
que f(x}, ... , xn) -,f( -'X}, ... , -,xn). 
L = {f : E?] -- telle qu'il existe ao,· .. ,an de E2 avec f(xl, ... ,xn) 
ao + alxl + ... + anxn(mod 2n, l'ensemble des fonctions linéaires. 
Ta,n = Pol(E?] " {(a, ... ,a)}) pour un n naturel et un a dans E2J Ta,oo = 
nn2:1 Ta,n (à remarquer que Ta,l "2 "2 .,. "2 Ta,oo pour tout a dans E2), 
K (1\), D (V),I (-,). 
Xous aurons aussi besoin des suivantes (qui ne sont pas des clones) : 
Ca, l'ensemble des fonctions constantes, d'arité finie, prenant la valeur a (a élé-
ment de E2 ), C l'ensemble des fonctions constantes (Co U Cl) 
Théorème 1.3.1 (Post, 1941). [9, p.43-l01] Le treillis des sous-clones de P2 est 
dénombrablement infini. Les sous clones de P2 sont, pour u élément de N U{ oo} 
et a élément de E2 : 
g, S, M, L, K, D, I, J2 , Ta,u, To.u n TI •I, TI,u n TO,I' Ta,u n M, To,u n M n TI,lo 
TI,u n MnTo,l' KUC, KUCa, DUC, DUCa, IUC,IUCa, J2 UC, hUCa, 
SnTO,l' Sn M, sn L, sn L nTO,l' L nTa,l' 
Les inclusions seront claires dans l'image du treillis, image tirée du livre de 
Lau [1, p.149]. 
To,2T>..-_ 
TO,3T'..~_ 
To,oo ___ . . --_ 
o 
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1.4. CRITÈRE DE COMPLÉTUDE DE ROSENBERG 
Contrairement au cas de g, le treillis des sous-clones de Pk pour k plus grand 
que 2 est très peu connu. Janov et Mucnik ont montré [5] que, alors que le treillis 
des sous clones de g est dénombrable, celui de Pk est de la cardinalité du conti-
nuum pour tout k plus grand que 2. 
Le critère de complétude de Rosenberg [10], qui est à la base de ce travail, dit 
que, pour un k fini, l'ensemble des clones maximaux est fini et ces clones peuvent 
tous être décrits comme les clones de fonctions préservant certaines relations. 
Nous allons rapidement définir les sous-clones maximaux de Pk pour tout k fini. 
Les résultats qui suivent proviennent de [10]. Une version des preuves est pré-
sentée dans [1, p.163-210]. 
Définition 1.4.1 (Fonctions monotones). Soit::; une relation d'ordre sur Ek, 
c'est à dire une relation binaire réflexive, transitive et anti-symmétrique, possé-
dant un plus grand élément M et un plus petit élément m, c'est à dire telle que 
m ::; x ::; M pour tout x. 
Comme dans le cas k = 2, nous allons dire que f, une fonction n-aire sur Ek 
est monotone par rapport à ::; si, pour tous n-tuples (Xl, ... , Xn) et (YI, ... , Yn) pour 
lesquels Xi ::; Yi pour tout i on a que f(XI, ... , Xn) ::; f(YI, ... , Yn). 
Pour certaines relations, telles les ordres et les équivalences, on va écrire a ::; b 
ou a '" b au lieu de (a, b) E::; ou (a, b) Ery. 
Comme dans le cas k = 2, on remarque que cette définition est équivalente 
(de façon évidente) à celle de l'ensemble Pol ::;. 
Proposition 1.4.1. Soit::; et j deux relations d'ordre sur Ek. Pol ::;= Pol j 
si et seulement si a ::; b Ç:} a j b ou a ::; b Ç:} b j a. 
Démonstration. Prouvons d'abord le 'si'. Il est évident que, si X ::; Y Ç:} X j 
y, Pol ::;= Pol j. Nous allons donc regarder ce qui se passe si x ::; y Ç:} y j x. Il 
est évident que, si f est dans Pol::; et que (Xl, ... ,xn) et (YI, ... ,Yn) sont tels que 
Xi j Yi pour tout i, alors Yi ::; Xi pour tout i, donc f(YI, ... , Yn) ::; f(XI, ... , xn), 
et donc f(XI, ... , xn) j f(YI, ... , Yn). Pol::; est donc contenu dans Pol j, et vice-
versa par symmétrie, donc Pol ::;= Pol j. 
Maintenant pour le 'seulement si', soit::; et j deux relations d'ordre possé-
dant un unique élément maximal et un unique élément minimal telles que::; et j 
ne sont ni équivalentes ni inverses. Soit M -:;. et m-:;. les uniques éléments maximaux 
et minimaux par rapport à ::;, et M::, et m::, les éléments correspondants pour j . 
. Si m::, =f. M-:;. =f. M::" soit f défini par f(x) = M-:;. si x = M-:;., M::, sinon, f préserve 
::; mais pas j. 
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Si M< = M..<, et que a ~ b, alors fab défini par fab(X) = b si x = M<, a sinon 
préserve -~, donc pour que Pol Pol il faut que a ::S b. Par sym~étrie, on 
a que a ~ b {:} a ::S b. 
Si M~ = m-j et que a ~ b, alors fab défini par fab(X) b si x M~, a sinon 
préserve ~, donc pour que Pol Pol il faut que b ::S a. Par symmétrie, on 
a que a ~ b {:} a ::S b. 
o 
Définition 1.4.2 (Fonctions auto-duales). Soit t une fonction l-aire sur Ek et 
f une fonction n-aire quelconque sur Ek' Nous allons dire que f commute avec t 
si pour tout n-tuple (Xl: ... , xn) de Ekl t(j(XI, "', Xn)) f(t(XI)' ... , t(Xn)). 
Soit s une permutation de Ek d'ordre premier ne possédant aucun point fixe. 
Une fonction n-aire f est dite auto-duale par rapport à s si f commute avec s. 
Proposition 1.4.2. Nous allons définir la relation binaire sa comme étant le 
graphe de s, sa = {(x, s(x))lx dans Ek quelconque}. Polso el'}t l'ensemble des 
fonctions auto-duales par rapport à s. 
Démonstration. Soit f une fonction n-aire de Poiso et soit (Xl, ... , Xn) un n-
tuple quelconque de Ek' On sait que (Xi, S(Xi)) est dans sa pour tout i, et donc 
que (j(XI, ... ,xn),f(s(xd, ... ,s(Xn))) est aussi dans sa. En d'autres mots que 
f(S(XI), ... , S(Xn)) = S(j(Xl' ... , Xn) . 
.. ---_._---_ .... - - .- --------
De même, si f une fonction n-aire de Pk commute avec s et que l'on a deux 
n-tuples (Xl,""Xn) et (Yl'''.,Yn) avec (Xi, Yi) dans SO pour tout i, cela veut dire 
que Yi = S(Xi) pour tout i et que f(Yl: ... , Yn) = S(j(XI, ... , xn)) ... en d'.autres mots 
que f préserve so. 
o 
Remarque 1.4.1. On voit clairement du fait plus haut que cette définition des 
fonctions auto-duales sur Ek est une généralisation de la définition des fonctions 
auto-duales dans le cas k = 2. 
Proposition 1.4.3. Soient s et t des permutations d'ordre premier p et q sans 
points fixes sur Ek' Alors Polso = PoUO si et seulement si il existe i > 0 tel que 
Si = t. 
Démonstration. Supposons tout d'abord que Si t et que f est une fonc-
tion n-aire de Polso. f(Si(Xl)' ... , si(xn)) S(j(Si-I(Xl)' ... , Si-I(Xn))) 
Si(j(Xl: ... ,xn)), donc par le fait plus haut, Polso ç PoltO, et puisque Si t si et 
seulement si ti = s puisque s et t sont d'ordre premier, on a que Poiso Polt° 
Supposons maintenant Polso = Polt°. s préserve SO et donc préserve tO. Soit 
Tl, .. " Tm les orbites de t et tI, ... , tm une ensemble de représentatifs de ces orbites. 
Puisque s est unaire, s est défini par ses images sur le ti car tout élément de 
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peut être écrit comme ti (tj) pour un i et j quelconques. Soit ai la fonction unaire 
définie par ai (tj) = t i pour tout'j et a commute avec t. 
s(ti ) doit être encore dans T;., car sinon ai(s(ti )) i- s(ai(ti )), ce qui serait 
une contradiction avec le fait que ai est élément de Polt°, et donc de Polso. De 
plus, si s(ti ) = ti'(ti ) et s(tj) = tl'(tj ), alors i' = j' puisque s(ai(tj)) = ti'(ti) et 
ai(s(tj)) = tl' (ti ). 
o 
Remarque 1.4.2. La preuve de la proposition plus haut explique pourquoi il est 
important que s soit d'ordre premier. Si elle ne l'était pas, il existerait t non-
triviale telle que Si = t mais t j i- s pour tout j, ce qui nous donnerait que 
Polso ç Polt°. 
On a aussi demandé dans la définition que s soit sans points fixes. La raison 
est simple. Soit S l'ensemble des points fixes de s, et supposons S non-vide. Soit f 
une fonction n-aire qui commute avec s et soit (SI, ... , Sn) un n-tuple d'éléments de 
S. f(Sl' ... ; sn) = f(S(Sl)' ... , s(sn)) = S(J(Sl' ... , sn)) et il s'ensuit que f(Sl' ... , sn) 
est lui-même un élément de S, donc que Polso ç PolS, les deux ensembles étant 
non égaux car, si a est dans S et b n'y est pas, fab l-aire définie par fab(X) = a si 
x dans S, fab(X) = b sinon, fab préserve S mais ne commute pas avec s puisque 
s(b) i- b. 
Définition 1.4.3 (Fonctions quasi-linéaires). Soit k = pm (p premier, m:2 1) et 
+ une opération binaire telle que (Ek , +) ~ 'li,";. Supposons sans perdre de géné-
ralité que 0 E Ek est l'élément neutre de l'addition. 
Une fonction n-aire A est quasi-linéaire par rapport à + si pour tous n-tuples 
(Xl, ... , Xn) et (YI, ... , Yn), A(XI' ... , Xn) + A(Y1, ... , Yn) = A(X1 + YI, ... , Xn + Yn) + 
A(O, ... ,0). 
Proposition 1.4.4. Nous allons définir À+ = {(XI,X2,X3,X4)lxl +X2 = X3+X4}. 
PolÀ+ est l'ensemble des fonctions quasi-linéaires par rappor à +. 
Démonstration. La proposition est triviale. Si une fonction n-aire A est quasi-
linéaire par rapport à + et que Xi = (Xil' ... , Xin ) pour Xl, ... , X 4 et Xl; + X2. = 
X3; + X4; pour tout i, A(X1) + A(X2) = A(XI + X 2) + A(O, ... ,0) = A(X3 + X 4) + 
A(O, ... ,0) = A(X3) + A(X4). 
De la même façon, si la fonction n-aire A est dans PolÀ+ et que l'on a deux n-
tuples X = (Xl, ... , Xn) et Y = (YI, ... , Yn), (Xi, Yi, Xi +Yi, 0) sera dans À+ pour tout 
i, et il s'ensuit que (A(X), A(Y), A(X + Y), A(O, ... ,0)) sera dans À+, en d'autres 
mots que A(X1' ... , x n) + A(Y1' ... , Yn) = A(X1 + YI, ... , Xn + Yn) + A(O, ... ,0). 
o 
Proposition 1.4.5. A une fonction n-aire de Pk est dans PolÀ+ si et seulement 
si il existe un élément a de Ek et Al, ... , An des endomorphismes de (Ek, +) tels 
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Démonstration. Soit C l'ensemble des fonctions possédant une telle formule 
relativements aux éléments de Ek et aux endomorphismes de (Ek, +). Il est assez 
évident que si f a une telle formule, f préservera la rèlation ,\+, donc C ç Pol,\+. 
Pour prouver l'autre direction, nous allons passer par une autre représenta-
tion des fonctions quasi-linéaires. Définissons une opération binaire . telle que 
(Ek , +,.) ~ IFpm. 
Toute fonction sur Ek peut être écrite sous la forme d'un polynôme par rap-
port aux opérations + et '. Pour voir cela, remarquons qu'il y a k(kn ) fonctions 
n-aires possibles sur Ek et que, puisque l'idéal des polynômes qui sont tou-
jour zéro sur IF pm est engendré par xk - x, tout polynôme en n variables sur 
IFpm prendra les mêmes valeurs (sur IFpm) que l'un des polynômes de la forme 
L:(i1, ... ,in)E{O, ... ,k-l}n ai1, ... ,inxi1 ... x~n, et le nombre de polynômes de cette forme est 
exactement k(kn ). 
Je prétends que toute fonction quasi-linéaire n-aire posséde une forme poly-
. k 
nômiale ao + L:(i,k)E{l, ... ,n}x{o, ... ,m-l} ai,kxf . Pour voir cela, il suffit de se rappeler 
que (x + y)pk = Xpk + ypk dans IFpm, et donc que toutes les fonctions ayant une 
telle forme polynômiale sont quasi-linéaires. 
D'un autre côte, quoique (x, y, x + y, 0) est dans ,\+ pour tous x et y (nous 
supposons ici que 0 est l'élément neutre de +), xj + yj i- (x + y)j + oj, sauf dans 
des cas spéciaux, donc toutes les fonctions quasi-linéaires ont une telle forme po-
lynômiale. 
Il y a donc kmn+l fonctions quasi-linéaires n-aires possibles. Nous savons que 
toutes les fonctions ayant des formules utilisant les endomorphismes sont quasi-
linéaires, et il y a k(pm2n) = kmn+1 telles fonctions. Il d'ensuit que C = Pol,\+. 
o 
Remarque 1.4.3. On voit clairement du fait plus haut que cette définition des 
fonctions quasi-linéaires sur Ek est une généralisation de la définition des fonc-
tions linéaires dans le cas k = 2. 
Les endomorphismes Ai peuvent bien entendu être représentées comme des 
matrices m x m sur Zp par rapport à une base de (Ek, +). Nous allons en général 
préferer parler d'endomorphismes pour ne pas avoir à choisir une représentation, 
ce qui nous permettra d'en choisir une qui simplifie les preuves lorsqu'on en aura 
besoin (par exemple à la section 3.5). 
Proposition 1.4.6. Soit + et EB deux opérations binaires sur Ek telles que 
(Ek, +) ~ (Ek, EB) ~ Z;. Alors Pol'\+ = Pol'\œ si et seulement si il existe 
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un élément c de Ek tel que f: Ek ---t Ek' f(x) = x+ c est un isomorphisme entre 
(Ek,œ) et (Ek,+). 
Démonstration. Supposons Po[)\+ = Pol}.œ et soit d l'élément neutre de œ. 
Soit g(x, y) = x œ y, 9 est quasi-linéaire par rapport à œ, et doit donc l'être par 
rapport à +. Or, (x, d, d, x) et (d, y, d, y) sont dans }.+ pour tous x et y, et donc 
g(x, d) + g(y, d) = g(d, d) + g(x, y), en d'autres mots que x + y = d + x œ y, et 
donc x œ y = x + y - d. Soit f : Ek ---t Ek, f(x) = X - d. 
f(x œ y) = f(x + y - d) = x + y - d - d = (x - d) + (y - d) = f(x) + f(y) 
Il s'ensuit que f est un homomorphisme, et étant injectif sur un ensemble fini, il 
est un isomorphisme. 
Supposons maintenant qu'il existe un c tel que f(x) = x +c est un isomor-
phisme entre (Ek , œ) et (Ek , +). Ceci revient à dire que x œ y = x + y - c. Si 
x + y = x' + yi, alors x + y - c = x' + yi - c, et donc que x œ y = x' œ yi. Donc 
}.+ ç }.œ. De la même façon, si x œ y = x' œ yi, alors x + y - c = x' + yi - cet 
donc x + y = x' + yi. Donc, }.+ = }.œ, et par là-même Pol}.+ = Pol}.œ. 
D 
Définition 1.4.4 (Relation d'équivalence). Une relation binaire, rv sur Ek est 
dite une relation d'équivalence si : 
i)x rv x pour tout x dans Ek (refiéxivité) 
ii)x rv y {:} y rv X (symmétrie) 
iii)x rv y et y rv Z implique que. x rv Z (transitivité) 
Définition 1.4.5 (Relation centrales). Une relation n-aire 0 sur Ek, avec n < k, 
est dite centrale si elle possède les propriétés suivantes : 
i) Tout n-tuple (Xl, ... ,xn) où Xi = Xj pour quelque i i- j est élément de O. 
ii) Pour tout s dans Sn, (XI'''''Xn) dans 0, (Xs(I), ... ,Xs(n)) dans 0 aussi. 
iii) Il existe au moins un élément dit central, c, c'est à dire un élément tel que 
tout n-tuple de la forme (c, Xl, ... , Xn-l) est dans r5. 
Il est facile à voir qu'une relation centrale unaire est un sous-ensemble de Ek, 
et que les clones de fonctions préservant les relations centrales sont une généra-
lisation des clones To,l et TI,l du treillis de Post. 
Définition 1.4.6 (Relation h-régulière). Finalement, soit 3 :S h:S k et m naturel 
tel que hm :S k et soient 191 , ... , 19m des relations d'équivalence sur Ek telles que 
chaque 19i a exactement h classes d'équivalence et que si on choisit El, ... , Em des 
classes d'équivalence quelconques Ei de 19i , leur intersection sera non-vide. On dira 
que l'ensemble {19 I , ... , 19m} est un ensemble h-régulier de classes d'équivalence. 
Soit donc 19 une relation h-aire, avec 3 :S h :S k, on dira que 19 est une re'-
lation h-régulière si il existe un ensemble de relations d'équivalence h-régulières 
{19 I , ... ,19m} tel que (al, ... ah) est dans 19 si et seulement si pour tout i plus petit 
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ou égal à m, il existe r et s différents tels que (an as) est dans {Ji. 
Théorème 1.4.1 (Critère de Complétude de Rosenberg). [10] Soit C un sous-
clone de Pk avec k fini. C est maximal si et seulement si C est soit un clone 
de fonctions monotones par rapport à un ordre possédant un maximum et mini-
mum, soit un clone de fonctions auto-duales par rapport à une permutation sans 
point fixe d'ordre premier, soit un clone de fonctions quasi-linéaires par rapport 
à une fonction opération + avec (Ek, +) ~ Z; soit C est un clone de fonctions 
préservant une relation centrale, d'équivalence ou h-régulière non-triviale. 
Chapitre 2 
RÉSULTATS CONNUS 
Un clone est dit sous-maximal s'il s'agit d'un sous-clone maximal d'un clone 
maximal. Quoiqu'ils ne sont pas aussi connus que les maximaux, quelques résul-
tats existent déjà. Je présenterai un bref survol des clones sous-maximaux de g 
(corollaire au treillis de Post) et de ceux de P3 (qui sont tous connus), puis pré-
senterai quelques résultats généraux sur les clones sous-maximaux de fonctions 
auto-duales ou linéaires. 
Je finirai par présenter un résultat théorique sur la forme que prend un clone 
majorant un clone préservant une relation donnée qui sera un lemme fondamental 
pour les sections 3.1 et 3.2. 
2.1. CLONES SOUS-MAXIMAUX DE P2 
En regardant le treillis de Post, on arrive facilement au résultat suivant: 
Théorème 2.1.1 (Clones sous-maximaux de P2 ). [9] P2 a exactement les 11 
clones sous-maximaux suivants (en ré-utilisant la notation du 1.2) : 
To,2, T l ,2, TO,l n M, To,l n TI,l, Mn Tl,l, TO,l n L, L nTl,l, 
KU C, DUC, sn L, sn Tl,l'. 
2.2. CLONES SOUS-MAXIMAUX DE P3 
:':" 
Les clones soUs-maximaux ont aussi été décrits en entier, quoique en plusieurs 
étapes. Nous allons supposer que E3 = {a, b, c}, pour pouvoir traiter les cas dans 
l'abstrait. 
Les résultats ont été publiés progressivement dans divers article (réfèrences 
ci-dessus), mais une version de la preuve complète peut être trouvée dans [1, 
p.399-432], tirée en grande partie de [6]. 
Théorème 2.2.1 (Machida, 1979). [7] Soit a ::; b ::; c,1\ et V le max et min par 
rapport à l'ordre plus haut et Pol ::;1 les fonctions monotones un aires. Pol::; a 
exactement les 13 sous-clones maximaux suivants: 
Pol:::; nPol{a},Pol:::; npol{c},Pol:::; nPol{a,b},Pol:::; nPol{a,c}, 
Pol:::; npol(Ei" {(x,y,z)lx =1- y =1- z =1- x}), Pol :::; npol{b,c}, 
Pol:::; npol{8}(8 centrale), (Pol :::;1 U{V}), (Pol :::;1 U{A}), 
Pol :::; n Pol (a '" b), Pol :::; n Pol (b '" c). 
Théorème 2.2.2 (Marchenkov, Demetrovics et Hannak, 1980). [8] 
Pol{(O, 1), (1,2), (2, O)} a exactement deux sous-clones maximaux: 
14 
Poli (0,1), (1,2), (2, O)} n PoliO}, Pol{(O, 1), (1,2), (2, O)} n PolÀ+ pour un + 
quelconque (ce sera le même clone). 
Théorème 2.2.3 (Bagyinszki et Demetrovics, 1982). [2] PolÀ+ sera le même 
clone pour toute addition +, et aura cinq sous-clones maximaux: . 
PolÀ+ n Pol{x} pour un x quelconque de E3, PolÀ+ n Pol{(O, 1), (1,2), (2, O)}, 
(PolÀ~) . 
Théorème 2.2.4 (Lau, 1982). [6] Pol{a} a exactement les 12 sous-clones maxi-
maux: 
Poli a} n Pol{b}, Poli a} n Poli c}, Poli a} n Poli a, b}, Poli a} n Poli a, cl, 
Pol{(a, a), (a, b), (b, a), (a, c), (c, a)}, Pol{a} n Pol(a 2: b.2: c), 
Pol{a} n Pol8a où 8a est l'unique relation centrale 3-aire avec a central, 
Poli a} n Pol(b '" c), Pol {(a, a), (b, c), (c, b)}, Poli a} n Pol(a ::::: c::::: b), 
Poli a} n Pol{b, cl, Pol{(a, a), (a, b), (b, a), (a, c), (c, a), (b, c), (c, b)}. 
Poli a, b} a exactement les 15 sous-clones maximaux: 
Poli a, b} n Poli a}, Poli a, b} n Pol{b}, Poli a, b} n Poli cl, 
Poli a, b} n Pol{(a, a), (a, b), (b, b)}, Poli a, b} n Pol{(a, b), (b, a)}, 
Poli a, b} n Pol(b '" a), Poli (a, a, c), (b, b, c)} U{ a, bp 
Poli a, b} n Poli v E {a, b}4 tel que a et b apparaissent un nombre pair de fois}, 
Poli a, b} n Poli 8c } où 8c est l'unique relation centrale avec c central, 
Pol{(a,a), (b,b),(a,c)},Pol{(a,a), (b,b), (b,c)},Pol{(a, a), (a,b), (b,a), (b,b), (a,c)}, 
Pol{(a,a), (a,b), (b,a), (b,b), (b,c)},Pol(E~" {(c,c)}), 
Pol{(a,a,a), (b,b,b), (a,a,b), (b,b,a), (a,b,c), (b,a,c), (a,a,c), (b,b,c)}. 
Soit 8a l'unique relation centrale ternaire avec a central. Pol8a a exactement 
sept clones sous-maximaux: 
Pol8a n Poli a}, Pol8a n Poli a, b}, Pol8a n Poli a, cl, Pol8a n Pol{b, c}, 
Pol8a n Polaa, aa l'unique relation centrale binaire avec a central, 
Pol8a n Pol(Ej " {( c, b)}), Pol8a U{ a, cp 
Pol8a n Pol {(a, a, a), (b, b, b), (c, c, c), (a, b, c), (b, a, c), (a, c, b), (c, a, b)} U{ a, b Pl 
Pol(a '" b) a exactement les 13 sous-clones maximaux suivants: 
Pol(a rv b) n Pol{ c}, Pol(a rv b) n Pol{ a, b}, Pol(a rv b) n Pol{ a, c}, 
Pol(a rv b) n Pol{b, cl, Pol{a, bp U{(a, a, c), (b, b, c), (c, c, a), (c, c, b), (c, c, c)}, 
Pol((a rv b) ,,((b, a)}), Pol(a rv b) n Polaa, 
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Pol (a rv b) n Polab où les a x sont les relations centrales binaires avec x central, 
Pol(Ej" {(c, a), (c, b)}), Pol{(x, y, z) tels que x = y} U{(a, b, c), (b, a, c)}, 
Pol {(x, y, z, w)l{x, y, z, w} = {a, b}, chaque lettre apparaît deux fois} U{(x, x, x, x)}, 
POl({(Xl, ... ,X4) E El,c apparaît deux fois dans le 4-uple} U{(c,c, c,c)}). 
Soit P3(2) l'ensemble des fonctions de P3 dont l'image n'est pas E3 au com-· 
plet. Soit Pl l'ensemble des fonctions unaires sur E3. P3(2) U(Pl) est un clone 
maximal et il a les 5 sous-clones maximaux suivants : 
P3(2) U(Id, f(x) = 2x(mod 3)), P3(2) U(Id, f(x) = 2x + l(mod 3)), 
P3(2) U(Id, f(x) = 2x + 2(mod 3)), 
P3 (2) U (I d, f (x) = x + 1, f (x) = 2x + 2 (mod 3)), 
{f E P3,n quelco7J:que, tel qu'il existe des fonctions unaires fo, ... ,fn telles que 
f(Xl, ... , xn) = fo(2:. fi (Xi) (mod 3))} U(Pl). 
Théorème 2.2.5 (Lau 1982). [6] Les seuls clones sous-maximaux de P3 sont 
ceux décrits plus haut. 
2.3. CLONES SOUS-MAXIMAUX DE FONCTIONS AUTO-DUALES 
Les sous-clones maximaux de fonctions auto-duales ont été décrits en entier. 
Soit s une permutation d'ordre p (p premier) sans points fixes. 
Définition 2.3.1 (Relation fermée sur s). Une relation h-aire quelconque 'Y est 
dite fermée sur s si, pour tout (Xl, ... , Xh) élément de 'Y et pour tout (il, ... , ih) un 
h-tuple d'entiers, (Sil (Xl), ... , Sih(Xh)) sera aussi dans 'Y. 
Définition 2.3.2 (Relation transversale à s). De plus, une relation d'équivalence 
rv est dite transversale à s si s envoie chaque classe d'équivalence de rv sur une 
autre classe de rv (s induit une permutation des classes d'équivalence de rv J. En 
d'autre mots, s préserve rv et chaque orbite de s rencontre chaque classe d'équi-
valence de rv en un et un seul élément. 
Un sous-ensemble de Ek est dit transversal à s si le sous-ensemble contient au 
plus un élément de chaque orbite de s. 
Si q et r sont des premiers tels que qn == 1 mod r, on va dénoter par G (q, r) 
le groupe des polynômes de la forme ax + b dans Fqn [x] tels que aT = 1 (avec la 
composition comme opération interne). 
Si G est un groupe dont l'ordre divise k, nous allons définir une représentation 
semi-régulière de G sur Ek de la façon suivante: 
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Kous allons diviser en FI, ... , Fk / IG1 , tous d'ordre IGj, et nous allons choi-
sir des bijections arbitraires <Pi : Fi -t G. Nous définissons la représentation 
<P : G -t Bk de la façon suivante: si x E Fi, g<Pi(X) E Fj, g'P(x) = <pjl(g<Pi(X)). 
Proposition 2.3.1 (Pâlfy, 1985). [12, proposition 2.2] Un groupe fini a un sous-
groupe maximal d'ordre p si et seulement si il est isomorphe à l'un des groupes 
suivants : 
i) Un groupe abélien d'or'dre pq pour un q premier, pas nécessairement différent 
de p 
ii) G(p, q) pour un premier q tel que p == 1 mod q 
iii) G(q,p) pour un premier q différent de p 
Théorème 2.3.1 (Rosenberg et Szendrei, 1985). [12, théorème 2.3] Polso possède 
exactement les sous-clones maximaux suivants : 
Poiso n Pol>'+ où + est telle que s(x) = x + c pour un c fixe, 
Poiso n Pol "', '" est une équivalence soit fermée soit transversale sur s, 
Polso npol8, 8 est centrale fermée sur s, ou unaire transversale à s, 
Polso n Pol"}', 1 est un~ relation h-régulière fermée sur s, 
Polso n Polt°, t est une permutation de Ek telle que (s, t)o est une représentation 
semi-régulière d'un groupe ayant un sous-groupe maximal d'ordre p (décrit plus 
haut). 
2.4. CLONES SOUS-MAXIMAUX DE FONCTIONS LINÉAIRES 
Une fonctions n-aire f sur Ek est dite linéaire s'il existe des éléments ao, ... , an 
tels que f(Xl, ... ,xn ) = ao aiXi mod k. Il est assez facile à voir que l'ensemble 
des fonctions linéaires est un clone et que, si k est premier, il s'agit d'un clone de 
fonctions quasi-linéaires sur Ek' 
sous-clones maximaux de fonctions linéaires ont été entièrement décrits 
1998 par Bulatov dans [4]. Les sous-clones maximaux de fonctions linéaires lorsque 
k est premier étaient connus depuis plus longtemps. 
Théorème 2.4.1 (Salomaa 1964, Szendrei 1980, Bagyinszki et Demetrovics 1982). 
[13], [2, théorèmes 3 et 6], [14, théorème 4.1] Soit Lp le clone de fonctions li-
néaires sur Ep (p premier), et soit L11'ensemble des fonctions linéaires unaires. 
Il y a exactement p + 3 clones de fontions linéaires qui ne soit pas contenus dans 
(L1) : 
Lp npo1{(0,1)}, 
n Pol{(x,x + l)lx E Ep}, 
Lp n Pol { x} avec x élément de Ep quelconque. 
Corollaire 2.4.1. Les sous-clones maximaux de Lp sont les suivants: 
(L1), 
Lpnpol{(O,l)}, 
Lpnpol{(x,x + l)lx dans Ep}, 
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Lp n Pol {x} avec x élément de Ep quelconque. 
2.5. CLONES MAJORANT UN CLONE PRÉSERVANT UNE RELATION 
DONNÉE 
Dans [3], Bodnarchuk, Kaluzhnin, Kotov et Romov ont développé une théorie 
de Galois pour les clones, établissant une connection de Galois entre le treillis des 
sous-clones de Pk et le treillis des co-clones sur Ek' un co-clone étant un ensemble 
de relations fermé sur certaines opérations internes. 
Comme cette théorie est assez complexe et que nous ne l'utiliserons pas di-
rectement, nous ne présenterons pas cette théorie ici. Nous aurons quand même 
besoin d'un résultat qui en découle, présenté comme le corollaire 2 dans [11]. Ce 
résultat sera utilisé aux sections 3.1 et 3.2 sous le nom de lemme fondamental. 
Avant de le présenter, nous avons besoin de quelques notions préliminaires. 
Soit QI une relation h-aire sur El et Qk une relation h-aire sur Ek. 'P : El ---. 
Ek est dite un homomorphisme de QI vers Qk si, pour tout (Xl, ... , Xh) E QI, 
('P(XI), ... , 'P(Xh)) E Qk· On dénotera par Hom(QI, Qk) l'ensemble des homomor-
phismes de QI vers Qk. 
Soit P ::; l, QI et Qk comme au paragraphe plus haut. 
QI f\.p Qk = {('P(O), ... , 'P(p - 1))1'P E Hom(QI, Qk)}, la relation définie par la pro-
jection sur Ep des homomorphismes de QI vers Qk. 
Lemme 2.5.1. Soit a une relation sur Ek et C un clone de Pk tel que Pola ç C. 
Alors il existe 2 ::; P ::; l ::; k et une certaine relation A sur El telle que 
C = Pol(a f\.p A). 
De plus, on peut supposer que A "hérite" certaines des propriétés de a. En 
particulier, si a est une relation d'équivalence sur Ek, on peut supposer que A est 
une relation d'équivalence sur El. 
Si a = SO ou s est une permutation sans points fixes n'ayant que des cycles 
de longueur p (premier), nous pouvons supposer que A = tO où t est une fonction 
partielle sans points fixes sur El dont tous les cycles sont de longueur p et dont 
tous les chemins sont de longueur strictement plus petite que p. 
Chapitre 3 
RÉSULTATS NOUVEAUX 
On dit qu'un clone est inf-réductible s'il peut être décrit comme l'intersection 
de deux autres clones le contenant strictement. Dans cette section, je présente-
rai quelques résultats que l'auteur pense encore non-publiés sur les clones sous-
maximaux inf-réductibles. À noter que, quoique ces résultats sont nouveaux en 
autant que l'auteur le sache, il n'est pas impossible qu'ils aient déjà été publiés 
sans que l'auteur s'en soit rendu compte ... 
La première partie de ces résultats, centrée sur les clones sous-maximaux 
inf-réductibles des clones préservant une relation d'équivalence, est due aux pro-
fesseurs Lau et Rosenberg et n'a été que retranscrite et vérifiée par l'auteur. La 
deuxième partie, centrée sur les clones sous-maximaux inf-réductibles de fonctions 
quasi-linéaires, est due à l'auteur. 
La provenence des preuves est clairement indiquée au début des sections. 
3.1. CLONES DE FONCTIONS PRÉSERVANT DEUX RELATIONS D'ÉQUI-
VALENCE 
Soient a et p deux relations d'équivalence sur Ek' On va dire que a et p sont 
comparables si a ç p ou p ç a. On va dire que a et p sont orthogonales si 
k = uv, a a AI, ... , Au comme classes d'équivalence, IAil = v pour tout i, et p a 
BI, ... , Bv comme d'équivalence avec IEjl = u pour tout j et lAi n Bjl 1 
pour tout i,j. 
Pour alléger la notation, on écrira xay pour dire que (x, y) E a. Nous noterons 
par W2 la relation {(a, a), a un élément de Ed. 
Les résultats de cette section sont dues à Lau et Rosenberg (encore non-publiés). 
Lemme 3.1.1. Soit 2 ::; p ::; l ::; k, A et B deux relations d'équivalence sur El et 
a = A X B a x p. So'it C = An E; '- W2. Si C est non-vide et a ç p, alors 
Pola ç Pola. 
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Démonstration. Soit (i,j) dans C et 'Tf = prija. De toute évidence, Pola ç 
Poln. 
Soit aab et définissons 'Pab : El -----t Ek par 'Pab(i) = a, 'Pab(X) = b pour tout x 
différent de i. Par (a, b) E a ç (3, on voit facilement que 'Pab est un homomor-
phisme de A et a ainsi que de B et (3. Donc (a, b) est dans 'Tf. 
Puisque 'Pxy est dans H om(A x B, a x (3) pour tout xay, on voit que a ç 
'Tf. De plus, tout (x,y) de 'Tf est l'image de (i,j) par un certain 'P avec 'P un 
homomorphisme de A et de a et iAj, donc 'Tf ç a 
::::}a='Tf. 
::::} Pola ç Poln = Pola. 
o 
Lemme 3.1.2. Soit D = (B" A)nE;. Si D est non-vide et a C (3, alors 
Pola ç Pol(3 (a tel que défini à la proposition 3.1.1). 
Démonstration. Soit (i,j) dans D et 'Tf = prija. De toute évidence, Pola C 
Poln. 
Soit a(3b et définissons 'Pab : El -----t Ek par 'Pab(X) = a si xAi, 'Pab(X) = b 
sinon. Par (a, b) E (3, on voit facilement que 'Pab est un homomorphisme de B et 
(3. De plus, (i,j) n'est pas dans A, donc si xAy, soit 'Pab(X) = 'Pab(Y) = a, soit 
'Pab(X) = 'Pab(Y) = b selon que x et y soient dans la même classe d'équivalence 
que i ou pas, donc 'Pab est aussi un homomorphisme de A et a. Donc (a, b) est 
dans 'Tf. 
Puisque 'Pxy est dans H om( A x B, a x (3) pour tout x(3y, on voit que (3 ç 
'Tf. De plus, tout (x,y) de 'Tf est l'imag~ de (i,j) par un certain 'P avec 'P un 
homomorphisme de B et de (3 et iB j, donc 'Tf ç (3 
::::}(3='Tf. 
::::} Pola ç Pol'Tf = Pol(3. 
o 
Corollaire 3.1.1. Si C et D sont non-vides, Pola ç Pola n Pol(3, donc Pola = 
Pola n Pol(3 par le lemme fondamental. 
Lemme 3.1.3. Si a ç (3, que C est vide mais D ne l'est pas, alors Pola = Pol(3. 
Démonstration. On sait que Pola ç Pol(3. Définissons T = B f\.p (3, a ç T, et 
'P un homomorphisme de B et de (3. 
Définissons 'P' comme suit : 
'P'(x) = 'P(a) si xAa pour un certain a dans Ep, 'P'(x) = 'P(b) si xBb pour un 
certain b minimal dans Ep mais que la condition plus haut n'est pas respectée, 
20 
rp'(x) = 1 autrement. 
rp est bien défini car chaque classe d'équivalence de A a au plus un élément 
de Ep' 
Si xBy, soit rp'(x) = rp'(y) = 1, soit rp'(x) = rp(x'), rp'(y) = rp(y') avec x' By', 
et donc rp'(x)f3rp'(y) puisque rp est un homomorphisme de B et de f3. 
=? rp'E Hom(B,;f3). 
De plus, si xAy, rp'(x) = rp'(y) par A ç B, et donc rp' E Hom(A x B, 0: X f3). 
Puisque rp'(x) = rp(x) pour x dans Ep, T ç a, et donc T = a. 
=? Polf3 ç PolT = Pola ç Polf3. 
o 
Lemme 3.1.4. Si 0: ç f3, que C est non-vide mais que D l'est, alors Pola = 
Polo:. 
Démonstration. Définissons T = A Î'vp 0:, a ç T. 
Soit rp un homomorphisme de A et de 0:, et définissons rp' : El -t Ek comme 
suit: 
rp'(x) = rp(x) si xAa pour un certain a dans Ep, rp'(x) = rp(b) si xBb pour un 
certain b minimal dans Ep mais que la condition du haut n'est pas respectée, 
rp'(x) = 1 autrement 
Soit xBy. Si xAa et yAa' pour a et a' dans Ep, alors aAa' car sinon D ne 
serait pas vide. Donc xAy, et rp'(x)Arp'(y) car rp'(x) = rp(x) dans ce cas-là. 
Si xAa pour un a dans Ep et que yBa' pour un a' dans Ep mais que (x, a) t/: A 
pour tout a dans Ep, alors aBa', et donc aAa', et donc rp'(y) = rp(a'), et puisque. 
rp est un homomorphisme de A dans 0: et que xAaAa', alors rp'(x)o:rp'(y), et donc 
rp' (x )f3rp' (y). 
Dans tous les autres cas, rp'(x) = rp'(y), donc rp' E Hom(A x B,o: x f3). 
Puisque rp' se restreint à rp sur Ep, on voit que T Ça, et donc T = a. 
=? Polo: ç PolT = Pola ç Polo:. 
Lemme 3.1.5. Si 0: ç f3, que C et D sont vides, alors a = Er. 
o 
Démonstration. Toute classe d'équivalence de B (et de A) rencontre Ep en au 
plus un élément, donc pour une fonction arbitraire rp : Ep -t Ek, on peut étendre 
rp à un homomorphisme de A dans 0: et de B dans f3 en définissant rp'(x) = rp(a) 
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si a est dans Ep et xBa, 1 sinon. 
o 
Proposition 3.1.1. Si 0: et (3 sont des relations d'équivalence sur Ek avec W2 ç 
0: ç (3 ç Ef, alors Polo: et Pol(3 couvrent Polo: n Pol(3. 
Démonstration. Par le lemme fondamental, si Polo: n Pol(3 ç P, il existe des 
relations d'équivalence A et B sur El avec P = Pol(A x B I\-p 0: X (3). 
De toute évidence, pour reprendre la notation plus haut, soit C et D sont 
vides, soit C et D sont non-vides, soit l'un de C et de D est non-vide. Les lemmes 
3.1.(2-5) terminent la preuve. 
o 
Proposition 3.1.2. Si 0: n'est pas contenue dans (3, nt vzce-versa, et que "f est 
une relation -d'équivalence telle que 0: " (3 ç "f et Polo: n Pol(3 ç Pol"(, alors 
Polo: n Pol(3 ç Pol"f. 
Démonstration. Soit (al, a2) E 0: " (3 et (bl , b2) E (3 " 0:, et définissons f sur 
Ek comme suit : 
f(x) = al si xo:bl , a2 sinon 
lm(j) = {al, a2}, avec (al, a2) E 0:" (3 ç "f, donc f préserve "f, mais f(b l ) = 
al, f(b2) = a2 avec (al, a2) tt (3. 
o 
Proposition 3.1.3. Si 0: n'est pas contenue dans (3, ni vice-versa, et que Polo: n Pol(3 
est sous-maximal dans Polo:, alors o:n(3 = W2. 
Démonstration. Définissons "f = 0: n (3, et supposons que "f r= W2· Par 0: r= "f 
et maximalité des deux, Polo: n Pol"( ç Polo:. De plus, Polo: n Pol(3 ç Pol"f de 
toute évidence. 
Mais, avec (al, a2) E 0: ,,(3 et (bl , b2) E (3" 0:, en réutilisant la fonction de la 
proposition 3.1.2, on voit que Polo: n Pol(3 ç Pol"f n Polo: ç Polo:. Contradic-
tion. 
o 
Soit "f et /j deux relations binaires sur Ek. Nous allons définir par "f 0 /j la 
composition de relations comme la relation {(x, y) E Ef tels que il existe z avec 
x/jz et z"fY. 
Lemme 3.1.6. Soit (J = (0: 0 (3) n((3 0 0:), R la relation d'équivalence définie sur 
E4 par 1R3 et 2R4 et S la relation d'équivalence définie par lS4 et 2S3. Alors 
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a = R x S 0-2 a x (3. 
Démonstration. Soit (a, b) dans a, cela veut dire qu'il existe u et v tels que 
aau, b(3u, a(3v et bav. 
Soit <p : E4 --+ Ek, <p(l) = a, <p(2) = b, <p(3) = u, <p(4) = v. Il est facile à voir que 
<p est un homomorphisme de R et a et de S et (3. 
Puisque l'on peut définir un tel <p pour tout (a, b) dans a, alors a ç R x S 0-2 
a x (3. 
De plus, si (a, b) est dans R x S 0-2 a x (3, cela veut dire qu'il existe un certain 
<p tel que <p(l) = a, <p(2) = b. Dans ce cqs, aa<p(3) , b(3<p(3) , a(3<p(4) et ba<p(4) , 
donc R x S 0-2 a x (3 ça. 
D 
Lemme 3.1.7. Soit tra la fermeture transitive de a. Si Pola n Pol(3 est sous-
maximal dans Pola, alors tra = E~. 
Démonstration. Soit aab, a =1= b. Puisque a(3a et b(3b, (a, b) est dans a, donc 
a =1= W2· . 
Puisque a est réflexive et symétrique (car a et (3 le sont), alors tra est une 
relation d'équivalence. Deplus (3 ç tra car si a(3b, on a juste à utiliser que aaa 
et bab 
:::} tra =1= a. 
0:" (3 ç; tra puisque a ç; a, et par le lemme 3.1.6 on sait que Pola n Pol(3 ç 
Poltra, donc on sait que Pola n Pol(3 ç; Pola n Poltra par la proposition 3.1.2. 
Si tra =1= E~, tra ne sera pas une relation triviale et Pola n Poltra ç; Pola. 
D 
Nous savons [10J que, puisque a est réflexive et symmétrique et que a =1= W2, 
alors soit a = E~, soit il existe une relation 8 centrale ou régulière telle que 
Pola ç Pol8. 
Proposition 3.1.4. Si a et (3 ne sont pas comparables et que Pola n Pol(3 est 
sous-maximal dans Pola, alors a 0 (3 = E~ = (30 a. 
Démonstration. Si a n'est pas triviale, alors Pola n Pol(3 ç Pola ç Pol8, 
donc Pola n Pol(3 ç Pola n Pol8 ç; Pola. Il nous suffit donc de montrer que 
Pola n Pol(3 ç; Pola n Pol8. 
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1) Supposons 8 est centrale d'arité plus grande que 1 et que z est un élément 
central. Soit Z la classe d'équivalence de z dans a. 
Si Z contient plus que seulementz, soit a dans Z avec a -1- z, et soit b quel-
conque, b -1- z, avec bf3c pour un certain c -1- b. Définissons une fonction l-aire f 
comme suit: f(b) = a, f(x) = z si x -1- b. lmf = {a,z}, donc f préserve autant 
a que 8, mais f(b) = a, f(c) = z pour (a, z) pas dans f3, donc f ne préserve pas f3. 
Si z est isolé dans a, soit Z' sa classe d'équivalence dans f3, IZ'I -1- 1 par le 
lemme 3.1.7. Soit donc b dans Z', b -1- z, et c pas dans Z', et définissons une 
fonction l-aire f comme suit: f(z) = z, f(x) = c si x -1- z. Puisque f(z) = z et 
que z est isolé dans a, alors f préserve autant a que 8, mais f(b) = c, f(z) = z 
pour bf3z mais c pas dans Z', donc f ne préserve pas f3. 
2) Supposons que 8 est régulière, af3b avec a -1- b et co:d avec (c, d) pas dans 
f3. Définissons une fonction l-aire f comme suit: f(a) = c, f(x) = d si x -1- a. 
f préserve a car cad et préserve 8 car 8 est complétement réflèxive et est de 
arité plus grande que 2 avec Ilm(f)1 = 2. toutefois f ne préserve pas f3 car 
(f(a), f(b)) = (c, d) n'est pas dans f3. 
3) Supposons enfin 8 l-aire, z un élément quelconque de 8 et Z la classe d'équi-
valence de z dans a. 
Si 1 Z 1 > 1, soit a tel que aaz (a -1- z) et bf3c avec b -1- c quelconques. Si b 
est dans 8 et c ne l'est pas, définissons f(x) = z si x E 8, f(x) = a sinon. Il est 
évident que f préserve a car aaz, et f préserve 8 car z E 8, mais bf3c et (z, a) rt. f3 
par la proposition 3.1.3. Si ni b ni c ne sont dans 8, définissons 1'(x) = z si xE 8 
ou si x = b, 1'(x) = a sinon. De tout évidence, l' préserve a et 8 mais pas f3 car 
(f' (b), l' (c)) rt. f3. Enfin, supposons b et c sont dans 8 et définissons 9 (x, y) = z 
si (x, y) E 82 ou X = b, g(x, y) = a sinon; 9 préserve a et 8, mais si x n'est pas 
dans 8 (doit exister si 8 est non-triviale), bf3c et xf3x mais z = g(b, x) et a = g(c, x). 
Si IZI = 1, il s'ensuit qu'il doit exister un certain b avec bf3z et b -1- z. Soit c 
tel que (c, z) rt. f3. Si c est élément de 8, définissons f(x) = z si x = z, f(x) = c 
sinon. De toute évidence, f préserve 8 et puisque z est isolé dans a, f préserve 
aussi a, mais zf3b, (f(z) = z, f(b) = c) rt. f3. 
Si c rt. 8, en prenant Z' comme étant la classe d'équivalence de z dans f3, nous 
pouvons supposer que 8 ç Z' (car sinon on aurait pu choisir un c qui soit dans 8 
sans être dans Z'). Si 8 = Z', nous savons qu'il doit exister un certain a E 8 et 
un certain a' rt. 8 tel que aaa' par le lemme 3.1.7. Nous définirons donc 9 E p~ 
par g(z, y) = g(x, z) = z pour x et y arbitraires, g(x, y) = a si x et y dans 8, 
g(x, y) = a' sinon. 9 préserve a car aaa' et z est isolé dans a, et 9 préserve 8 car 
a et z sont dans 8, mais (z, c)f3(b, c), alors que (z, a') rt. f3. Finalement, si 8 -1- Z' 
et que l'on ne peut trouver de a et a' comme définis plus haut, cela revient à dire 
que tous les éléments de 8 sont isolés dans a (si on peut trouver des a et a' comme 
plus haut, on ré-utilise la même construction). Soit donc f(x) = x si x est dans 
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8, f (x) = c sinon. f préserve 8 de façon triviale, et f préserve a car les éléments 
de 8 y sont isolés, mais il existe forcément un b E Z' '" 8, et (J(z), f(b)) ne sera 
pas dans f3. 
=? si a -=1- E%, Pola n Polf3 ç Pola n Pol8 ç Pola. 
o 
Lemme 3.1.8. Soit a et f3 des relations d'équivalence orthogonales et Pola n Polf3 ç 
c. 
Si C = Pol(R x S f\-p a x f3) avec R et S des fonctions sur Et, on peut supposer 
que l = p. 
Démonstration. Définissons Rh = Rn El-h et Sh = Sn El-h, ah = Rh x Sh f\-p 
a x f3. 
Si cp est élément de H om(Rh-1 x Sh-l, a x f3), la restriction de cp à Eth est un 
homomorphisme entre Rh x Sh et a x f3, et donc ah-l ç ah. 
De plus, si h ::; l - p et cp élément de H om(Rh x Sh, a x f3), définissons 
z = l - h + 1 et R(z) et S(z) comme étant les classes d'équivalence de R et S 
contenant z. 
1) Si IR~z211 -=1- 1 -=1- ISh~ll, que cp envoie R~z21 dans la classe d'équivalence A 
de a et Sh~l dans B de f3. Par définition, An B = {t}, alors on peut étendre cp 
à un homomorphisme de Rh-l x Sh-l dans a x f3 en fixant cp(z) = t. 
2) Si IR~z211 = 1 -=1- ISh~11 et que cp envoie Sh~l dans la classe d'équivalence 
B de f3. On peut à nouveau étendre cp en fixant cp(z) dans B (R ne compte pas ici). 
3) IR~z211 -=1- 1 = ISh~11 suit de 2) par symmétrie. 
4) IR~z211 = 1 = ISh~11 est trivial. 
Donc, dans tous les cas, on peut étendre un homomorphisme si h ::; l - p, et 
donc ah ç ah-l 
=? ah = ah-l si h ::; l - p, donc a = at-p et noues pouvons supposer que R et S 
sont sur Ep. 
Lemme 3.1.9. Supposons R et S sont sur Ep et a = R x S f\-p a x f3. 
Si R -=1- W2, alors Pola ç Pola. 
Si S -=1- W2, alors Pola ç Polf3. 
o 
Démonstration. Soit iRj avec i -=J j, et 7r = prija. On va prouver que 7r = a 
(7r ç a par le fait que iRj). Soit aab, a -=1- b, et fab(X) = a si xSa, b sinon. 
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On a que f est un homomorphisme de R et a puisque aab, et on a aussi que f 
est un homomorphisme de S et f3 car f est constant sur les classes d'équivalence 
de S, f est donc dans H om( R x S, a x f3), et a7rb. Puisque fab peut être construit 
pour tous aab, a ç 7r =? a = 7r. 
=? Pola ç Pol7r = Pola. 
o 
Théorème 3.1.1. Soit a et f3 deux relations d'équivalence sur Ek. Les affirma-
tions suivantes sont équivalentes : 
i) Pola n Polf3 est maximal dans Pola. 
ii) a et f3 sont soit comparables soit orthogonales. 
iii) Pola n Polf3 est maximal dans Pola et dans Polf3. 
Démonstration. i) =? ii) 
Par les propositions 3.1.3 et 3.1.4, si Pola n Polf3 est maximal dans Pola et 
que a et f3 ne sont pas comparables, alors an f3 = W2 et a 0 f3 = E~ = f3 0 a. 
Puisque a 0 f3 = E~ = f3 0 a, chaque classe d'équivalence de a doit intersecter 
chaque classe d'équivalence de f3 en au moins un point, mais puisque an f3 = W2, 
chaque classe d'équivalence de a doit intersecter chaque classe d'équivalence de 
f3 en au plus un point 
=? a et f3 sont orthogonales. 
ii) =? iii) 
Par la proposition 3.1.1, si a et f3 sont comparables, Pola n Polf3 est maximal 
autant dans Pola que dans Polf3. Par le lemme 3.1.8, avec C = Pol(R x S f\.p 
a x f3), on peut supposer que R et S sont dans Ep-
Si R i= W2 i= S, Pola n Polf3 ç Pola ç Pola n Polf3. 
Si R = W2 = S, a est de toute évidence Er et Pola = h. 
Si R i= W2 = S, alors Pola ç Pola par le lemme 3.1.9. Puisque S = W2, 
tout homomorphisme de R et a est aussi un homomorphisme de S et f3, donc 
a = R f\.p a et Pola ç Pola =? Pola = Pola. 
Par symmétrie, si R = W2 #= S, Polf3 = Pola, et donc si a et f3 sont orthogo-
nales, les seuls clones majorant Pola n Polf3 sont Pola, Polf3 et Pk. 
iii) =? i) est trivial... 
o 
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3.2. CLONES DE FONCTIONS AUTO-DUALES PRÉSERVANT UNE ÉQUI-
VALENCE 
Soit s une permutation d'ordre p, p premier, sans points fixes et e une relation 
d'équivalence sur Ek' et définissons SO = {(x, s(x))lx E Ed. 
Il est connu ([12]) que Polso n Pole est sous-maximal dans Polso si et seule-
ment si les orbites de s sont soit perpendiculaires soit comparables aux classes 
d'équivalence de e. Nous allons chercher une condition nécessaire et suffisante 
pour que Polso n Pole soit sous-maximal dans Pole. . 
Pour le reste de la section, si X est défini comme un n-tuple, on supposera 
X = (Xl, ... , xn ). 
Les résultats de cette section sont dues à Lau et Rosenberg (encore non-
publiés) .. 
Lemme 3.2.1. Si Polso n Pole est sous-maximal dans Pole, alors soit sO ç e, 
soit SO n e est vide. 
Démonstration. Soit T = {x E Ekl(x, s(x)) E el, et soit f dans (PolsO npole)n. 
Soit X dans Tn, s(J(X)) = f(s(X))ef(X) puisque s(J(X)) = f(s(X)), Xey ::::} 
f(X)ef(Y) et s(X)ex. 
Donc Polso n pole ç POlT, l'inclusion étant propre car POlT contient au 
moins une fonction constante si T est non-vide. 
Donc Polso n Pole ç POlT n Pole ç Pole, et pour que on ait la sous-
maximalité désirée il faur que POlT n Pole = Pole. 
Par la maximalité de pole et POlT, cela n'est possible que si POlT = Pk, donc 
si T E {<p, Ed 
D 
Proposition 3.2.1. Si Polso n Pole est sous-maximal dans Pole, alors soit 
SO ç e, soit s applique chaque classe d'équivalence de e sur une seule autre de 
façon surjective. 
Démonstration. Définissons x rv y si et seulement si s(x)es(y). De toute évi-
dence, rv est une relation d'équivalence non-triviale car c'est la pré-image de e 
(une relation d'équivalence non-triviale) par s (une symmétrie). 
Soit f dans (PolsO n pole)n et X et Y des n-tuples avec X rv Y terme à 
terme. Alors s(X)es(Y), donc f(s(X))ef(s(Y)), donc s(J(X))es(J(Y)), donc 
f(X) rv f(Y) 
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=? Pow n Polso ç;: PoW n Pol cvç PoW, la première inclusion étant stricte car 
PoW n Pol cv contient toutes les fonctions constantes et Polso n'en contient au-
cune. 
Donc si Polso n PoW est sous-maximal dans PolB, il faut que cv= B car ce 
sont toutes deux des relations d'équivalence non-triviales. 
Si T = Ek, xBy =? s(x)es(y), donc x cv y, car xBs(x) et yBs(y), x cv y =? xBy 
par le même argument. . 
Si T = <p, on sait s(x) est toujours dans une autre classe d'équivalence que x. 
xBy =? s(x)es(y), donc s envoie chaque classe d'équivalence de B sur une autre. 
s(x)es(y) =? S2(X)eS2(y) =? ... =? x = sP(x)esP(y) = y, donc s applique chaque 
classe d'équivalence de B sur une autre classe d'équivalence de façon surjective. 
o 
Lemme 3.2.2. Soit X une relation d'équivalence sur El, q:::; l :::; k, et ta le graphe 
d'une fonction injective partielle sur El avec ta ç X et ta étant composé de cycles 
de longueur p et de chemins orientés de longueur plus petite que p. 
Soit T l'ensemble des cycles et chemins orientés de t et a = (ta X X) f\.q (sa X B). 
a) Si IEq n CI 2: 2 pour un certain C dans T, alors Pola ç PolsO. 
b) Si IEq n BI :::; 1 pour toute classe d'équivalence B de X, alors a = E%. 
c) Soit B une classe d'équivalence de X avec i, j E Eq n C, i of- j. Si i et j sont 
dans Ci et Cj dans T avec Ci of- Cj , alors Pola ç PoW. 
Démonstration. a) Soit i,j E Eq n C avec j = tn(i). Pour un a quelconque 
dans Ek, définissons 'Pa : El ---+ Ek comme suit: 
Pour tout C' de T, choisissons un certain XC' E C' avec Xc = i 
Pour tout Y = tn(xC'), 'Pa(Y) = sn(a). Finalement, si y rt. C pour tout C de T, 
fixons 'Pa (y) = a. 
De toute évidence, 'Pa E Hom(tO, sa), et puisque Im('Pa) 
T = Ek , 'Pa(x)e'Pa(Y) pour tout x, y dans El. 
(s)(a) et que 
Soit ç = prija, (a, sn(a)) est dans ç pour tout a car 'Pa est dans HomW x 
X, sA X B). De plus, pour tout (x, y) dans ç, (x, y) = ('P(i), 'P(sn(i)) avec 'P un 
homomorphisme de ta et sa 
=? ç = (sn)o, et Polç = pol(sn)o = Polso. 
b) Si IEqnBI :::; 1 pour toute classe d'équivalence de X, et avec ta ç X, on 
peut de toute évidence étendre toute fonction arbitraire 'P : Eq ---+ Ek à un homo-
morphisme entre X x ta et B X sa puisque les projections de X et de ta sur Eq sont 
triviales, donc a = E%. 
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c) Pour tout (a, b) dans e, définissons 'Pab : El ----+ Ek comme suit: 
'Pab(i) = a, 'Pab(j) = b, 'Pab E HomW, 5°). Par (a, b) dans e et 5° ç e, on sait que 
'Pab E H om(x, e) 
En définissant à nouveau ç = prija, on aura que e ç ç car 'Pab E H om(x x 
tO, e x 5°), et que ç ç e car ixj, et donc pour tout (x, y) dans ç, (x, y) 
('P(x),'P(y)) avec 'P E Hom(X,e). 
o 
Proposition 3.2.2. Si 5° ç e, alors Polso n Pote est sous-maximal dans Pote. 
Démonstration. Par le lemme fondamental, nous savons que pour tout sous-
clone D de Pk avec Pol 5° n Pote ç D, D est de la forme Pola pour un certain 
a défini comme au lemme 3.2.2. Nous ré-utiliserons donc la notation définie au 
lemme 3.2.2. 
Si IEq n BI :s; 1 pour toute classe d'équivalence B de X, nous savons par le 
lemme 3.2.2 que D = Pk 
Si IEq n CI ~ 2 pour un certain C dans T et qu'il y a deux éléments i 
et j avec Ci =1- Cj, (i,j) E X et i,j dans Eq, alors par la proposition 3.2.1, 
D ç Pol 5° n Pote, donc D = Pol 5° n Pote. 
Supposons que IEq n CI ~ 2 pour un certain C dans T mais que si (i, j) EX 
avec i,j dans Eq, alors Ci = Cj. Soit 'P : Eq ----+ Ek arbitraire telle que 'P(t(x)) = 
s('P(x)) pour tout x, on peut la prolonger à El pour obtenir 'P' qui soit dans 
HomW x X, 5° X e) ::::} W x X) ~q (5° X e) = tO ~q 50::::} D = Polso. 
Par le même argument, si IEq n CI :s; 1 pour tout C de T, mais IEq n BI ~ 2 
. pour une classe d'équivalence B de X, alors W x X) ~q (5° X e) = X ~q e ::::} 
D = Pote. 
o 
Proposition 3.2.3. Si 5 applique chaque classe d'équivalence de e sur une autre 
de façon surjective, alors Polso n Pote ç Polé ç Pote avec é = 5° 0 e. 
Démonstration. 1) Pol 5° n Pote ç Polé 
Soit X et Y deux n-tuples tels que (Xi, Yi) est dans é pour tout i, et soit f 
dans (PolsO n pote)n 
Il doit exister un Z tel que (Xi, Zi) est dans e pour tout i et s(Z) Y. 
(J(X),f(Z)) E e, f(Y) = f(s(Z)) = s(J(Z))::::} (J(X),f(Y)) est dans é. 
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De plus, définissons {ad un ensemble de représentatifs pour les classes d'équi-
valences de (J tels qu'il existe j tel que (s(aj), ai) E (J, s(aj) 1- ai. Définissons 
f(x) = ai tel que (ai,x) E (J. f est dans PolE:, mais ne commute pas avec s, donc 
PolsO n Pol{) 1- PolE:. 
2) PolE: ç Pol{) 
Soit X et Y deux n-tuples tels que (Xi, Yi) E (J pour tout i, et soit f dans 
(PolE:)n. 
(Xi, S(Yi)) est dans E: pour tout i, donc (J(X), f(s(Y))) est dans E:, donc 
(J(X), S-l(J(S(Y)))) E (J. De plus, (Yi, S(Yi)) est dans E: pour tout i, 
donc (J(Y), S-l(J(S(Y)))) E (J =? (J(X), f(Y)) E (J. 
Mais Pol{) contient toutes les fonctions constantes, alors que PolE: ne les 
contient de toute évidence pas car X et s(x) ne sont jamais dans la même classe 
d'équivalence de (J =? PolE: ç Pol{). 
[J 
Théorème 3.2.1. Polso n Pol{) est sous-maximal dans Pol{) si et seulement si 
x(Js(x) pour tout x. 
Démonstration. La preuve est triviale. Par la proposition 3.2.1, soit SO ç (J soit 
s envoie chaque classe d'équivalence de (J sur une autre de façon surjective, faisant 
de fait une permutation des classes d'équivalence de (J. 
\ 
Par les propositions 3.2.2 et 3.2.3, Polso n Pol{) sera sous-maximal dans Pol{) 
si et seulement si SO ç (J, c'est à dire que (x, s(x)) E (J pour tout x. 
o 
Remarque 3.2.1. Comme vu à la section 2.3, Pol{) n Polso est maximal dans 
Polso si et seulement si (J est soit fermée sur s, soit transversale à la relation 
d'équivalence définie par les orbites de s. On vient de voir que Pol{) n PolsO est 
maximal dans Pol{) si et seulement si (J est fermée sur s. Il s'ensuit que tout clone 
de la forme Pol{) n Polso qui est maximal dans Pol{) l'est aussi dans Polso, mais 
pas vice-versa. 
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3030 CLONES DE FONCTIONS QUASI-LINÉAIRES AUTO-DUALES 
Soit s une permutation d'ordre premier p sans points fixes sur Ek, et k = pmo 
Soit + une opération binaire sur Ek telle que (Ek, +) ~ Z; et supposons sans 
perdre de généralité que 0 en est le neutreo 
Définissons Pol)\+ comme le clone des fonctions quasi-linéaires par rapport à 
+ et Polso comme étant le clone des fonctions auto-duales par rapport à So 
Il est connu (voir section 203) que Polso n Pol)\+ est maximal dans PolsO si 
et seulement si il existe un c fixe tel que s(x) = x + c pour tout x dans Eko Nous 
allons chercher une condition nécessaire et suffisante pour que Polso n Pol)\+ soit 
maximal dans Pol)\+o 
Les résultats de cette section sont dues à l'auteuro 
Proposition 30301. Si Polso n Pol)\+ est maximal dans POl)\+I alors il existe 
un c fixe tel que s(x) = x + c pour tout x dans Ek 
Démonstration. Définissons c(x) = s(x) - x pour tout x dans Eko 
Définissons x '" y si et seulement si c(x) = c(y)o Il est évident que'" est une 
relation d'équivalence sur Eko 
Soit A une fonction n-aire de PolsO n Pol)\+, X = (Xl, 000' xn) et Y = (YI, 000' Yn) 
deux n-tuples tels que Xi '" Yi pour tout io 
c(A(X)) = s(A(X)) - A(X) = A(s(X)) - A(X) 
= A(XI + c(xd, 000) - A(X) = A(X) + A(c(xd, 000, c(xn)) - A(O, 000,0) - A(X) 
= A(c(xd, 000' c(xn)) - A(O, 000,0) = A(C(YI)' 000' c(Yn)) - A(O, 000,0) 
= s(A(Y)) - A(Y) = c(A(Y)) 
Donc, si deux n-tuples sont terme-à-terme équivalents, les valeurs de A sur 
les n-tuples seront équivalentes pour tout A n-aire dans Polso n Pol)\+o Donc 
Polso n Pol)\+ ç Pol", n PolÀ+ ç PolÀ+o 
Mais puisque", est un relation d'équivalence, Pol", contient toutes les fonc-
tions constanteso Donc Polso n PolÀ+ ç Pol", n PolÀ+ ç PolÀ+o 
Pour que Polso n PolÀ+ soit maximal dans PolÀ+, il faut que Pol", n PolÀ+ = 
PolÀ+o Par maximalité de Pol "', il faut que Pol "'= h, donc que'" soit ou tri-
viale, n'ayant que des classes d'équivalence de un élément, ou totale, ayant une 
seule classe d'équivalence qui soit Eko 
Puisque c(x) =1- 0 pour tout x car s est sans point fixe, il y a au moins x et 
Y dans Ek' x =1- y, avec c(x) = c(Y)o Donc,\ pour que'" soit triviale, il faut que 
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rv= E~, donc que e = e(a) = e(b) pour tout a et b. 
Lemme 3.3.1. Si s(x) = x + e pour tout x dans Ek, 
polsOnpoL\+ = {A(XI""'Xn) = a+ I:AiXil(I:Ai)e 
o 
e}. 
Pour alléger la notation, définissons D {A (XI, ... , xn) a + I:AiXil(I:A)e = 
e}. 
Démonstration. l)D ç Polso n Pol)\+ 
A(XI' ... ,xn) = a + I: AiXi E D 
A(S(XI)' ... , s(xn)) = a + I: Ai(Xi + e) a + I: AiXi + Aie 
a + I: AiXi + (I: Ai)e = a + I: AiXi + e 
s(a+ I:AiXi) = s(A(xI,""xn)) 
Donc pour A dans D arbitraire, A est contenu dans Polso n Pol),+ 
2)PolsO n Pol)"+ ç D 
A(XI""'Xn) = a+ I:AiXi E polsonpol)"+ 
A(S(XI)' ... , s(xn)) = a + I: Ai(Xi + e) = a + (I: AiXi) + (I: Ai)e 
S(A(XI' ... , xn)) = a + (I: AiXi) + e => '(I: Ai)e e 
Donc pour A dans Polso n Pol)"+ arbitraire, A est dans D 
Lemme 3.3.2. Soit BI(X) = b + Bx E Pol)"+ " Polso, Co(x) 0 pour tout x. 
Si pour un certain e fixe, s(x) = x + e pour tout x, alors Co E (DU{BI}) 
o 
Démonstration. Par le lemme 3.3.1, on voit que !-a{x) 
pour tout a, ce qui veut dire que, par abus de notation, B( x) 
est dans (DU{Bd). 
x a est dans D 
!-b(BI(X)) Bx 
1) Supposons Be ac pour un a dans Zp, a =11, alors (B + (1 a)I)e e 
Donc, par le lemme 3.3.1, B2(XI, X2) = BXI + (1 - a)x2 est dans D 
Donc, B2(XI,B(XI)) = (2 - a)Bxl est dans (DU{B1 }) 
Donc, B2((2 a)BxI, B2(Xl)) (3 - 2a)B2xl est dans (DU{B1}) 
etc ... 
Par récurrence, (1 + i(l a))BixI est dans (DU{BI}) pour tout i 
Nous identifierons (Ek , +) avec l'espace vectoriel Z;. 
Puisque a =11, (1 ah = Zp et il existe jE Zp tel que j(l a) = -1, où + est 
,l'addition mod p. Donc (1 + j(l a))BJx1 = OBJ XI = Co est dans (DU{B1}). 
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2) Supposons Bc et c sont linéairement independants, alors il existe YI, ... , Ym-2 
tels que {c, Bc, YI, ... , Ym-d est une base de Ek sur Zp. 
Soit j l'extension linéaire de j(c) = c, j(Bc) = j(Yi) = 0 pour tour i. 
Soit g l'extension linéaire de g(c) = g(Bc) = g(Yi) = c pour tout i. 
Puisque j et g sont linéaires et que j(c) = g(c) = c, jet g sont dans D, (en 
effet, j(s(x)) = j(x + c) = j(x) + j(c) = j(x) + c = s(J(x))). 
, 
Alors A(x) = j(B(g(x))) est dans (DU{B1 }), mais pour tout x, g(x) = ac 
pour un certain a dans Zp, donc A(x) = j(B(ac)) = j(aBc) =aj(Bc) = aO = 0 
pour tout x 
=> A = Co E (DU{BI }) 
o 
Théorème 3.3.1. Polso n PolÀ+ est maximal dans PolÀ+ si et seulement si il 
ya un c fixe tel que s(x) = x + c pour tout x. 
Démonstration. => : Proposition 3.3.1 
{::: : Soit B'(Xl, ... , xn) = b + 2: BiXi E PolÀ+ " Polso. 
B(XI' ... 'Xn) = j-b(B'(XI, ... ,Xn) = 2:BiXi est dans (DU{BI }) par argument 
plus haut. 
Si B est constante, on voit tout de suite que B = Co. 
Si B est 1-aire, on a prouvé au lemme 3.3.2 que Co est dans (D U{ B}). 
Si B est n-aire avec n 2: 2, BI(xd = B(Xl, ... , Xl) = (2: Bi)XI est dans (D U{ B}). 
Par lemme 3.3.1, on sait que (2: Bi)C i- c, donc BI n'est pas dans D, donc Co 
est dans (D U{ B}) par lemme 3.3.2. 
Il suffit donc de montrer que (D U{ Co}) = PolÀ+. 
Soit A((XI, ... , xn) = a+ 2: AiXi une fonction quasi-linéaire quelconque, et soit 
An+l = 1 - 2: Ai (où 1 reprèsente l'identité), (2: Ai + An+I)C = c, donc par le 
lemme 3.3.1, A'(XI, ... , Xn+l) = a + 2: AiXi E D. 
=> A(XI' ... 'Xn) = A'(XI, ... ,Xn,CO(xn+l)) E (DU{Co}) pour A E PolÀ+ quel-
conque 
=> PolÀ+ = (DU{Co}) contenu dans (DU{B}) contenu dans PolÀ+ pour tout 
B E PolÀ+ " Polso 
o 
Remarque 3.3.1. On peut voir que ce résultat est une généralisation du résul-
tat pour m = 1 présenté à la section 2.4. Il est aussi intéressant de remarquer 
que PolÀ+ n Polso est sous-maximal dans PolÀ+ si et seulement si il est aussi 
maximal dans Polso, comme à la section 2.3 
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3.4. CLONES DE FONCTIONS QUASI-LINÉAIRES MONOTONES 
Soit::; une relation d'ordre sur Ek possédant un plus grand et un plus petit 
élément. Supposons que k = pm. Soit + une opération binaire sur Ek telle que 
(Ek , +) ~ Z~ et supposons sans perdre de généralité que 0 en est le neutre. 
Définissons PolÀ+ comme le clone des fonctions quasi-linéaires par rapport à 
+ et Pol::; comme étant le clone des fonctions monotones par rapport à ::;. Nous 
allons chercher une condition nécessaire et suffisante pour que Pol :s: n Pol>"+ 
soit maximal dans Pol>"+. 
Les propositions 1 et 2 seront ré-utilisées aux sections 3.5, 3.6 et 3.7, et seront 
donc formulées en des termes aussi généraux que possible. 
Les résultats de cette section sont dues à l'auteur. 
Proposition 3.4.1. Soit C ç;: Pol>"+. Si C est maximal dans PolÀ+, C doit 
satisfaire à l'une de ces deux propriétés: 
i) Soit fa(x) = x + a et ~ = {jala E Ed. ~ ç;: C. 
ii) Pour tous Al, ... ,An de End(Ek,+), il existe au moins un aAl, ... ,An tel que 
A(Xl' ... , x n) = aAl, ... ,An + L AXi est dans C (condition(*)). 
Démonstration. Supposons par la contraposée que C ne satisfait à aucune des 
deux conditions. Nous allons montrer que C ç;: (C U~) ç;: Pol>"+. 
C ç;: (C U~) par hypothèse. Définissons un C" de la façon suivante: 
C' = {f E PolÀ~ tel que f(O, ... , 0) = 0 et il existe un certain a tel que 
fa(J(Xl, ... ,xn)) E Cl, C" = {fa(J) tels que f E C' et a E Ek quelconque}. 
Si A(Xl' ... , xn) = L AiXi est dans C', il y a aAl, ... ,An tel que A'(Xl, ... , x n) = 
fa(A(Xl' ... , xn) est dans C, donc A = f-a(A') donc C' ç (C U~) 
De plus, soit A un élément de (C U~). A doit donc être une itération finie 
de fonctions de C et de fonctions fa, avec a dans Ek. 
B(Xl' ... , x n) = b + L BiXi, B(Xl' ... , fa(Xi), ... , x n) = b + Bia + L BiXi 
= fb+Bia(B(Xl, ... , x n)). Ainsi donc, toute itération finie, disons A, de fonctions 
de C et de fonctions de la forme fa peut être écrite sous la forme A(Xl' ... ,xn) = 
fa,(A'(Xl' ... , x n)), où A' est une itération finie de fonctions de C (et donc A' une 
fonction de C). 
Mais alors tout A de (C U~) est de la forme A(Xl' ... , xn) = a + L AiXi et il 
existe aAl, ... ,An tel que A'(Xl' ... , xn) = aAl, ... ,An ,+ L AiXi est dans C. 
::::} (C U~) ç C", et C" ç;: PolÀ+ par hypothèse. 
o 
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Remarque 3.4.1. Si C satisfait les deux conditions plus haut, cela veut dire que 
pour tout Al, ... , An il y a un a tel que a + L: AiXi est dans C, et f -a est dans 
C, donc L: AiXi en fait aussi partie. Soit donc B(XI' ... , xn) = b + L: BiXi une 
fonction quasi-linéaire quelconque, B = fb(L: BiXi), et donc BEC. 
Donc, si.6 ç C et C satisfait la condition(*), il s'ensuit que C = Pol>'+. 
Proposition 3.4.2. Soit C ç Pol>'+. Si C satisfait la condition(*), il existe 
9 E C n Sk tel que 9 possède un point fixe et un (k - 1) -cycle. 
Démonstration. Définissons une opération "0 sur Ek telle que (Ek' +,") ~ IFpm. 
Il est bien connu que le groupe multiplicatif du corps est cyclique. Choisissons 
donc a qui engendre le groupe multiplicatif au complet. g'(x) = a . x est de 
toute évidence linéaire, donc si C satisfait la condition(*), il existe un b tel que 
9 (x) = a . x + b est dans C. 
La fonction gn(x) = g(g( ... (g(x) ) ... )) = an . x + c (pour un c calculable). Pour 
tout d différent de 0 ou 1 et e quelconque, le polynôme (d - 1) . x + e a une unique 
racine, et donc gn a un unique point fixe (le même que g) pour tout n plus petit 
que k - 1. 
Or, si 9 aurait un cycle d'une longueur plus petite que k - 1, il y aurait un 
n plus petit que k - 1 tel que gn aurait plus qu'un point fixe. Donc, puisque 9 
possède un point fixe ((a -ltl . (-b)) et n'a aucun cycle de longueur plus petite 
que k - 1, 9 est un (k - 1)-cycle. 
D 
Théorème 3.4.1. Pol>'+ n Pol::; n'est jamais maximal dans Pol>'+. 
Démonstration. Soit f un élément de Sk et m et M les plus petit et plus grand 
éléments par rapport à ::;. Si f préserve::;, alors il faut que m et M soit des points 
fixes de f. Pour voir cela, il suffit de remarquer que f-l(m) 2:: m :::} m 2:: f(m) 
et f-I(M) ::; M:::} M ::; f(M). 
Pour tout a différent de 0, fa est une permutation sans points fixes, donc 
.6 n'est pas contenu dans Pol>'+ n Pol ::;. De plus, par la proposition 3.4.2, si 
Pol>'+ n Pol::; satisfairait la condition(*), il y aurait une permutation ayant un 
seul point fixe dans Pol ::; ... 
Donc, puisque .6 n'est pas contenu dans Pol>'+ n Pol::; et que Pol>'+ n Pol ::; 
ne peut satisfaire la condition(*), Pol>'+ n Pol::; n'est pas maximal dans Pol>'+ 
par la proposition 3.4.1. 
D 
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3.5. CLONES DE FONCTIONS QUASI-LINÉAIRES PRÉSERVANT UNE 
ÉQUIVALENCE 
Soit rv une relation d'équivalence sur Ek. Supposons que k = pm. Soit + une 
opération binaire sur Ek telle que (Ek, +) ~ Z; et supposons sans perdre de 
généralité que 0 en est le neutre. 
Définissons Pol)\+ comme le clone des fonctions quasi-linéaires par rapport à 
+ et Pol rv comme étant le clone des fonctions préservant la relation rv. Nous 
allons chercher une condition nécessaire et suffisante pour que Pol rv n Pol)"+ 
soit maximal dans Pol)"+. 
La proposition 1 sera ré-utilisé aux sections 3.6 et 3.7, et sera donc formulée 
en des termes aussi généraux que possible. 
Les résultats de cette section sont dues à l'auteur. 
Lemme 3.5.1. Soit H un sous-groupe de Z; ><l GLm(Zp) (avec l'action évidente) 
tel que, pour tout A dans GLm(Zp), il existe au moins un a tel que aA soit dans H. 
Démonstration. Pour tout A dans GLm(Zp), choisissons un a tel que aA E H 
(nous savons qu'un tel a doit exister par hypothèse).Soit E = Z; n H. Pour tout 
e E E, el aA = (e + a)A est dans H, donc pour tout A pour lequel on a choisi 
l'élément a, (a + E)A ç H et IHI ~ IEIIGLm(ZP)I. 
D'un autre côté, E <l H et H contient au moins un représentant de chaque 
translaté de Z;, donc Z; H = Z; ><l GLm(Zp). Donc, par le deuxième théorème 
d'isomorphismes, HjE ~ Z; ><l GLm(Zp)jZ; = GLm(Zp), IHI = IEIIGLm(Zp)1 
et pour tout A de Aut(Ek' +) pour lequel on a choisi l'élément a, si hA est dans 
H, alors h est dans a + E. 
Mais, pour tout A pour lequel on a choisi l'élément a et pour tout e E E, 
aAel = (a + Ae)A est dans H, donc a + Ae est dans a + E, donc Ae est dans E 
pour tout e dans E, A dans GLm(Zp), 
::::} E est un sous-groupe charactéristique de Z; 
::::} E = {O} ou E = Z;. 
D 
Proposition 3.5.1. Soit C un sous-clone propre de Pol)"+ tel que C respecte 
la condition(*). Alors pour tout A de Aut(Ek, +), il existe un unique a tel que 
f(x) = Ax + a soit dans C. 
Si C respecte la condition(*) et que IC n ~I > l, alors C = Pol)"+ 
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Démonstration. Tout d'abord, remarquons que Pol),+ n Sk ~ Z'; )<l GLm(Zp). 
En effet, (Ek, +) ~ Z'; par définition (et donc Aut(Ek' +) ~ GLm(Zp)). De 
plus, si f est une fonction l-aire, quasi-linéaire et inversible (en d'autres mots, 
f est dans PolÀ+ n Sk), il doit y avoir un automorphisme A de (Ek, +) et un 
élément a de Ek tel que f(x) = a + Ax. La remarque devient évidente lorsque 
l'on pense que (a+Ax) 0 (b+Bx) = a+A(b+Bx) = a+Ab+ABx tout comme 
aAbB = (a + Ab)AB dans Z'; )<l GLm(Zp). 
Ensuite, si C est un sous-clone propre de PolÀ+ respectant la condition(*), il 
faut que C n Sk soit un sous-groupe de PolÀ+ n Sk tel que pour tout automor-
phisme A de (Ek, + ), il existe au moins un élément a de Ek tel que f (x) = a + Ax 
soit dans C. De plus, si C est propre dans PolÀ+, il s'ensuit que 6 rJ;. C, et donc 
que CnSk est un sous-groupe propre de polÀ+nSk, et donc que ICnSkl = 
IAut(Ek' +)1 par le lemme 3.5.1. 
Si C respecte (*) et IC n 61 > 1, alors 6 ç C par le lemme 3.5.1, et donc 
C = PolÀ+. 
D 
Proposition 3.5.2. Soit C = Pol rv n PolÀ+, et 6 ç C. Alors il existe E un 
sous-espace de Ek sur Zp tel que a rv b si et seulement si a - b E E. 
Dans ce cas-là, C = {A(XI, ... , xn) = a + L AixilE est Ai-invariant Vi}. 
Démonstration. Soit E = {xix rv O}. Si x et y sont dans E et que 6 ç C, alors 
o rv y implique que y + X rv 0 + X = X rv 0, donc E est un sous-espace de Ek. 
De plus, si a rv b alors a-b rv b-b = 0, et si a-b rv 0 alors a = a-b+b rv O+b = b. 
Soit C' = {A(XI' ... ,xn) = a+ LAixilE est Ai-invariant pour tout i}. Il nous 
reste à montrer que C = C'. 
Soit A(Xl' ... , xn) = a + L AXi un élément quelconque de C', X = (Xl, ... , Xn) 
et Y = (YI, ... , Yn) tels que Xi est congru modulo E à Yi pour tout i. 
A(X) - A(Y) = a + L AiXi - a - L AiYi = L Ai(Xi - Yi). Puisque A est 
élément de C' et que Xi est congru modulo E à Yi pour tout i, Ai(Xi - Yi) sera 
dans E pour tout i, et donc A(X) - A(Y) sera dans E. 
::::}C'ÇC. 
Soit A(XI, ... , xn) = a + :E AiXi un élément quelconque de Cet e un élément 
quelconque de E. Les n-tuples on = (0, ... ,0) et ei = (0, ... ,0, e, 0, ... ,0) où le e est 
à la i-ème place seront terme à terme équivalents pour tout i, donc A(on) - A(ei) 
sera dans E. Or, A(on) - A(ei) = Aie, donc pour tout i et pour tout e élément 
de E, il faut que Aie soit dans E. 
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=> C ç C'. 
o 
Lemme 3.5.2. Si C satisfait la condition(*), alors rv possède un point isolé. 
Démonstration. Par la proposition 3.4.2, si C satisfait la condition(*), il faut 
qu'il existe 9 E Cn Sk tel que 9 soit un (k - l)-cycle. Soit x l'élément fixe de g. 
Si x rv y avec x -=1- y, il faudrait que x rv gn (y) pour tout n, donc que x rv Z pour 
tout z se trouvant sur le (k - l)-cycle, et donc que rv= E~. x doit donc être un 
élément isolé de rv. 
o 
Proposition 3.5.3. Si C est maximal dans PolÀ+, alors il existe E un sous-
espace de Ek tel que a rv b si et seulement si a - b E E. 
Démonstration. Par les propositions 3.4.1 et 3.5.2, il suffit de montrer que C 
ne peut satisfaire la condition(*) et être maximal. 
Par le lemme 3.5.2, si C satisfait la condition(*), rv doit avoir un point isolé 
qui soit le point fixe de g, un (k - l)-cycle de C. Supposons g(x) = Ax + a. À 
remarquer que A est dans Aut(Ek, +) car 9 est inversible. 
Si C satisfait la condition(*), il y aurait a' tel que g'(XI' X2) = AXI +Ix2+a' soit 
dans C. Co, la fonction constante à valeur 0, est dans C, et donc g'(CO(XI)' X2) = 
IX2 + a' et g'(XI' CO(X2)) = AXI + a' sont aussi des éléments de C. Qonc, par la 
proposition 3.5.1, pour que C soit maximal, il faudrait que a = a' = 0 et 0 est un 
point isolé de rv. 
Par la condition(*), f(XI' ... ,xp ) = L:Xi est dans C (il aurait fallu qu'il y ait 
une certaine constante compatible, et ce doit être 0 car Co est dans C). Supposons 
que x rv y avec x of: y. Alors les p-tuples (x, ... , x) et (y, x, ... , x) sont terme à terme 
équivalents, mais f(x, ... ,x) = 0 et f(y,x, ... ,x) = y-x of: O. Donc, pour que C 
satisfasse la condition(*) et soit maximale, rv devrait être la relation triviale 
x rv x ... 
o 
Lemme 3.5.3. Soit E = {(Xl, ... , xu, 0, ... , O)IXi un élément de Zp} un sous-espace 
de Z:;. R = {M un élément de Z:;xmlE est M-invariant} est un sous-anneau 
maximal. de z:;xm. 
Démonstration. De tout évidence, R = {M E Z:;xmlMij = 0 si i :::; u et j > u} 
(nous supposons que les matrices agissent par multiplication à gauche sur des 
vecteurs mis sous forme de colonne). Soit M une matrice de z:;xm" R. De toute 
évidence, il existe M' E R telle que MIj = Mij si i > u ou j :::; u, et M - M' est 
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dans (RU{M})+,.. 
Soit Mij la matrice m x m sur Zp telle que M:~I = 1 si i' = i et j' = j, 0 sinon. 
Les matrices n'ayant des entrées non-nulles que sur la diagonale étant dans R, 
nous pouvons multiplier les lignes et les colonnes de M' (multiplication à gauche 
et à droite) pour obtenir Mij pour un certain i > u ou j :::; u à partir de M - M'. 
De toute évidence, Mij est déjà dans R si i > u ou j :::; u, et nous venons de 
voir que au moins un Mij avec i > u et j :::; u est dans (RU{M})+,.. De plus, 
les matrices permutant les lignes i' et j' sont dans R si i' > u < j', ainsi que les 
matrices permutant (par multiplication à gauche) les colonnes i" et j" sont aussi 
dans R si in:::; u ~ j". 
Par là même, ayant Mij avec i :::; u et j > u dans (RU{M})+,., ainsi que 
toute les Mij avec i > u ou j :::; u ainsi que les matrices permutant les lignes et 
les colonnes définies plus haut, nous aurons que Mij E (R U{ M} )+,. pour tout i 
et j. Il en résulte évidemment que (R n{ M} )+,. = z:;xm. 
D 
Remarque 3.5.1. Le fait reste vrai pour tout sous-espace de Z:;, puisque pour 
tout E < Z:;, l'anneau des matrices préservant E est le conjugué par des matrices 
de changement de base de l'anneau préservant un sous-espace E' de la forme plus 
haut. 
Théorème 3.5.1. Pol cv n PolÀ.+ est maximal dans PolÀ.+ si et seulement si il 
existe E un sous-espace de Ek tel que a cv b si et seulement si a - b E E. 
Démonstration. Par les propositions 3.5.2 et 3.5.3, il suffit de montrer que 
{A(XI' ... , x n) = a + I: AiXilE est Ai-invariant pour tout i} est maximal dans 
PolÀ.+ pour tout E sous-espace de Ek' 
Soit {el, ... , eu} une base dè.E. Il existe hl, ... , hm- u tels que {el, ... , eu, hl,· ... , hm- u} 
est une base de Ek' Par rapport à cette base, nous pouvons écrire les éléments de 
Ek comme des vecteurs m-aires sur Zp, et E sera le sous-espace décrit au lemme 
3.5.3. 
De nouveau par rapport à cette base, nous pouvons reprèsenter les endo-
morphismes de (Ek ,+) comme des matrices m x m sur Zp. Soit R' = {M E 
End(Ek,+)IM'(x) = Mx est dans C}. Par la proposition 3.5.2, R' sera repré-
senté comme l'anneau R décrit au lemme 3.5.3, et R' ç C. 
Soit donc B(XI, ... ,xn) = b+ I:BiXi, B n'est pas dans C. Cela veut dire qu'il 
y a Bj qui n'est pas dans R'. B'(Xl' ... , x n) = f-b(Co(xl), ... , Xj, ... , CO(xn)) 
= Bj(xj) sera dans (CU{B}). 
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Puisque f(XI,X2) = Xl + X2 est dans C (I est dans R'), (R'U{Bj})+,o sera 
dans (CU{B}) (où + et 0 se réfèrent à l'addition et la composition d'endomor-
phismes). Mais puisque R' est représentée comme le R décrit au lemme 3.5.3 par 
rapport à la base plus haut et que Bj n'est pas dans R' (et donc sa représentation 
pas dans R), (R'U{Bj})+,o = End(Ek,+). 
Soit donc A(XI, ... , xn) = a + L: AiXi une fonction quasi-linéaire quelleconque, 
et définissons f(XI' X2) = Xl + X2 et, pour M dans End(Ek, +), M(x) = Mx. 
A(XI, ... , xn) = fa(J(AI(xd, f(A 2(X2), ... , f(An-I(Xn-d, An(xn)) ... ))), toutes 
des fonctions de (CU{B}) 
:::::} Pol)\+ = (CU{B}) pour tout B dans Pol)\+" C. 
o 
Remarque 3.5.2. Dans le cas m = 1, toute relation d'équivalence modulo un 
sous-espace sera triviale. C'est pourquoi il n'y avait aucun clone sous-maximal de 
la forme Pol)\+ n Pol", à la section 2.4. 
3.6. CLONES DE FONCTIONS QUASI-LINÉAIRES PRÉSERVANT UNE 
RELATION CENTRALE 
Soit 8 une relation centrale u-aire sur Ek dont d est un élément central. Sup-
posons que k = pm. Soit + une opération binaire sur Ek telle que (Ek, +) ~ z; 
et supposons sans perdre de généralité que 0 en est le neutre. 
Définissons Pol)\+ comme le clone des fonctions quasi-linéaires par rapport 
à + et Pol8 comme étant le clone des fonctions préservant la relation 8. Nous 
allons chercher une condition nécessaire et suffisante pour que Pol8 n Pol)\+ soit 
maximal dans Pol À+. 
Les résultats de cette section sont dues à l'auteur. 
Lemme 3.6.1. Si D = Pol8 n PolÀ+ est maximal dans PolÀ+, alors 8 est l-aire. 
Démonstration. Supposons faux. Pour que 8 soit non-triviale, il faut qu'il existe 
(Xl, ... , x u ) tJ 8. (d, X2 -Xl +d, ... , Xu -Xl + d) E 8, donc f X l-d tJ D, et donc ~ n'est 
pas contenu dans D. Par la proposition 3.4.1, cela veut dire que D doit satisfaire 
la condition(*) pour être maximale. 
Il doit donc exister un certain b tel que f((XI' X2) = Xl + X2 + b est dans D. 
Mais les n-tuples (d,X2 - d - b,X3, ""xu ) et (Xl - d - b,d, -b, ... , -b) sont tous 
deux dans 8, tandis que f(d, Xl -d-b) = Xl, f(X2 -d-b, d) = X2 et f(Xi, -b) = Xi 
pour tout i, tandis que (Xl, ... , x u ) tJ 8. 
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Donc, si u > 1, D ne peut satisfaire la condition(*) et ne contient pas .6.. 
D 
Lemme 3.6.2. Soit E un sous-ensemble propre de Ek. Si D = PolE n PolÀ+ 
est maximal dans PolÀ+I alors lEI = 1. 
Démonstration. Supposons faux. Si x élément de E et y non, fy-x rt. D, et donc 
Ù n'est pas contenu dans D. Il faudrait donc que D satisfait la condition(*), et 
donc qu'il existe b tel que f(XI' X2) = Xl + X2 + b soit dans D. Puisque lEI> 1, 
il existe un cEE, et donc que Cc (la fonction constante à valeur c) soit dans D, 
tel que c =1= -b. f(XI, Cc(X2)) = Xl + (c - b),avec c - b =1= 0, serait donc dans D. 
Par la proposition 3.5.1, si D satisfait la condition(*) et que ID n.6.1 > 1, 
alord D= PolÀ+ Contradiction. 
D 
Théorème 3.6.1. Pol<5 n PolÀ+ est maximal dans PolÀ+ si et seulement si <5 
est l-aire et 1<51 = 1. 
Démonstration. Par les lemmes 3.6.1 et 3.6.2, il suffit de montrer que PolÀ+ n Pol{ d} 
est maximal dans PolÀ+ (avec d l'élément central quelconque posé plus haut) pour 
tout d dans Ek. Soit D = PolÀ+ npol{d}. 
Il est facile à voir que D = {A(XI' ... ,xn ) = a + LAixila = d - LAid}. En 
effet, pour un A construit comme ci-contre, il est facile à voir que A(d, ... , d) = d 
et que si A(d, ... , d) = d, A doit avoir la forme plus haut. Il est aussi facile à voir 
que D satisfait la condition(*). 
Soit donc B(XI' ... , xn ) = b+ L BiXi quelconque avec b =1= d- L Bid. f(XI' X2) = 
Xl - X2 + d est dans D, ainsi que B'(XI' ... , xn ) = d - L Bid + L BiXi, alors en 
particulier f(B(XI' ... , Xn), B'(XI, ... , Xn)) = Cb~L:,B.d sera da~s (D U{B}). 
Par là-même f(XI' Cb+L:,Bid(XI)) = Xl + (b + L Bid - d) sera dans (D U{ B}), 
avec b - d + L Bid = b - (d -L Bid) =1= 0 par hypothèse. Mais puisque D satisfait 
la condition(*), (D U{ B}) sera un clone satisfaisant (*) et dont l'intersection avec 
.6. possède plus d'un élément ... 
:::} (DU{B}) = PolÀ+ pour un B quelconque dans PolÀ+" D par la propo-
sition 3.5.1. 
D 
Remarque 3.6.1. On peut voir que ce résultat est une généralisation du résultat 
pour m = 1 présenté à la section 2.4. 
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3.7. CLONES DE FONCTIONS POSSÉDANT DEUX REPRÈSENTATIONS 
QUASI-LINÉAIRES 
Supposons que k = pm. Soit + et EB deux opérations binaires sur Ek telles 
que (Ek , +) ~ (Ek , EB) ~ 7i/; et notons par 0+ le neutre de + et Oœ le neutre de EB. 
Définissons PolÀ+ comme le clone des fonctions quasi-linéaires par rapport à 
+ et PolÀœ le clone des fonctions quasi-linéaires par rapport à EB. Nous allons 
noter par ~+ l'ensemble des fonctions de la forme fa,+(x) = X + a et par ~œ 
l'ensemble des fonctions de la forme fa,œ(x) = x EB a. 
Les résultats de cette section sont dues à l'auteur. 
Lemme 3.7.1. Si g(x, y) = x + y est dans PolÀœ, alors PolÀ+ = PolÀœ. 
Démonstration. La preuve a, en fait, déjà été donnée à la section 1.3, nous la 
répeterons ici pour plus de clarté. 
(x,o+,o+,x) et (O+,y,O+,y) sont dans Àœ, et donc g(x,O+) EB g(O+,y) = 
g(O+, 0+) EB g(x, y), en d'autres mots que x EB y=O+ EB (x + y) et donc que x + y = 
x EB y 8 0+. 
Soit f : Ek ---t Ek, f(x) = x80+, f(x+y) = f(xEBy80+) = xEBy80+80+ = 
(x 8 0+) EB (y 8 0+) = f(x) EB f(y). Il s'ensuit que f est un isomorphisme comme 
celui décrit à la section 1.3. 
D 
Proposition 3.7.1. Si PolÀ+ n PolÀœ est propre et maximal dans PolÀ+, alors 
~+ ç PolÀœ· 
Démonstration. Par la proposition 3.4.1, il suffit de montrer que PolÀ+ n PolÀœ 
ne peut respecter la condition(*) et être propre et maximal dans PolÀ+. 
Pour respecter la condition(*), il faut qu'il y ait un certain a tel que g'(x, y) = 
x + y + a soit dans PolÀœ. Or, Co+' la fonction constant.e à valeur 0+ est de tout 
évidence dans PolÀ+ n PolÀœ, et g'(x, Co+ (y)) = x + a est dans ~+ n PolÀœ· 
Mais, par la proposition 3.5.1, si PolÀ+ n PolÀœ respecte la condition(*) et 
soit propre, il faut que a = 0, et donc que g'(x, y) = g(x, y) du lemme 3.7.1, et 
donc que PolÀ+ = PolÀœ. 
D 
Remarque 3.7.1. Par symmétrie, la proposition 3.7.2 nous dit aussi que ~œ ç 
PolÀ+. D'ailleurs, pour tous les énoncés de cette section, + et EB peuvent être 
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interverti par symmétrie. 
Proposition 3.7.2. Bi Pol)\+ n Pol>"œ est propre et maximal dans Pol>"+, alors 
dénotant par l la fonction identité, {I} ç ~+ n ~œ ç ~+. 
Démonstration. i)~+ =1- ~œ 
Supposons par l'absurde que ~+ = ~œ. Alors, pour tout i dans Ek, il Y a un 
certain j tel que h+ = !J,œ. Soit cp : Ek --t Ek, cp(i) = j (i et j comme définis 
plus haut), fcp(a+b),œ = fa+b,+ = fa,+(A+) = fcp(a),œ(Jcp(b),œ) = fc;,(a)œcp(b),œ, et donc 
cp(a + b) = cp(a) œ cp(b). 
Il s'ensuit que cp est un isomorphisme entre (Ek , +) et (Ek , œ). 
y EB cp(x) = fcp(x),œ(Y) = fx,+(Y) = X + Y = fy,+(x) = fcp(y),œ(x) = x œ cp(y) 
pour tous x et y, donc cp( x) 8 x = cp(y) 8 Y pour tous x et y, et donc en particulier 
cp(x) 8 x = cp(Oœ) pour tout x. 
Puisque cp(x) = x œ cp(Oœ) et que cp est un isomorphisme entre (Ek, +) et 
(Ek, œ), Pol>"+ = Pol>"œ· 
Supposons par l'absurde que ~+ n ~œ = {I} et que Pol>"+ n Pol>"œ est 
propre et maximal dans Pol>"+. Soit G = Pol>"+ n Pol>"œ n Bk. De toute évi-
dence, G est un groupe et, par maximalité, ~+, ~œ < G. 
Puisque Pol>"+ n Bk ~ Z; ><l GLm((Z)p) et que Z; <J Z; ><l GLm((Z)p), 
~+ <J Pol>"+ n Bk et donc ~+ <J G car G ç Pol>"+. Puisque par hypothèse, 
~+ n ~œ = {I} et que ~+ <J ~+~œ, il s'ensuit que ~+~œ ~ ~+ ><lcp ~œ pour 
une certaine action de ~œ sur ~+. 
Mais, puisque G ç Pol>"œ, il s'ensuit que ~œ <J G, et donc que ~+~œ ~ 
~+ x ~œ' Puisque ~+ ~ ~œ ~ Z;, ~+~œ sera abélien et donc fa,+ commutera 
avec Aœ pour tous a et b dans Ek' 
Supposons que, dans Pol>"+, fb.œ(X) = Cx + c, fa,+ 0 Aœ = Cx + c + a = 
Cx + c + Ca = Aœ 0 fa,+. Il s'ensuit que Ca = a pour tout a dans Ek, et donc 
que C = l et que Aœ E ~+. Puisque ceci serait vrai pour tout b dans Ek, on 
arrive à une contradiction. 
D 
Remarque 3.7.2. De par la proposition 3.7.2, pour que Pol>"+ n Pol>"œ soit 
propre et maximal dans Pol>"+, il faut qu'il existe une image isomorphe de Z; 
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dans 71,'; XI G Lm (( Z)p) qui ne soit pas égale à 71,'; et qui ait une intersection tri-
viale avec GLm (71,p) (l'image de ~Ef) dans Pol)\+. 
Par calcul direct, on peut voir qu'un exemple d'un tel sous-groupe serait le 
suivant (avec el et e2 la base canonique de 71,;) : 
{vA E 71,; XI GL2((Z)p)lv = (a,b), A(el) = el + be2, a(e2) = e2}. 
Remarque 3.7.3. L'auteur ne peut, hélas, amener la preuve jusqu'au bout, mais 
il peut émettre l'hypothèse que Pol>"+ n Pol>..Ef) ne sera jamais propre et maximal 
dans Pol>"+. 
Par la proposition 3.7.2, il faut que ~+ n ~Ef) soit non-trivial mais non-complet. 
Soit ~ = {a E Eklfa,+ E ~Ef)}. Puisque ~+ n~Ef) est un sous-groupe de ~+, il 
s'ensuit que ~ est un sous-espace non-trivial de (Ek' +), et soit rve:,. la relation 
d'équivalence modulo~. 
Je vais émettre l'hypothèse que Pol>"+ npol>..Ef) ç Pol>"+ n Pol' rve:,.. Si l'in-
clusion serait prouvée, elle serait propre car g(x, y) = x + y serait dans Pol rve:,. 
mais ne pourrait être dans Pol>..Ef) par le lemme 3.7.1. 
De plus, par la proposition 3.5.2, A(Xl, ... ; x n ) = a + E AiXi est dans Pol rve:,. 
si et seulement si ~ est Ai-invariant pour tout i. On peut déjà prouver que, si 
A est un automorphisme de (Ek, +) qui est utilisé dans une certaine fonction de 
Pol>"+ n Pol>..Ef), puisque Co+ sera dans Pol>"+ n Pol>..Ef), il s'ensuit que A(x) = Ax 
sera aussi dans Pol>"+ n Pol>..Ef). 
A 0 fa,+ 0 A -1 = f Aa,+ sera aussi dans Pol>"+ n Pol>..Ef) pour tout a, et si 
Ax = Bx E9 b et que a E ~ avec fa,+ = fa',Ef), alors fAa,+ = B((B-lx 8 B-lb) E9 
a') E9 b = x E9 Ba', et donc ~ est A-invariant. 
Il resterait, pour finir la preuve, à prouver que si B est utilisé dans une certaine 
fonction de Pol>"+ n Pol>..Ef) avec B non-inversible, alors ~ serait B -invariant. 
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