Introduction
The Hamiltonian of a system of two scalar particles with mass m in a local potential is in the relativistic situation given by
We are interested in solving the Schrödinger equation for binding and confining potentials, that are associated with particle exchange. There are several methods for obtaining bound states. Probably the simplest way is to directly solve the differential equation in configuration space. Unfortunately we cannot use this method in the relativistic case, since we have to deal with a term that contains a square root of the differential operator.
Another possible method is to directly discretize the integral equation in momentum space. This comes down to solving an equation of the form
A third method makes use of the variational principle for the energy and expands the eigenstates in terms of basis functions (ψ = i a i φ i ). It turns out to be advantageous to be able to calculate the kinetic part of the Hamiltonian in momentum space and the potential part in configuration space. In this report we will calculate the bound states with both methods. The issues we concentrate on are ease of numerical implementation, accuracy and stability. Both methods are less easy to implement and calculations take up more time compared to the method of directly solving the differential equation. To compare the accuracy of the two methods, we first need to know whether our codes are correct. To check our codes we have made use of several potentials for which the bound state energies and wave functions are known explicitly in the nonrelativistic case. In section 2 we will present these potentials. In the next section we will look in more detail at the numerical implementation of the methods. In section 4 we will give some numerical results in the nonrelativistic case and in the next section we will look at some physical interesting cases. Finally we will give some conclusions in the last section.
Exact solutions of potentials in the nonrelativistic case
There are several potentials for which the bound state energies and wave functions are known in the nonrelativistic situation. We have used three of these potentials to check our codes. They are the Coulomb potential, the linear potential and the Hulthén potential. Note that two of these potentials have some features in common with the Yukawa potential: the Coulomb and Hulthén potentials behave like 1/r at r → 0; the Hulthén potential falls of like an exponential as r → ∞, almost the same as the Yukawa potential V (r) = ρ r e −µYr .
By looking at this potential, Eq. (3), one realizes immediately that putting µ Y = 0 reduces the Yukawa potential to the Coulomb potential. The energies of the bound states in the nonrelativistic Coulomb case are known exactly and given by
The linear potential
In the case of the linear potential (V (r) = σr) the eigenvalues are exactly known for l = 0 in the nonrelativistic case and can be expressed in terms of the zeros of the Airy function [2] . The eigenvalues are given by
where σ is the strength of the potential and λ n is the n-th zero of the Airy function (see table 5 ).
The Hulthén potential
The Hulthén potential has the following form
where ρ is the strength of the potential. The wave functions are known for this potential in the nonrelativistic case (l = 0) and are given by
where α k is defined as
is a Jacobi polynomial ?? and the bound state energies are given by
3 Implementation
There are different methods to calculate the bound state energies and wave functions of a system. The methods we present here are chosen for different reasons; ease of implementation, accuracy, speed, stability etc. First we will present the different approaches to calculate bound states. Then we will look in more detail at the methods we use and pay attention to the stability and accuracy of these methods.
Different approaches to calculate bound states
The first method we mention is the method in which the differential equation is solved step by step. It is very easy to implement. The calculations do not take much time, but it is not very accurate. And unfortunately this method gives problems in the relativistic case. Discretizing the integral equation is a more accurate method. It is less easy to implement and calculations done using this method take up much more time. This method is not very well suited to all potentials, since all calculations are done in the momentum space representation and we may have to deal with singularities in the potential matrix elements.
The third method we present expands the eigenfunctions in terms of basis functions and does not have this problem. The two parts of the Hamiltonian, the kinetic and potential energies respectively, are calculated in either momentum space or configuration space, whatever is more convenient. This method also gives a better accuracy than the first method, but it also takes more time to do the calculations.
Directly solving the differential equation
Probably the simplest way to determine the bound states of a nonrelativistic system is to directly solve the differential equation. We have done this by reducing the Schrödinger equation to a set of coupled first order differential equations and solve them using the RungeKutta method [1] . This method is only simple to implement for a nonrelativistic system. For a relativistic system it becomes much more difficult or even impossible to calculate the bound states, since we have to deal with a term that contains a square root of the differential operator.
Discretized integral equation
The radial part of the Schrödinger equation in spherical coordinates is given by
where l is the orbital angular momentum quantum number and ψ l (r) is the radial part of the total wave function which is defined as
We can also write Eq. (10) in the momentum space representation. We then find the integral equation
Hereψ l (p) is the Fourier transform of the function ψ l (r) andṼ l (p, q) is the Fourier transformed potential.
Since this integral equation cannot be solved in closed form, we apply a suitable Gaussian integration rule, with abscissas q j and weigths w j and approximate the integral by a finite sum. We first transform the integration variable q to a variable x, so that the integration interval changes from [0, ∞) to [−1, 1). This is done by the transformation
where C is a positive scaling parameter. Because of this transformation, the integrand contains an additional factor, the Jacobian dq(x)/dx. Now that we have approximated the integral by this finite sum, we can take the momentum variable p equal to the abscissas. By doing this we obtain an eigenvalue equation in matrix form, which has the following form when we choose a total of N abscissas:
where the matrix-elements K ij of the matrix K are given by:
The matrix equation (14) would be easier to solve if the matrix would be symmetric. Leftmultiplying the matrix equation with a diagonal matrix D, with elements D ij = q j δ ij / w j , and inserting the identity D −1 D between the matrix K and the column vectorψ l gives us a symmetric matrixK = DKD −1 . The matrix elementsK ij are given bỹ
for the nonrelativistic situation, and
for the relativistic situation, with v l (p, q) = pqṼ l (p, q). The matrix equation we solve in this approach is given by
whereũ l is the eigenvector, whose j-th element is given by w j q jψl (q j ).
Expanding the eigenfunctions in terms of basis functions
In the third approach the eigenvalues are calculated through expanding the eigenfunctions in terms of basis functions. The basis we use in this approach is the one first introduced by Olsson [3] and Weniger [4] . The basis functions are known in this basis in both configuration and momentum space. In configuration space they are given by
where the normalization is given by
and L (2l+2) k (2µr) is an associated Laguerre polynomial. In the momentum space representation the basis functions are given bỹ
with P (α,β) k (x) a Jacobi polynomial and the normalization constant is
The first five wave functions are plotted in Fig. 1 in both configuration and momentum space. Note that these functions differ from the familiar Coulomb and harmonic oscillator basis functions. Ref. [4] gives the mathematical details including the proof of completeness of the basis.
With these basis functions the matrix element of the potential between the initial and final states is calculated in configuration space. As an example we will calculate the matrix elements for the Yukawa potential. Other potentials are treated in a similar way. The angular part of this matrix element reduces to the product of two Kronecker delta functions. The more interesting part for us is the part that depends on the radial coordinates; which looks like
The integrand can be rewritten in a somewhat different form. This is done by first making the following substitution for the reduced radial wave function
whereū kl (r) is a polynomial. Note that the (reduced) radial wave functions behave like r l+1 . When we make this substitution, we find for Eq. (23)
An integral of the form
where f (x) is a polynomial, can be estimated to the order of machine precision using GaussLaguerre integration. The expression in Eq. (25) can be written in the desired form by first making the substitution x = (2µ + µ Y )r. Discretizing the equation and then making another substitution r j = x j /(2µ + µ Y ) gives the desired form:
wherew k is given byw
The abscissas x k and weights w k are obtained according to the Gauss-Laguerre rule.
To calculate the bound states of the Hamiltonian given by Eq. (1) (or its nonrelativistic equivalent), we expand the eigenfunctions in terms of the basis functions, ψ = i a i ψ i , of the Olsson basis and rewrite the eigenvalue equation as
Determining the accuracy of our methods
There are several factors that influence the accuracy of our results. First we should make a distinction between the accuracy obtained through making a mathematical approximation and the accuracy obtained because of numerical reasons. The integrals we need when calculating the matrix elements of the Yukawa potential can be calculated exactly. However, all other integrals are estimated with a mathematical approximation.
Of course the accuracy of our results depends on more than only the accuracy with which we can calculate the integrals. We have looked at the factors that have an influence on the accuracy when we use our second method (discretizing the integral equation). Here we have a 'scaling' parameter C, which has an influence on the accuracy. Another factor that influences the accuracy is the number of abscissas we take in our calculation.
In table 1 we give the calculated bound states for one case: m = 1.0, ρ = −2.0, µ Y = 0.02 and a scaling parameter C = 1.1. We have calculated the bound states for five different numbers of abscissas. From table 1 we see that the bound states converge. To see what kind of influence the scaling parameter C has on the bound states, we have calculated the bound states at different C for the case m = 1.0, ρ = −2.0 and µ Y = 0.02 and with 155 abcissas. When we look at the results we see that there is a small domain of scaling parameters where the bound states are stable. For scaling parameters that lie outside this stable domain, the calculated bound state energies are larger. In all our calculations using our second method (discretizing the integral equation) we have taken a scaling parameter of C = 1.1, which lies in the middle of the stable domain we found.
In a similar way we have looked at the factors that have an influence on the accuracy when we use our third method (expanding the eigenfunctions in terms of basis functions). For this method the number of basis functions we have taken into account has an influence on the accuracy. The parameter µ is completely free and can be used to tune the basis to the Hamiltonian at hand. Although this 'scaling' parameter can thus be considered as a variational one, in practice one should be careful if the integrals one needs to calculate are obtained numerically. Then it turns out that only in a limited range of values µ is of genuinely variational character.
There are several potentials that we have used and for all these potentials we have looked what kind of influence the variables mentioned above have on the results. In this report we will only show it for the Yukawa potential.
We have looked at the influence of the number of basis functions we take into account. This was done for the following choice of parameters, which are given below:
We have made an expansion of the eigenfunctions in terms of the first 5, 10, 15 or 20 basis functions; these eigenvalues are given in table 2. We have also calculated the wave functions in both configuration and momentum space, these are given in resp. Figs. 2 and 3. Looking at the values of the bound state energies given in table 2, we see that these converge. Figs. 2 and 3 show that the wave functions are smoother when we take more basis functions into account. From this evidence we conclude that our results can not be taken to be reliable when only a small number of basis functions is used in making the expansion. When comparing the results of the expansion to the other methods we used 20 basis functions.
The 'scaling parameter' µ appears in the basis, but it is not a real variational parameter since we cannot calculate the matrix elements of the kinetic energy without making mathematical approximations. For several values of µ Y in the range between 0 and 1 we have looked at the behaviour of µ. When we look at the values of the ground state energy at one value of µ Y and different µ, we find the same value (for at least the first six decimal places) of this ground state for µ > 0.30. For µ < 0.30, we find that the ground state is shifted upwards and has the 'wrong' value. We also have determined a stable domain in µ where the first five eigenvalues are the same up to at least six decimal places. For all values of µ Y the stable domain starts at µ = 0.30 and ends at some value say µ max . These maximum values are given in table 3 for several values of µ Y . In most calculations we have done, we have taken a value of µ = 0.35 for the 'scaling parameter', which lies in the stable domain we have determined above.
All together we see that both methods (discretizing the integral equation and making an expansion in basis functions) are not as easy to implement as the method of directly solving the differential equation, although it is not extremely difficult either. Both methods have a stable domain in which we find accurate solutions. These domains are different for different potentials. The accuracy of both methods is better than the accuracy reached with directly solving the differential equation. Comparing the two methods, we see that the results found by making an expansion in basis functions are more accurate.
Check of the numerical results in the nonrelativistic case
We have first calculated the bound state energies and wave functions in the nonrelativistic situation for some potentials for which we know the solutions. After this we have calculated the bound states of the Yukawa potential in the nonrelativistic case.
The Coulomb potential
We have calculated the eigenvalues for the Coulomb potential only with the third method. The reason is that the long-range character of the Coulomb potential leads to a singularity in momentum space that is difficult to handle numerically and in configuration space to an uncertainty whether the asymptotic region is reached in the differential equation. We limited ourselves to making an expansion of the eigenfunctions in 20 basis states and checked that the first five eigenvalues are accurate. In the calculation we have taken the mass m = 1.0, the strength of the potential ρ = −2.0 and the 'scaling parameter' µ = 0.35.
The calculated eigenvalues and the exact eigenvalues of the Coulomb potential are given in table 4 for the first eight eigenvalues. In this case we have also calculated the wave functions. These are plotted in Fig. 4 .
The Hulthén potential
For the Hulthén potential we have calculated the bound state energies with our third method. In table 6 the calculated and exact bound states are given for the case m = 1.0, ρ = −0.5 and µ H = 0.1. As 'scaling' parameter we have used here µ = 1.0 and we have made an expansion in terms of the first 20 basis states. We see that the first five calculated and exact bound states agree to at least four decimal places. Only the very weakly bound fifth excited state cannot be determined accurately.
In Fig. 5 the exact wave functions and the wave functions calculated by making an expansion into 20 basis states are plotted in configuration space. We see that the wave functions we have calculated are the same as the exact wave functions. In Fig. 6 the calculated wave functions are plotted in momentum space.
We have also calculated the wave functions by directly solving the differential equation (Fig. 7) . Here we have used the bound state energies calculated with the third approach as an input.
Note that the wave functions in Fig. 7 are not normalized. To see whether these wave functions are the same as the exact and calculated ones in Fig. 5 we can look at the location of the nodes and of the extrema. In table 7 the nodes and extrema are given for the exact wave functions and the wave functions calculated by directly solving the differential equation. Looking at table 7 we see that the nodes and the maxima coincide. 
The Yukawa potential
In the case of the Yukawa potential (with µ Y = 0 in Eq. (3)) there are no exact solutions known. We do know, however, that the eigenvalues in this case are greater than the corresponding eigenvalues in the Coulomb case. We also know that the eigenvalues should vary smoothy when µ Y is varied.
To find the stable domain in which we want to calculate the eigenstates, we have varied µ for different values of µ Y . In all calculations we have used a value of µ = 0.35, which is in the stable domain for all values of µ Y . Now that we know where the stable domain lies, we have calculated the eigenstates for the Yukawa potential for several values of µ Y . In every case we have used 20 basis states in the expansion and expect the first five states to be accurate. All the eigenvalues are calculated for a mass m = 1.0 and a strength of the potential ρ = −2.0. The results are given in table 8.
We see that for small µ Y there are several bound states. As µ Y increases, the number of bound states decreases. For ρ = −2.0 and µ Y > 1.8 there are no bound states found at all. The calculated spectra are also plotted in Fig. 8 . In these plots we see very clearly that all energies shift upwards, when µ Y increases.
We have not only looked at the eigenvalues, but also at the wave functions. For one case we give here the eigenvalues and wave functions as we have calculated them with the different methods we have used the bound state energies calculated with our third method as an input to calculate the wave functions. Using all three methods, we have calculated the wave functions. In Fig. 9 the wave functions in both configuration space and momentum space are given as they are calculated by expanding the eigenfunctions in terms of the basis functions.
We have also calculated the wave function in momentum space by the method of discretizing the integral equation (Fig. 10) .
Finally we have calculated the wave functions in coordinate space by directly solving the differential equation. We have taken the eigenvalues calculated with our third method as input. The wave functions calculated by this method are plotted in Fig. 11 .
Looking at this figure, we see that the wave functions at the end show some strange behaviour, that is they do not converge. The reason that these wave functions do not converge is due to the accumulation of errors Note that the wave functions shown in Fig. 11 are not normalized. When the wave functions calculated with both methods are the same their nodes and extrema must coincide. In table 10 estimates for hte nodes and extrema are given.
We see that the zero points of the wave functions lie in the same place, which means that we are dealing with the same wave functions. 
Physical interesting cases
The physically more interesting situation is the relativistic situation. For the Yukawa potential we have calculated the bound state energies and wave functions in the relativistic situation. In this case we see that the wave functions collapse above a certain strength of the potential. This collapse occurs only for certain types of potentials.
The relativistic case
We have done some calculations in the relativistic case for the Yukawa potential. In this situation the bound states are calculated with the method of expanding the eigenfunctions in terms of basis functions only. We have looked at the same case as in the nonrelativistic situation: m = 
The collapse of wave functions
It is interesting to look at what happens in the relativistic situation to the bound states and the wave functions when the strength (ρ) of the potential increases. We know that for the Coulomb potential there exists a critical value of the strength above which the wave functions collapse [5, 6] . We expect to find this collapse for the Yukawa potential as well, since this potential is also not bounded from below.
With a variational calculation we are able to estimate this critical value for the Yukawa potential. As the variational wave function we have taken the lowest Olsson wave function (which is the same as the lowest Coulomb wave funtion). These are given in coordinate space by ψ(r) = 4µ 3 e −µr (31) and in momentum space byψ
Using these trial functions we can calculate the potential energy exactly:
The kinetic energy is given by the integral
In the limit µ → ∞ we can estimate the kinetic energy. Defining β = m/µ and p = µx and substituting this in Eq. (34), we get
In the second step we have taken the limit µ → ∞, or β → 0. In this limit, the potential energy becomes:
For the total Hamiltonian in this limit we find
From this Hamiltonian we can determine the critical value, for which the potential is not bounded from below any more.
A more accurate estimation is given by [5] : ρ crit = −4/π = −1.2732395. To see whether this collapse really occurs, we have looked at what happens when we increase the strength ρ and keep all other parameters the same. In Fig. 13 we have plotted the wave functions of the ground state in configuration space for m = 1.0, µ Y = 0.02 and several values of ρ. In Fig. 14 the same is done for the wave functions in the momentum space representation. In both figures we see that the wave functions show some irregularities at larger ρ. For ρ ρ crit the wave function is not a smooth function anymore and ceases to be approximated well by our basis. So we get some irregularities due to numerical errors.
To illustrate that the ground state energy drops very fast, we have plotted it in Fig. 15 for different values of ρ and several values of µ Y . We see that the curves for different µ Y do not coincide, but relative differences are getting smaller for larger ρ.
This collapse is typical for potentials that are not bounded from below, like the Coulomb and Yukawa potential. To show the difference, we have done the same calculations for the Saxon-Woods potential
This potential is bounded from below, which means that the bound state energies cannot drop to infinity. We have calculated the bound state energies and wave functions in both configuration and momentum space for the case Finally we have plotted the ground state energy versus the strength ρ for the Saxon Woods potential in the same figure with the Yukawa potential (Fig. 15 ). Comparing these two potentials, we notice that the curve of the Saxon Woods potential goes down smoothly instead of dropping down, as for the Yukawa potential. The reason for this behaviour is that the Saxon Woods potential is bounded from below and does not have a collapse.
Conclusion
The easiest way to obtain the bound states is to directly solve the differential equation. This method is very easy to implement and calculations do not take up much time. Unfortunately it is only usefull in the nonrelativistic situation. Beside, it is not very accurate.
In the relativistic situation we use two other methods; discretizing the integral equation and making an expansion in terms of basis functions. For both methods the implementation is more complicated than in the case of directly solving the differential equation, but it is not extremely difficult. Calculations do take up some more time, but this is negligible. And both methods are more accurate than the method of directly solving the differential equation.
A difference between the methods is that the calculations with the method of discretizing the integral equation are done in momentum space only. When making an expansion in terms of basis functions the kinetic and potential energies are seperately calculated in either momentum or configuration space. A consequence of this difference is that the method of discretizing the integral equation is not very wellsuited to all potentials, since we may have to deal with singularities in the potential matrix elements.
After checking our codes with the exact solutions of several potentials, we have calculated the bound state energies and wave functions for the Yukawa potential in the relativistic case. We found a more deeply bound state in the relativistic situation compared to the nonrelativistic one. We have also looked at what happens to the wave functions when the strength of the potential increases. It turned out that there exists a critical value for the strength above which the wave functions collapse. This collapse only occurs for potentials that are not bounded from below; e.g. the Coulomb or Yukawa potential. Potentials that are bounded from below do not show this collapse, since their ground state energies do not drop down to minus infinity. As an example of this kind of potential we have looked at the Saxon Woods potential. 
