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a b s t r a c t
The earliest events leading to atherosclerosis involve the transport of lpw density
lipooprotein (LDL) cholesterol from the blood across endothelial cells that line the artery
wall. Laplace’s equation describes the steady state diffusion profile of a tracer through
the vessel wall. This gives rise to a boundary value problem with mixed Dirichlet and
Robin conditions. We construct a linear system of integral equations that approximate the
coefficients of the series expansion of the solution.Weprove the existence of the solution to
this problem analytically by using Gershgorin’s theorem on the location of the eigenvalues
of the corresponding matrix. We give a uniqueness proof using Miranda’s theorem [C.
Miranda, P.D.E. of Elliptic Type, Springer-Verlag, Berlin, 1970]. The analytical construction
method forms the basis for a numerical calculation algorithm. We apply our results to
the transport problem above, and use them to interpret experimental observations of the
growth of localized tracer leakage spots with tracer circulation time.
Published by Elsevier Ltd
1. Introduction
Mixed boundary problems with a Dirichlet condition on one region S, such as a simply connected region of a plane, and
a Neumann condition on the complement of S, have been well studied in the context of potential theory. In other mixed
boundary value problems, the potential function is given over S, and a Robin condition is given on the complement of S. In
the past, series solutions were obtained by using an appropriate choice of axes, or a co-ordinate transformation to suitable
axes where the boundaries are parallel to the abscissa, and the boundary conditions are separated into pure Dirichlet or
Neumann form. More general problems of a Dirichlet condition on part of the boundary and a Neumann condition along
the remaining section, where the mixed boundary conditions cannot be so resolved by a co-ordinate transformation, are
analyzed in [1].
Some of the solution techniques are given in an integral representation by assuming a ‘‘charge density’’ on S and then
setting up an integral equation to determine it. Such amethod gives rise to a complete set of eigenfunctions, and the problem
reduces to the calculation of the eigenvalues and eigenfunctions of a symmetric kernel [2,3]. These methods have been
extended to potential problems for spherical caps. The use of integral representations of harmonic functions can be used to
reduce the solution of some mixed boundary value problems to that of a pair of dual integral equations. Similarly, the use
of a series solution of Laplace’s equation can be used to reduce the solution of the mixed boundary value problem to a pair
of dual relations involving the series. These methods find applications to problems in electrostatics. Some classic problems
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in this field are determining the electrostatic potential due to an electrified disk and two parallel coaxial equal disks [2].
Mixed boundary value problems also arise in the theory of diffusion, such as in the conduction of heat and the diffusion
of thermal neutrons, and in the statistical theory of elasticity. One important class of problems in the diffusion of heat is
where one substance changes into another with emission or absorption of heat. Such cases arise in melting, freezing, or in
the propagation of a chemical reaction through a mass of material [4].
This article deals with the problem of the existence and uniqueness of the solution u(r, z) of Laplace’s equation with
Dirichlet and Robinmixed boundary conditions. This mathematical problem is given as a model of the steady state diffusion
of a large tracer molecule or molecular aggregate from the blood, across the vessel lining, comprised of a monolayer of
endothelial cells that are tightly bound to one another, and into the vessel wall. Largemolecules rarely cross this endothelial
lining under normal conditions, but the endothelium has rare (≈1 in 2000–6000) cells in its most lesion-prone regions [5],
cells whose intercellular junctions are widened and therefore unusually leaky (see Fig. 1). Since the thickness of the vessel
wall is far smaller than the vessel radius,we ignore thewall’s curvature and consider thewall to be flat.Weplace a cylindrical
coordinate system at the center of the assumed circular cell whose junctions are leaky. The z coordinate extends from z = 1
at the endothelium into the tissue to the far end at z = 0 and the r coordinate extends to a distance ξ , equal to the square
root of 1/pi times the surface area of the vessel divided by the number of local leaks it contains, which roughly equals
half the mean distance between leaks (see Fig. 2). The solution to the equation on this domain represents the steady state
concentration, normalized by the blood’s concentration, of tracer throughout the vessel wall. Let ΓR (defined below) be the
portion of the endothelial boundary corresponding to the leak [6]. We shall use Sturm–Liouville theory to construct the
solution analytically and then compute the solution numerically. Let the axisymmetric tracer concentration, as a function
of position in cylindrical coordinates, be u(r, z). Since the leaks tend to be far (≈800 cell radii) apart, we presume that the
details of the system geometry far from the leak have almost no effect on the tracer diffusion through and near the leak.
Thus we have assumed that u(r, z) is axisymmetric, i.e., independent of the azimuthal coordinate ϕ. The geometry of the
problem is a rectangle in the Euclidean planeΩ = (0, ξ)× (0, 1). LetΩ0 = {0} × [0, 1].u ∈ C2(Ω) and u ∈ C1(Ω −Ω0).
We cut out the setΩ0 because of the well-known singularity of cylindrical coordinates at r = 0. What makes this problem
difficult is that it contains a combination of Dirichlet and Robin conditions on one of the boundary sides ofΩ (z = 1) which
is divided into two regions ΓR = [R1, R2] and Γ = (0, R1) ∪ (R2, ξ ], where 0 < R1 < R2 < ξ are constants. Typically for
this application, R2 − R1  R1, with R2 − R1 ≈ 20–100 nm and R1 ≈ 15 µ.
At steady state, i.e., no time dependence, u(r, z) satisfies
1u = 0
(
1u = 1
r
∂
∂r
(r
∂u
∂r
)+ ∂
2u
∂z2
)
(1)
with the following boundary conditions:
lim
δ→0
∂u
∂r
(δ, z) = ∂u
∂r
(ξ , z) = 0, z ∈ [0, 1]; (2)
u(r, 0) = 0, r ∈ [0, ξ ]; (3)
∂u
∂z
(r, 1)+ σu(r, 1) = σ , r ∈ Γ , (4)
u(r, z) = 1, r ∈ ΓR, (5)
where σ > −1 is a constant. Conditions (2)–(5) state:
(2): The problem is axisymmetric and (by abuse of geometry, since circles do not tile the plane) the system is periodic (with
period ξ ).
(3): The adventitial surface is exposed to the lymph system which continuously dilutes the concentration at z = 0 to zero.
(4): The undamaged endothelium acts as a barrier to tracer transport so that the diffusive flux from the endothelium into
the tissue equals an endothelial mass transfer coefficient times the concentration difference across the endothelium.
(5): The blood’s normalized tracer concentration (outside of the vessel wall) is one and the leaky junction ΓR is simply a hole
in the shape of a thin ring. Note that σ is the Biot number, the ratio of the resistances to macromolecular transport of the
artery’s media to the undamaged (i.e., (4)) endothelium, which is necessarily non-negative.
To solve the above problem, we first represent the solution as the sum of two solutions, u(r, z) = u1(r, z) + u2(r, z).
u1(r, z) corresponds to the case where the endothelium is completely intact; i.e. it satisfies the above boundary conditions
(2) and (3) with (4) and (5) replaced by a pure Robin boundary condition
∂u1
∂z
(r, 1)+ σu1(r, 1) = σ , r ∈ Γ ∪ ΓR. (6)
u2(r, z) corresponds to the presence of the leaky junction that satisfies the above boundary conditions (2) and (3), with (4)
and (5) replaced with the modified mixed boundary conditions
∂u2
∂z
(r, 1)+ σu2(r, 1) = 0, r ∈ Γ , (7)
u2(r, z) = 11+ σ , r ∈ ΓR. (8)
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Fig. 1. Obstruction of an artery due to atherosclerotic plaque formation.
u
Fig. 2. Geometric sketch of artery wall with boundary conditions.
Since u1(r, z) can be readily solved as
u1(r, z) = σ z1+ σ , (9)
we will focus the rest of this paper on obtaining the solution of u2(r, z).
2. Formal solution
In this section, we give the formal outline of finding a solution of the given problem for σ > 0. The analysis in the next
section will serve to justify each of these steps. For σ > 0, let σ = σ . We will then show that, using a different σ , similar
methods allow the solution of the less physical case where−1 < σ ≤ 0.
Based on the standard theory of separation of variables, we can expand u2(r, z) as a sum of a product of Bessel and
hyperbolic sine functions.
u2(r, z) = a0z +
∞∑
j=1
aj sinh(λjz)J0(λjr) (10)
where λjξ is the jth root of the derivative of the Bessel function (J ′0(λjξ) = 0) and λ0 = 0. Define the functions f (r), g(r) as
follows:
f (r) = u2(r, 1) =
{ 1
1+ σ r ∈ ΓR∗ r ∈ Γ
(11)
g(r) = ∂u2
∂z
(r, 1)+ σu2(r, 1) =
{∗ r ∈ ΓR
0 r ∈ Γ , (12)
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where ∗ indicates that these valueswill be determined [7]. Because the functions f (r), g(r) satisfy Sturm–Liouville boundary
conditions, we can expand them in terms of Bessel functions. Note that even though this problem has a singularity at r = 0,
a full expansion in terms of the orthogonal Bessel functions is still possible for this problem because the singularity is
removable [8]:
f (r) =
∞∑
k=0
FkJ0(λkr); (13)
g(r) =
∞∑
k=0
GkJ0(λkr). (14)
Fk = αk
∫ ξ
0
f (x)J0(λkx)xdx; (15)
Gk = αk
∫ ξ
0
g(x)J0(λkx)xdx, (16)
where αk is the inverse of the square of the norm of J0.
αk = 2
(ξ J0(λkξ))2
. (17)
We would like to obtain a relation between Fk and Gk using expansion (10). Use (14), (12) and (10) to get
ak =
{
G0/(σ + 1) for k = 0
Gk/(λk cosh(λk)+ σ sinh(λk)) for k > 0. (18)
Similarly, by using (13), (11) and (10) we obtain
ak =
{
F0 for k = 0
Fk/(sinh(λk)) for k > 0.
(19)
Hence, we get the relation
Gk = βkFk + σFk (20)
where
βk =
{
1 for k = 0
λk coth(λk) for k > 0.
(21)
Multiply (20) by J0(λkr) and sum over k to get
g(r) = fβ(r)+ σ f (r), (22)
where
fβ(r) =
∞∑
k=0
βkFkJ0(λkr). (23)
Since g(r) = 0 for r ∈ Γ we have
f (r) =

−fβ(r)
σ
for r ∈ Γ
1
1+ σ for r ∈ ΓR.
(24)
This relation will help us obtain a relation for the coefficients Fk by substituting (24) in (15):
Fk = −
∞∑
j=0
dk,jFj + Bk, (25)
where
dk,j = αkck,jβj; (26)
ck,j = 1
σ
∫
Γ
J0(λkx)J0(λjx)xdx; (27)
Bk = αk1+ σ
∫
ΓR
J0(λkx)xdx =
{
((R22 − R21))/((1+ σ)ξ 2) for k = 0
(αk(R2J1(R2λk)− R1J1(R1λk)))/((1+ σ)λk) for k > 0. (28)
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The above calculations motivates a construction method for the Fk. Let EB(n), and EF(n) be vectors whose kth component is
given by Bk and Fk respectively, for k = 0, . . . , n. LetD(n) be thematrixwhose components are given by dk,j for k = 0, . . . , n.
Define EF(n) by the relation
EF(n) = (I + D(n))−1EB(n), (29)
assuming that the inverse exists.
3. Analysis of the existence of solution for R sufficiently small
Let
R =
√
R22 − R21. (30)
Let Sk be the sum of the terms of row k except for the diagonal term. Let C(n) denote the matrix with elements ckj for
k, j = 0, . . . , n; see (31). By using Lipschitz continuity of the Bessel functions, we will obtain upper bound estimates for Sk
in terms of R and show that the diagonal terms of C(n) dominate Sk, for R sufficiently small relative to ξ . Note that we do
not use the more obvious definition of 1R = R2 − R1 because some of our lower bound estimates (for R0) will be given in
terms of (30) and1R ≤ R; see (44).
Wewill invoke Gershgorin’s theorem to obtain estimates on the eigenvalues of C(n) to show that the inverse of (I+D(n))
exists. These estimates will also give us the asymptotic growth rate of the eigenvalues of the inverse of (I + D(n)), which
can be used to show that EF(n) converges as n→∞ in the l2 Hilbert Space. Hence, by embedding EF(n) in l2 in a natural way,
taking the limn→∞ EF(n) = EF , and reversing the steps from Section 2, one can use (29) to obtain a solution to our problem for
R sufficiently small relative to ξ . The restriction on R is realistic, since in the study of the physical problem, for which this
is a mathematical model, R is smaller than ξ by several orders of magnitude. The integrals for ckj can be evaluated using
Lommel’s formula and the orthogonality of the Bessel functions [9].
If k 6= j,
ckj = −x
σ(λ
2
k − λ2j )
(λjJ0(λkx)J ′0(λjx)− λkJ ′0(λkx)J0(λjx)) |R2R1 (31)
ckk = 1
σ
(
α−1k −
x2
2
(J20 (λkx)+ J21 (λkx)) |R2R1
)
. (32)
We have the following asymptotic estimates [10,11], where≈ is taken to mean that the ratio goes to one as k→∞.
λk ≈ (k− 0.75)pi
ξ
(33)
Jα(x) = cos
(
x− αpi
2
− pi
4
)√ 2
pix
+ O(x−3/2) for |x| ≥ 1 (34)
J20 (λkξ) ≈
2 cos2(λkξ)
piλkξ
≈ 2
piλkξ
(35)
αk = 2
ξ 2J20 (λkξ)
≈ piλk
ξ
(36)
Rk = ckk = 12piλk (ξ − 2(R2 − R1))+ O(λ
−5/2
k ). (37)
We will need the following estimates of Sk for our next theorem.
Lemma 1.
Sk ≤
{
M0R for k = 0
M1Rλ−1k (1+ O(λ−3/2k )) for k > 0 (38)
M0 and M1 are constants.
Proof. We give the proof for k > 0; the proof for k = 0 is similar. We write for k 6= j, |ckj| ≤ Lk,j + Pk,j, where
Lk,j = λj|R2J0(λkR2)J
′
0(λjR2)− R1J0(λkR1)J ′0(λjR1)|
|λ2k − λ2j |
,
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and
Pk,j = λk|R2J0(λjR2)J
′
0(λkR2)− R1J0(λjR1)J ′0(λkR1)|
|λ2k − λ2j |
.
We give a detailed analysis for Lk,j; a similar analysis applies for Pk,j. We estimate Lk,j by a sum of three terms
Lk,j ≤ L1 + L2 + L3
where,
L1 = λj|R2J0(λkR2)J
′
0(λjR2)− R2J0(λkR2)J ′0(λjR1)|
|λ2k − λ2j |
,
L2 = λj|R2J0(λkR2)J
′
0(λjR1)− R1J0(λkR2)J ′0(λjR1)|
|λ2k − λ2j |
,
L3 = λj|R1J0(λkR2)J
′
0(λjR1)− R1J0(λkR1)J ′0(λjR1)|
|λ2k − λ2j |
.
Since |J0(x)| ≤ 1 and |Jn(x)| ≤ 1√2 for n = 1, 2, 3 . . . [12], the Bessel functions J0(x) and J ′0(x) have bounded derivatives
and, hence, are Lipschitz continuous. Because the functions sin(x) and cos(x) have bounded derivatives, they are Lipschitz
continuous as well. Let j0 and k0 be constants that will be determined at the conclusion of the proof of this lemma (see the
explanation that follows Eq. (45)). For j ≤ j0 and/or k ≤ k0 we use the Lipschitz continuity for the Bessel functions. Thus, for
j ≤ j0,
|Lk,j| ≤ M2R.
For j > j0, we use estimate (34) for the Bessel functions. The formula for the difference of the sin(x) of two angles yields the
following estimate.∣∣∣∣sin(pi(j− 0.75)R2ξ
)
− sin
(
pi(j− 0.75)R1
ξ
)∣∣∣∣ ≤ 2 ∣∣∣∣sin(pi(j− 0.75)1R2ξ
)∣∣∣∣ ,
where1R = R2 − R1. Let
A = (j− 0.75)1R
2ξ
B = (j− 1.75)1R
2ξ
C = 1R
2ξ
n = [B]
φ = B− n.
Use the periodicity of the function sin(x) to write
| sin(piA)| = | sin(piA− npi)| = | sin(pi(C + φ))|.
We claim that φ = 1R2ξ ψ, where |ψ | ≤ M3, which is a constant that is independent of j. If 1R2ξ is a rational number, we can
express it as 1R2ξ = pq where p and q are integers. Since j is an integer, we can write j = mq + r where m, q, r are integers
and r < q and the claim is proven in this case. If 1R2ξ is an irrational number, we can approximate it by a sequence of rational
numbers and therefore, the claim is true for all real numbers φ. Thus, we can use the Lipschitz continuity for the sin(x)
function to show that
| sin(λj1R)| ≤ | sin(M41R)| ≤ M4R.
Similar arguments can be used for the other terms as well. Thus,
|Lk,j| ≤
M5λ
1/2
j R
λ
1/2
k |λ2k − λ2j |
(1+ O(λ−3/2k )+ O(λ−3/2j )). (39)
We can estimate the sum of Lk,j and Pk,j with respect to j by using an integral [13] to conclude that Sk ≤ M1Rλ−1k (1 +
O(λ−3/2k )). Note thatMi for i = 1, . . . , 5 are constants that depend on j0, and k0 but not on j, or k. 
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Let µk(A) denote the magnitude of the kth eigenvalue of the matrix A, arranged in a decreasing order for k = 0, . . . , n. Let
α(n), β(n) denote the diagonal matrices whose diagonal elements are given by αk, βk respectively, for k = 0, . . . , n (see
(17) and (21)). Recall that C(n) denotes thematrix with elements ckj for k, j = 0, . . . , n. α(n) and β(n) are diagonal matrices
with positive diagonal terms αk, βk respectively. α(n)−1, β(n)−1 exist because all the diagonal elements are positive. Let
E(n) = (α(n)−1β(n)−1 + C(n)). (40)
Theorem 1. There exists a constant M such that, if R ≤ M then
(1) µk(C(n)) ≥ 0; (41)
(2) µk(C(n)) = O(λ−1k ) for k = 0, . . . , n; (42)
(3) µk(E(n)) = O(λ−1k ) for k = 0, . . . , n. (43)
Proof. We divide our proof into three cases, I, II, and III, corresponding to different values of k.We will obtain estimates in
terms of R. By restricting R ≤ M , we will be able to show that the diagonal terms dominate Sk.
Case I, k = 0.
Direct calculations of (32) give us,
R0 = ξ
2 − 2R
2
. (44)
From Lemma 1 we have that S0 ≤ M0R. Thus, if
R ≤ ρA,
where
ρA =
√
M20 + ξ 2 −M0,
we can infer that S0 ≤ R0.
Case II, 1 ≤ k ≤ k0.
In this case, it suffices to use m = min ckk, for k = 1, 2, 3, . . . , k0. Since ckk is the norm of J0,m > 0. Because of Lemma 1
and the fact that λk increase with k, it suffices to require
R ≤ ρB,
where
ρB = mλ1M1 ,
to guarantee that Sk ≤ Rk.
Case III, k0 < k.
In this case we can use estimate (37) and Lemma 1 to infer that if
R ≤ ρC ,
where
ρC = ξ2(piM1 + 1) ,
then Sk ≤ Rk.
Thus, we conclude that if
R ≤ M = min(ρA, ρB, ρC ),
Rk ≥ Sk for all k, (45)
Rk = O(λ−1k ), and Sk = O(λ−1k ).
We choose k0 and j0 such that, for all j > j0 and k > k0, the error terms from the asymptotic estimates will not affect the
inequalities (38) and (45). Because of inequalities (37) and (38), k0 is a constant that is independent of k.
C(n) is a symmetric real matrix; therefore it has a full spectrum with µk(C(n)) real. For each kth row, the k th diagonal
element of the matrix C(n) dominates Sk, based on the estimates of (45). By Gershgorin’s theorem, the eigenvalues will be
contained in the union of all the discs centered at Rk (37) with radius Sk [14]. Thus, we conclude that µk(C(n)) = O(λ−1k ).
Similarly, the diagonal terms of E(n) = O(λ−1k ), because of the estimates of Rk, Sk, and α(n)−1β(n)−1 = O(λ−2k ). Thus, by
Gershgorin’s theorem, we can also conclude that µk(E(n)) = O(λ−1k ). 
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Lemma 2. For each n,
(1) The matrix operator E(n) has an inverse;
(2) the matrix operator (I + D(n)) has an inverse;
(3) µk(β(n)−1E(n)−1) = O(1).
Proof. C(n) is a symmetric matrix. Hence, E(n) is a real symmetric matrix and β(n) is a positive definite matrix. Therefore,
their product has a full set of real eigenvalues [14].
We have shown that the eigenvalue µk(C(n)) ≥ 0 and µk(β(n)−1) > 0. Hence,
µk(E(n)) = µk(α(n)−1β(n)−1 + C(n)) ≥ µk(α(n)−1β(n)−1) > 0. (46)
Since, β(n)−1, E(n)−1, and α(n)−1 exist, (I + D(n))−1 exists. Because the eigenvalue µk(β−1) = O(λ−1k ) and estimate (43),
we conclude that µk(β(n)−1E(n)−1) = O(1). 
Recall definition (29). Let Fk be the kth element of the vector EF .
Theorem 2. (1) The sequence EF(n) ∈ l2 Hilbert Space;
(2) The sequence EF(n)→ EF in l2;
(3) Fk = O(λ−3/2k ).
Proof. Let Bk be the kth element of the vector EB(n). Using (28) and (34), Bk = O(λ−1/2k ). Use Eq. (40) to write
(I + D(n))−1EB(n)
as the product of the operator β(n)−1E(n)−1 and the vector EA(n) = α(n)−1EB(n). If we let αk denote the kth diagonal element
of α(n), then the kth element of EA(n) can bewritten as Ak = α−1k ∗Bk with |Ak| = O(λ−3/2k ).Using Lemma 2, we can conclude
that kth element of the vector ((I + D(n))−1EB(n)) = O(λ−3/2k ). By the spectral theorem, the kth element of the vectorEF(n) = O(λ−3/2k ). Thus, EF(n) ∈ l2, and the sequence EF(n) is Cauchy. Because l2 is complete, EF(n) → EF and Fk = O(λ−3/2k ).
Based on the standard result on Fourier series and the above estimate βk = O(λk), the sequence given by (23) converges
uniformly on (0, ξ) [15,16]. 
For −1 < σ ≤ 0 we can solve the following variation of the given problem that will give us a solution to our original
problem. Since−1 < σ ≤ 0, we can a pick an  > 0 such that−1 < σ −  < 0.
Let σ =  and
βk =
{
1+ σ −  for k = 0
λk coth(λk)+ σ −  for k > 0. (47)
Since in this case we still have βk > 0, the previous analysis remains valid. Thus, we have shown how to construct a solution
of our mixed boundary problem for−1 < σ and R sufficiently small. We summarize our result in the form of an existence
theorem.
Theorem 3. For σ > −1 and R ≤ M a constant, we can construct a harmonic solution u ∈ C2(Ω) and u ∈ C1(Ω −Ω0),
u(r, z) = F0z + σ z1+ σ +
∞∑
k=1
Fk sinh(λkz)J0(λkr)
sinh(λk)
, (48)
that satisfies the boundary conditions given by (2)–(5). Fk is obtained by solving Eq. (29).
4. Uniqueness for σ ≥ 0
Theorem 4. If σ ≥ 0, the solution to the mixed boundary problem given in Section 1 is unique.
Proof. If there are two different solutions u1(r, z) and u2(r, z), letw(r, z) = u1(r, z)− u2(r, z). w(r, z) satisfies
1w = 0 (49)
with the following boundary conditions:
lim
δ→0
∂w
∂r
(δ, z) = ∂w
∂r
(ξ , z) = 0, z ∈ [0, 1]; (50)
w(r, 0) = 0, r ∈ [0, ξ ]; (51)
∂w
∂z
(r, 1)+ σw(r, 1) = 0, r ∈ Γ , (52)
w(r, z) = 0 r ∈ ΓR. (53)
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Fig. 3. Graph of Fk as a function of k for σ = 0.02, 0.2, 0.5, 1. ξ = 670 µ, R1 = 15 µ, R2 = 15 µ+ 20 nm, R = 0.003.
Since w(r, z) is a harmonic function on Ω , it achieves a maximum on the boundary of Ω . We invoke a theorem by
Miranda [17], that states that, at a maximum point on the boundary of a harmonic functionw(r, z), which is not a constant
on Ω , we have ∂w
∂n > 0 where n is the normal to the boundary [17, p. 11]. For r = 0 or ξ, ∂w∂n = ∂w∂r > 0. This contradicts
condition (50). The maximum has to be≥0, because of condition (51). On the curve Γ , ∂w
∂n = ∂w∂z > 0. Since σw(r, z) ≥ 0,
conditions (52) and (53) imply that the maximum is 0. We can apply a similar argument for the function−w(r, z) to infer
that the minimum ofw(r, z)must be 0. Thus, we conclude thatw(r, z) ≡ 0. 
5. Summary and application
In this article, we have solved the problem of the existence and uniqueness of the solution u(r, z) of Laplace’s equation
with theDirichlet and Robinmixed boundary conditions involving functions f (r) and g(r) in Eqs. (11) and (12). By expanding
f (r) and g(r) in terms of the eigenfunctions used to represent the solution u2(r, z), and applying the given boundary
conditions, we found a relationship between the coefficients of the expansions of f (r) and g(r). By using Gershgorin’s
theorem on the location of the eigenvalues of (I(n) + D(n)), we showed that, for R/ξ sufficiently small, this matrix is
invertible.We then showed that EF(n) converges in the l2 Hilbert spacewhich proved the existence of the EF and the complete
solution u(r, z).
Since the existence proof proceeds via an analytical approximation construction, we have an algorithm that we
implemented to compute, numerically, an approximate solution to the diffusionproblemusing Eq. (29). Ourmethod requires
only a modest number of terms of our series to obtain accurate results on much of the domain. We have computed numeric
solutions for σ = 0.02, 0.2, 0.5, 1 which we represent by graphs of EF (Fig. 3) and u(r, 1) (Fig. 4), for 0 ≤ r/ξ ≤ 1 and other
parameter values given in the captions. Fig. 3 shows oscillatory values of Fk whose peaks decay slowly with k and whose
magnitudes increasewith increasingσ . The graphs of u(r, 1) (Fig. 4) showapeak atΓR = [R1, R2]with R2−R1 ≈ 20–100 nm,
R1 ≈ 15 µ, and ξ ≈ 670 µ for various values of σ . We found that EF(n) and the series (48) start to converge on much of the
domain after computing n = 1000 terms. Fig. 5 shows that the graphs for σ = 0.2, for k = 1000 terms versus k = 2000
terms, are close together for most of the values of 0 ≤ r/ξ ≤ 1. Our computations show that for σ = 0.2 the L1 and the L2
norms of the |F − F(n)|, which are dominated by the region beyond ΓR, approach 0 (see Table 1). Fig. 6 gives level curves
of u(r, z) having full support. These curves, corresponding to low values of u, i.e., a region close to the adventitia and far
from the endothelial leak, are nearly vertical or independent of z. We have brought out their slight variation – to the limited
(only qualitative) small scale accuracy achieved by retaining only 1000 terms – by expanding the z axis by factors of 105 (a,
b), 106 (c) or 107 (d–f), which illustrates that the further from the endothelium, the less the leak is felt, i.e., the flatter the
isocline. The more interesting level sets, those closer to 1 (not shown because they need to include far more terms in order
to accurately resolve small scales) only have r-support in and near ΓR and are very close together; they illustrate the sharp
gradient in u(r, z) near the leaky junction, which indicates fast diffusion into the wall through the leak.
This mathematical problem is a model of the steady state diffusion of a large tracer molecule. This model is the simplest
representation of the wall, i.e., as a uniform medium, having an endothelial boundary that acts as a barrier and a far
(adventitial) boundary that is maintained at zero concentration by contact with the lymph system. We have considered
all transport as taking place by diffusion and have focused here on the steady state problem about one localized leak in an
axisymmetric domain. In a future paper, we shall consider a related problem of a steady state transmural pressure-driven
flow of the cell-free portion of the blood from the blood through the vessel wall which has the potential to advect the tracer
into the wall, in addition to allowing it to diffuse.
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Fig. 4. Graphs of the solution u(r, z) at z = 1, 0 ≤ r/ξ ≤ 1, for σ = 0.02, 0.2, 0.5, 1 with a peak near the critical region ΓR/ξ , ξ = 670 µ, R1 = 15 µ,
R2 = 15 µ+ 20 nm, R = 0.003.
u
0 0.1 0.2 0.3 0.4 0.5
r/ξ
0.6 0.7 0.8 0.9 1
σ=0.2, K=1000
σ=0.2, K=2000
0.1667
0.1667
0.1667
0.1667
0.1667
0.1667
0.1667
0.1667
Fig. 5. The full graphs of the solution u(r, z) at z = 1 for σ = 0.02, 0 ≤ r/ξ ≤ 1, ξ = 670 µ, and k = 1000 vs. k = 2000. Except for the region very close
to ΓR and the origin, the curves nearly overlap. Convergence over the entire domain requires far more terms to resolve the small scales that come into play
in the region surrounding ΓR , a region that also influences the value at r = 0 that is subject to a Neuman condition.
Table 1
The L1 and L2 norms of |F − F(n)| for k = 1000–2000 and k = 2000–3000. Small norm values indicate that, outside of the region near ΓR the only region
where small scale variation of the solution is expected and which is a very small portion of the domain and thus contributes very little to these norms, the
solution converges rapidly. In and near ΓR (and the origin), far more terms are required.
k 1000–2000 2000–3000
L1_norm 0.0098 0.0076
L2_norm 4.65× 10−4 3.68×10−4
Since the width |R2 − R1| of ΓR is much smaller than the width of the r domain (0, ξ), Reference [6] suggested that one
might need≈ ξ|R2−R1| terms using an orthogonal function expansion to resolve the details of the solution in and around ΓR.
Instead they posited a solution method that involved representing the z-derivative of the unknown solution to the problem
plus sigma times the solution in the region ΓR in terms of a purported basis for the set of twice differentiable functions
on ΓR satisfying Neumann conditions at its endpoints. Unfortunately, the physical problem statement does not require this
function of the unknown solution in this region to satisfy specific boundary conditions, much less these conditions. As such,
it is unlikely that this expansion can represent the unknown function. Since the solution in ΓR determines the overall rate
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Fig. 6. Level curves of the solution u(r, z) having full r-support for σ = 0.02, 0 ≤ r/ξ ≤ 1. These curves, corresponding to low values of u, i.e., a region
close to the adventitia and far from the endothelial leaks, are nearly vertical, or independent of z. We have brought out their slight variation – at least to
the limited small scale accuracy of only 1000 terms – by expanding the z axis by factors of 105 (a, b), 106 (c) or 107 (d–f), which illustrates that the further
from the endothelium, the less the leak is felt, i.e., the more vertical the isocline. The numbers on the abscissa are the values corresponding to the left and
right endpoints of each graph. ξ = 670 µ.
at which tracer enters the vessel wall, the main quantity of physical interest, accuracy in this region is critical. We have
presented an orthogonal function solution that appears to yield accurate solutions over much of the domain with a modest
number of terms, but indeed needs a higher number to resolve the physically interesting region about ΓR. This method will
also be useful for the solutions to a host of similar, more recent and more complex models for transport into the walls of
various vessels and into valve leaflets. All of these models involve a rare endothelial cell whose intercellular junctions allow
large molecules to leak through it, surrounded by a multitude of endothelial cells having tight junctions.
An important set of relevant experiments was carried out by [18] and later in our lab by [19]. A group of rats is injected
with horseradish peroxidase (HRP). One develops the HRP by adding substrate (the DAB reaction), whose reaction product
is brown. En face viewing of the rat vessel wall in an optical microscope with back lighting shows isolated brown spots of
the aortas, rather than a uniform staining, and one can measure the radius of these spots as a function of HRP circulation
time. Since one is viewing these spots by looking through the vessel wall, and since Beer–Lambert’s law is linear, the visible
brown absorbance is proportional to the local HRP concentration in the tissue integrated dz across the vessel wall. As has
been done previously [20,21], we presume that there is a threshold amount of HRP for brown visibility, which must be
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Table 2
The threshold intensity (corresponding to theHRP concentration) values for HRP detectability determined by comparing the integral dz across the thickness
of the tissue of the theoretical steady state HRP concentration u(r, z) and comparingwith the experimental radius of a long-HRP-circulation-time (∼4min)
HRP brown spot. The Biot number σ = 0.02, 0.2, 0.5, 1. Higher sigma corresponds to more macromolecular transport across the non-leaky part of the
endothelium (outside of ΓR) relative to its diffusive transport in the tissue. Thus the higher sigma, the higher the uniform entry of HRP into the vessel wall,
and thus the higher the threshold to distinguish spot from background.
σ 0.02 0.2 0.5 1
P2 0.0098 0.083 0.1667 0.25
accurately determined for a given set of experiments from matching theory to data. The present model is a steady state
diffusionmodel. There are indications that the 4min spot size is indeed a nearly steady value. As such, we take our calculated
tracer concentration u(r, z), integrate it at each r dz across the vessel wall and plot the result vs r . A horizontal line at the
ordinate value corresponding to the height of the curve at the experimentally determined HRP spot radius at 4 min HRP
circulation will give the corresponding HRP threshold for different sigma values. One would then solve the time-dependent
transport problem and use this threshold value to determine the radius of the brown spot as a function of the time of tracer
circulation. See Table 2 for the computed values of the HRP threshold radius of the brown spots.
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