Abstract: Sales of harvested wood is based on harvester head measurements. Therefore, an accurate length measurement is important when a log is being processed on a forest harvester. A stereo camera pair was mounted to the harvester head and the motions of the harvester head and the log were estimated using off-line machine vision algorihms. Preliminary tests with seven different logs had a maximum error of 12 mm where the mean absolute error between measured and estimated log lengths was 0.09%.
INTRODUCTION
In modern forestry, forest harvesters (see Fig. 1 ) are widely used. These versatile machines fell, delimb, and cut trees to logs. Logs that are sold to a sawmill need to be cut to the length as required by the sawmill. Therefore, an accurate measurement of the length of a log needs to be done as the log is being processed in the harvester head. In addition, invoicing is based on the length and diameter measurements done by the forest harvester. Modern harvester heads use a measurement wheel that is pressed against the trunk and follows the surface of a log. The rotation of the wheel is measured with an optical encoder. However, there are some problems with this current approach. Nieuwenhuis and Dooley (2006) found that calibration of the harvester head is very important and affects considerably the accuracy of length and volume measurement. They note that even after calibration there is a lot of variation in the accuracy of harvester head.
The accuracy of the measuring wheel depends on the qualities of the wood and the quality of calibration. The depth to which the roller's teeth penetrate depends on numerous factors, e.g. hardness of the bark and wood, species of the tree, and the time of the year. A length measurement that is more accurate than the current using measuring wheel would give considerable Financial benefits.
Measuring a log with machine vision is a challenging task. As the trunk is being processed, it can move as fast as 5 m/s. The harvester head itself can be a harsh environment, i.e. occasional extreme temperature and acceleration conditions. In addition, loose scrap of bark, wood, dirt or ice can fly into the camera's field of view.
The goal of the study was to track and measure the length of trunks using a stereo camera system. Quite a similar approach utilizing a stereo vision system is used in moving vehicles for visual odometry. For example Nister et al. (2004) have presented a system that uses a monocular and stereo cameras to estimate the motion of a small robot.
One challenge in measuring logs with stereo cameras is that the cameras can not be attached directly onto the harvester head. If cameras were fixed directly onto the harvester head so that the end of a log was within the cameras' field of view, the cameras would hit the ground when the tree was being felled. Due to the motion of the harvester head relative to the cameras, both the pose of the harvester head and the log have to be estimated.
At this stage, real time estimation is not the primary goal. The aim is to study whether it is possible to get an accurate measurement of log lengths with machine vision, and if so, which methods should be employed.
METHODS
The test setup uses two Foculus FO134SB black-and-white VGA-resolution machine vision cameras. During the test, the cameras took pictures 60 frames per second. This frame rate was adequate as the trunk was fed only at a speed of around 1 m/s. The image data was collected with a program running on a PC and the algorithms run in Matlab off-line. Both a continuous and a pulsed lighting system were implemented and tested. Three different pine trees were processed by the harvester with the stereo camera system connected. Of the processed trees, in total, seven logs had suffcient data that could be analyzed. All of the processed trunks' lengths were also tape measured. These measurements are later used as ground truth.
Both cameras' intrinsic and extrinsic parameters were calibrated beforehand. Intrinsic parameters are used to correct the errors caused by the lens distortions and extrinsic parameters describe the relative pose, i.e., the relative translation and angle between the two cameras.
The pose between two coordinate systems can be described using rotation and translation matrices. The rotation matrix R is a 3x3 matrix that describes how points or objects are rotated in 3D space. A common way to parametrize the rotation matrix are euler angles, which uses three angles to describe the rotation. The translation matrix T is a 3x1 matrix that describes the difference in x-, y-and z-coordinates of the origins of the two coordinate systems. A single point p 1 can be transformed from the original coordinate system to a point, p 2 , in the second coordinate system using:
The length of a log is defined as the distance between the middle points of the log ends. As the ends are usually quite parallel, the distance can be measured by hand from end to end on the surface of the trunk with adequate accuracy.
The swinging lower part of the harvester head, i.e. the grapple, is connected by single a axis into the shackle to which the cameras are fixed. Thus, it is possible to reduce the estimation of the harvester head's motion into a single parameter only. However, this single parameter estimation would require a-priori information of the position and the direction of the axis and would be sensitive to e.g. changes due to wear and tear, and thermal expansion. 
Harvester Head Motion Estimation
A chessboard pattern was fixed to the harvester head so that the pattern was, at least partially, visible to both cameras. The pattern was a 16 by 16 grid of black and white squares each exactly 8 x 8 mm in size. See Fig. 2 for the installation of the chess board pattern. This pattern makes it possible to track the absolute pose of the harvester head and thus compensate the effect of the harvester head's motion from the final length estimate. Knowing the absolute orientation and location of the harvester head makes it also easier to find the log's approximate location. This pattern could be used for the calibration of the cameras' extrinsic parameters.
Only the left camera tracked the chessboard. Clear chessboard edge features were extracted from the approximate region of the chessboard. The match between the corners and the model grid could be found iteratively. With the result from the previous frame as an initial guess, numerical optimization using the iterative least squares method converges quite fast. Optimization is done with six parameters, three for rotation and three for translation.
The final pose of the harvester head with respect to the original pose can be described with rotation and translation matrices R h and T h . In Fig. 4 , the tracked chessboard is marked.
Log Motion Estimation
To get an estimate for the log's pose difference between two consecutive frames, a number of features are selected from the left image. For every feature, the corresponding match is searched from the right image. After this, the optical flow to the next image is calculated for features in both the left and right images. Each feature has now a counterpart in all of the four images, i.e. two stereo image pairs. If a match for a feature can not be found in one of the images, it is rejected.
As each stereo matched feature is a 3D point, a 3D vector with a known starting and ending points can be calculated for the tracked features. Consequently, a 3D vector cloud pointing to the direction of the log's motion is known. Each of these vectors has corresponding feature in the original image. The 3D vectors are filtered and combined to create a six degree of freedom estimate for the motion of the log. This procedure is then repeated for each of the stereo image pair in the data set.
Before any features are extracted or matched, the effect of non-uniform illumination can be reduced. As the approximate position of the log can be estimated from the pose ofthe harvester head, the distance from the camera and the illumination to each point in the image can be calculated. A simple cylinder is used as the prototype of a trunk. The distance information can be used to equalize the illumination of the log. The equalization is based on the assumption that the illumination of a single point is inversely proportional to the square distance of the point from the camera. It was found that this illumination equalization is not needed, as the matching works well even without it.
The method used for feature selection is the Harris corners (Harris and Stephens (1988) ) that finds distinct corners and points from a given image. Harris corners are a relatively simple and robust way of finding features that are good for tracking. More advanced feature extraction methods are not necessary due to the small differences between consequent frames, i.e., motion is assumed continuous enough to minimize e.g. projection, occlusion, and illumination errors.
Block matching is used to calculate the sparse optical flow between two consecutive images. In block matching, a rectangular block is chosen from the original image and compared pixel by pixel to multiple blocks at the destination image. The block that has the maximum similarity to the original block is called a match. The optical flow estimate of the feature is then the relative position of the two blocks.
Utilizing image pyramid (Adelson et al. (1984) ), it is possible to optimize the computationally expensive matching. The image pyramid is a series of images where the size of thel image is halved at each level. In this study a three level image pyramid was used. After the final level, subpixel may matching be conducted for even more accurate result.
Block matching is also used for the stereo matching between left and right images. Using the cylinder estimate of the trunk, the search space for the stereo matching problem is notably reduced. As the approximate location of the trunk is known from the pose of the harvester head, this knowledge is used to restrict the search space for finding and stereo matching the features.
When the 3D-point pairs are known between two consecutive image pairs the difference in pose between the frames is calculated. Optimal rotation and translation between two coordinate systems can be solved using quaternions (Horn (1987) ).
Random Sample Consensus (RANSAC) proposed by Fischler and Bolles (1981) is utilized to iteratively remove most outliers ,i.e. probable false matches, and this way make the estimate of the log's motion more robust.
When difference in pose, R ∆t , T ∆t , between the two frames is known, the total pose of the trunk, R t , T t , is updated: 
Log Length Estimation
The log's end point position is calculated from the trunk's total motion estimate and the start point position is estimated using harvester head's motion:
The length of the log, l log can be calculated as the euclidean distance of the start and end points, p start and p end . The shortening, l cut = 10 mm, caused by the cut sawing has to be also taken account. 5 shows the estimated angle of the harvester head during the processing of a single log (the log E). This data set has the largest oscillation of the harvester head. The pose is estimated using the chess board pattern. The angle is defined to be the difference between the original position and current position. When the harvester starts to feed the trunk, it makes the largest swing, peaking at almost 14 degrees. After the first swing, the oscillation of the harvester head becomes smaller. Even though there is some noise in the estimate, it seems to give fairly accurate results. Fig. 6 shows how the start and end points of a trunk move. In the beginning, both the start and end points are at the same place in the figure's upper left corner. The points are overlapping because before processing the log has zero length, if the shortening caused by cutting is neglected. As the harvester starts to move the tree trunk, the end point starts to move towards the lower right corner. Swinging of the harvester head causes the small up and down motion of the start point in the upper left corner of Fig. 6 . Naturally, this motion is much more subtle than that of the end point. Seven trunks from three different trees were processed. After cutting to length, the logs were measured by hand. The hand measured results are used as the ground truth. The harvester head's measurement wheel results were also recorded. This measurement has an output resolution of only 10 mm. In most cases, the machine vision method has given a more accurate estimate of the length than the harvester head's own measurement. On the basis of these seven measured and processed logs, the estimated length appears to be very accurate. Log D has a significant estimate error of -12 mm, when compared to other estimate errors in rage of -1 to 5 mm. This greater error could result from the log not having been cut straight. The sawing not being perpendicular to the log may have affected the hand-made tape measurement.
1 Average of absolute values
DISCUSSION
These preliminary results show that with respect to accuracy, the approach presented using stereo cameras and machine vision might be applicable. All measured trees were pines that had no defects. To validate the approach, more trunks of different types of trees should be processed, and longer test runs should be conducted in the future.
The accuracy of stereo calibration was found to be critical, and some sort of automatic recurring calibration could be useful. Even small changes in the relative angle of the cameras can affect drastically the accuracy of the system.
The algorithms were running on a desktop PC in non-real time. In a commercial application the estimation of the log's length should be done in real-time as the cutting of a trunk depends on the measured length.
In this study, the cameras were attached outside the harvester head. The camera stand used was found impractical and prone to collisions with the trunk or other obstacles. Another option would be to mount the cameras inside the harvester head. The view of the trunk's end might allow measuring other parameters, e.g. the barkless diameter of the trunk, or to see whether the tree has any defects. Placement of the cameras inside the harvester head would probably make it impossible to see the end of the trunk and prevent these type of advanced measurements. Thus the preferred position of the cameras depends on what parameters needs to be estimated.
