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1. Introduction
This paper is devoted to the construction of new functions u : Rd → R well-suited for sampling on non-degenerate
lattices Γ related to Zd via an invertible linear transformation.
The construction starts from the definition of kernel B-splines given in [1]. From this definition, it is possible to construct
non-separable bases which have l2-stable translates onΓ andwith a prefixed number of vanishingmoments. The technique
here presented is computationally efficient since it is based on discrete convolutions.
In order to give concrete examples and, at the same time, to limit the length of the paper, we do not present here functions
coming from different radial basis, as, for instance the multiquadrics for which the construction given in Section 3 holds,
but we dwell on polyharmonic functions. In this case, we know that a stable polyharmonic basis generates a stationary
multiresolution analysis for which we provide optimal convergence rate.
In Section 5we consider the bidimensional case and in particular the hexagonal latticeswhich, in the context of sampling,
present several advantages [2,3]. For instance they are better suited for representing isotropically bandlimited signals and
to design more isotropic filters [4].
On the hexagonal lattice, we have constructed newkernel B-splineswhich exhibit a good radial symmetry and an optimal
decay at infinity.
For some of these functions, we give in Section 6 some prototype applications which show their usefulness for handling
hexagonally sampled data.
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2. The kernel B-splines
The kernel B-splines were introduced in [1] as a new tool for interpolating multivariate data. In fact, the reconstruction
of multivariate functions from discrete data by using the reproducing kernel of some semi–Hilbert space is an increasingly
popular technique. For computational efficiency, one looks for cheaply available kernels with good decay at infinity, and for
other practical reasons, certain unbounded kernels like the multiquadrics or the thin–plate splines are useful.
To overcome this apparent contradiction, the situation on the infinite grid (see [5] and its references) and certain
preconditioning techniques [6] suggest to take linear combinations of unbounded kernels in order to generate new kernels
with strong decay properties. In addition, we remember that in [7] the authors present a new quasi interpolant basis with
polynomial reproduction properties for quasi uniformly distributed centres in Rd.
In [1], the kernel B-splines are defined as follows: Let Φ : Rd → R be a translation–invariant kernel used on two
arguments x, y ∈ Rd asΦ(x−y), conditionally positive of order n onRd and let X, Y denote finite subsets of separated points
of Rd. The space of d–variate polynomials up to order at most kwill be denoted by Pk, its dimension is q(k) =
(
k+d−1
d
)
, and
a basis is denoted by p1, . . . , pq(k). If X is a point set in Rd consisting ofM := |X | elements, we define the |X | × q(k)matrix
PX,k :=
(
pj(xi)
)
xi∈X,1≤j≤q(k)
and the space
VX,k =
{
α ∈ R|X | : PTX,kα = 0
}
. (1)
We generally assume k ≥ n, |X | ≥ q(k) ≥ q(n), and
rank PX,k = q(k).
Note that for k = n this is the standard additional condition on the point locations, ensuring solvability of the interpolation
problem on X for a conditionally positive definite kernel of order n.
Definition 1. For each X ⊂ Rd, each kwith q(k) ≤ |X | and each α ∈ VX,k we call a function
uX,k,α(x) :=
∑
xj∈X
αjΦ(x− xj) (2)
a kernel B-spline based onΦ with knot set X and annihilation order k.
As remarked in [1], this definition generalizes the standard univariate B-spline definition, but it will in general not yield
a function with compact support. However, in many cases it will provide a function with strong decay towards infinity.
The decay of any kernel to infinity depends on the behavior of its Fourier transform at the origin. The Fourier transform
of (2) is
uˆX,k,α(ω) = Φˆ(ω)σX,k,α(ω)
σX,k,α(ω) =
∑
xj∈X
αje−i(ω,xj). (3)
The condition PTX,kα = 0 in (1) yields
σX,k,α(ω) = O(‖ω‖k2) near ω = 0,
following from Taylor expansion of the exponential around zero (see e.g. [8]). The second factor in the Fourier transform of
the kernel B-spline modifies the behavior at the origin and, when going over fromΦ to the kernel B-spline uX,k,α , the order
of the possible singularity of the Fourier transform reduces by at least k. Moreover it has been proved (see [1, Theorem 3.1])
that if k is the annihilation order of its coefficient vector, a kernel B-spline based on a classical multiquadric has decay order
1 − k at least at infinity, for k ≥ 2. Indeed, it is known that a kernel B-spline, based on a classical polyharmonic spline of
orderm, has decay order 2m− d− k at least, for k ≥ 2m− d+ 1.
3. Construction of kernel B-splines on a lattice Γ
Weconsider non-degenerate latticesΓ . Any non-degenerate lattice is related toZd via an invertible linear transformation
identified with the matrix R
Γ = RZd = {y ∈ Rd | y = Rj, j ∈ Zd}.
Then for any enough regular function f such that
F = {f (Rj), j ∈ Zd} ∈ l2(Zd),
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we have that, for any l ∈ Zd,
Fˆ (ω) =
∑
j∈Zd
f (Rj)e−i(Rj, ω) =
∑
j∈Zd
f (Rj)e−i(Rj, ω−2pi R̂l),
where R̂ = (R?)−1 and R? is the adjoint of R. The last identity implies that Fˆ (ω) is 2pi R̂ periodic.
The role played by the torus [−pi, pi]d in the classic integer lattice Zd is now played by the well-defined and unique tiling
cell: the Voronoi cell V̂ , that is the set of points of Rd closer to zero than to any other point of the lattice we are dealing with
V̂ = {ω ∈ Rd : ‖ω‖ ≤ ‖ω − 2pi R̂l‖ for all l ∈ Zd \ {0}}. (4)
The lattice Γ̂ = 2pi R̂Zd is called the lattice dual to Γ and V̂ is sometimes referred to as fundamental region of the lattice Γ̂ .
Now we give the construction of a kernel B-spline with knots X ⊂ Γ which is simple and effective.
To this aim, we consider a set Y ⊂ Γ of points pairwise symmetric around the origin and a nonzero vector θ ∈ R|Y | with
annihilation order µ ≥ 2 on Y , that means (see Section 2) that PTY ,µθ = 0, or equivalently
σY ,θ (ω) = O(‖ω‖µ) near ω = 0. (5)
To generate the set X , we consider s− 1 successive shifts on the points in Y .
Namely, we set Y1 = Y and we indicate
ScY1 = {y1i − yj, y1i ∈ Y1, yj ∈ Y } and Yi = ScYi−1.
We define
X := Ys = ScYs−1.
As a consequence, the coefficients α are obtained by successive convolutions of θ :
α = θ s, θ s = θ ∗ θ s−1
and the annihilation order of α on X is k = µs (at least):
σX,α(ω) = O(‖ω‖µs) near ω = 0. (6)
The resulting kernel B-spline is then defined as
uX,α(x) :=
∑
xj∈X
αjΦ(x− xj) =
∑
xj∈X
θ sj Φ(x− xj), (7)
where the kernel Φ is translation–invariant and conditionally positive definite of order n on Rd with nminimal and with a
generalized Fourier transform that is positive almost everywhere on Rd.
From the symmetry of the set Y , it follows thatσY ,θ (ω) is a trigonometric polynomial of even order. Ifwe choose sproperly
(µs ≥ n), this trigonometric polynomial resolves the singularity of uˆX,k,α(ω) at zero since n is the smallest nonnegative
integer such that Φˆ(ω)‖ω‖2n2 is integrable around the origin (see [8]).
The choice of the coefficient vector θ , together with Y and s, plays a fundamental role in some important properties of
the related kernel B-splines: good decay at infinity, Riesz stability and number of vanishing moments.
The goal is to select knot sets Y and coefficients θ ensuring a good decay and such that σY ,θ (ω) has periodic isolated zeros
outside V̂ and vanishes only at ω = 0 in V̂ ,which is important for proving the Riesz stability.
On the other hand, the choice of s gives a function with a prescribed number of vanishing moments.
Proposition 2. If the generalized Fourier transform Φˆ of the radial basisΦ is such that it is positive (negative) everywhere,
Φˆ(ω) = O(‖ω‖−d−),  > 0, ‖ω‖ 7→ +∞, (8)
Φˆ(ω) ∼ ‖ω‖−ν, ν ≥ 0, ‖ω‖ 7→ 0, (9)
and Φˆ ∈ CM(Rd), M > µs− ν , we have that uX,k,α has µs− ν − 1 vanishing moments:∫
Rd
xl11 . . . x
ld
d uX,k,α(x)dx = 0, (10)
for all l ∈ Nd such that |l| = l1 + · · · + ld ≤ µs− ν − 1.
Proof. By (9), we have that
uˆX,k,α(ω) = O(‖ω‖µ−ν), ‖ω‖ 7→ 0.
Then DluˆX,k,α(ω)|ω=0 = 0 for any l such that |l| ≤ µs − ν − 1. Being DluˆX,k,α(ω)|ω=0 = (−i)|l|
∫
Rd x
l1
1 . . . x
ld
d uX,k,α(x)dx, we
get the proof. 
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4. Polyharmonic kernel B-splines
We analyze the case whenΦ(x) is them-harmonic spline
vm(x) =
{
cm,d ‖x‖2m−d if 2m− d 6∈ 2N
cm,d ‖x‖2m−d ln(‖x‖2) if 2m− d ∈ 2N, (11)
wherem > d/2. The constant cd,m is such that the generalized Fourier transform v̂m of vm satisfies v̂m(ω) = ‖ω‖−2m.
As already said, we can obtain a stable basis and resolve the singularity of v̂m at zero by choosing s so that the annihilation
order k = µs ≥ 2m. Consequently, we have two cases: s such that µs = 2m or s such that µs > 2m (µ even).
4.1. µs = 2m
We start by considering the first one. If µs = 2m, we match exactly the singularity of the Fourier transform at the origin
and if the coefficients θ are such that σY ,θ (ω) vanishes only atω = 0 in V̂ , we can generalize the definition of elliptic splines
given in [9] for Zd to the general case of Γ .
The results given there can be readily reformulated and proved for a general non-degenerate lattice. In particular the
kernel B-spline obtained from (11), say um, is an elliptic spline with knots on Γ . As a consequence it is a valid scaling
function for generating a stationary multiresolution analysis (MRA) of L2(Rd) associated with Γ and with an acceptable
dilation matrix A.
As known, the choice A = 2I gives rise to 2d − 1 (pre) wavelets spanning the residual spaces. This is the case to which
most of the current literature is devoted and for this reason considered here.
We associate with um an infinite scale of closed subspaces {Vn}n∈Z of L2(Rd) defined by
Vn :=
∑
j∈Zd
λjum(2n · −Rj) : λ ∈ l2(Zd)
 .
They form a multiresolution analysis (MRA) of L2(Rd) associated with the general lattice Γ if we have
Vn ⊆ Vn+1, n ∈ Z, (∪n∈Z Vn) = L2(Rd), ∩n∈Z Vn = {0}.
LetWn be the orthogonal complement of Vn in Vn+1, that is Vn+1 = Vn ⊕Wn and E ′ a finite suitable index set.
It is known that there exist 2d − 1 wavelets ψ e′ , e′ ∈ E ′ that span Wn. The sequence {Wn}n∈Z provides an orthogonal
decomposition of L2(Rd)
L2(Rd) =
⊕
j∈Z
Wj.
It is worthwhile to remark that we have non-separable scaling functions and then we could use other dilation matrices.
4.2. µs > 2m
When k = µs > 2m, ûX,k,α has a zero of order l = µs − 2m > 0 at ω = 0. In this case our goal is to define a wavelet
generator. We set
Ψm(x) := uX,k,α(x) =
∑
xj∈X
αjvm(2x− xj) =
∑
xj∈X
θ sj vm(2x− xj), (12)
which has knots in Γ /2.
It is straightforward to see that
Ψm(·) = d ∗ um(2·) (13)
where, provided that 2m/µ ∈ N, d = θ s−2m/µ and um(·) = θ2m/µ ∗ vm(·) is the scaling kernel B-spline.
We need also thatΨm(x) has l2-stable translates on Γ . This happens under the assumptions of the following proposition.
Proposition 3. If θ is such that the trigonometric polynomial θˆ (ω) has 2pi R̂Zd periodic and isolated zeros and vanishes only at
ω = 0 in V̂ , then Ψm(x) has l2-stable translates on Γ , that is for some constants 0 < A ≤ B
A ≤
∑
j∈Zd
∣∣Ψ̂m(ω + 2pi R̂j)∣∣2 ≤ B, a.e. ω ∈ Rd. (14)
Proof. To prove (14), we need to show (see [9]) that there is no ω ∈ Rd such that Ψ̂m(ω + 2pi R̂β) = 0 for all β ∈ Zd. This
fact follows immediately from the assumption on θ and by our definition (12) of Ψm(x), since we have Ψ̂m(ω) = 0 if and
only if ω = 4pi R̂j. 
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Let E = {0 , 1}d, E ′ = E \ {0} and, for any e in E, let ψ em be defined by
ψ em(·) = Ψm(· − Re/2). (15)
Then, for any e ∈ E, ψ em is a m-harmonic spline with knots in Γ /2 which belong to V1. Following [9] and in view of
Proposition 3, the functions {ψ e′}, e′ ∈ E ′, have l2-stable translates.
The functions ψ e
′
m are orthogonal to V0 (for any e
′ in E ′). In fact, with some computation we can see that, being e′ 6= 0,∫
Rd
um(x− Rj)ψ e′(x)dx = 0 ∀j ∈ Zd.
Then ψ e
′
m , e
′ ∈ E ′, form a set of pre-wavelets.
4.3. Convergence rate
Following [10,11], we say that the MRA yields pointwise order of convergence r > 0 in Hm(Rd), withm− d/2 > 0, if for
any f ∈ Hm(Rd), the projection Pjf of f on Vj satisfies∥∥f − Pjf ∥∥∞ = O(2−jr), as j→∞. (16)
A MRA yieldsmaximal order of convergence (or approximation) r in Hm(Rd), if r is the largest positive number such that Pjf
satisfies (16) for all f ∈ Hm(Rd). If the supremum r of the positive numbers for which (16) holds is not attained, then we say
that the MRA yieldsmaximal order of convergence r− in Hm(Rd).
We notice that, thanks to their decay, Ψ em, with e ∈ E, are radially bounded (Ψ em ∈ RB) namely they are bounded by a
radial function belonging to L1.
To provide the convergence rate of the associated wavelet expansion, we can use the results of [10] that here we resume
as follows:
Proposition 4. Given aMRAwithwavelet generator ψ,ψ ∈ RB , then if r > d/2 theMRAyields pointwise order of convergence
r − d/2 in Hr(Rd) iff, for some δ > 0∫
‖ω‖<δ
∣∣∣ψˆ(ω)∣∣∣2 ‖ω‖−2r dω <∞.
Then, by straightforward computation we get that the polyharmonic pre-wavelets previously introduced, have maximal
order of convergence t − d/2 in H t(Rd)with t ≤ r , being d2 < r < µs− 2m/µ+ d+12 .
4.4. The fundamental function on Γ
We consider the existence and the construction of the fundamental function of interpolation Lm(x) (also referred as
Lagrangian function), that is the function fulfilling the properties
Lm(γ ) = 0, γ ∈ Γ , γ 6= 0, Lm(0) = 1.
The existence and uniqueness of the Lagrangian function can be proved in the same way as in the case of the cardinal grid
described for instance in [5] since, under the assumption on θ , the symbol β̂m(ω) of βm = {um(Rj)}j∈Zd is non zero for any
ω ∈ V̂ .
We can so express Lm(x) as shifts of um
Lm(x) =
∑
j∈Zd
(am)jum(x− Rj). (17)
The coefficients am are such that
am ∗ βm = δ. (18)
We notice that for all polynomials p(x) of total degree less than 2m, we have
p(x) =
∑
j∈Zd
p(Rj)Lm(x− Rj), (19)
because anym-harmonic spline can be exactly reproduced by the Lagrangian which decays exponentially (see [12]).
Then, if we interpolate a function f (x) on the scaled lattice hΓ by
sh(x) =
∑
j∈Zd
f (Rjh)Lm(x/h− Rj), (20)
we can generalize the results in [5] to the case of Γ . Namely we get that
‖f − sh‖∞ = O(h2m), (21)
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for all f ∈ C2m−1(Rd) whose (2m − 1)st derivatives are Lipschitz-continuous. If, in addition, f is compactly supported, we
have also that
‖f − sh‖2 = O(h2m). (22)
5. Kernel B-splines on two-dimensional hexagonal grids
A particular attention is given here to the special case of bidimensional hexagonal grids. The hexagonal grid Γ has in
fact many advantages. First, it allows the densest repartition of points in R2 with given minimal distance between them.
Any point of Γ is equidistant by its neighbors and it is more isotropic in the sense that it has three principal equivalent
directions instead of two as the square lattice. Finally, hexagonal grids are useful in many applications as edge detection,
pattern recognition, recovering of functions and are well-suited for representing isotropically bandlimited signals.
The hexagonal grid Γ can be defined as the image of Z2 by a linear invertible transformation identified by a matrix R
whose column vectors e1, e2 identify the lattice site. For instance, by choosing e1 = (1/2,
√
3/2)T, e2 = (−1, 0)T, we get
R =
(
1/2 −1√
3/2 0
)
, R̂ = R−T =
(
0 −1
2/
√
3 1/
√
3
)
.
The dual lattice Γ̂ of Γ is the image of Z2 by the linear transformation identified by 2pi R̂, and it is also an hexagonal lattice
that can be obtained by rotating Γ by pi/6 and dilating the result by 4pi/
√
3. For hexagonal grids, the Voronoi cell V (V̂ ) is
an hexagon.
An example of kernel B-spline on this lattice can be found in [13], where the set Y ⊂ Γ is formed by the origin y0 = 0
and by the points yk, k = 1, . . . , 6, corresponding to the six roots of the unity. The coefficients θb have µ = 2 and are
θb = 23

0 0 0 0 0
0 1 0 1 0
1 0 −6 0 1
0 1 0 1 0
0 0 0 0 0
 .
The so-called Bees polyharmonic B-spline is
ubm(·) =
√
3
2
θmb ∗ vm(·),
and it decays as O(‖x‖−6).
Here, we define a new kernel B-spline on hexagonal grids with the aim of improving the decay.
To this aim, we consider the set Y ⊂ Γ as the origin y0 = 0, the points yk, k = 1, . . . , 6, corresponding to the six roots
of unity and the midpoints of the edges of the hexagon having yk as vertices.
The coefficients θ are determined in order to improve the integrability of the Fourier transform of the so obtained kernel
B-spline um(ks = 2m) at the origin. In fact, it is known (see for instance [14]) that any tempered distribution u is decreasing
at infinity faster than ‖x‖−n if the partial derivatives Dl ûm(ω) are in L1(Rd) for any l ∈ Nd such that |l| ≤ n. By using (3),
we see that ûm is infinitely derivable away from the origin, and Dl̂um(ω) = O(‖ω‖−2m), ‖ω‖ → ∞, 2m > d; then
∣∣Dl̂um∣∣
is always summable in a neighborhood of infinity. So we have to look what happens in a neighborhood of zero and this
depends on θ̂ .
For those points of Y symmetric respect to zero, we put the same coefficient values. Hence we have to evaluate just three
different values: θ1 for the origin, θ2 for the vertices of the hexagon, and θ3 for the midpoints of the edges of the hexagon.
By straightforward calculation, it is:
θ̂ (ω) = θ1 + θ2(2 cos(ω1)+ 4 cos(ω1/2) cos(
√
3/2ω2))+ θ3(4 cos(3/4ω1) cos(
√
3/4ω2)+ 2 cos(
√
3/2ω2)). (23)
We require that θ has annihilation order µ = 2. This means that θ1 + 6θ2 + 6θ2 = 0. We consider now the expansion of
θ̂ (ω) in a neighborhood of zero, where we have denoted with pr(ω1, ω2) a polynomial of total degree r
θ̂ (ω) = (−3/2 θ2 − 9/8 θ3)‖ω‖2 + (3/32 θ2 + 27/512 θ3)‖ω‖4
+ p6(ω1, ω2)+ p8(ω1, ω2)+ p10(ω1, ω2)+ p12(ω1, ω2)+ · · · . (24)
In order to have ûm(ω) = 1 at ω = 0, we impose 3/2 θ2 + 9/8 θ3 = 1. Then by putting
θ2 = 27/64 θ3 (25)
we can factorize and collect ‖ω‖2 from the expressions of p6, p8 and p10. The above three linear constraints lead us to
θ1 = −364/75, θ2 = 6/25 and θ3 = 128/225, providing
θt =

0 0 6/25 0 128/225 0 6/25 0 0
0 128/225 0 0 0 0 0 128/225 0
6/25 0 0 0 −364/75 0 0 0 6/25
0 128/225 0 0 0 0 0 128/225 0
0 0 6/25 0 128/225 0 6/25 0 0
 . (26)
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Fig. 1. Left: the bees-splinem = 2. Right: The twelve splinem = 2.
Fig. 2. The refinement filter.
The so-called twelve kernel B-spline obtained with s = m is then
utm = θmt ∗ vm.
It has knots on 12Γ . Its contour lines together with those of the Bees spline are shown in Fig. 1. We can see that, as expected,
this construction improves also the isotropy of the function.
By (24) and (26), the expansion of ûtm(ω) near zero is then
ûtm(ω) = 1−m
(
21
400
‖ω‖2 + 1
800
‖ω‖4 + q6(ω1, ω2) (27)
+ q8(ω1, ω2)+ p12(ω1, ω2)‖ω‖2
)
, (28)
where qr , r = 6, 8 are polynomials of total degree r . From (27), it is clear that
∣∣Dl̂utm∣∣ is summable in a neighborhood of zero
when 10− l ≥ −1 that is l ≤ 11. Finally, since utm admits a series expansion out of a certain neighborhood of the origin, we
get that utm(x) = O(‖x‖−12) as ‖x‖ 7→ ∞.
We have also that the twelve B-spline has l2 stable translates on Γ /2. In fact with some computations on
θ̂t(ω) = 6/25(−6+ 2 cos(ω1)+ 4 cos(ω1/2) cos(
√
3/2ω2))
+ 128/225(−6+ 4 cos(3/4ω1) cos(
√
3/4ω2)+ 2 cos(
√
3/2ω2)), (29)
we get that θ̂t is 4pi R̂ periodic and has isolated zeros at 4pi R̂Z2. Then it vanishes only at zero in the Voronoi cell V̂t associated
with the dual lattice of Γ /2. As a consequence, utm generates a Riesz basis and a MRA associated with Γ . In Fig. 2 the filter
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Fig. 3. Ψ t2 . Left: s = 4. Right: s = 7.
Fig. 4. The hexagonal lagrangian spline withm = 2.
satisfying the refinement equation
utm(·) =
∑
j∈Z2
cjutm(2 · −Rj)
is shown.
Before concluding the section and discussing some applications to function recovering from exact and noisy data, we
give some examples of wavelet generators obtained from θt .
In Fig. 3, the reader can see Ψ t2 = θ st ∗ v2(2·) with s = 4 and then with 3 vanishing moments. With s = 7, we get 5
vanishing moments. As known, having a high number of vanishing moments is an important property for compression and
detection of edges from data sampled on Γ .
We want to remark that also Ψ tm has a very good decay. In fact
∣∣DlΨ̂ tm∣∣ is summable in a neighborhood of zero when
s−m+ 10− l ≥ −1, that is l ≤ s−m+ 11. Going on as before, we get Ψ tm(x) = O(‖x‖−s+m−12) as ‖x‖ 7→ ∞.
5.1. Applications
5.1.1. Recovering
In Section 4.3, we have seen that the fundamental function Lm (see Fig. 4) on Γ exists and it is unique. Starting from the
relation (18)
am ∗ βm = δ,
we can compute the coefficients am, adapting to the hexagonal grid the iterative algorithm provided in [15].
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Fig. 5. The approximation of the sigmoid function.
Fig. 6. The recovering of the simulated bay data.
When we use the function utm, the computation of
Lm(x) =
∑
j∈Z2
amj u
t
m(x− Rj), (30)
is very accurate. In fact we obtain the value 3.6 × 10−12 for the maximum difference from δ at the knots in the square
[−10, 10]2. In addition, the computation of the Lagrangian basis can be done very efficiently by discrete convolutions.
We present here some numerical experiments related to the recovering of data sampled on hexagonal grids.
We assume to have a sample on hΓ ∩Ω,Ω ⊂ R2, and we perform a multilevel approximation scheme that ends when
the root mean square error e2 computed with respect to the sample data is less than a prefixed tolerance.
At the first stage we interpolate the function at a coarse level and at the following stages we interpolate the current
remainder at a finer level; each interpolation is run by convolving with the Lagrangian basis.
Example 1. We have considered on the domainΩ defined below, the sigmoidal function
f (x, y) = 1− (1+ 2 ∗ exp(−3 ∗ (9 ∗ p− 6.7)))−0.5,
where p = √x2 + y2. The domain Ω is the parallelogram with vertexes in A1(−3,−1.75), A2(1,−1.75), A3(−1, 1.75),
A4(3, 1.75).
We consider a sample of size 17424 on the hexagonal grid hΓ
⋂
Ω , with step-size h = 1/22.
We have fixed the tolerance equal to 10−3. By a multilevel scheme [16], we obtain the approximating function using
N = 1089 data. The root mean square error e2 is 8.06e − 4. The graphic shown in Fig. 5, is relative to the subdomain
[0, 1]2 ⊂ Ω.
It is worthwhile to observe that the behavior of the recovered function does not show any false oscillation.
Example 2. In this case we present a simulation of a real problem with data placed on a hexagonal grid.
Precisely, we consider the mbay.dat data from Franke’s webpage [17]. We denote with S the data set. These data are
scattered on a rectangular domain D and have cardinality 1669.
We consider a hexagonal grid hΓ and the points {Pj}Nj=1 = hΓ
⋂
D. The step-size h is chosen so that N = 4800.
We construct the sample values on hΓ
⋂
D by an accurate approximation at the points Pj. Namely, we use the given data
S in a local interpolation formula based on the classical thin plate splines.
As usual, to reduce the Gibb’s phenomenum at the boundary, we need to consider an extended sample that goes gently to
zero outside of the given domain. We fix the tolerance equal to 10−4 and, by the constructed sample, we apply the scheme
starting with a coarse level corresponding to 16hΓ . The iterative procedure stops at the third level where the number of
data we have used is equal to 1200.
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Fig. 7. The linear interpolation of the noisy data.
The error with respect to the sample is e2 = 6.33 e(−5).
As shown in Fig. 6, the behavior of the recovered data is faithful to the sample S. The reader can make a comparison with
the results given in Fig. 6 of [18].
5.1.2. A denoising problem with varying variance
The problem of recovering data with stochastic noise with variable variance σ 2(x) is found very often in real examples.
For instance [19] presents the fitting of data relative to a sampling obtained by an accelerometer of motocycle impact
data. The noise has a Gaussian distribution N(0, σ (x)), where the variance σ 2(x) is a continuous function which takes larger
values where large variations occur.
We have such a problem also when the data are noised with a constant variance and are preprocessed for the usage of a
simplified parametric model (see [20]).
Here we present a nonparametric fitting model. Let us assume that f ∈ Hm(Ω),Ω ⊂ R2. The sample coincides with the
data set f˜ (xi) = f (xi) + ni, i = 1, . . . ,M , where ni are extracted from a Gaussian distribution N(0, σ (x)) and the points
xi ∈ hΓ ∩Ω .
We consider the function
s(x) = (1− λ(x))s1(x)+ λ(x)s2(x)
which is a variable convex combination between s2(x) and s1(x). The aim of s2(x) is to remove the oscillations due to the
noise, but this generally smooths the signal too much. Therefore we choose the latter (s1(x)) closer to the data.
More precisely we have chosenm = 2 and used the Bees kernel B-spline ubm(x). We define s1 and s2 in the following way:
s1(x) = f˜ ∗ ubm(x)
and
s2(x) = f˜ ∗ ub10m(x),
where ub10m(x) = ubm ∗ubm ∗ . . . ubm is defined by nine convolutions. In this way, from the Bees spline properties [13], we have
that ub10m(x) is near to a Gaussian with large variance.
The parameter λ(x) ∈ [0, 1] is computed for each point xi by local cross-validation
CV (λ; i) =
i+4∑
j=i−4
[f˜j − ((1− λ)s1(j)+ λs2(j))]2/a2ii
with aii = ubm(0)(1− λ)+ λub10m(0).
Here we present the results obtained using the model on a prototypical example. We have considered the Franke’s
function f (x) on the domainΩ of Example 1.
The noised sample on hΓ
⋂
Ω with h = 2−5 has been obtained by adding to each functional value a noise value extracted
from N(0, 0.025
√
f ).
The choice of this variance involves that the arithmetic average of the noise vector is 7.4 e(−3) and the maximum
absolute value is 5.9 e(−2).
The approximating function is shown in Fig. 8. The root mean square error at the grid points hΓ
⋂
Ω is 3.3 e(−3).
In Fig. 7, the linear interpolant of the noisy data is shown.
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Fig. 8. The smoothed data.
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