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Abstract 
This project proposes the system which automatically recognizes clothes pattern and colors.  
With the help of camera the image is captured and processed to identify the pattern of the clothes which is 
chosen and classification is done using the support vector machine algorithm. The features of the images 
are obtained and extracted using three descriptors with the help of Radon Signature descriptor the 
statistical properties is extracted and wavelet sub bands will extract global features of clothing patterns. 
To recognize complex clothing patterns we combined with local features that are obtained from scale 
invariance feature transform. After recognizing the features the support vector machine will classify the 
images in order to their categories and proposed system uses the CCNY Clothing Pattern dataset and it 
can be an effective method for all the visually impairedpeople. 
Keywords: Radon Signature, CCNY Clothing Pattern, Pattern Recognition 
 
Copyright © 2020 APTIKOM - All rights reserved. 
 
1. Introduction 
Visually impaired people has a challenging task due to interclass pattern variations the proposed 
system which we developed is camera-based prototype system that recognizes clothing patterns[1]. They 
are four categories (plaid, striped, pattern less, and irregular) and identifies clothing colors.  The  
proposed architecture consist of camera, a microphone, a computer also bluetooth earpiece for audio 
description of clothing patterns and colors. Visual impairment leads to loss of livelihood for otherwise 
productive adults causing difficulty not only to them but to the families they support.  Most  blind 
children don’t have access to extra special teaching aids they need to learn. Based on data from the  
World Health Organization (WHO), there are more than 37 million people across the  globe  who  are 
blind, over 15 million are in India [2]. Picking clothes with suitable patterns and colors is a challenging 
task for blind people. Choosing clothes with suitable colors and patterns is very difficult for the visually 
impaired people. To overcome the problem computer vision based system is developed to recognize 
clothing patterns in four categories of pattern and identifies colors [3]. With both global and local 
features extraction for clothing pattern recognition that is radon Signature, Statistical descriptor (STA) 
and scale invariant feature transform (SIFT)[4]. 
The clothing patterns can be comes under the four categories they are irregular, pattern  less,  
plaid and strip. The datasets of CCYN contains the entire clothing pattern. The four categories has its  
own directionality, intensity levels and various lighting variation. In the training  set the image patches 
are in vertical direction and test image of the stripe pattern the image patches are in horizontal direction. 
The matching process can be done by rotation and illumination changes[5]. 
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Figure 1. (a) Clothing pattern samples (b) Traditional texture samples 
 
Next, we present extractions of global and local features for clothing pattern recognition, i.e., 
Radon Signature, statistical descriptor (STA), and scale invariant feature transform (SIFT)[6].Radon 
Signature is based on the Radon transform which is commonly used to detect the principle orientation of 
an image. The image is then rotated according to this dominant direction to achieve rotation invariance 
[7]. 
1.1 System Design 
Systems design is the process of defining the architecture, components, modules,  interfaces,  
and data.(Fig 2) shows the activitydiagram. 
1.2.1 Flow chart 
Activity diagrams are  graphical  representations  of  workflows of  stepwise  activities  and 
actions with support for choice, iteration and concurrency. In this project, activity-on-node diagram 
have been designed after identifying the main tasks involved in the process. Clothing pattern are used 
as the input  of the system. The first step is Clothing Image pre-processing  which removes the noise 
of by using median filter. The second step is segmentation which segments the cloth using  svm  
classifier algorithm. The third step specified is Feature extraction which extracts GLGM method. In 
the final step, Classification is performed to diagnose cloth pattern in audio voice. We evaluate the 
performance of the proposed method on two different datasets: 1) the CCNY Clothing Pattern dataset 
with large intra-class variations to evaluate our proposed method and the state-of-the-art texture 
classification methods 2) the UIUC Texture dataset to validate the generalization of the proposed 
approach. 
1.2.2 Datasets 
CCNY clothing pattern dataset: This dataset includes images of four different typical clothing 
pattern designs: plaid, striped, pattern less, and irregular with 156, 157, 156, and 158 images in each 
category. The resolution of each image is down sampled to 140 ×140. In addition to illumination 
variances, scaling changes, rotations, and surface deformations presented in the traditional texture 
dataset, clothing patterns also demonstrate much larger interclass pattern and color (intensity) 
variations, which augment the challenges of recognition. 
1.2.3 Experiments and discussion on Clothing Pattern Recognition 
Experimental Setup: In our implementation, the training set is selected as a fixed-size random 
subset of each class and all remaining images are used as the testing set.  The  recognition 
performance is measured by the average classification accuracy. 
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  Figure 3. Experiments and discussion on Clothing Pattern Recognition 
 
1.2.4 Effectiveness of Different Features andCombinations 
We first evaluate and demonstrate the complementary relationships between global and local 
features on clothing pattern images. A combination of multiple features may obtain better results than 
any individual feature channel. However, a combination of features that are noisy, contradictory, or 
overlapping in terms of class distribution could deteriorate the performance of classification. 
 
1.2 System Methodology 
This section provides the details about the methods used to develop the system and diagnose 
clothes patterns and colors for blind. 
 
Figure 4. Training datasets Image segmentation 
(Fig 3) shows the different training data sets. Extracting the feature is the important method of 
classifying the patterns. These features can be extracted using the following algorithms. 
a) Stationary Wavelet Transforms: The Stationary wavelet transform (SWT) is a wavelet 
transform algorithm designed to overcome the lack of translation-invariance of thediscrete 
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wavelet transform (DWT). 
b) Scale Invariance Feature Transform (SIFT): 
Image segmentation can be performed using SIFT Segmentation method. Basic 
Terminology Algorithm: Scale-invariant feature transform (SIFT) is an algorithm in computer 
vision to detect and describe local features in images. 
c) SVR algorithm: 
SVMs are a set of related supervised learning methods used for classification and 
regression. They belong to a family of generalized linear classifiers. 
 
 
3. Results and Disscusion 
This section presents the practical evaluation of the work. The clothes in a mall has to be entered 
in the system along with its ascribe, in the final stage the database must be made available and all the 
items in the mall must be entered with the description of ascribe. The number  of ascribe can  vary for 
each item depending on the clothing category [8]. The system can vary its category according to the 
requirement and the availability of various categories. Also with the attributes the image of each item is 
kept in the database. The images of each item are captured through  camera  in the  system [9]. The color 
of 255х255х255 like red, blue, green etc all the 11 colors are stored in friendly the captured picture has 
red color then red color will be detected. An algorithm in computer vision to detect and describe local 
features in images. The algorithm was published by H. Bay [10] in 2006. 
 
3.1. Color Identification 
Clothing color identification is based on the normalized color histogram of each clothing image in the 
HSI color space. (Fig 4 &5) shows the grey scale image and color identification of input image. 
Figure 5. Grey scale image of the input image 
 
Figure 6. Color Identification 
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3.2. Radon signature as image 
(Fig 6) shows the color identification and cloth color is white. In the HSV system, the hue of a 
color is its angle measure on a color wheel. Pure red hues are 0°, pure green hues are 120°, and pure blues 
are 240°. V is brightness. (Fig 7) shows the randon signature in different values. (Fig 8) shows the randon 
signature in degrees. Purer colors have a saturation value closer to 1, while greyer colors have a saturation 
value closer. In particular, for each of the clothing image, the color detector classifies the pixels in the 
image to the following colors: white, black, red, orange, yellow, green, cyan, blue, purple, pink and grey. 
Each image of an article of clothing is first converted from RGB to HSV color space. Then, HSV space is 
quantized into a small number of colors. If the clothe contain multiple colors, the dominant colors will be 
outputted. The dominant colors will be communicated in auditory to the blind user. 
 
Figure 7. Radon Signature in Values 
 
 
Figure 8. Radon Signature indegrees 
3.3 Pattern analysis result 
There are many kinds of clothing patterns. In order to deal with the large intraclass variations 
presented in the clothes pattern, global features and local structural features are concatenated. 
Concatenated feature vector is given as input to the confidence margin is the measure of how close 
an instance is to the classification boundaries of classifier. It represents the reliability of prediction 
output based on a specific feature. In the context of classification, an instance close to the class 
boundary is less reliable than the one deep in the class territory. GLCM finds a maximum margin 
hyper plane in the feature space. 
 
4. Conclusion 
The proposed system will recognize different clothing patterns and colors to help visually 
impaired people in their day today activities. The system employs RadonSig to capture the global 
directionality features, STA to extract the global statistical features on wavelet sub bands and SIFT to 
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represent the local structural features. Experimental results demonstrate that our proposed method 
outperforms the existing methods in clothing pattern recognition. 
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