Guo introduced an adaptive Bonferroni procedure and he proved that his adaptive Bonferroni procedure controls the familywise error rate under a conditional dependence model. However, how to choose the tuning parameter λ to control the familywise error rate in the procedure under positive dependence is not clear in his paper. In this paper, we suggest that λ = α. Simulation studies are provided. If the maximum does not exist, reject no hypothesis.
Introduction
Simultaneously testing a family of m null hypotheses H i (i =1,...,m) can arise from many circumstances such as comparing several treatments with a control. A main concern in multiple testing is the multiplicity problem, namely, that the probability of committing at least one Type I error sharply increases with the number of the hypotheses tested at a prespecified level. The probability of at least one false rejection is referred to as the familywise error rate (FWER). Several procedures have been proposed for controlling the familywise error rate, including proposals by Holm [1] and Hochberg [2] . When some null hypotheses are false, these procedures are often conservative by a factor given by the proportion of the true null hypotheses among all null hypotheses.By exploiting knowledge of this proportion Hochberg & Benjamini [3] introduced adaptive Bonferroni, Holm and Hochberg procedures for controlling the familywise error rate. These adaptive procedures estimate, the proportion and then use it to derive more powerful testing procedures. However, whether or not the adaptive procedure ultimately control the FWER has not yet been mathematically established. Recently, Guo [4] offered a partial answer to the open problem. He considered the aforementioned adaptive Bonferroni procedure, modified it slightly by replacing the estimate of the number of true null hypothesis by the estimate that Storey et al. [5] considered in the context of false discovery rate, and proved that, when the p-values are independent or exhibit certain types of dependence, his version of adaptive Bonferroni procedure controls the FWER. Guo [4] conducted a simulation study for positive correlated p-values with the tuning parameter λ = 0.2 to show his procedure controlling FWER. However, Finner and Gontscharuk [6] reported that the adaptive Bonferroni procedure does not control FWER when λ = 0.5 for positive highly-correlated p-values. Guo [4] did not explain why he chose the tuning parameter λ = 0.2. These motivated us to do a further simulation study for the adaptive Bonferroni procedure. In this paper we propose to use λ = α. Then Guo's adaptive procedure controls FWER for positive correlated p-values. This observation has not been reported in the literature.
Guo's Adaptive Bonferroni Procedure
Given m null hypotheses H 1 ,...,H m , consider testing if H i = 0, true, or H i = 1, false, simultaneously for i =1,...,m, based on their respective p-values P 1 ,..,P m . Assume that H i (i=1,...,m), are Bernoulli random variables with pr(H=0)=π 0 =1−pr(H=1), and the corresponding pvalues P i can be expressed as
where U i (i=1,...,m) are independent and identically distributed uniform (0,1) random variables that are independent of all H i ;G i is some cumulative distribution function on (0,1) and
− is the inverse of G i . The P i s are conditionally independent given H i (i=1,...,m), but H i s may be dependent. If the His are independent, then (2.1) reduces to the conventional random effect model [7] [8] [9] .
If V is the number of true null hypotheses rejected, then the familywise error rate is defined to be the probability of one or more false rejections, i.e. FWER = pr{V > 0}. Let P 1:m ≤···≤ P m:m be the ordered values of P 1 ,...,P m and H (1) ,...,H (m) be the corresponding null hypotheses. The Bonferroni procedure controls the familywise error rate at level π 0 α for test statistics with arbitrary dependence by rejecting H i whenever P i ≤ α/m. Holm [1] proposed a step-down version of the Bonferroni procedure, which controls the familywise error rate at α. Let α i = α/(m− i+1)(i = 1,...,m) and r be the largest i such that P 1:m ≤ α 1 ,...,P i:m ≤ α i , then under the Holm procedure, we reject the hypotheses H (1) ,...,H (r) . If r is not defined, then no hypothesis is rejected.
Because the above Bonferroni-type procedures are conservative by the factor π 0 , knowledge of π 0 can be useful for improving the performance of Bonferroni and Holm's procedures. Several estimators of π 0 have been introduced; see [5, 10] , among others. Guo [4] used Storey et al. [4] 's simple estimator:
where 0 < λ < 1 is a prespecified constant, If the maximum does not exist, reject no hypothesis.
Guo proved that the adaptive Bonferroni procedure above controls the familywise error rate at level α in the conditional dependence model.
Simulations of Familywise Error Rate and Power for Dependent p-values
It is recognized that the dependence issue is always very complicated in multiple testing. We simulate six different types of dependence structures to compare numerically the FWER control level and the power of Guo's adaptive Bonferroni procedure (denoted by a Bon in tables) with that of the Bonferroni (denoted by Bonintables) and Holm procedures for dependent p-values. We set α = 0.01, 0.05 and λ= α, 0.1, 0.2, 0.5 depending on the type of dependence structure of p-values. The simulated FWER and average power, the expected proportion of false nulls that are rejected, are based on 10000 replications. With 10000 repetition, the standard error of the estimated coverage near α is 
Example 1 (positive equicorrelation)
In this example, our simulation study is similar to Guo When α = 0.01 and λ = 0.2, Tables 1 and 2 indicate that the adaptive Bonferroni procedure does not control FWER for ρ = 0.5, 0.9; when ρ = 0.9, the adaptive Bonferroni procedure does control FWER even for λ = 0.1. Table 3 indicates that for λ = 0.2 the adaptive Bonferroni procedure controls FWER when α = 0.05 and ρ = 0.5, which matches the result in Guo [4] . Table 4 value in the parenthesis is the corresponding power. value in the parenthesis is the corresponding power. 
Example 2 (positive block dependence)
This example largely follows the set-up of Example 3 in Finner and Gontscharuk [6] . Let Table 5 indicates that the adaptive Bonferroni procedure controls FWER well for each ρ and λ. Moreover, for the adaptive Bonferroni procedure, FWER decreases slightly but power does not change much when ρ increases and its FWER and power seem to be nearly independent of λ.
Example 3 (pairwise comparisons)

This example is modified from Example 2 in Finner and
Gontscharuk [6] . Let X ij , i = 1,..,k,j=1,..,n, be independent normally distributed random variables with unknown mean µ i and unknown variance σ 2 . We consider the pairwsie comparisons problem
for various scenarios of means. The test statistics are given by 
2 . Table 6 shows that the adaptive Bonferroni procedure apparently controls FWER for all λ and it is more powerful than the Bonferroni procedure and the Holm procedure. value in the parenthesis is the corresponding power. value in the parenthesis is the corresponding power. [5] for details. FWER is well controlled for all the procedures and λ choices. For brevity, Table 7 lists the results for ρ = 0.1,0.5,0.9 only.
Example 5 (negative block dependence)
The set-up is similar to Example 4 above but the statistic correlation is negative. The Table 8 lists the results for correlation -0.1,-0.5,-0.9 only.
Example 6 (multivariate equicorrelated t-distribution)
We consider the situation that was described in Example 1 and Example 5 in Finner and Gontscharuk [6] . Let Let X i ~N(µ i ,σ Table  9 demonstrates that FWER is obviously controlled for all values of m 0 and λ that are considered in the simulation. Moreover, the differences between the three procedures in FWER and power are virtually negligible and independent of the choice of λ when 0 m m is large.
Discussion
Guo [4] mathematically proved that the adaptive Bonferroni procedure controls FWER under a conditional dependence model. A critical point for the adaptive Bonfer-roni procedure is the choice of the tuning parameter λ. Finner and Gontscharuk [6] suggested that λ around ½ may be a good compromise and they further commented that \Anyhow, it seems not easy to give precise guidelines here" (page 1046 of their paper). It is a challenging problem for the proof of FWER control for the adaptive Bonferroni procedure under dependent p-values. In this paper, we suggest that λ = α as a guideline, it seems that the adaptive Bonferroni procedure controls FWER for the positve equicorrelated normal distributions in our simulations. This simple choice for the tuning parameter λ will help applications of Guo's adapative Bonferroni procedure.
