Abstract-A novel shape descriptor, which can be extracted from the major object edges automatically and used for the multimedia content-based retrieval in multimedia databases, is presented. By adopting a multiscale approach over the edge field where the scale represents the amount of simplification, the most relevant edge segments, referred to as subsegments, which eventually represent the major object boundaries, are extracted from a scale-map. Similar to the process of a walking ant with a limited line of sight over the boundary of a particular object, we traverse through each subsegment and describe a certain line of sight, whether it is a continuous branch or a corner, using individual 2-D histograms. Furthermore, the proposed method can also be tuned to be an efficient texture descriptor, which achieves a superior performance especially for directional textures. Finally, integrating the whole process as feature extraction module into MUVIS framework allows us to test the mutual performance of the proposed shape descriptor in the context of multimedia indexing and retrieval.
I. INTRODUCTION

I
N THE area of content-based multimedia indexing and retrieval, one of the most powerful descriptors can be obtained from the shape(s) of the object(s) in a visual scenery. Once the shape of an object is extracted properly and semantically intact, several descriptors, which can be built from Fourier transform [36] , Hough transform [20] , wavelet transform [31] , curvature scale space [2] , Zernike moments [32] , etc., can conveniently be extracted either over the shape boundaries or the entire area (the region of the object shape). Most of these methods achieve a significant performance in terms of retrieval efficiency and accuracy in binary shape databases; however, especially in large multimedia databases containing ordinary images or video clips, extraction of the true shape information from natural objects first requires an automatic and highly accurate segmentation, which is still an open and ill-posed problem because the semantic objects in natural images do not usually correspond to homogenous spatial regions in color or texture. This yields erroneous results especially for the region-based methods [4] , The authors are with the Institute of Signal Processing, Tampere University of Technology, Tampere, Finland (e-mail: serkan@cs.tut.fi; moncef.gabbouj@tut.fi; mpaf98@yahoo.com).
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Digital Object Identifier 10.1109/TIP.2007.915562 [13] - [15] , [18] , which mainly depend on the uniformity and homogeneity of the color, luminance and texture features. Region merging/splitting techniques such as recursive shortest spanning tree (RSST) [24] , [34] and K-means connectivity constraint (KMCC) [19] also belong to this category. Another alternative is called seeded region growing (SRG) [1] , which partitions the image into regions where each connected region corresponds to one of the seeds. It can be a quite promising method provided that initial seeds are sufficiently accurate; however, this is the point where it suffers the most: How do we select the most appropriate initial seeds? Thresholding-based methods [30] are based on the assumption that adjacent pixels whose properties (color, texture, intensity, etc.) lie within a certain threshold belong to the same segment. These techniques are usually proper for binary images or images with clean object (segment) boundaries and their performance degrades drastically for images with blurred object boundaries since they neglect the spatial information. Furthermore, the whole object representation and a noisefree environment are never guaranteed, i.e., objects overlapping, frame cropping, background interference, noise (from camera, quantization, compression, etc.). There are also some boundarybased approaches [8] - [11] , [16] , [22] , [26] , [27] which are so far the most promising due to perceptual evidence indicating that the human visual system (HVS) focuses on edges and tends to ignore uniform regions, yet they usually suffer from strong background texture presence and noisy or incomplete object edges, which results in over-or under-segmentation of images, into such segments, which have no use for any shape analysis. In short, due to the aforementioned shortcomings of unsupervised segmentation for object (shape) extraction, there is a lack of a generic and robust shape descriptors and the existing methods are merely applicable on such databases where object shapes are extracted manually (e.g., binary shape databases). Alternatively, the efforts are mainly focused on edge-based approaches since the edge field in an image usually represents both object boundaries and texture. MPEG-7 edge histogram (EHD) [23] generates a histogram of the main edge directions (vertical, horizontal and two diagonals) within fixed size blocks. It is an efficient texture descriptor for the images with heavy textural presence. It can also work as a shape descriptor as long as the edge field contains the true object boundaries and is not saturated by the background texture. In this case, the method is particularly efficient for describing geometric objects due to its block-based edge representation only with four directions. A similar, but pixel-based, method applied directly over Canny edge field [3] is called histogram of edge directions (HED) [1] . Another approach, the so-called angular radial partitioning (ARP), is presented in [6] . ARP basically works over radial blocks (angular slices from quantized radial steps from the center of mass of a re-scaled image). Although rotation invariance can be obtained with this method, the shape outlines are degraded due to the loss of aspect ratio during rescaling of the image into square dimensions to fit a surrounding circle. A promising method, edge pixel neighborhood histogram (EPNH) [5] , creates a 240-bin histogram from the direction of the neighbor edge pixels. Although it can only describe one-pixel neighborhood over the entire edge field, it exhibits a comparable performance to MPEG-7 EHD. Nevertheless, all these methods turn out to be texture descriptors in the majority of cases, since they cannot discriminate the true object boundaries that are usually mixed up with the surrounding texture edges.
In order to extract the true object boundaries among a crowded edge field from such textural dominance within arbitrary images, a multiscale approach was recently proposed [9] , where the scale represents the amount of simplification using bilateral filter [33] . The goal is the gradual removal of such textural details on the higher scales where the most relevant edges would eventually prevail and yield the true object boundaries. A scale-map is then formed over which perceptual subsegments are constructed. Subsegments are (virtually) linked to extract the closed-loop object boundaries by minimizing a cost function inherited from some of the Gestalt laws [35] , such as proximity, similarity, good continuation, and closure. It achieves a promising performance in object extraction and becomes a truly generic shape descriptor, which can be applied to natural image databases. However, it relies on a basic assumption, that is, the lowest-scale (Canny) edge detector captures most edges in the image, including the boundary edges of the objects of interest. Henceforth, erroneous results are thus encountered whenever this assumption fails, i.e., textural predominance, insignificant intensity differences between object and background or some illumination effects, such as strong shades, are typical cases where only the human visual perception can exhibit the usage of "knowledge" or "intelligence" to interpolate missing object edges. Note that most of the object edges can still be extracted from the scenery, but the method cannot link a major gap or gaps whenever they are beyond the allowed (maximum) tolerance inherited from the Gestalt law, proximity, and, hence, the object (boundary) extraction cannot be performed accurately in such circumstances.
In this paper, we address this problem by proposing a shape descriptor, which works as long as the majority of object edges are available yet the full object (boundary) extraction may or may not be possible. So, the main advantage of the proposed method is that it can still describe a shape from its rough sketch with some missing parts. The primary reason we used an edge-based approach is that it is so far the most promising approach due to perceptual evidence indicating the HVS focuses on edges and tends to ignore uniform regions. This process, known as lateral inhibition, is similar to the mathematical Laplacian. Furthermore, it brings generality, as edges are generally present across any type of visual content, colored or not, textured or not. In this work, we used Canny since it is the most promising, well-known edge detector, which can indeed create continuous and connected edge section thanks to its hysterisis process. However, any other general-purpose edge detector can also be used conveniently as long as it extracts the (default) edges accurate enough, well configurable with simple parameters and edges are tractable (long and continuous). However, ordinary images are usually too "detailed" to achieve an accurate shape extraction over the edge field. Therefore, we adopt a similar approach as in [9] in order to extract the relevant subsegments, which are characterized by long, connected series of relatively strong edge-pixels, from the scale-map as the first step and then a novel shape description, as referred to 2-D walking ant histogram (WAH), is applied over them. It is basically motivated from the following imaginary scenario. Suppose an ant is walking over a solid object and every once in a while, say, in a few steps, it "describes" its "line of sight (LoS)" in a convenient way. It can eventually perform a detailed (high-resolution) description since it is quite small compared to the object. So cumulating all the intermediate LoS descriptions in a (2-D) histogram, particularly focusing on continuous branches and major corners, yields an efficient cue about the shape. Such a description is still feasible if some portion of the object boundary is missing and this is essentially the major advantage of this method. A sample illustration of such a scenario is shown in Fig. 1 . The description frequency (i.e., how often the ant makes a new intermediate description) and the length of LoS will obviously be the two major parameters of this scheme. The third one is the amount (number) of relevant subsegments that are taken into consideration (description). Keeping this number sufficiently low yields the method to describe only the major object(s') boundaries whilst discarding the texture edges. Alternatively keeping this number high enough will allow the proposed method to perform as a texture descriptor. Despite the lack of a generic shape descriptor, there are many generic and powerful texture descriptors such as Gabor [21] , gray-level co-occurrence matrix (GLCM) [28] , etc., and, therefore, the focus is first and particularly drawn on forming 2-D WAH as a general-purpose shape descriptor.
The proposed method is fully automatic (i.e., without any supervision, feedback or training involved). Forming the whole process as a Feature eXtraction (FeX) module into MUVIS framework [17] , [25] allows us to test the overall performance in the context of multimedia indexing and retrieval. The rest of the paper is organized as follows. Section II presents an overview of the proposed method, explaining the extraction of (most) relevant subsegments. We discuss the formation of the 2-D WAH from the relevant subsegments and implementation of the proposed method as a FeX module used for indexing and retrieval of MUVIS multimedia databases in Section III. Experimental results are given in Section IV, and Section V concludes the paper and suggests topics for future research activity.
II. MULTISCALE SUBSEGMENT FORMATION
As Fig. 2 illustrates the general overview, the proposed method is primarily designed for the shape-based retrieval from general purpose multimedia databases containing indefinite number of arbitrary image and video clips possibly in a compressed format, with varying resolutions. All the analytical steps are performed using the luminance component of the frames extracted (decoded) either from the images or (key-) frames of the video clips. In order to extract (most) relevant subsegments over which the 2-D WAH description is applied, a preprocessing phase is performed, which mainly consists of four major parts: Frame resampling (size transformation), bilateral filtering and scale-map formation over Canny edge fields, subsegment formation and analysis, and, finally the selection of the relevant subsegments using a relevance model. Once the required number of relevant subsegments (e.g., in Fig. 2 ) are selected, 2-D WAH is formed distinctively for both branches and corners. FeX process transforms the 2-D WAH in a suitable descriptor (feature vector) for database indexation.
The first and natural step is resampling (frame size transformation with respect to the original aspect ratio) into a practical dimension range, which is sufficiently big for perceivable shapes but small enough not to cause infeasible analysis time. The typical figures can be in the range of 200 to 400 pixels for both dimensions. By this way, a standard approach can be applied since it thus becomes invariant to any resolution variations.
The resampled frame can then be used for multiscale analysis to form the scale-map, which is entirely based on the adaptive Canny edge detection over nonlinear Bilateral filter as explained next.
A. Bilateral Filter and Adaptive Canny Edge Detection
The bilateral filter [33] was first introduced in 1998 and it presents certain advantages over traditional Gaussian (blur) filter as it smoothes the image whilst preserving the major edges. Let and be input and output images. The Gaussian filter can be formulated as follows: (1) where is the standard deviation. It is a linear filter, which is widely used for noise reduction. On the contrary, Bilateral filter is a nonlinear filter, which depends on the image values. The filtering adapts to the local image pixel differences and consists of two combined Gaussian filters in the (2-D spatial) domain and in the (intensity) range of the image. Let and be the domain and range standard deviation values. The bilateral filter can then be expressed in the following equation: (2) It is clearly visible that the textural details are significantly reduced with the increasing values of and and yet the major edges are preserved. However, a Gaussian filter while removing the textural details smears (blurs) the major edges and, hence, causes degradations in the edge detection accuracy and localization (the spatial accuracy of edges). A comparative illustration in 3-D is shown in Fig. 3 (top). As clearly seen on the bottom of Fig. 3 , the bilateral filter is especially efficient in removing the details when used iteratively. Each iteration further removes the details from the image and eventually reaches a stable solution. Since the strong edges remain with good localization, this information can be gathered in a scale-map and the scale can then be used as the amount of simplification of an image from which the edges are extracted.
In Canny edge detection algorithm, the first derivative of a 2-D Gaussian (DoG) operator is used as the detector upon which the edges and the potential edges are detected using high and low thresholds ( and ) . These thresholds indicate fractions (percentage) of total pixels in the magnitude histogram computed over the DoG image. Pixels are marked as edges directly if their response amplitude is above , but if their amplitude is between and , they are only considered as edge pixels if they are in the 8-neighbourhood of another pixel already marked as an edge pixel. This so-called hysteresis process is used to follow strong edges. The high (and low) hysterisis threshold(s) can then be set as the magnitude point(s) until which (and ) percent of pixels are cumulated in the magnitude histogram. In order not to loose relevant edge pixels, conservative values for Canny thresholds can initially be set for the original image; however, if kept fixed, this might yield streaking effects or spurious edges in higher scales, as one typical example shown in Fig. 4 (see, for instance, the third scale with fixed thresholding). This is fairly expected since the bilateral filter further smoothes details and thus causes a shift of mass towards the origin in the magnitude histogram of the DoG image, as shown in Fig. 4 (bottom) . Hence, the hysterisis threshold(s) corresponding to default Canny threshold values (e.g., and ) also shift towards the origin which becomes too low for detecting true edges in higher scales. In order to prevent this, we set Canny thresholds adaptively using the initial hysteresis values calculated from the original image and keep these values for the rest of the scales to calculate back the Canny thresholds. For instance, as shown in Fig. 4 (bottom), the hysteresis threshold(s) corresponding to default Canny settings are 13 and 5, respectively. Fixing these (conservative) thresholds for all three scales, reasonable Canny thresholds are computed accordingly, as shown in Fig. 4 .
B. Scale-Map Formation
It is straightforward to see that most accurate edge fields can be obtained from binary (black and white) or cartoon images where the edges are clean and no details (texture, noise, illumination effects, etc.) are present, and, therefore, the most accurate object boundary extraction can be achieved simply using an ordinary edge detection algorithm. Complications and degradations in the accuracy of detecting true object boundaries begin to occur when the image gets more and more "detailed" and this is usually the case for natural images, as one typical example can be seen in Fig. 2 . Therefore, in our multiscale approach, we try to reverse this process by simplifying (or cartoonizing) the images iteratively as proposed in [9] . Canny edge detection is applied for each scale (after Bilateral filtering); however, its low-pass filter (Gaussian) is only applied once to the input image in order not to cause excessive blurring on the higher scales.
Once the required number of scales (NoS in Fig. 2 , which can be set to any value sufficiently big enough, i.e.,) are achieved then by assigning the maximum scale number to each pixel where it still prevails, the scale-map can be formed in the lowest scale (i.e., the first iteration, ) edge field where all the edges (obtained from object boundaries, noise, textural details, etc.) are present. Therefore, both (edge) localization and scale information can be obtained from the scale-map. A sample scale-map formation is shown in Fig. 2 and another can be seen in Fig. 5 .
C. Subsegment Formation
A subsegment can basically be defined as a series of connected edge pixels with two end-points and they are formed after the following preprocessing steps directly applied onto the edge field of the scale-map:
• one-pixel thinning;
• "noisy edge" removal;
• junction decomposition. A sample subsegment formation (both closed-loop, CL, and Non closed-loop, NCL) along with the aforementioned preprocessing steps is shown in Fig. 6 and more detailed information can be obtained from [9] .
Once all the subsegments are formed from the edge pixels of the scale-map, the scale weight of each subsegment is then calculated by averaging the scale factors of its pixels. The weight and length of a particular subsegment signify its relevance and, therefore, can conveniently be used in the relevance model as explained next.
D. Relevance Model
As mentioned earlier, the relevant subsegments, which bear major object edges, are usually longer with higher scale weights. On the contrary, the irrelevant ones, which belong to details (texture, noise, illumination variations, etc.), are usually shorter with lower scale weights, since bilateral filter is likely to remove them in the early iterations (e.g., see Figs. 2 and 5). Therefore, the relevancy, , of a subsegment , can then be expressed as follows: (3) where is the scale weight and is the length (total number of edge pixels) of . This model obviously favours long and major (having higher scale weights) subsegments which can either be closed loop (CL) or nonclosed-loop (NCL). As mentioned earlier, in order to tune the proposed method as a shape descriptor can initially be set to a sufficiently large number (i.e., ) in order not to loose relevant subsegments; however, it should not be too large to avoid significant disturbance of irrelevant segments (i.e., from texture). A typical example for is given in Fig. 2 . Alternatively, it can be set large enough (i.e., ) to transform 2-D WAH to a texture descriptor, and, thus, all the edges from texture are included. As a result, only subsegments with the highest values are selected and used for the extraction of 2-D WAH, as explained in Section III.
III. FORMATION OF 2-D WALKING ANT HISTOGRAM
The relevant subsegments, whether in CL or NCL form and all in one-pixel thick, are used for the formation of 2-D WAH, which is the union of two 2-D histograms, each with equal dimensions. For instance, on a NCL subsegment, the ant with a certain LoS (say pixels long) and a walking pace (i.e., ), traverses from one end-point to the other, whilst describing each LoS section into the appropriate WAH, via incrementing the corresponding 2-D bins, which actually represent the pixel grid centred from the first and last pixels of LoS. For a CL subsegment, traversing can start from any point and terminates whenever it looped-back to the start.
A. Two-Dimensional WAH Overview
Let and be the first and the last pixels of a LoS, respectively, and the number of pixels in between is the length of LoS (i.e.,
). In order to achieve an invariant representation with respect to traversing (ant's walking) direction, both LoS sections (i.e., ) are equally represented in 2-D WAH, and, therefore, it has a dimension of . Fig. 7 illustrates a sample CL segment and two sample LoS representations over two distinct 2-D WAHs, one for branches and the other for corners. The walking (traversing) direction is clock-wise and note that it does not make any difference on 2-D WAHs, since both directions are considered.
Two fundamental characteristics of an arbitrary shape for visual perception are its branches (long and smooth sections) and corners where a radical change occurs on the direction of shape boundary. The co-occurrence of corners can be quite minimal when compared to branches, and, thus, the bins on branch 2-D WAH dominate the few from the corners if both are mixed (represented in the same WAH). This is the particular reason for having two distinct 2-D WAHs describing branches and corners separately.
So, all LoS sections, which are encountered within a subsegment (i.e., , ), can be described by appropriate 2-D WAHs. As shown on the right side of Fig. 7 , the corresponding bins of branch WAH (for both LoS localization) are simply incremented by one. The process continues with the next LoS section (proceeds pixels towards the walking direction) and keeps moving until a corner is detected by an inbuilt corner detector and represented on corner WAH, both of which will be explained in Section III-B.
B. Corner Detector and WAH Formation
Corners can be defined as interest points where a radical change occurs in the direction of shape boundary. Corners can thus be found in locations where an abrupt discontinuity occurs in the direction of a smooth section. A successful corner detector should find all the corners with high location accuracy. Furthermore, it should eliminate or minimize all false (spurious) corners and be robust against noise, and invariant to resolution, scale and orientation. Applicability to arbitrary image type and computational efficiency are also important factors in a corner detection algorithm. In order to address these requirements, we propose a two-step algorithm, which is performed to first locate potential corners and then pick the "true" ones. The first step involves the calculation of the bending ratio within a LoS section over each subsegment. Potential corners with maximum bending ratios are then subject to curvature calculation in order to detect the exact corner location within the window. Definition curvature is defined as the changing ratio of the tangent along the arc; the curvature function is the derivative of the orientation function [7] , expressed as follows: (4) The curvature at a given contour pixel from the positions of neighboring pixels , , and can then be approximated as (5) , shown at the bottom of the page. Finally, using the (maximized) bending ratio and curvature, the corner factor is calculated for each potential corner. The second step eliminates the spurious ones via nonmaximum suppression using corner factors of the corners in a close proximity; the remaining ones are considered as true corners.
1) Step 1: Extraction of Potential Corners:
Corner detection is performed during the ant's walk over each subsegment. Each LoS section is traced over a subsegment from one end-point to the other, and at each step, the bending ratio (BR) is calculated within the LoS section. Let and be the first and the last pixels of LoS to be examined for a corner presence. Define the bending ratio at as where represents the distance in norm. A sample BR plot for the CL segment (top) is shown in Fig. 8 (bottom) . On a one-pixel thick subsegment, the bending ratio for branches (continuous and smooth sections) is either unity or in the close vicinity of unity. For true corners, especially for sharp ones, the BR curve starts to rise, and, therefore, during the tracing process, one can check if , where is an empirical threshold, which can be set higher to detect only sharper (with smaller angle) corners in particular. Otherwise, keeping will naturally indicate the presence of any (potential) corner within the LoS section. Once the presence of a (close by) corner is detected, in order to find its exact pixel location , the (local) maxima of curvature is found and is accurately located within the LoS section starting from , (i.e., ), using a discrete curvature approximation. Note that such an approximation might be too noisy if and only the curvature is used to locate the corners over the entire CL segment; however, applying it within such a limited LoS section significantly reduces its instable behavior and yields a robust estimation of the true corner location. Once the curvature values are calculated for all pixels in LoS, the pixel with maximum curvature value is assigned as the true corner point . In case more than one pixel reaches the maxima, then the one closest to the center of the LoS section of the corner is selected. This makes sense since the center of LoS, has a higher likelihood to have the corner point in a close proximity of its center. Fig. 9 illustrates the curvature values for corner (a) of the sample shape in Fig. 8 . Note that the maximum curvature within the LoS section for this corner is 2.0 and the true corner location (black pixel) is found accordingly.
2) Step 2: Extraction of True Corners Via Nonmaximum Suppression: Basically, in
Step 1, all (potential) corners yielding a peak in BR plot are detected.
Step 2 is an optional step, which can postprocess them and choose only the major corners among the ones that are too close for visual perception. Note that the objective of the proposed method is to detect significant corners which play an important role in the shape characteristics. Furthermore, it is a possible consequence that a single corner can create two or more peaks in BR plots, all in a close vicinity, during the sequential tracing of the walking ant. Therefore, we apply nonmaximum suppression in order to favor the one with highest corner factor, which is the dot product of the bending ratio and the curvature value. Let , the corner factor of the potential corner th, be expressed as follows: (7) If there are corners detected in a close vicinity (i.e., ) where , the corner with highest is kept whilst the others are suppressed. Fig. 10 illustrates the result of nonmaximum suppression on a sample shape (CL segment).
Similar to branch representation, both LoS sections for a corner detected are then located in the corner WAH (i.e., ), and in this way, its orientation can be described. However, the intercorner proximity is another important factor, which determines how major the corner is for the human visual perception. For instance, consider the triangular-like shape in Fig. 11 . Although it has 16 corners successfully detected by the proposed corner detector, it still strongly resembles a triangular shape due to three "major" corners: , , and . The other corners (i.e., ) are minor and are only noisy disturbances due to the fact that their interproximity is too close for the human eye. Due to this HVS phenomenon, their description in 2-D WAH should be scaled accordingly. In order to accomplish this, let be the th corner in between two neighbor corners, and . Then the corner weight for the th corner can thus be defined as follows: (8) where is the number of pixels between two corner center pixels, and , and is the total number of pixels in the subsegment, , that is under 2-D WAH extraction process. TCW in (8) represents the total corner weight, which basically represents the corner amount of subsegment. TCW can thus be used directly during the retrieval phase, in order to distinguish the shapes with high corner weights (triangle, rectangle, etc.) from the ones with less or no corners (i.e., circle, ellipse, etc.).
Once all corners are detected along with their weights, both LoS sections (in forward and reverse directions) of each corner are represented on the corner WAH bins with their particular corner weights. Therefore, major corners will eventually have dominance in the histogram compared to minor ones, as intended. In this way, the triangular-like segment shown in Fig. 11 , can still be retrieved whenever a similar triangle shape with three major corners is queried.
C. Indexing and Retrieval
In order to test the retrieval efficiency of the proposed descriptor over multimedia databases, we embed the algorithm into a dynamic FeX module [12] to be used for indexing and retrieval processes in MUVIS framework [25] . Note that MUVIS is a generic framework over which any FeX method can be implemented independent from the core of the system. Thus, it only serves as a development and test-bed environment, which has no internal or direct effect over any method. Any FeX module should perform both feature extraction operation over frames, and a similarity distance metric for retrieval. Before starting an indexing process, Canny edge detection and Bilateral filter parameters and three parameters for 2-D WAH descriptor, , , and are set a priori depending on the database content and descriptor type (i.e., shape or texture). As a mandatory requirement of the FeX framework, the descriptors extracted during the indexing process should be (unit) normalized, which will be explained next.
1) Normalization of 2-D WAH Descriptor:
Once all corner and branch 2-D WAHs are extracted from the relevant subsegments (both CL and NCL), they become subject to a (unit) normalization process. The number of LoS sections that are embedded into the branch WAH is a variable depending on several factors, such as the total length of subsegments (and, hence, the parameter ), number of corners detected since their LoS sections are excluded from branch WAH and the parameter (the walking pace). Therefore, normalization is needed, not only for the MUVIS FeX framework requirement as mentioned earlier, but for an unbiased comparison between two WAHs, as well. Let be the bins of the branch 2-D WAH where , are integer histogram indices in 2-D. Then the normalized branch WAH, , is expressed as in (9) (9) Among subsegments, let be the number of subsegments with at least one corner detected. As explained before, a corner LoS section increments the matching bins in corner WAH by its corner weight and the total corner weight, TCW from a particular subsegment is already unit normalized. Let be the bins of the corner 2-D WAH where , are integer histogram indices in 2-D. Then the normalized corner WAH, , can be expressed as follows: (10) A proper union of and is the final 2-D WAH descriptor that can be used for shape-based retrieval. Note the sharp discrimination of both 2-D WAHs for the basic shapes as shown in Fig. 12 .
2) Similarity-Based Retrieval Via 2-D WAH:
The retrieval process in MUVIS is based on the traditional query by example (QBE) scheme. The features of the query item are used for (dis-) similarity measurement among all the features of the (visual) items in the database. Ranking the database items according to their similarity distances yields the retrieval result.
Let , and , be the (normalized) branch and corner WAHs of the query and a particular database item . The total (dis-) similarity distance, , calculated from its branch, , and corner, , components can be expressed as in (11) , shown at the bottom of the next page, where is the weight for corner histogram differences in calculation. One can set whenever accurate CL segmen- tation is possible (e.g., for queries in a binary shape or natural image database where the CL segments for objects are already extracted as in [9] ) since the corner information is complete and reliable, otherwise it should be set to a small empirical value (i.e., ) in order to give more weight to branches since some major corners might be missing on the NCL subsegments present. Note that, proportionality naturally increases the role of corners in the calculation of (total) similarity distance whenever the query shape contains major corners, and vice versa for minor ones. Another feasible option is to give equal weights ( but never void the role of corners because shape similarity queries using the branch WAH alone might yield erroneous retrievals due to occasional mismatches. See for example the branch WAHs of the third and fourth shapes in Fig. 12 (circle and star) are almost identical; hence, the only discrimination can be obtained from corner WAHs.
IV. EXPERIMENTAL RESULTS
The first set of experiments is performed to evaluate the accuracy of the proposed corner detector with respect to HVS perceptive criteria (subjective test). Afterwards the retrieval performance of the proposed FeX module via QBE scheme within a set of image databases is examined. Both shape and texturebased retrievals are evaluated using the ground-truth methodology whilst providing both visual and numerical results. In the experiments performed in this section, we used five sample databases.
• Corel_1K Image Database: There are 1000 medium resolution (384 256 pixels) images from diverse contents such as wild life, city, buses, horses, mountains, beach, food, African natives, etc.
• Corel_10K Image Database: There are 10 000 images from Corel database bearing similar content as in Corel_1K.
• Corel_20K Image Database: There are 20 000 images from Corel database bearing similar content as in Corel_10K.
• Shape Image Database: There are 1400 black and white (binary) images that mainly represent the shapes of several objects such as animals, cars, accessories, geometric objects, etc.
• Texture Image Database: There are 1760 texture images that are obtained from Brodatz database. The reason of using three Corel databases with different sizes is to test the generality and scaling capability of the proposed shape descriptor with respect to the (increasing) database size. The Shape database is mainly used to examine the efficiency and accuracy of the 2-D WAH's shape descriptor whenever CL segmentation is feasible. Finally, the retrieval evaluation is presented over Texture database provided that the 2-D WAH is tuned as a texture descriptor.
All experiments are carried out on a Pentium 5 1. 
A. Evaluation of Corner Detector
According to earlier description, a corner is the discontinuity section where a significant change occurs in the direction of a subsegment. We tested the accuracy and speed of the proposed corner detector over both CL and NCL segments. In order to speed up the process, recall that the proposed corner detector is embedded into the main (2-D WAH) descriptor process, and, thus, it causes negligible time within the entire process (i.e., ). Upon running it over sample databases with CL segmentation (i.e., in Shape or Corel_1K with object extraction as proposed in [9] ) enabled, we observed high accuracy over CL segments (i.e., miss and 1.9% false detection rates are measured over 90 corner detection experiments using particular shapes with arbitrary but definite corners such as the ones in Figs. 12 and 13 ). As shown in Fig. 13 , the corners detected are indicated in bold squares from six CL segments extracted. We used a default value for corner factor threshold, (i.e.,
) and we further noticed that it shows a strong invariance to the choice of LoS length; therefore, any reasonable value (i.e., ) can conveniently be used. An offset of one or few pixels can be encountered in few corners; however, the LoS section within the aforementioned range will still capture the true corner section, and, therefore, such detections with a slight offset yield minimal disturbance in the corner (2-D WAH) descriptor.
As mentioned earlier, the degradations in corner detection start to rise whenever CL segmentation is not possible, which is the case in natural image databases. So the corner detection for each NCL subsegment can be noisy, erroneous or incomplete as one typical case shown in Fig. 14 . Some of the true corners are clearly missing due to the deficiency of Canny edge detector especially at corners and although is set to 10, a typical value for choosing relevant subsegments, a significant number of false detections eventually occur over the background segments. Note that the effect of those irrelevant NCL segments will still be minimal on branch WAH since their total length is still comparatively quite low, and, thus, a few noisy LoS sections will occur on branch WAH. This fact justifies why moderately small value for (i.e., ) should be chosen whenever 2-D WAH descriptor is extracted over NCL subsegments. Unfortunately this is the general case over natural and arbitrary multimedia databases, and we, therefore, set only for Shape database but for three Corel databases and for Texture database since the corner information is not so relevant for describing texture.
B. Retrieval Performance Based on Shape
For comparative evaluation, we implemented three edge-based and generic shape descriptors: MPEG-7 edge histogram (MPEG7 EHD) [23] , edge pixel neighborhood histogram (EPNH) [5] and angular radial partitioning (ARP) [6] , in addition to the proposed method, 2-D WAH. Each algorithm is developed as a separate and independent FeX module under MUVIS framework. Four of the sample databases (Shape, Corel_1K, Corel_10K and Corel_20K) are indexed using each of these FeX modules and the (sub-) features extracted are used for retrieval. For MPEG7 EHD, we set the block size to 8 and 201 201 is the normalized frame size, 12 and 8 are angular and radial partition numbers for ARP, respectively. For 2-D WAH, we set , and for the three Corel databases; however, is a natural setting for Shape database since there is only one CL segment extracted per shape. Due to the reasoning given earlier, we set only for Shape database but for the three Corel databases.
Once the four databases are indexed by the respective FeX modules with the aforementioned parameters, similarity-based retrievals via the QBE scheme can be performed. A query image is chosen among the database items to be the "Example" and a particular FeX module (e.g., ARP) is selected to retrieve and rank the similar (based on shape) images using only the respective (ARP) features and an appropriate distance metric implemented within the FeX module. The recommended distance metrics are implemented for each FeX module, i.e., Euclidean ( norm) for MPEG7 EHD, Manhattan ( norm) for ARP and weighted cityblock for EPNH, respectively. Recall from (11) that we used a modified Manhattan distance metric for both of the 2-D WAHs (branch and corner).
In order to measure the retrieval performance, we used an unbiased and limited formulation of normalized modified retrieval rank , which is defined in MPEG-7 as the retrieval performance criteria per query . It combines both of the traditional hit-miss counters; precision-recall, and further takes the ranking information into account as given in the following expression: (12) where is the minimum number of relevant (via ground-truth) images in a set of retrieval experiments, is the rank of the th relevant retrieval within a window of retrievals, which are taken into consideration during per query, . If there are less than relevant retrievals among , then a rank of is assigned for the remaining (missing) ones.
is the average rank obtained from the query, . Since each query item is selected within the database, the first retrieval will always be the item queried and this obviously yields a biased calculation and it is, therefore, excluded from ranking. Hence, the first relevant retrieval is ranked by counting the number of irrelevant images a priori and note that if all retrievals are relevant, then , the best retrieval performance is thus achieved. On the other hand, if none of relevant items can be retrieved among , then , as the worst case. Therefore, the lower is the better (more relevant) the retrieval is, for the query, . Keeping the number of QBE experiments sufficiently high, the average NMRR, ANMRR, as expressed in (11), can thus be used as the retrieval performance criteria.
Before presenting the ANMRR values for each database, we first present NMRR plots of four methods obtained for a subset of queries from each database and some retrieval snapshots for visual evaluation. In all NMRR plots, odd and even numbered query images are shown on top and bottom. See for example NMRR plot in Fig. 15 drawn from 20 queries in Shape database with the following settings:
, and . This is a simple but artificial case where there is only one object with its shape already extracted. So all the methods, which are mainly developed for generic databases can now use directly the true object boundary information without any interference from texture, noise, etc. As shown in the plot, 2-D WAH achieves the best retrieval performance (the lowest NMRR values), especially far better than MPEG7 EHD, yet comparable to ARP and EPNH. Basically, ARP has the advantage obtained from its rotation invariance capability, which improves the retrieval performance in Shape database since there are many similar -almost identical-shapes simply rotated by some angles. So, rotation invariance may be a desired property in this database, but might yield erroneous retrievals on natural and arbitrary databases. For instance, a vertical sharp object (e.g., a tower) can easily be mismatched with a horizontal sharp object (e.g., a knife). Moreover it is highly irrelevant to look for a rotated version of some certain objects in natural images such as animals, buildings, trees, busses, etc., since they do not usually exhibit 2-D rotation in a natural scene (e.g., one cannot see a horse at 120 inclination). Accordingly, note that ARP yields the worst retrieval performance (highest NMRR values) for natural (Corel) databases (e.g., see Fig. 16 or the others) regardless of the database size. , and . Comparable performance can be seen between 2-D WAH and EPNH since the latter can be seen as a special case of the former (i.e., , and without subsegment analysis, relevant segment extraction and corner detection). Although it has such a limited description due to one-pixel range, its performance is still comparable because it describes the entire edge field, which basically turns out to be a texture description; whereas, 2-D WAH only describes the major segments of the objects present, discarding the texture entirely. This is obviously an advantage for retrieving a set of relevant images bearing the similar texture presence (e.g., see sixth, seventh, and twelfth queries in Fig. 16 ). This is also true for MPEG-7 EHD and ARP; however, they exhibit worse performance due to their block-based approach (rectangular blocks for MPEG7 EHD and radial blocks for ARP). Therefore, when there is no texture similarity among a set of images bearing similar object(s), significantly better performance can be achieved by 2-D WAH. As mentioned earlier, ARP further suffers from the loss of the aspect ratio and mismatches (false retrievals) that occur from its design for achieving rotation invariance and thus yields the worst results among the four. Fig. 17 shows NMRR results from Corel_10K database with the following settings: , and . Note that when the database size is increased ten times, 2-D WAH clearly demonstrates a superior performance compared to EPNH and to others as a result of the fact that increasing amount of mismatches due to irrelevant edge field immensely deteriorates the discrimination power of these methods. Fig. 18 shows NMRR results from Corel_20K database, with the following settings:
, and . NMRR results from this large database confirm that further increase in the database size drastically degrades the retrieval performance of the three rival methods, whilst 2-D WAH achieves the best results with minimal degradation. Especially on some of the queries only 2-D WAH can exhibit a reasonable performance whilst the others cannot even retrieve a single relevant item within the retrieval window, . Four of 2-D WAH retrievals of such queries (e.g., third, seventh, eleventh, and twelfth) are shown in Fig. 19 . Note that in the particular query of "stop sign" at the bottom-right in this figure, the proposed method successfully retrieves six similar shapes; however, only three of them (i.e., stop signs) are relevant as the others belong to different objects (i.e., plates), and, hence, they are taken as irrelevant retrievals via ground-truth. Yet it is obvious that such discrimination can only be possible with human intelligence and knowledge since the proposed method can only work over the major boundaries of the object(s) present. Nevertheless, we exclude such retrievals from NMRR calculations (so, only second, third, and fifth are counted as relevant).
Finally, the corresponding ANMRR values presented in Table I also prove that 2-D WAH performs the best shape-based retrieval performance over all the databases. In addition to this, the results prove that the proposed method scales much better than the other three as the database size increases, and, thus, it achieves an improved discrimination power as a generic shape descriptor.
C. Retrieval Performance Based on Texture
As the reasoning given earlier, in order to transform 2-D WAH to a texture descriptor, it is enough to set sufficiently large (i.e., ) so that the segments from the textural structure (if present) can all be described. In that case no corner detection is needed and corner WAH is entirely excluded . In order to evaluate only the texture description capability and the texture-based retrieval performance, we run the proposed method along with the other methods over Texture database generated from Brodatz texture collection. Fig. 20 presents NMRR plots with the query images using the following parameters:
, and . Note that 2-D WAH achieves the best performance for all queries Finally, we also compared the proposed method against the well-known texture descriptors, such as Gabor [21] , GLCM [28] , and ordinal co-occurrence matrix (ORDC) [29] . We repeat the same set of experiments to obtain the ANMRR measures as given in Table III . The results shown in Table III indicate that equal or better retrieval performance is achieved particularly for the directional textures, as shown in Fig. 20 .
D. Computational Complexity
Table IV presents the time (in milliseconds) passed for indexing one image in Shape, Corels (1, 10, and 20 K) and Texture databases. Since number of scales can vary, we present per-scale time for 2-D WAH feature extraction for Corels and no scale (bilateral filtering iteration) is applied for Shape and Texture databases. Furthermore, no corner detection is applied for Texture database; therefore, the fastest time is achieved for this database, whereas the rest of the feature extraction process only takes a fraction of a second. Compared to other competing methods, 2-D WAH usually has the slowest indexing time, mostly due to nonlinear Bilateral Filtering process; however, this is not a major problem since the feature extraction is applied only once during the database indexing. Most critical timing is during the online query process, which is a repetitive process and there is no difference on retrieval (query) times, since all the heavy computations are performed during the feature extraction phase and the query process performs only similarity distance computations over the feature vectors.
V. CONCLUSION
The 2-D WAH descriptor presented in this paper enables shape and texture retrievals over general-purpose multimedia databases. It is based on multiscale subsegment analysis over (Canny) edge field, and, therefore, it can conveniently work over arbitrary images, which may encapsulate one or more objects in an inhomogeneous background possibly with a strong textural structure. The proposed method basically achieves the following major innovative properties.
• The overall algorithm is unsupervised (no training), with minimal parameter dependency. To our knowledge, it is one of the first attempts to index a natural image database according to object shape descriptor in a fully automatic way.
• A multiscale approach is employed to simplify the image iteratively by removing "details" and texture at each scale and such a preprocessing stage prevents significant degradations in the following shape analysis as the other methods usually suffer. The relevance model increases the likelihood of obtaining most of the true object boundaries by favoring the longest and the major subsegments.
• It has a simple, yet efficient, corner detector, which improves the description power especially over CL segments.
• The major advantage of 2-D WAH is that, as a shape descriptor, it deals directly with arbitrary (natural) images without any unreliable segmentation or object extraction preprocessing stage, and, hence, it achieves generality and robustness.
• Alternatively, when it is tuned as a texture descriptor, it can achieve superior retrieval accuracy especially for directional textures. Moreover, its texture-based retrieval performance is equal or better than well-known texture descriptors, such as Gabor, ORDC, and GLCM. Current and planned research work include: adapting the proposed method to a QBS (Query by Sketch) scheme, which will be developed under MUVIS system. We are also working on an adaptive model in order to set the parameters and automatically with respect to the edge topology and texture ratio of each image in the database.
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