Abstract. In this paper we prove the assertion that the number of monic cubic polynomials F (x) = x 3 +a 2 x 2 +a 1 x+a 0 with integer coefficients and irreducible, Galois over Q satisfying max{|a 2 |, |a 1 |, |a 0 |} ≤ X is O X 4/3 . We also count the number of abelian monic binary cubic forms with integer coefficients up to a natural equivalence relation ordered by the so-called Bhargava-Shankar height. Finally, we prove an assertion characterizing the splitting field of 2-torsion points of semi-stable abelian elliptic curves.
Introduction
One of the most significant achievements in number theory is Hilbert's irreducibility theorem. One version of it can be stated as follows: when ordering degree n monic polynomials f (x) = x n + a 1 x n−1 + · · · + a n , a i ∈ Z for i = 1, · · · , n with the box height (1.1) H(f ) = max{|a 1 |, · · · , |a n |}, that a proportion tending to 100% of such polynomials will be irreducible and have Galois group isomorphic to the symmetric group S n .
However, Hilbert's original proof of his theorem is not quantitative in the sense that it does not give a way to quantify how many degree n-polynomials of bounded box height fail to have S n as their Galois group. For any transitive subgroup G ≤ S n and positive number X ≥ 1, denote by (1.2 ) N (n)
G (X) = #{f (x) = x n + a 1 x n−1 + · · · + a n ∈ Z[x], H(f ) ≤ X, Gal(f ) ∼ = G}.
Van der Waerden proved that

N (n)
Sn (X) = (2X) n + O n X n− 6 (n−2) log log n for n ≥ 3. He conjectured that one should be able to replace the error term by O n X n−1 , which is best possible since the subset of monic polynomials where the constant coefficient vanishes, all of which are reducible, already gives this order of magnitude.
A more precise formulation of van der Waerden's question is to ask whether or not one can obtain a sharper error term once the obvious reducible polynomials are removed, and indeed, to ask for asymptotic estimates for N (n)
The simplest case of this question corresponds to n = 3 and G = C 3 . Such polynomials are called abelian cubics. It is well-known that an irreducible cubic polynomial with integer coefficients is abelian if and only if its discriminant is a square integer.
In this paper we give an estimate for N (3) C3 (X). We will prove the following: Theorem 1.1. Let C 3 be the cyclic group of order 3 and N (3) C3 (X) given as in (1.2) . Then
C3 (X) = O X 4/3 .
The set of monic cubic polynomials is invariant under the action of x → x + u for any integer u. Two invariants of this action, which we denote by I and J, are given by (1.4) I(F ) = a where F (x) = x 3 + a 2 x 2 + a 1 x + a 0 . It follows that F has a unique representation as
One can interpret this as an action of a subgroup of GL 2 (Z) on the lattice of integral binary cubic forms. For the set of monic binary cubic forms, the natural action given above is realized by the upper triangular subgroup of GL 2 (Z), namely U (Z) = 1 n 0 1 : n ∈ Z .
The quantities I(F ), J(F ) given in (1.4) are then invariants with respect to this action. In fact, all polynomial invariants of this action are generated by I, J.
To prove Theorem 1.1, it is convenient to consider binary cubic forms rather than cubic polynomials. We thus need to parametrize monic binary cubic forms. It is well-known that for any monic cubic form that
Since an irreducible cubic form F is abelian if and only if ∆(F ) is a square, it follows that we are required to study integer solutions to the equation
If gcd(x, y, z) = 1, then the parametrization is provided in full by Cohen [6] . However, it is not always the case that gcd(x, y, z) = 1. We will show in Section 3 that it suffices to study the equation
where c = c
Indeed, we solve (1.7) in the following sense: Theorem 1.2. The integer solutions to (1.7) are parametrized by
and ranging over all pairs c 1 , c 2 ∈ Z such that c = c
. Of course, given the symmetry of (1.7), the roles of u, v may be swapped in Theorem 1.2.
Using Theorem 1.2 we obtain the following parametrization of monic abelian cubics given by the shape (1.5):
is given by one of the following three possibilities:
(1.10)
with c = c
In view of Theorem 1.3, it makes sense to consider enumerating those monic cubics where gcd(I(F ), J(F )) is fixed. Let N c (X) be the number of monic, irreducible, abelian polynomials F with integer coefficients and H(F ) ≤ X, such that gcd(I(F ), J(F )) = c. We then have
Otherwise, N c (X) = 0 for all X ∈ R.
Note that N c (X) is substantially smaller than the estimate for N C3 (X) ought to be.
In [4] , Bhargava and Shankar used analogous invariants to define a height on the space of binary quartic forms, which descends to a height on the space of monic binary cubic forms. We shall denote this height by the Bhargava-Shankar height, given by
Observe that H BS is only well-defined for monic binary cubic forms.
When restricted to abelian cubics, and the observation that
3 for all F abelian (since necessarily ∆(F ) > 0 in this case). We then have the following theorem: Theorem 1.5. Let M BS (X) denote the number of U (Z)-equivalence classes of irreducible binary cubic forms with integer coefficients and Galois over Q with Bhargava-Shankar height bounded by X. Then
One should compare Theorem 1.5 with the following statement enumerating monic binary cubic forms which are totally reducible over Q. Let M † BS (X) denote the number of U (Z)-equivalence classes of totally reducible binary cubic forms with integer coefficients, ordered by Bhargava-Shankar height. Then we have:
for some positive number c 0 . In light of the result of G. Yu [12] one expects that there ought to be O ε X
1/3+ε
GL 2 (Z)-equivalence classes of quartic forms with Galois group V 4 with Bhargava-Shankar height up to X. Theorem 1.5 is suggesting that the same should be expected for A 4 -quartic forms.
Another curiosity about elliptic curves that arises from Theorem 1.3 is the following. It is well-known that all elliptic curves E/Q have a unique minimal Weierstrass model of the shape
where (I, J) has to satisfy some congruence condition modulo 27. In view of (1.5), it follows that an abelian elliptic curve, or an elliptic curve where the corresponding cubic polynomial is abelian, has (I, J) given by Theorem 1.3. Note that an elliptic curve E can be semi-stable only if for all primes p, the corresponding cubic polynomial does not totally ramify. This implies that gcd(I, J) = 1. This leads to the following conclusion: Theorem 1.6. Let E/Q be a semi-stable elliptic curve given by the Weierstrass model (1.13). Suppose that the attached cubic polynomial f (x) = x 3 − Ix/3 − J/27 is an abelian cubic polynomial. Then the splitting field of f is Q(ζ 9 + ζ −1 9 ), where ζ 9 is a primitive 9th root of unity. Thus, again in light of the result of Yu [12] , it should be possible to show that the average size of the 2-Selmer group of semi-stable abelian elliptic curves is bounded.
Proof of Theorem 1.2
We treat (1.7) as an equation over the Eisenstein integers Z[ρ], where ρ = (−1 + √ −3)/2. We further factor (1.7) as
The co-primality of x with u, v implies that (x 1 + ρx 2 ) 3 must divide one of u + ρv, u + ρ 2 v. Without loss of generality, we assume that (
We can absorb the ρ k term into c 1 +ρc 2 , so it suffices to fix a value of k. For k = 0 we get the parametrization
Comparing coefficients we get that
. The co-primality of x and u, v implies that gcd(x 1 , x 2 ) = 1. This completes the proof of the theorem.
Standard form of monic binary cubic forms and Hessian covariants
For a given binary cubic form
define the Hessian covariant of F to be
Explicitly, we have
For a binary quadratic form g(x, y) = ax 2 + bxy + cy 2 , we define
We have the following Proposition 3.1. Let g(x, y) = ax 2 + bxy + cy 2 ∈ C[x, y] be a non-singular binary quadratic form with a = 0. Then
This fact appears well-known; see for example [5] . Nevertheless we give a proof of it for completeness.
Proof. We recall notation from [10] , where we dealt with the so-called Hooley matrix :
where A, B, C are as in (3.1). It was shown by Hooley in [7] that H F is a stabilizer of F with respect to the substitution action of GL 2 . Moreover, it was shown in [10] that for a given binary quadratic form g(x, y) = ax 2 + bxy + cy 2 with real coefficients and non-zero discriminant and associated matrix
that H g ∈ Aut R (F ) if and only if g is proportional to H F . Here Aut R (F ) refers to the stabilizer subgroup of F in GL 2 (R) corresponding to the substitution action. Using this, one checks through explicit calculation that H F is proportional to g if and only if F is given as in (3.2) . Similarly, that any element F ∈ V g (C) does indeed have Hessian covariant proportional to g is easily checked.
Remark 3.2. One can also prove Proposition 3.1 by observing that every binary cubic form F with non-zero discriminant is GL 2 (C)-equivalent to xy(x + y).
Remark 3.3. Bhargava and Shnidman gave a slightly different form of the set V g (C) given in (3.2). Indeed, V g (C) corresponds to cubic forms of a given shape g.
Even though it is not used later in the paper, we note that Proposition 3.1 gives a quick proof of the following well-known fact:
Theorem 3.4. The 3-torsion part of narrow class groups of quadratic fields are in one-to-one bijection with maximal, irreducible nowhere totally ramified cubic rings.
Proof. Let R 2 , R 3 denote respectively the GL 2 (Z)-equivalence classes of binary quadratic and cubic forms, respectively. We will show that the map φ 3,2 : R 3 → R 2 sending a binary cubic form F to its Hessian covariant H F induces a bijection between the two objects in the theorem. Indeed it is well-known that GL 2 (Z)-classes of binary cubic forms with square-free discriminant precisely correspond to rings of integers of cubic fields which are nowhere totally ramified, and GL 2 (Z)-classes of binary quadratic forms correspond to ideal classes of quadratic fields.
Let F be a binary cubic form with integer coefficients. Since ∆(H F ) = −3∆(F ), it follows that F has square-free discriminant only if H F is primitive. For a given binary quadratic form g(x, y) = ax 2 + bxy + cy 2 with co-prime integer coefficients and non-zero discriminant, we have that an element F = F a3,a2 ∈ V g (C) with integer coefficients given in Proposition 3.1 has discriminant equal to
We now apply an element of GL 2 (Z) to g (respectively F ) to replace a with a prime p representable by g which does not divide ∆(g). The prime p can be interpreted as representing the narrow class associated to g. Moreover, we see that ∆(F ) can be square-free only if g represents p 2 as well.
Since g represents p, it follows that p splits in Q ∆(g) . We thus factor (p) = p 1 p 2 and without loss of generality, we assume that the ideal class corresponding to g is represented by p 1 . Since g also represents p 2 , which has the possible factorizations 3 = Id. This shows that g is an order 3-element in the ideal class group of Q( ∆(g)). This establishes the desired bijection.
We now focus on monic binary cubic forms. Let g(x, y) be the primitive integral binary quadratic form proportional to H F . Since ∆(H F ) = −3∆(F ), it follows that 3|∆(g) whenever ∆(F ) is a square. Since H F is a covariant of F , it follows g is also a covariant of F . Applying the transformation in the lemma to g shows that 9g(x + vy, y) ∈ Z[x, y].
Without loss of generality, we first translate F by an integer, which enables us to assume that a 2 ∈ {−1, 0, 1}. We then further translate so that F is of the form (1.5). Let g(x, y) = ax 2 + bxy + cy 2 be a primitive, integral binary quadratic form such that H F is proportional to g. It then follows from Proposition 3.1 that
Comparing (1.5) and (3.3), we see that if F ∈ Z[x, y] then I(F ), J(F ) ∈ Z, and either a 2 ≡ 0 (mod 3) so I(F ) ≡ 0 (mod 3), J(F ) ≡ 0 (mod 27) or
Observe that 9a 1 ≡ 0, 9, 18 (mod 27), so (±1)(9a 1 − 2) ≡ ±2, ±7, ±16 (mod 27). Next we see that 9c a , 27bc a 2 ∈ Z.
Put a = 3 k α, with gcd(α, 3) = 1. We then see that α|c. Since g is assumed to be primitive, it follows that gcd(α, b) = 1. It thus follows that α 2 |c. As observed earlier, we have that 3|∆(g). Thus if k ≥ 1, then 3|b and hence 3 ∤ c. It follows that k ≤ 2.
We first treat the case when k = 0. Then we have c = a 2 c ′ for c ′ ∈ Z. It then follows that
We then see that 9c ′ = gcd(I(F ), J(F )
In this case we have J(F ) = 9βγ, so in fact J(F ) ≡ 0 (mod 27). Since 3 ∤ γ it follows that 3|β, whence 9|b.
We thus obtain the shape
Finally, if k = 2 then we obtain
Comparing (3.4), (3.5), and (3.6) with (1.5) gives
Then it is easy to see that ∆(F ) for F given as in (3.4), (3.5), (3.6) is given by:
if F is given by (3.6).
Using (3.8), we can write out all abelian cubic forms of the shape (1.5) which is a translate of an integral form. In each of the cases in (3.8) we have an equation of the form (3.9)
Note that the right hand side is a norm in Z[ρ], hence the left hand side must be as well. If c is a norm in Z[ρ] then we are done. Otherwise, there must exist a prime p which is not a norm in Z[ρ] and which divides c with odd multiplicity. It follows that p also divides a, and p|u, v. But then a is not co-prime to u, v, contradicting our assumption. Thus c must be a norm in Z[ρ].
We aim to obtain a parametrized set of solutions for this equation, following [6] . First we massage (3.9). Note that u 2 + 3v
Observe that by definition v 1 is even, thus the right hand side can be even if and only if u 1 is even. Now put u 1 = 2x and y = −v, to obtain ca 3 = x 2 − xy + y 2 , which is equivalent to (1.7). We may then proceed with the proof of Theorem 1.3.
3.1. Proof of Theorem 1.3. We unwrap (3.8) and Theorem 1.2 to obtain the desired parametrization. In the first case, we have 4ca
We then see that
. In the second case, we have
. However, in this case more needs to be said. Since I(F ) ≡ 0 (mod 3), it follows that J(F ) ≡ 0 (mod 27). But this implies that bc ≡ 0 (mod 3). We had already deduced that 3 ∤ c in this case, so we must have b ≡ 0 (mod 3). Note that b(s, t) ≡ c 2 (s 3 + t 3 ) (mod 3). If c 2 ≡ 0 (mod 3), then s 3 + t 3 ≡ 0 (mod 3). This implies that n ≡ 0 (mod 3), and since 3 ∤ c, that a ≡ 0 (mod 3). This violates the fact that gcd(a, b) = 1, whence c 2 ≡ 0 (mod 3).
Finally, suppose that the third case in (3.8) occurs. Then once again we have
But now we need to impose an additional congruence relation, on
Indeed we must have n(s, t) ≡ 0 (mod 3). For the same reasons as in the previous case, we conclude that c 2 ≡ 0 (mod 3).
Counting monic abelian cubics by box height
In this section we count monic, abelian cubics by the naive box height. We first require a simple lemma:
Proof. This follows from the fact that I, J, ∆(F ) are degree 2, 3, 4 polynomials in the coefficients of F , respectively.
Proof of Theorem 1.4.
We now restrict to the first case of (3.8); the other two cases being similar. We look for the number of u ∈ Q with 3u ∈ Z such that the translated polynomial
It follows that the constant coefficient of F u (x) is given by
One then checks that
In other words, H Gc 1 ,c 2 is proportional to G c1,c2 . This implies that G c1,c2 is a decomposable form; that is, it splits into a product of three linear forms over C. In fact it is easily checked that G c1,c2 (u, s, t) must necessarily split over R. By Lemma 4.1 we also have |I(F )| ≪ X 2 which gives that |s|, |t| ≪ X/c. Moreover we know that |u| ≤ X by assumption. This implies that we have |u|, |s|, |t| ≪ X. The conclusion of Theorem 1.4 then follows from the observation that, up to the action of the unit group associated to the splitting field of G c , the number of solutions to the inequality |G c (u, s, t)| ≤ X is bounded by O(X). Next we observe that the unit group has finite rank by Dirichlet's unit theorem, and in this case the unit group will in fact have rank at most 2 since G splits over R. It then follows that for each m ∈ Z, |m| ≤ X the equation G c (u, s, t) = m has O c (log 2 X) solutions with max{|u|, |s|, |t|} ≪ X. The upper bound in Theorem 1.4 then follows.
Remark 4.2. It is likely that log
2 X factor in Theorem 1.4 can be improved, since we really only used the fact that the y 3 -coefficient must be O(X) while ignoring the xy 2 -coefficient.
4.2.
Proof of Theorem 1.1. We consider dyadic ranges for a, c. In particular, we suppose that
satisfying T 1 T 2 ≪ X 2 . Now we use the fact that there must exist u ∈ Z with 3u ∈ Z such that
We study the latter inequality using the cubic equation for cubic polynomials with positive discriminant. 
We then obtain the following lemma:
. Then the number of solutions to (4.3) lie in a union of at most three intervals of total length bounded by O X(T 1 T 2 ) −1 .
Proof. We put A = ac, B = bc. Consider a quantity Ψ = O(X), and define the polynomials
We first suppose that for all Ψ ∈ [−X, X], r and r Ψ both have positive discriminant and hence have three real roots. Put ξ 1 , ξ 2 , ξ 3 , ψ 1 , ψ 2 , ψ 3 for them respectively. By Lemma 4.3 we have (4.4)
and similar expressions for the ψ i 's. Observe that by our hypotheses we have |B + Ψ| < 2A 3/2 , since r Ψ has positive discriminant, so θ ′ = 0, π. By using the fact that arccos(x) = x 1 du √ 1−u 2 and expanding the integrand using a MacLaurin series, we see that
This then implies that
. Substituting this back into (4.4) gives the lemma in this case.
Next we consider the case when there exists Ψ ∈ [−X, X] such that ∆(r Ψ ) = 0, so that there exists
We may as well assume that B = 2A 3/2 , and consider an interval of length O(X) around B. In this renormalization we have
From our analysis in the previous case it follows that
can be estimated just as before be of length O ΨA −3/2 . The second interval is then estimated by the gap between the roots
Notice that by hypothesis θ ′ is close to 0. We thus apply the transformation
This leads to the same conclusions as in the previous case, and we are done. For small values of T 1 , T 2 this bound is optimal.
For any two binary cubic forms F 1 , F 2 which do not share a common linear factor, the region
is compact. It thus follows that for |s|, |t| ≫ T 1/2 2 , we have max{|s
2 . From Lemma 4.1 we see that ∆(F ) = 27c 2 n 2 ≪ X 4 , and it follows that n ≪ X 2 T −1
1 . We then consider
as a linear inequality in c 1 , c 2 . We make use of the following lemma:
Lemma 4.5. Consider the lines defined by the equations
The distance between the two lines is given by |2c|/ √ a 2 + b 2 .
Proof. The distance between the lines is equal to the distance of the intersection points of the two lines with any perpendicular line, say given by bx + ay = 0. This immediately gives the result.
Using the lemma we see that the width of the band defined by (4.5) is at most
We thus obtain two possible bounds for the number of possible c 1 , c 2 , namely that there are O(T 1 ) possibilities for c 1 , c 2 by the definition of T 1 , and a second bound given by
arising from the fact that c 1 , c 2 are constrained by
≤ 2T 1 and (4.5). We can always choose the smaller of these bounds, and so it follows that there are
possibilities for c 1 , c 2 .
We now count the possible quintuples (u, s, t, c 1 , c 2 ), given the various bounds above. Proof. Observe that since |u 2 − ac| ≪ X, that there are O(X(T 1 T 2 ) −1/2 ) possibilities for u. Moreover, there are O(T 1 T 2 ) possibilities for c 1 , c 2 , s, t. We sum over dyadic ranges of
We may now suppose that T 1 T 2 ≫ X 2/3 , so that Lemma 4.4 applies. It then follows that there are
First suppose that X(T 1 T 2 ) −1 ≫ 1. Since there are O(T 1 T 2 ) possibilities for c 1 , c 2 , s, t, we have that this
C3 (X). Thus, the contribution from this case is negligible.
We now assume that T 1 T 2 ≫ X, so that for given c 1 , c 2 , s, t there are O(1) choices for u. When the first term in (4.6) dominates, we have
Since there are O(T 1 T 2 ) possibilities for c 1 , c 2 , s, t satisfying (4.2), there are
possibilities for c 1 , c 2 , s, t.
If the second term in (4.6) dominates, then T 1 T 2 ≫ X 4/3 and there are
1 , then upon writing
ℓ we see that the number of possibilities is k+ℓ>4 log 2 (X)/3 k+3ℓ<4 log 2 (X)
Otherwise, there are O(T Otherwise, we switch tracks: instead of picking s, t first and then select c 1 , c 2 , we first choose c 1 , c 2 , for which there are O(T 1 ) possibilities, and then select s, t. To deal with this case, we require the following lemma, due to Thunder, appearing as Lemma 5 in [8] :
Lemma 4.7. Let F (x, y) be a binary cubic form with integer coefficients which is irreducible over Q and let B > 0. Suppose that the inequality |F (x, y)| ≤ T has an integer solution (x 0 , y 0 ) with B < max{|x 0 |, |y 0 |} ≤ 2B. Then the number of primitive solutions to |F (x, y)| ≤ T satisfying B < max{|x|, |y|} ≤ 2B is at most 1 + 54
Applying this lemma shows that for each dyadic range
possibilities for s, t. Multiplying by O (T 1 ) to account for the possibilities for c 1 , c 2 , we get that there are
possibilities for c 1 , c 2 , s, t. Note that T 1 T 2 ≪ X 2 and T 2 ≫ X 2/3 implies that T 1 ≪ X 4/3 , so the second term above will give a satisfactory contribution upon dyadic summation. For the first term, observe that dyadically summing
gives an acceptable contribution provided that T Putting these together gives the bound N
C3 (X) = O X 4/3 . This completes the proof of Theorem 1.1.
Counting monic abelian cubics by invariants
In this section we prove Theorem 1.5. Since in all cases our parametrization demands that gcd(s, t) = 1, we first address this issue. Put We proceed to treat the first case given by (1.8 We then have, for any α > 0, 
dt.
The values we require to evaluate (5.4) are α = 1 and α = 1/2, giving the term
However, we must remember to impose the condition that s 2 − st + t 2 ≡ 0 (mod 3), which introduces a factor of 2/3 to the main term. Hence we obtain the asymptotic form The cases corresponding to (3.4) and (3.6) correspond respectively to the inequalities 
