Swarm Behaviour Evolution via Rule Sharing and Novelty Search by Smith, Phillip et al.
Swarm Behaviour Evolution via Rule Sharing
and Novelty Search
Phillip Smith phillipsmith@monash.edu
Faculty of Information Technology, Monash University, Clayton, Victoria, Australia
Robert Hunjet Robert.Hunjet@dst.defence.gov.au
Defence Science and Technology Group, Edinburgh, South Australia
Aldeida Aleti aldeida.aleti@monash.edu
Faculty of Information Technology, Monash University, Clayton, Victoria, Australia
Asad Khan asad.khan@sensoranalytics.com.au
Sensor Analytics, Mount Waverley, Australia
Abstract
Evolutionary Computation has proven to be successful in creating robotic agent be-
haviours that allow them to autonomously perform specific tasks. This area is known
as evolutionary robotics and has only recently been extended to robotic swarms, where
a swarm-wide behaviour emerges from individual robotic agent actions and interac-
tions. This extension has lead to a divide in the swarm robotic community between
autonomously created and designed behaviour. Evolution works have implemented
simple swarm tasks in a range of conditions, and behaviour design works have imple-
mented more challenging tasks, such as data-transfer facilitation, but within controlled
conditions. In our previous work, we attempted to overcome this divide by utilising
a human designed rule generator to autonomously create rule-set behaviours for this
challenging data-transfer task. This algorithm saw reasonable success, however, the
created behaviours were limited to unrestricted environments and the evolution search
often stagnated on plateaus in the fitness landscape. Additionally, the evolution was
slow, as the heterogeneous agents evolved in isolation and thus did not propagate
good results to fellow swarm members. We present in this paper an exertion of our
previous work by increasing the robustness and coverage of the evolution search via
hybridisation with a state-of-the-art novelty search and accelerate the individual agent
behaviour searches via a novel behaviour-component sharing technique. Via these im-
provements, we present Swarm Learning Classifier System 2.0 (SLCS2), a behaviour
evolving algorithm which is robust to complex environments, and seen to out-perform
a human behaviour designer in challenging cases of the data-transfer task in a range of
environmental conditions. Additionally, we examine the impact of tailoring the SLCS2
rule generator for specific environmental conditions. We find this leads to over-fitting,
as might be expected, and thus conclude that for greatest environment flexibility a
general rule generator should be utilised.
Keywords
Robot Behaviour Evolution, Swarm Robotics, Cooperative Coevolution, Reinforce-
ment Learning, Novelty Search
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1 Introduction
In the early 2000s, a branch of multi-agent robotics returned to the scientific com-
munity’s focus, known as Swarm robotics (Beni, 2004). The idea of this branch was to
utilise a large collection of relatively simple robotic agents to perform a task together,
drawing on the expression “quantity has a quality all of its own”. This field took in-
spiration from nature; looking to insects (Soleymani et al., 2015) and bacteria (Timmis
et al., 2016) for behaviour mechanisms. Not long after this, the evolutionary compu-
tation community became interested in swarms (Trianni, 2008) shifting the questions
from ‘What can we make these robots do?’ to ‘What can these robots make themselves
do?’ However, over the last decade, the divide between manually designed behaviours
and autonomously created behaviours has grown; specifically in terms of swarm task
complexity; evolved swarms have been exclusively tested with trivial tasks, such as
collision-free locomotion (Heinerman et al., 2015), while designed swarms have com-
pleted more complex tasks, such as data-transfer (Fraser et al., 2017). That being said,
behaviour evolution has allowed swarms to operate in various environments without
further human interaction and designed behaviours are limited to controlled condi-
tions. As such, our research looks to bridge this gap by applying an alternative evolu-
tionary technique for creating behaviours to solve this complex swarm task of data-
transfer. This alternative approach is inspired by Learning Classifier System (LCS)
(Holland and Reitman, 1978; Smith, 1980) and evolves behaviours consisting of high-
level condition-action rules and utilising Reinforcement Learning (RL) during swarm
operation to select from these rules. Additionally, this approach uses rules generated
via a grammar-based decoder, which allows human designers to manipulate the po-
tential of the agent behaviours without restricting flexibility. Finally, this behaviour
evolution is conducted on a behaviourally heterogeneous swarm, which is a swarm of
functionally identical robotic agents, each with a unique individual behaviour controllers.
This heterogeneity allows the behaviour of the overall swarm, or ‘emergent behaviour’,
to be more diverse and flexible at solving the assigned task Gomes et al. (2015).
In our prior implementation of the above rule evolution algorithm (Smith et al.,
2018), which we retroactively title Swarm Learning Classifier System (SLCS) 1.0
(SLCS1), we achieved reasonable success in simple environment conditions. However,
this implementation saw many of the robotic evolution issues presented Silva et al.
(2016); some evolution searches stagnated due to local optima entrapment and the
behaviours of the heterogeneous swarm were slow due to isolated evolution in each
agent. To overcome these issues, this paper presents SLCS2, a significantly improved
system which overcomes the stagnation in evolution by implementing a state-of-the-art
novelty search, Behaviour DoMination Algorithm 2 (BDMA-2) (Meyerson and Miikku-
lainen, 2017), in hybrid with the evolution, and by implementing a novel form of rule
exchange amounts the heterogeneous swarm.
To evaluate SLCS2, behaviours are evolved for a range of challenging instances of
the data-transfer task, simulated in a 2D environment. These challenges include ob-
stacles which must be circumvented and impact signal quality, malicious networking
jammers which prevents communication when agents are in range, and a realistically
stochastic communication signals which makes actions non-deterministic. This evalu-
ation is conducted in contrast to a human-designed behaviour constructed especially
for the proposed application. A human-designer is compared in this study as no prior
swarm behaviour evolution has addressed such a complex task and thus cannot be
directly implemented for comparisons. In addition to this main evaluation, the per-
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formance benefit of the two key additions to SLCS2 are evaluated by isolating each
addition and examining the fitness improvements. Finally, as the grammar-based de-
coder of SLCS utilises a human-designed rule generator, this paper also investigates
tailoring this construction for specific problem conditions. The resulting behaviours
are compared to the general behaviours in terms of swarm performance and flexibility.
In summary, the main contribution of this paper is an improved swarm behaviour
evolution algorithm which allows a robotic agent swarm to complete a realistic network
assistance task with performance competitive to human-designed swarm behaviours.
The individual contributions of this system are:
1. the hybridisation of a behaviour evolution search and BDMA-2 for a more robust
and wider covering exploration of the behaviour-space.
2. the development and evaluation of a novel rule sharing algorithm for a co-evolved
population of individual agent behaviours.
In addition, we:
a) develop a novel human-designed swarm behaviour for the proposed data-transfer
task to validate the behaviour creation process of SLCS2 in terms of swarm effec-
tiveness and flexibility.
b) evaluate the performance and flexibility impacts of specialising the rules of SLCS2
for specific problems within the data-transfer domain.
The remainder of this paper is organised as follows: Section 2 presents related
works on behaviour evolution; Section 3 presents the architecture of the utilised
swarm agents, including environment observations, available actions, and RL. Sec-
tion 4 presents the proposed evolution algorithm, including the grammar-based rule
structure, the hybridisation with BDMA-2, and the rule sharing technique during agent
behaviour evolution. Section 5 presents the simulation experiments used for validating
SLCS2, along with the design and validation of a human-made behaviour for compar-
ison to SLCS2, and three grammar alterations to specialise the evolution for specific
problem conditions. In Section 6 the experiment results of this study are presented and
discussed, and finally Section 7 conclude this study, makes final remarks on the results
and presents intended further work.
2 Related Work
In this review, we first outline existing swarm behaviour evolution, highlighting
the limitations in flexibility or resulting complexity. As presented in Section 1, these
approaches are limited to simplistic behaviours, and thus, this review further explores
non-swarm behaviour evolution and behaviour decoding methods to achieve the de-
sired complexity. In addition, this review explores methods for extending swarm evo-
lution via behaviour exchange and state-of-the-art behaviour-space searches.
2.1 Behaviour Evolution
One of the earliest works that investigate the evolution of swarm behaviours is the
work by Perez-Uribe et al. (2003). A simple swarm behaviour was created via a Genetic
Algorithm (GA), which utilised three manually designed action-condition rules. As
these rules were specially designed for the given problem the swarm could solve non-
trivial tasks. However, only one environment was explored and only 9 behaviours were
possible, which shows this work did not explore task flexibility in the swarm.
In contrast to this high level design, Trianni (2008); Nelson et al. (2004); Hauert et al.
(2009) and Heinerman et al. (2015) evolved Neural Network (NN) behaviours which
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linked sensory inputs to motor controls. These low-level or primitive (Duarte et al.,
2018) controllers allowed for large variation in behaviour creation, which permitted
environment and task flexibility. However, such large behaviour-spaces came at the
cost of limiting the swarm task to simple requirements, such as aggregation Trianni
(2008) or locomotion Heinerman et al. (2015). This issue has been noted by Duarte et al.
(2018) which stated such controllers are insufficient for ‘complex robots in tasks beyond
mere locomotion’ and is observed in most robotic evolution works (Silva et al., 2016).
Additionally, this reduced potential is seen in the work by Hauert et al. (2009), which
explored NN swarm behaviours for data transfer. Due to the lack of swarm complexity,
Heuert limited the swarm to a pre-defined behaviour and evolved only a controller for
the agents’ turning magnitude to fit this behaviour.
To overcome such complex behaviour spaces, another form of evolution, LCS (Hol-
land and Reitman, 1978; Smith, 1980), has been used in single-agent behaviours in
Grefenstette (1988, 1995); Gordon and Grefenstette (1995); Hurst et al. (2002); and Smith
and Congdon (2005). These behaviours often consisted of non-primitive condition-
action rules which the agents consulted at each decision point. This consultation con-
sists of disregarding rules with untrue conditions and selecting from the remaining
actions. Online RL was implemented for this final selection process which reduces the
responsibility of the evolution, as it allowed the evolved rule-set to contain multiple ac-
tion responses to each condition, which the RL was responsible for selecting from. This
is unlike NN which needed to account for every condition and evolve the behaviour
controller to respond appropriately. Furthermore, unlike the rule evolution of Perez,
these robotic LCSs evolved or dynamically generated each rule, allowing reasonable
flexibility in terms of environment and problem conditions addressed. By evolving and
learning these rules in a heterogeneous swarm, LCS is seen to be similar to the Tangled
Program Graphs of Kelly and Heywood (2018), however, an LCS swarm would explore
each behaviour in parallel.
In relation to the tasks these LCS robotic controllers are created for, many are
closely related to operations seen in swarm robotics. These include: environment
navigation (Grefenstette, 1988), enemy evasion (Gordon and Grefenstette, 1995), tar-
get tracking (Grefenstette, 1995), and photo-taxis (Hurst et al., 2002) in single-agent or
small-scale multi-agent operations. However, no works, to our knowledge, have ex-
plicitly explored swarm robotic based LCS.
From this review of evolution algorithms, it is found previous swarm behaviour
evolution works either lacked flexibility in the behaviour creation range, lacked com-
plexity in the behaviours created, or over-relied on the evolution to create a behaviour
controller which accounts for all agent experiences. To overcome these issues, LCS has
been identified as an effective robotic behaviour creation and adjustment algorithm.
Therefore, this study explores LCS for swarms.
2.2 Rule Decoding
As part of implementing rule-based behaviours, the decoding of a random digit
string genomes to conditions and actions must be explored. In Hurst et al. (2002) a
transitional LCS approach was taken which saw the genome directly represent envi-
ronment patterns via sensor readings. In contrast, Gordon and Grefenstette (1995) im-
plemented a form of Genetic Programming (GP) which indirectly decoded conditions
with non-primitive attribute limits via a specificity hierarchy with an “attribute within
range” structure.
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As an extension to GP, a decoding process by O’Neill (2003) known as Grammatical
generation shows potential for rule generation. Grammatical generation showed greater
flexibility in generation by utilising a human-defined grammar structure to determine
how each digit of the genome was decoded based on the prior digits’ decoding. Using
this approach allowed any form of controller to be implemented.
2.3 Behaviour Exchange
In addition to the evolution technique above, a method for the swarm to coop-
eratively evolve heterogeneous behaviours is examined in this work. In most swarm
evolution studies, this process was not investigated as behaviourally homogeneous
swarms were utilised. That is, all agents were equipped with identical behaviours.
These behaviours underwent crossover and mutation but were evaluated in isolation.
In contrast, Heinerman et al. (2015) evolved a population of behaviours simultaneously
across a swarm of robotic agents via both individual and social learning. Heinerman
had swarm members which achieved a fitness above a defined threshold broadcast
their behaviour genome to surrounding neighbours. Upon receipt of this genome,
agents trialled the behaviour. Such a process proved to have significant fitness im-
provement across the swarm. However, the swarm application of this work did not
require cooperative behaviours, and thus this genome interchange did not explore be-
haviour specialisation or cooperation Gomes et al. (2015). Additionally, this work did
not explore partial behaviour exchange between agents.
In contrast to this swarm-based behaviour exchange, a non-robotic multi-agent
LCS evolution was conducted in Takadama et al. (2000) which implemented rule ex-
change between cooperative agents. This approach limited the exchange to only an
elite subset of the agents’ rule-set and upon receipt of this subset, agents would re-
place the lowest scoring rules of their own behaviour. This exchange partially moved
the recipient rule-set toward the globally optimal rule-set, allowing exploration along
the behaviour-space vector. However, this exchange was only conducted between ran-
dom agent pairs, rather than the elitist exchange of Heinerman et al. (2015). As such,
high-performing members could be lost during this exchange process.
From this review, it is shown limited exploration in rule exchange has been made
for swarm behaviours. However, a study in non-robotic multi-agent LCS may be
utilised. Some alterations in this LCS rule exchange are required to prevent high-
performance and specialised agents being lost.
2.4 Behaviour-space Search
As a third and final area of examination in swarm behaviour evolution, behaviour-
space search algorithms are reviewed.
In the above evolution works, fitness-based searches were implemented which ac-
cepted or rejected new behaviours and LCS rules via the resulting task performance.
Such approaches allowed high-performing solution neighbourhoods to be focused dur-
ing the search but risked local optima entrapment. This fitness-based approach was
also taken in our prior work, SLCS1 (Smith et al., 2018), which utilised Adaptive Iter-
ation Limited Threshold Accepting (AILTA) (Misir et al., 2010). AILTA allowed SLCS1
to often find effective behaviour solutions, however, challenging environments would
often see the evolution stagnate in local optima for many generations.
In contrast to these fitness greedy searches, novelty-based searches and novelty-
fitness hybrid searches were explored for swarm behaviours in Gomes et al. (2013).
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This study found novelty-based and fitness-based had situational domination over one
another, but a novelty-fitness hybrid outperformed both. This novelty-fitness hybrid
implemented a simple sum equation to derive a behaviour’s score during evolution.
As an extension to novelty-fitness hybrids, Meyerson and Miikkulainen (2017),
BDMA-2, proposed a multi-objective search with a fitness-novelty Pareto front for
single-agent behaviour search. This algorithm allowed faster exploration of the
behaviour-space than exclusive fitness searches and higher behaviour fitness discovery
than exclusive novelty search. Additionally, this algorithm outperformed four other
fitness-novelty multi-objective search algorithms. BDMA-2 achieved this improved
behaviour-space exploration by comparing two solutions, x and y, via the domination
effect function,
e(x, y) = f(x)− f(y)− ω ·∆b(x, y) (1)
where f(x) was the fitness of solution x, w was a weight for equalising the fitness and
novelty scale, b(x) was the behaviour-space location of x, and thus ∆b(x, y) was the
euclidean distance between the two solutions. Solution x was said to dominate y, or
‘x > y’, if e(x, y) > 0. In contrast, if e(x, y) ≤ 0 than x did not dominate y, or ‘x ≯ y’,
though this was not equivalent to y > x. Using this domination principle, BDMA-2
controlled the intake of a solution, x, into a collection, Y, and the removal of dominated
solutions in Y via
@y ∈ Y, e(y, x) > 0⇒ Y ∪ {x} → Y (2)
∀y ∈ Y, ⇐⇒ e(x, y) > 0⇒ Y \{y} → Y (3)
Using this domination approach, the search may explore any number of solutions along
the Pareto front. A similar implementation of novelty-fitness hybrid search was im-
plemented in robotic swarms by Gomes et al. (2013). However, this study utilised a
novelty-fitness score sum for (µ+ λ) evolution rather than the BDMA-2 algorithm.
From this review, it is seen that most swarm evolution work has been limited to
fitness-based search. However, novelty-fitness searches have been seen to discover
greater solutions in fewer iterations and the novelty-fitness Pareto front algorithm
BDMA-2 has seen considerable success for single agents. As such, the inclusion of
BDMA-2 in the proposed system is expected to both improve search performance and
be a novel contribution to the swarm behaviour evolution field. However, such inclu-
sion requires the function b(x) be defined for the proposed rule-set behaviours and the
weighting value w be tailored for the problem and rule-sets.
3 Background: Agent design
Before the evolution process of SLCS2 is presented, the agent design is discussed
for context. This discussion is broken into three key areas: agent knowledge, action
control, and RL. These agent attributes are discussed within the context of the data-
transfer problem domain and thus we briefly define the task and terminology.
Swarm agents are tasked with transferring packets from a source to a sink, both of
which are network-nodes. These nodes may be human-operated machines or other au-
tonomous agents. The task is simulated in a time-discrete simulation and thus observa-
tions and actions are conducted within time-steps. The term packet is used to abstractly
refer to a data-segment which can be transferred within a time-step and swarm agents
are limited to one packet being held at a time. The source is a networking device which
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has data to send and the sink is the destination of this data. In addition, the environ-
ments have obstacles and jammers. Obstacles are objects which the agents must avoid
collision with. Signals can be sent through these obstacles, though will be reduced in
strength. Jammers are malicious networking devices which detect communication and
produce noise on the signal channel. They are included as an expected issue for the
swarm to overcome.
The agents of this study each hold a set of rules. Each rule, γ, features a condition
and action, and an agent’s rule-set, Γ, dictate the possible behaviour of the agent.
3.1 Agent Knowledge
As discussed in Section 1, each member of a swarm is relatively simple in terms
of both sensor and actuator complexity. In this study, simplicity is achieved by agent
knowledge being limited to internal information, surrounding neighbour information,
N , and memory of previously seen or shared neighbours, K. This knowledge is col-
lected via a lidar and a communication device. It can be noted that this study attempts
to keep the communication protocol as abstract as possible to allow future real-world
implementations flexible in such selection. Each time-step, agents update N , detect if a
packet is held in the communication buffer, and calculate wireless interference strength,
NI . Additionally, agents periodically update K via knowledge propagation. A de-
tailed discussion of the agent knowledge gathering is given in Appendix A.1.
3.2 Agent Actions
Agents of this study have two types of action: movement and communication.
These actions respectively have the agent reposition itself in the environment relative
to other swarm members or network-nodes in K, or attempt a packet transfer with a
neighbour in N . Further detail of these actions is also given in Appendix A.2.
3.3 Reinforcement Learning
To determine which action to execute each time-step, the rule-set of agent i, Γi,
utilises Q-learning Watkins (1989) to predict each rule’s quality. As such, each rule,
γn,i, holds a quality value, qn,i, in addition to the condition, cn,i, and action, an,i.
To being LCS rule selection, a short-list of valid rules, Γ′i ⊂ Γi, is made such that
∀γn, i ∈ Γ′i : S˜i =⇒ cn,i. Following this, a rule is selected based on qn,i. In this study,
Greedy Randomised Adaptive Search Procedures (GRASP) (Resende and Ribeiro, 2016)
is utilised for rule selection. This process is defined as,
qgrasp = qmax,i − αgrasp(qmax,i − qmin,i)
Γ′′i ⊂ Γ′i, γn,i ∈ Γ′′i : qn,i ≥ qgrasp
p(γn,i) =
{
1
|Γ′′i | γn,i ∈ Γ
′′
i
0 otherwise
(4)
where qmax,i and qmin,i are respectively the maximum and minimum q of Γ′i, αgrasp is
the exploration-exploitation ratio and p(γn,i) is the probability of rule n being selected.
After the selected rule’s action is performed a reward is calculated via geographical
routing (Ghafoor et al., 2014). This reward, ρ, is defined as,
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ρp =
∑
p∈Pah
∆(dsink,p) +
∑
p∈Pat
∆(dsink,p) +
∑
p∈Par
∆(dsink,p)
ρs =
{
0, |Pah| > 0 ∨ |Pat| > 0 ∨ |Par| > 0
∆(dsource,i), otherwise
ρ = log(|ρp|+ 1) · sgn(ρp) + ρs − Ca
(5)
where Pah, Pat and Par are the packets held, transferred and received in the time-
step; ∆(dsink,p) is the change in distance between the packet and sink since last scoring;
∆(dsource,i) is equivalent for source and agent; and Ca is a cost for the performed action
type (movement or communication). The three packet collections encourage the agents
to transport packets toward the sink, send packets to neighbours, and positions them-
selves receive packets from neighbours. By rewarding packet-less agents for moving
towards the source, agent do not become trapped in local-minima by ρp = 0. By setting
a cost for each action type, the swarm is discouraged from learning behaviours which
are energy expensive.
Using the calculated reward, Q-learning updates the estimated quality of the rule
selected in the time-step, γt,i, and all rules in Γ′i with matching actions. That is
γn,i ∈ Γ′′i : an,i = at,i
∀γn,i ∈ Γ′′t,i, qn,i · (1− αq) + αq(ρ+ βq ·max(qt+1,i))→ qn,i
(6)
where αq is the learning rate, βq is the future discount factor and max(qt+1,i) is the
maximum q of Γ′i in the following time-step.
4 Behaviour Evolution
Having established the foundation of the swarm operation in the previous section,
this section can now present the main contribution of this paper, the evolution algo-
rithm for creating an effective set of agent rule-sets for a heterogeneous swarm. This
evolution search is continued until a terminating criterion is reached. Each cycle con-
sists of an evaluation, a solution-collection update via novelty domination, and a new
solution being created via the evolution of an existing solution’s rule-sets. This process
is depicted in Figure 1 which also presents our terminology for the three layers of con-
troller hierarchy. That is, a solution is an ordered set of rule-sets, where each rule-set
belongs to an agent of the swarm. These rule-sets then contain rules, and these rules
contain conditions and actions to dictate what an agent should do when environmental
or internal states are observed. In this study, these rules are generated via random digit
string being decoded via a genetic grammar (O’Neill, 2003).
The proposed algorithm utilises both BDMA-2 (Meyerson and Miikkulainen, 2017)
and rule/behaviour exchange (Heinerman et al., 2015; Takadama et al., 2000), how-
ever both are seen as novel iterations. For the implementation of BDMA-2, the nov-
elty equation must be defined as no work has implemented this algorithm in swarms,
or on rule-based behaviours. For the exchange process, this work uses a fitness pro-
portional exchange with partial rule-set importation via crossover. Prior studies have
implemented complete behaviour importation (Heinerman et al., 2015) or exchanged
between random neighbours (Takadama et al., 2000).
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Figure 1: Evolution overview. Each solution is evaluated by equipping the swarm
agents with the respective rule-set and observing the resulting swarm interaction with
the environment. After evaluation, the solution, the resulting swarm fitness, and the
agent contributions are sent to the novelty search. This process determines if the new
solution should be held for further exploration and if any existing solutions should
be removed from the collection. One solution of this collection is then nominated for
further exploration. That solution is altered by the rule-sets being evolved and the
resulting new solution is sent for evaluation, completing the cycle.
The remainder of this section is broken into defining the grammar-based rule gen-
eration process, and the three components of the behaviour evolution search: evalua-
tion, solution-collection update and rule-set evolution.
4.1 Rule Generation
To create the initial solution for exploration, each agent is given a rule-set; each
rule-set consists of |Γ| rules. This rule-set size was defined as 100 (as listed in ??),
which was empirically found to give flexibility in rule selection each time-step whilst
not overly slowing the RL convergence. This relation was found from empirical in-
vestigation of |Γ′| each time-step, finding it to scale in complexity approximately
O(|Γ|w), w : (0, 1) and |Γ′| to linearly relate to the available action (for flexibility) and
sub-linearly relate to convergence time.
Additionally, new rules are generated in the rule-set evolution to create new solu-
tions. These rules are generated via the grammar in Table 1 which utilised the obser-
vations and actions presented in Appendix A and defines Prs and dth as respectively a
signal noise and distance threshold. The content of this grammar allows the rules to be
high-level, with neither conditions or actions utilising primitive controls.
SLCS has the condition and action of each rule stored as a sequence of dig-
its. Decoding each rule from digit string to usable function starts in the form
‘<Condition> =⇒ <Action>’, where each ‘<>’ pair denotes a non-terminal and all
other words, phrases or symbols are terminals. The digits are sequentially used to con-
vert the leftmost non-terminal, using the grammar of Table 1, until only terminals re-
main. To decode a non-terminal Table 1 presents conversion options, separated by ‘|’,
with the digit acting as a wrapping index via the modulus of the options available.
For a more detailed discussion of this grammar decoding, the reader is encouraged
to view O’Neill’s original paper (O’Neill, 2003). Additionally, an example of rule gener-
ation with this grammar is shown in Appendix B. It is noted this grammar structure is
only used for rule-generation, and evolution techniques are not conducted on the rules
themselves in this study (they are conducted on the rule-set).
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Table 1: Basic Rule Grammar. <> denotes non-terminals which require further decod-
ing. Each decoding option is separated by |.
<Condition> → <Condition>& <Condition> | NI ≤ Prs | <Packet>
| <Neigh. Type> | <Distance>
<Packet > → ∃pi | @pi
<Neigh. Type> → ∃n ∈ N : typen,i = network-node
|@n ∈ N : typen,i =network-node
<Distance> → <RHS><Operator><LHS>
<RHS > → dso,i | dsi,i | dc,i | dsink,i | dsource,i
<Operator> → < | > | =
<LHS > → dso,i | dsi,i | dc,i | dth | net
<Action> → Move <Direction><Move target> | <Networking >
<Direction> → Toward | Away | Orbit
<Move target> → so | si | c | source | sink | υclose | o
<Networking> → <Collect> | <Send>
<Collect> → Collect from source
<Send> → Send to<Send target>
<Send target> → so | si | c | source | sink
4.2 Evaluation
To evaluate a solution, a new instance of the swarm operation is performed with
the rule-sets of the solution utilised by the respective swarm agents. In this study, the
agents of Section 3 are implemented, and thus a new instance has all agents start with
no K knowledge and all rule q values equal to 0. The agents use RL to optimise the
provided rule-sets for solving the task until a terminating criterion for the operation
is met. At termination, evaluation is conducted at both the solution and rule-set level.
Additionally, the individual rules of each agent are assessed throughout the operation.
These three evaluations are presented below and utilised in the remainder of this sec-
tion.
4.2.1 Solution Evaluation
To evaluate the quality of a solution, the swarm performance in the assigned task
is measured via a single fitness metric. In this study, this swarm fitness is,
fitΓ =
ps
p
− Ts
T
,fitΓ ∈ R : (−1, 1) (7)
where ps and Ts are the packets that reached the sink and the time-steps completed
in the operation, respectively. fitΓ > 0 indicates the swarm can solve the task within
the time-limit, and as fitΓ → 1 the swarm is seen to be highly effective. fitΓ < 0
indicates the swarm has failed the task, though fitΓ,<0 → 0 suggests data transfer is
being accomplishing, but at an unacceptably slow rate.
4.2.2 Rule-set Evaluation
In addition to the overall solution evaluation, each rule-set is assessed by mea-
suring the corresponding agent’s contribution to the task. This evaluation allows the
evolution process to differentiate the rule-sets which are leading the swarm to success,
and the rule-sets which have the respective agent hinder the operation.
For each agent of this study, contribution is defined as the number of packets, p˜i,
which the agent interacted with during the operation (held for at least one time-step)
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and reached the sink by operation termination, and ¯˜p is the mean contribution across
the swarm. Using this metric, the agents, and thus the rule-sets, are broken into two
groups; high-quality, hq, and low-quality, lq,
∀Γi ∈ Γhq, p˜i ≥ ¯˜p (8)
∀Γi ∈ Γlq, p˜i < ¯˜p (9)
4.2.3 Rule Evaluation
At the lowest level of evaluation, each rule is assessed in relation to overall
strength, ζ, and predicted reward error, . These additional rule attributes are updated
during the operation, along with the RL.
For ζ, a limited back-propagation learning is utilised similar to TD(λ) (Szepesva´ri,
2010), however, back-propagation is limited to BPmax past rules. Such limitation
reduces the action memory of agents and produces equivalent results, provided
λBPmax → 0. During operation, ζ is updated via,
∀γn,i ∈ Γ′′i,t−t′ ,∀t′ ∈ {0 . . .BPmax}, ζn,i + λt
′ · log10(|ρ|+ 1) · sgn(ρ)→ ζn,i (10)
where t is the current time-step, t′ is the back-propagation depth and thus Γ′′t−t′ is Γ
′′
from t′ time-steps in the past. At operation end ζ undergoes a final update via,
∀γn,i ∈ Γi, ζn,i
τn, i
→ ζn,i (11)
where τn,i is a usage count of rule n during the operation.
The accuracy of each rule is measured via the error between expected reward, q,
and received reward, ρ, as seen in eXended Classifier System (XCS) (Wilson, 1978). This
error value is updated during operation via,
∀γn,i ∈ Γ′′i , n,i · (1− αq) + αq|ρ− qn,i| → n,i (12)
where aq is the learning rated used for the Q-learning.
These two rule attributes allow Lamarckian principles to be employed when evolv-
ing the rule-sets.
4.2.4 Re-Evaluation
To improve the accuracy of the above measurements, including reducing the im-
pact of the stochastic environments, re-evaluations are conducted on solutions report-
ing high performance. That is, any solution which achieves fitΓ > 0 is re-tested in the
swarm operation. For such solutions, all evaluation measurements are taken as the
mean of the recordings from each swarm implementation. This re-deployment process
is repeated until the mean fitΓ falls below 0 or a limit of κ re-deployments is reached.
This extended evaluation comes at the cost of longer search execution, potentially in-
creasing the run-time of SLCS2 byO(κ). However, it also prevents the search exploring
area of low performing solution due to a swarm reporting a statistically unlikely high
result.
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4.3 Solution-Collection update
As shown in Figure 1, after each evaluation of a new solution, solution 0, it is
passed to the Novelty Search controller which is an implementation of BDMA-2 and
controls the content of a collection of solutions. This collection contains solutions for
further exploration. The controller determines if any domination conflicts are raised by
the new solution and deleted the dominated. This implementation of the novel search
also controls which solution in the collection should be explored by the evolution next.
As presented in Section 2, BDMA-2 allows a search to explore a solution-space via
both novelty and fitness. In this study, the inclusion of BDMA-2 allows the evolution
search to determine if a solution 0 should be added to the held solution collection,
and thus undergo further exploration, via (2), and if prior found solutions should be
removed from the collection due to being dominated by solution 0, as defined in (3).
In this study the domination equation, (1), is defined via f being the fitness in (7) and
∆b(ΓX ,ΓY ) being,
∆b(ΓX ,ΓY ) =
1
|Γ|
n=|Γ|∑
n=0
∆b′(ΓX,n,ΓY,n),
|Γ| = |ΓX | = |ΓY |
∆b′(ΓX,n,ΓY,n) =
∑
γn∈Γx b
′′(γn,Γy) +
∑
γn∈Γy b
′′(γn,Γx)
|Γx|+ |Γy|
b′′(γα,Γβ) =
0, ∃γn ∈ Γβ , (cα = cn ∧ aα = an)
1, otherwise
(13)
This novelty comparison is conducted over all three layers of the SLCS2 control
hierarchy, ∆b is conducted on the solution layer, ∆b′ is a comparison between agent
rule-sets, and b′′(γα,Γβ) defines if rule γα is present in rule-set Γβ .
It can be noted, this comparison is conducted on a per-rule-set basis. That is, Γ1 of
solution X is only compared to Γ1 of solution Y. Such a limit was implemented as inter-
rule-set comparisons (comparing Γ1 to Γ2 . . .Γ|Γ|) was found to bias the search toward
single-agent rule-sets undergoing large mutation steps, rather than multiple rule-sets
undergoing smaller, controlled steps. Additionally, such a comparison encouraged be-
havioural heterogeneity for the sake of novelty, as opposed to the intended goal of
heterogeneity for greater behavioural coverage and task flexibility.
As the final definition for implementing BDMA-2 in this swarm evolution, this
study finds ω of (1) effectively controls the intake and removal of solutions by being
inversely proportional to the collection size. This relation encourages the intake of new
solutions when the collection is small, which allows faster escape from local-optima,
and increase the range of removal when the collection is large, preventing ineffective
exploration.
To utilise the resulting collection of fitness-novelty dominating solutions, SLCS2
stores an exploration counter, ϕ, for each solution. After the BDMA-2 collection up-
date, a copy of the solution which has undergone fewest evolution attempts is passed
to the evolution algorithm. This selection encourages equal exploration of all stored
solutions.
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Figure 2: Evolution via rule exchange and random rule generation. Example shows
rule-set of Agent 2 undergoing Lamarckian evolution via removal of high error rules,
inclusion of high strength rules of Agent 1, and random rules being created. This new
rule-set then replaces the rule-set of Agent 2 in the solution.
4.4 Rule-Set Evolution
To create a new solution, neighbouring a known optima, the held solution is
passed to the SLCS evolution algorithm; rules are copied from high-quality rule-sets
to low-quality rule-sets, as defined in (9). The low-quality set includes these rules, and
newly generated rules, via elitist replacement. This approach is equivalent to using
two-parent selection in standard evolution and using Lamarckian influenced crossover
and mutation.
Lamarckian evolution has been proven invalid in biology but found to be effective
within computer-science (Grefenstette, 1995; Castillo et al., 2006). In contrast to Dar-
winian evolution, which relies on random change, Lamarckian evolution encourages
the transfer and survival of attributes and behaviour traits heavily utilised or found ef-
fective during a solutions life-time. As such the evolving agent uses the rule evaluation
to guide the crossover and mutation.
4.4.1 Rule Exchange / Parent Selection
As shown in Figure 2, all rule-sets of low-quality agents are selected for evolu-
tion. This is equivalent to the first crossover parent being selected via an inverse-elitist
selection.
For each of these evolutions, a high-quality agent is selected proportional to p˜i (as
defined in Section 4.2.2) to transfers a copy of their rule-set to the low-quality agent for
crossover. This transfer is equivalent to the second parent being selected via roulette
wheel.
4.4.2 Crossover
The Lamarckian-style crossover combines the existing low-quality rule-set with
the received high-quality rule-set by creating an offspring with selective rules based on
low prediction error and high strength. This process is depicted in Figure 2.
From the low-quality rule-set, $ rules with the lowest  (error) values are trans-
ferred to a single offspring. $ is |Γ| · max(1, fitΓ/2 − ϕ/%), $ ∈ Z ≥ 0, where ϕ is the
exploration count of the solution (see Section 4.3) and % is a constant weight.
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From the high-quality received rule-set, ς rules with the highest ζ (strength) values
are transferred to the offspring. ς is (|Γi| −$) · rand(0, 1), ς ∈ Z ≥ 0, and rand(0, 1) is a
uniform random value between 0 and 1. This random value leaves space in the rule-set
for newly generated rules to be added.
The survival of low-error rules is demonstrated to be effective in Wilson (1995) as
the rule-set evolves to contain rules with close condition-action associations. That is,
rules which hold some subject commonality between condition and action. The im-
portation of high-strength rule is demonstrated to be effective in Holland and Reitman
(1978), as the rule-set evolves to contain rules which effectively contribute to solving
the task. As an example of these two attributes, consider the rule “if distance from
neighbour in sink direction is less than estimated network range then send a packet to
that neighbour” (dsi,i < net =⇒ Send(so)). Such a rule may receive high ρ in most
cases, and thus possess a high strength, but the agent does not need to hold a packet for
this rule to be true. As such, this send action will have cases of failure and the rule will
have a high error-rate. In contrast, the rule “if packet held then request packet collec-
tion from source” (∃pi =⇒ Collect(source)) will always receive a low reward and thus
have a low strength, but the consistency of this outcome will lead to a low error-rate
and can guide the agent against making such an action when a packet is held.
This combination of strength and error selection was chosen after empirical trials
showed it to be superior in this application to exclusive strength selection, exclusive er-
ror selection and error selection from high-quality/strength selection from low-quality.
4.4.3 Mutation
To achieve the effect of standard evolution mutation, the remaining |Γi| − ς − $
rules of the offspring rule-set are generated via random digit strings being produced
and the grammar of Section 4.1 utilised to create rules.
4.4.4 Rule Population control
After each rule-set offspring is created via the above crossover and mutation, it
replaces the rule-set of the low-quality agent in the solution. This population control
ensures a one-to-one relation between rule-sets and agents in the swarm.
5 Experiment Setup
To validate the improvement of SLCS2, and confirm if behaviours can be evolved
for a non-trivial task, data-transfer, experiments are conducted in a discrete-time sim-
ulator, Mason (Luke et al., 2005), with 2D environments which include jammers and
obstacles. In these simulations the impact of including BDMA-2 and rule exchange are
examined, the evolved behaviours of SLCS2 and a custom human-designed behaviours
are compared in relation to swarm fitness and flexibility, and finally, the impact of al-
tering the rule grammar for specific problems is examined. In this section the envi-
ronments which the experiments are conducted in are described, the swarm behaviour
comparison process is presented, and the three experiments of this study are defined.
5.1 Test Environment
The environments of this study all feature a single, stationary source device with
a set number of packets, p, and a stationary sink device. In this study, the swarm
is deployed surrounding the source and provided an estimated position of the sink.
This information allows the swarm to focus on the data-transfer task, rather than solve
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Figure 3: (a) Potential placement of the six walls to form each building. b) Example
100×100m section of urban environment. Section shows 13 buildings with 1 to 6 walls.
a target search sub-task during each operation. Two source-sink distances are tested
in this study, short-range and long-range. The former has the source and sink devices
located 600m apart, while the latter has them 1km apart. In short-range tests the time-
limit of an implementation, T in (7), is 20k steps and in long-range T is 40k.
For each of the above network-node ranges, four environment types are imple-
mented: open, an obstacle-free (except other agents) environment; jammed, an en-
vironment with a stationary jammer randomly placed; urban, an environment with
randomly generated buildings; urban, jammed the latter two environments combined
In jammed environments, a single jammer is randomly placed in the environment.
This positioning is restricted such that neither the sink nor source are affected. To rep-
resent a small, concealable device, the jammer Pt is equal to the swam agents’. Each
time-step the jammer scans all communication channels and produces noise on the
first detected to be active. As the standard swarm implementation has no control of the
communication channel, this results in all surrounding agents failing to receive signals
due to low Signal to Noise and Interference Ratio (SNIR).
In urban environments a random set of buildings, in the range Z : (1, dsource,sink10 )
is generated, each with length and width randomly in the range R : (10, 30)m. Each
building is made of 6 possible walls, each in one of the positions shown in 3 (a), each
wall is 1m thick and included in the building with probability p(0.5). An example
environment section with these buildings is shown in Figure 3 (b).
Finally, the experiments of this study use the variable settings presented in Ap-
pendix C for knowledge sharing, motor control, RL and evolution. Additionally, this
table defines the Log-Distance Path Loss (LDPL) parameters of this study.
5.2 Experiment process
For each experiment of this study, the compared algorithms are implemented in
multiple environment instances for each type-range pair. Each instance has a unique
random seed for agent initial positions, rule generation, network stochasticity, jammer
location (if applicable) and obstacle locations (if applicable). For the evolution process,
a limit of 500 generations is imposed. The optimal fitness of each instance is recorded
and the mean and 90% Confidence Interval (CI90) is reported for each algorithm in the
eight type-range pairs. Additionally, the mean fitness over all environment types is
reported for each algorithm. This overall fitness, demonstrating the flexibility of the
algorithms to create behaviours for various conditions.
Additionally, to validate algorithm difference, the Mann-Whitney U-test is con-
Evolutionary Computation Volume x, Number x 15
P. Smith et al.
Table 2: Mean and SD of fitness results during design testing. Behaviour shown to
effectively operate in all type and range conditions.
XXXXXXXXXXType
Range Short Long
Mean SD Mean SD
Open 0.565 0.001 0.611 0.004
Jammed 0.641 0.050 0.716 0.035
Urban 0.555 0.017 0.573 0.045
Urb. Jam. 0.515 0.082 0.684 0.001
ducted for each experiment, with the p-values for each algorithm pair presented. Using
these results, along with the mean and CI90, this study defines one algorithm to be sig-
nificantly superior to another iff a higher mean is reported, no CI90 overlap is observed
and the p-value of the pair is less than 0.1. If either of the latter two conditions is not
met we define the higher mean algorithm as non-significantly superior.
5.3 BDMA-2 and Rule exchange Contributions
To validate the contribution of BDMA-2 and rule exchange during evolution, three
swarm evolutions are examined in this first experiment: SLCS2 with BDMA-2 replaced
by the AILTA search of SLCS1, SLCS2 without rule exchange during evolution, and
the full SLCS2. This experiment is conducted in 10 environment instances for each
environment range and type combination.
5.4 SLCS2, Human-designed Comparisons
For the main evaluation of SLCS2, a human-designer is tasked with creating a
behaviour for the proposed environments and the behaviours evolved by SLCS2 are
compared. This comparison examines the fitness difference in each environment range
and type with 30 instances explored, and examines the overall mean fitness of the two
approaches to asses the swarm flexibility. Additionally, this comparison presents key
findings on swarm position convergence and agent motion to justify observed differ-
ences in fitness. This human/evolution comparison is similar to the U-human tests of
AutoMoDe (Francesca et al., 2015), however, no time limit is placed on the human, the
resulting behaviour must be operational in multiple environments.
To improve comparability, the designed behaviour is developed as a sequence of
if-then-else rules using the observations and actions available to the agents. However,
the swarm is behaviourally homogeneous, as heterogeneous design is O(nΦ) complex
which is an unrealistic task for a human operator. Additionally, to emulate this be-
haviour being designed in controlled conditions and then deployed for operation with-
out re-design, the human creation process is limited to testing the behaviour in three
environment instances per environment range-type pair. The resulting behaviour de-
sign and a brief validation of this behaviour’s performance compared to prior designed
behaviours is presented in Appendix D.
The resulting mean and standard deviation performance of this behaviour during
the design process is shown in Table 2. These results show the behaviour is operational
in all test conditions.
5.5 Grammar specialisation
For the third experiment of this study, three alterations are made to the behaviour
grammar to improve performance in specific conditions. The first two alterations in-
corporate solutions to reduce network interference and congestion. The third alteration
16 Evolutionary Computation Volume x, Number x
Swarm Behaviour Evolution
Table 3: Grammar: Channel, allowing transmissions to be sent on three network fre-
quencies.
<Noise > → Noise on <Channel>≤ Prs
<LHS > → dso,i | dsi,i | dc,i | dth | net | ξυi
<Collect> → Collect from source, <Channel>
<Send> → <Send target><Channel>
<Channel> → 1 | 6 | 11
Table 4: Grammar: Power, allowing transmissions to be at lower power
<LHS > → dso,i | dsi,i | dc,i | dth | net | ξυi
<Collect> → Collect from source, <Power>
<Send> → <Send target><Power>
<Power> → 50% | 100%
Table 5: Grammar: Both, combination of Channel and Power control
<Noise > → Noise on <Channel>≤ Prs
<LHS > → dso,i | dsi,i | dc,i | dth | net | ξυi
<Collect> → Collect from source, <Channel> <Power>
<Send> → <Send target><Channel> <Power>
<Channel> → 1 | 6 | 11
<Power> → 50% | 100%
combines the prior two. These three alterations are presented in Tables 3-5 as extensions
of Table 1. By extending the grammar, the potential behaviours of the swarm are ex-
tended for specific problems. However, the behaviour-space is larger, which requires
more exploration by the evolution search.
The first alternation, Grammar:Channel, extends the agents to control which wire-
less frequency is transmitted on each time-step. This channel control, and required re-
ceiver synchronisation, assumes agents are equipped with a network adaptor for each
channel. This extension aims to assist the swarm to overcome jamming devices and
is based on the works of Medal (2016) which represent networking devices and jam-
mers as an ‘attacker-defender game’ across both physical space and the communica-
tion frequency spectrum. The second alternative, Grammar:Power, allows agents to
send signals at full or half power. This control assumes agents have access to adaptor
TX settings. This grammar is based on the networking strategy of Ramanathan and
Rosales-Hain (2000) for overcoming inter-network signal congestion when devices are
densely positioned in an environment.
Each of these grammar alternatives is implemented in 30 environment instances
for each environment type and range pair. The results are compared to the main gram-
mar in relation to swarm performance and environment flexibility.
6 Results and Discussion
6.1 BDMA-2 and Rule exchange Contributions
Figure 4 presents the initial validation of SLCS2 via comparison without novelty
search and rule exchange. These results show that novelty search makes a considerable
contribution to the solution exploration and social evolution rule exchange provides a
small improvement which is statistically significant in some cases.
For the novelty search, a reduction of up to 43% of the fitness range is seen in its ab-
sence (long-range urban jammed, −0.677−0.193
1−−1 ). Additionally, all environment settings
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have a Mann-Whitney p-value below 0.1 (see Appendinx E) and non-overlapping CI90,
making all results statistically significant.
The removal of rule exchange during evolution, making all behaviour evolution
isolated, sees a reduction in all environment setting mean fitnesses of between 0.8 and
17% of the fitness range. However, some of these reductions are relatively small and
non-statistically significant. From the Mann-Whitney results (Appendinx E) and ex-
amining the CI90 overlap, it is seen statistically different results are produced in long-
range open and urban settings, and thus in overall long-range. By only these cases
seeing significant improvement, social evolution is shown to primarily contribute in
more challenging tasks. The simpler, short-range, cases can have behaviour solutions
evolved without an extensive exploration of the behaviour-space. Additionally, these
results suggest environments with jammers limit the potential of social learning.
From these initial evaluations, it is shown the primary extensions to the evolution
of SLCS2 have allowed for swarm behaviours with overall greater task performance
and thus both novelty search and rule exchange are contributing additions.
6.2 SLCS2, Human-designed Comparison
Figure 5 show the mean fitness results and CI90 for SLCS2 evolved and human-
designed behaviours. Additionally, Mann-Whitney results are in Appendinx E. In open
environments, the short-range cases have SLCS2 significantly superior to the designed
behaviour, while in long-range the designed behaviour has higher mean fitness. How-
ever, in this latter case, the designed behaviour is non-significantly superior (CI90 over-
laps). In jammed environments, SLCS2 behaviours have a noticeable reduction in mean
fitness compared to open environments. In the short-range case, this reduction makes
SLCS2 results similar to the designed swarm. However, in the long-range jammed ex-
periments, the SLCS2 swarm is seen to have a reduction of 22.6% of the fitness range,
compared to long-range open SLCS2. The design behaviour is therefore noticeably
(though non-significantly) superior in such situations. Finally, in the four environment
settings with obstacles, the designed behaviour has large fitness reductions compared
to the open setting. In contrast, SLCS2 swarms have relatively similar fitness means be-
tween open and urban settings. This results in significantly superior fitness by SLCS2,
with SLCS2 producing higher fitnesses by 21% to 31% of the full fitness range.
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Figure 4: Fitness comparison of SLCS2 without novelty search, without rule exchange
and full SLCS2. Removal of novelty search has large fitness reduction. Removal of rule
exchange has minor reduction which is statistically significant in some cases.
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Figure 5: Graphical results of mean fitness and CI90 for SLCS2 and designed behaviour.
Top row is short-range, long-range bottom. SLCS2 fitness is significantly superior in the
four Urban cases, and the Overall results. However, noticeable reduction in fitness is
seen for SLCS2 in Jammed cases.
From these results, it is demonstrated that SLCS2 produces higher-performing
swarm behaviours in the majority of environments compared to a human-designed
behaviour and thus has wider environment flexibility. These results are confirmed by
the overall fitness, which show SLCS2 evolved behaviours to be significantly superior
to the designer’s solution. We see a mean fitness improvement of 14.9% ( 0.594−0.296
1−−1 ) in
short-range and 10.7% in long-range. The remainder of this subsection further explores
the large fitness differences in short-range open environments, environments with a
jammer present, and urban environments.
Further exploring the success of SLCS2 in open, short-range environments, Fig-
ure 6 shows an example of the designed swarm and an SLCS2-evolved swarm after
converging to stationary locations in the environment. As shown in a), the designed
behaviour has agents evenly spaced between source and sink. This proximity causes
agents to create network interference for one-another, reducing the transmission poten-
tial. In contrast, the SLCS2-evolved swarm, b), spread-out perpendicular to the optimal
packet path. This increases the distance between agents, thus reducing intra-swarm
interference. This novel behaviour shows the creativity of the SLCS2 evolution allows
for behaviours beyond the ideas of the human designer. Furthermore, in b), one agent
in the SLCS2 swarm moves out of the connection chain, and remains idle. This fur-
ther reduces the intra-swarm interference at the cost of the agent’s contribution to the
transfer and thus individual performance. Such an outcome demonstrates the altruistic
potential of evolved heterogeneous swarm members.
In regard to the jammed environments, the low impact of jamming devices on
the designed behaviour is due to the swarm aggressively avoiding the jammer. This
strong aversion, demonstrated in Figure 7 a), has been enforced by the designer as
the negative impact of jammers was known a priori. In contrast, SLCS2 swarms do
not create such strongly opposed behaviours, attempting to ferry over the jammer or
brute-force communicate regardless of the noise, as seen in Figure 7 b). This low-quality
evolution is due to the agents occasionally being trapped in the jammed area. Without
the pre-designed repulsion, agents move into the jammed area as they travel toward
the sink. The jammer interferes with neighbourhood discovery, which in turn leads
to a restricted S˜ and thus limited Γ′′. As such, the trapped agent cannot fully utilise
the held rule-set to escape the jammer, nor can it correctly evaluate the held rules. This
latter issue leads to incorrect rule assessment during evolution. Thus, jammers are seen
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Figure 6: Short-range swarm layout in matching operation. a) Designed and b) SLCS2.
Source and Sink denoted by green circles, swarm agents by blue circles, neighbour con-
nections denoted by black lines, and data transfers in the captured time-step denoted
by green arrows. Designed agents are overly close and interfere with one another.
SLCS2 agents spread out, contrary to intuitive design, to avoid internal interference.
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Figure 7: Motion tracking of swarm in a jammed, long-range environment. Source and
Sink denoted by green circles, jammer with red circle, jammer estimated range as black
ring, path of agents depicted with blue, semi-transparent lines. a) Designed behaviour
uses repulsive forces to avoid jammer. b) SLCS2 swarm exploring possible reactions to
jamming device. Most of the swarm has become trapped by jammer restricting observ-
ability.
to interfere with not only the agent operation but the evolution process as well.
For the higher performance of SLCS2 swarms over designed swarms in urban en-
vironments, inspection indicates this to be due to interconnected obstacle structures
causing one or more human-designed swarm members to become trapped in concav-
ities. This, in turn, leads to the entire swarm movement being halted, as fixed virtual
force equations have the non-trapped agents continue to move relative to the trapped
neighbours. In such situations, the swarm fails to reach the sink and a fitness of -
1 is reported. Such failure was not observed during development of the behaviour,
however, in 49.2% of the 120 urban (and urban jammed) experiments such failure is
reported. This demonstrates a significant limitation of human design, not being able to
account for all environment eventualities. This issue is not seen in the SLCS2 evolved
behaviours, as the agents evolve mechanisms to avoid obstacle entrapment when re-
quired or agents learn to disregard trapped neighbours.
To conclude this main experiment, it has been shown that SLCS2 produces swarm
behaviours with greater mean fitness than the designed behaviour in most environ-
ment settings. In short-range open environments, this is due to the heterogeneous
swarm achieving altruistic behaviours and techniques not thought of by the behaviour
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designer. In urban environments the success by SLCS2 is due to the evolution allowing
problem instance specific behaviours, a feature likely too time-consuming for human
designers. The one identified issue with SLCS2 is the failure due to jammers. This
failure was found to not only impact the active solution of the swarm, but also the evo-
lution process itself. As such, further work is required to allow SLCS2 to utilise these
pre-emptive danger aversions without impacting the flexibility of the evolution.
6.3 Grammar specialisation
For the third experiment of this study, Figure 8 re-presents the result of SLCS2
with the standard grammar and present SLCS2 with the three specialised grammars.
Appendinx E, again, shows the Mann-Whitney results. Figure 8 show that in short-
range environments all specialisations improve the evolved swarm performance with
either significant or non-significant superiority (due to overlapping CI90). As such,
mean-fitness improvements (compared to the standard grammar and relative to the
full fitness range) of 8%, 6.5% and 6% are respectively seen by the channel controlling,
power controlling and combined alternative grammars. However, in long-range open
and jammed environments, there is a negligible difference, and in the two long-range
obstacle cases the standard approach achieves higher mean performance. Therefore,
the overall mean fitness of the alternative grammars are lower than the standard gram-
mar by, respectively, 6%, 12% and 12% of the fitness range. The remainder of this ex-
periment investigation examines the lower performance by the specialised grammars
in long-range cases and the improvement in short-range.
Examining the reduction in performance of specialised grammars in long-range
environments, the power control grammar is first analysed. The behaviours of this
grammar initially have ∼50% of communication rules using the half-power setting.
This ratio is expected from a two-option decoding (as shown in Table 4). It can be
noted that this low-power setting is undesirable, as the required communication dis-
tance should have agents transmitting at maximum power to cover maximum range.
Thus, it is expected such rules will be evolved out of the swarm. However, examining
the communication rules at evolution end reveals this ratio remains (relatively) un-
changed. This lack of alteration is found to be due to q, ζ and  being similar for half-
and full-power transmission actions, due to the stochastic network, intra-swarm inter-
ference and localised observations. Thus, the implemented evolution cannot remove
the ineffective half-power rules. This failure observation is reinforced by the combined
control grammar achieving relatively equal mean fitnesses in all eight environments.
This failure suggests tailoring the behaviour grammar for specific problems is either
ineffective or would only be effective if significant alteration was made to the other
evolution aspects, such as evaluation equations.
In contrast to inappropriate action use, the reduction in performance by the chan-
nel grammar is due to the increase in behaviour-space size. Such growth in the
behaviour-space results in exponential growth in the solution-space, and thus both the
agent evolution and the solution novelty searches explore smaller percentages of the
respective spaces in the 500 generations. As such, sub-optimal solution discoveries are
made during SLCS2 evolution with this grammar. To overcome this second failure, it
is believed increasing the evolution generation limit may allow for greater discoveries
at the cost of computation time.
Exploring the fitness improvements in short-range environments reveals the addi-
tional actions operate as intended; agents may communicate with limited congestion,
Evolutionary Computation Volume x, Number x 21
P. Smith et al.
0.4
0.6
0.8
.70
.80.79.79
a
rg
m
a
x
(f
it
′ )
(m
ea
n
an
d
C
I 9
0
)
Short-range
.53
.70.70.70
.67
.82
.78.76
.47
.71
.66
.60
.60
.76.73.72
−0.4
0
0.4 .60 .58.52.50
Open
Long-range
.15 .15.11.14
Jammed
.49
.32
.05.01
Urban
-.01
-.24
-.39-.38
Urb.Jam.
.31
.19
.07.07
Overall
Standard
Channel
Power
Both
Figure 8: Graphical results of mean fitness and CI90 for standard and specialised gram-
mars. Short-range top, long-range bottom. Each data point is the mean of 30 opera-
tions. Data labels rounded due to space restrictions. Alternative grammars are seen to
produce higher mean fitnesses in short-range when congestion is being avoided, but
long-range conditions have reduced fitness means.
without requiring non-optimal positioning (as seen in Figure 6), and SLCS2 achieves
noticeably better performance around jammers. However, examining all specialised
grammars shows q, ζ and  values for specialised and normal communication actions
are, again, relatively similar. It can, therefore, be concluded that the improvement of
specialised grammars in short-range cases is not the result of evolution favouring these
specialised rules, but rather the alternative actions being indistinguishable, and the
agents’ passive use leading to an emergent behaviour with greater fitness.
This analysis shows that the specialised grammars are effective in environments
for which they were intended. However, in other environments, additional grammar
features adversely affected swarm performance. In essence, this failure of the evolu-
tion to utilise the specialised rules is due to the difference between the standard and
specialised rules being less than the stochasticity of the environment. As such, the
effects of the specialisation were passively included in the swarm and therefore the in-
clusion or exclusion of such features remained the responsibility of the designer, which
is counter-intuitive to the autonomous approach of SLCS2.
7 Conclusion
The swarm behaviours autonomously evolved via SLCS2 in this study are seen
to effectively complete a data-transfer task in challenging conditions which include
obstacles and jamming devices. To our knowledge, this problem domain is the most
challenging seen in swarm evolution literature, and yet the proposed Lamarckian-
style evolution of non-primitive rules, coupled with RL, rule exchange between the
swarm agents and novel search of the heterogeneous swarm behaviours has allowed
the swarm to successfully complete the task. The former of these additions, rule ex-
change, saw a fitness improvement of up to 17% and latter allowed up to 43% im-
provement.
We compared SLCS2 to a swarm behaviour designed by a human expert with a
thorough understanding of the problem domain and swarm agents. Such a comparison
was required as no other autonomous swarm behaviour algorithms are known to solve
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such a complex task.
The results of this comparison show that SLCS2 swarms were able to out-perform
the human-designed swarm with statistical significance in five of the eight environ-
ment settings, while the other three settings result in statistical ties. Furthermore, in
the settings which SLCS2 outperformed the designed swarm, a fitness range improve-
ment of up to 31% was observed. From these results, it is concluded that SLCS2 has
bridged the gap between human-design and evolution. In doing so it has achieved the
environmental flexibility of behaviour evolution and the high performance of human
design.
In relation to further bridging this design-evolved behaviour gap, the behaviour
creation grammar of SLCS2 was specialised for the particular problem instances of
this study. This specialisation resulted in a small, incidental improvement in perfor-
mance for the intended environment setting, up to 8%, but a greater reduction, of up to
12%, was seen in the other environments. Hence, it is concluded that expanding the
behaviour-space with problem-specific controls results in biased swarm behaviours
and overly large behaviour-spaces, which could not be thoroughly explored without
relaxing the evolution limitations (evolving for more generations). These failures re-
sulted in reduced environment flexibility in the swarm.
Finally, SLCS2 experienced reduced evolution performance in some environments
with jamming devices. In contrast, the designed behaviour was able to utilise the in-
tuition of the human designer and succeed via a strong aversive behaviour. As such,
future iterations of the SLCS architecture aims to combine the insightful knowledge of
designers with the flexibility, creativity and environment optimisation of SLCS2.
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