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A boundary condition at 03 is constructed which characterizes all selfadjoint 
extensions of the minimal closed operator associated with a Jacobi matrix of limit- 
circle type. 
1. INTRODUCTION 
In a recent paper, Fulton [4] has obtained a method for constructing 
boundary conditions for singular Sturm-Liouville differential equations of 
limit-circle type. The method relies on the limiting behavior of solutions of a 
certain first-order system of equations associated with the original second- 
order equation. The boundary conditions thus obtained account for all 
selfadjoint extensions of the operator associated with the equation. 
The present paper employs a similar technique to construct boundary 
conditions which characterize all self-adjoint extensions of the minimal 
closed operator associated with a Jacobi matrix of limit-circle type. This case 
is covered in the general treatment of the theory of selfadjoint extensions of 
symmetric operators gven, e.g., in Dunford and Schwartz [3]. The boundary 
condition 
W,9P*; y>=o 
which is constructed, is, in the terminology of Dunford and Schwartz, a 
symmetric family of boundary conditions, and thus accounts for all selfad- 
joint extensions of the minimal closed operator [3, Theorem X11.4.301. The 
particular form of boundary condition that is constructed, however, differs 
from that given in Dunford and Schwartz [3, Theorem X11.4.311. There, a 
boundary condition is formed using the elements P(i) and P(-i), where 
P(A) = P&)1? . is a solution of the equation 
A*y=Ay. 
The boundary condition in the present paper uses elements which are 
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solutions of a homogeneous second-order difference equation (3.2) (similar 
to the above equation, with ,l = 0). In practice, the latter are easier to 
compute than the polynomials {P,(L)}. The example of Section 4 shows the 
feasibility of using such solutions to obtain an. explicit expression for the 
boundary condition. 
Finally, while Theorems 3.3 and 3.5 are covered by 13, Theorem 
X11.4.301, proofs are given here which use only elementary techniques. The 
theory of deficiency indices is used only to apply a theorem of Stone 
asserting that these selfadjoint extensions are real with respect to complex 
conjugation. 
2. MINIMAL AND MAXIMAL OPERATORS 
We take as our starting point a Jacobi matrix of limit-circle type: 
Each a, is assumed real, and each 6, positive. 
Following Akhiezer [ 1, p. 1381, we can consider the above as the matrix 
of a certain linear operator A, in a separable Hilbert space H. Fixing some 
orthonormal basis (en}? c H, we define A, as 
Aoeo = aoeo + b,e’ 
AOen = b,-,e”-’ + a,e” + b,,e”“, n = 1, 2,... * 
We define A, by linearity on all finite vectors f = Cp=o fkek in H, and define 
the domain Do of A, to be all such finite vectors. 
It follows that 
(Aof, g> = (fi A0 g> 
for all f, g E Do, i.e., A, is symmetric. 
We denote the closure of A, by A. A is also symmetric and it is the 
minimal closed operator associated with the Jacobi matrix (2.1). 
There is also a maximal closed operator, which we denote by A,, with 
domain 
Y= ’ Y,ek-: T Ib,~,Yk~,+UkYk+bkyk+,)’ < CO . 
ky0 k=L i 
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It can be shown (Akhiezer [ 1, p. 1391) that A i is the adjoint of A, and that A 
has deficiency indices (1, 1). In particular, A is not selfadjoint, and A, is not 
symmetric on D,. There are, however, uncountably many selfadjoint 
extensions A’ of A: 
AcA’cA,. 
In the next section, we shall construct boundary conditions which account 
for all these selfadjoint extensions of A. 
3. CONSTRUCTION OF THE BOUNDARY CONDITION 
First, we shall need an equivalent condition for symmetry. 
LEMMA 3.1. Let A’ be any closed extension of A. A necessary and 
suflcient condition for A’ to be symmetric is that forf, g E D(A’) we have 
lim det fn En b 
I 
= 0. 
n-co ,-,Lfn b,-,A-& (3.1) 
Here, A- is the dlrerence operator defined on complex seuences { y, }F by 
A-Y,= Y,- Y,-1. 
Proof. For f, g E D(A’) we have 
(A’f, g)= c (A’f)kg, 
k=O 
= ;+: (a,.& +bofI)go 
I 
n-1 
f kTl (bk-Ifk-I +akfk+bkfk+l)i?k 
I 
= lim (a, 8, + b. g,)f, n-ix I 
+b,-,V;,E,-,-fn-,&I 
! 
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Thus (A’A g) = (f, A ‘g) and A’ is symmetric if and only if (3.1) holds so 
that the second term above vanishes. This proves the lemma. 
It is not hard to show that if (p,)? and (g,): are solutions of the 
second-order difference quation 
b,-,y,-,+a,y,+b,y,+,=O, n = 1, 2,..., (3.2) 
then 
4, 
b,-, A-q, 1 
(3.3) 
is constant for all n = 1, 2,... . The proof is analogous to that of Lagange’s 
identity in differential equations (Atkinson 12, p. 991). 
If we choose { p,}: and {q,}; as independent solutions of (3.2) satisfying 
the initial conditions 
PO= 1, P, =o, 90 = 0, qI= l/b,> (3.4) 
then the determinant (3.3) for rr = 1, and hence for all n, has the value 1. 
Since our Jacobi matrix, and hence the difference quation (3.2), is of limit- 
circle type, both (p,} and {qn) are Z’sequences. Thus, p and q defined by 
p = ?- p& and 
k:O 
q= TT qkek 
k:,, 
are elements of H. In fact, p and q are independent elements of D,. Also, 
since the initial conditions (3.4) are real, the components of p and q are real. 
Put 
iq’]= [b,-,: p ” 
-I 
n n n bn-IA-q,, 
] * 
Then we have 
LEMMA 3.2. Let A’ be a closed extension of A: 
AcA’zA,, 
and let f E D(A’). Then the two-dimensional vector 
exists and is finite. 
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ProoJ Let g = A’f: Then g E H, so that, in particular, c& g,z7, = 
(g, v) < co for any u E H. 
Define the two-dimensional vector X(n) by 
X(4 = Q(n) [ bne,J 
One can show that X(n) is the solution of the nonhomogeneous first-order 
difference quation 
AX(n) = -qn g,, [ 1 n = 1, 2,... . Pn 
Here, A is the forward-difference operator 
AX(n) = X(n + 1) -X(n). 
Thus, we have 
Now. 
N-l 
lim C 
N-m ,,=, 
N-l N-l 
) = n’l AX(n) = c [ 1 ;“’ gn. n=1 n 
-4, 1 [ -t&L 9) +goqo Pfl gn= (g, P)- &TOP0 1 
and each component of the two-dimensional vector on the right is finite. 
Hence, 
limX(n)=W)+ 
[ 
-t&L 4) + goqo 
(g p)-g p 
I 
. n-m 9 0 0 
In particular, the limit exists and is finite and Lemma 3.2 is proved. 
We are now ready to define the condition at co which we shall eventually 
show characterizes all selfadjoint extensions of A. For (possibly complex) 
constants p, and &, define the linear functional SW,, p, ; a) on D, + C by 
(3.6) 
By Lemma 3.2, the limit in (3.6) exists and is finite for y E D,, thus 
B@,,P,; ~)EC for eachyED,. 
409/89/l-21 
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THEOREM 3.3. Let /I, and & be real constants, not both 0, and let A’ be 
an operator on H with domain 
D(A’)= {.vED,:BW,,&; Y)=OI 
such that A’ agrees with A on D,. Then A’ is a selfadjoint extension of A. 
Proof: Let f, g E D(A’). Then, since g E D,, we have g E D,. Also, 
SW,, &; g) = 0 implies B(/?, , &; g) = 0 since /3, and /I, are real and the 
components of p and q are real. Thus g E D(A’). 
This implies 
(3.7) 
which we can view as a homogeneous-linear system in /I,, p,. Since p, and 
/I2 are not both 0, the system admits nontrivial solutions. Hence, the deter- 
minant of the system, i.e., the determinant of the limiting product matrix in 
(3.7), must vanish. But the existence of this matrix limit implies the existence 
of the limits of each entry. Thus the vanishing of the determinant of (3.7) 
implies 
lim det Q(n) .fil crl 
n+cc 
b 
.-,Lfn bn-,A-& I 
exists and is 0. Since det Q(n) = 1 for all n, we have 
lim det fn En 
b I 
0. 
n+m “-, A-f,, b,,-,A- C,, = 
By Lemma 3.1, we have (A’f, g) = (J; A’g). Thus A’ is a symmetric 
operator. 
We note that D, c D(A’) so that D(A’) is dense and the adjoint operator 
A’* exists, and A’s A’*. For gE D(A’*), let g* E H be such that 
(Alf, g) = (f. g*) for all f E D(A’). In particular, 
Thus 
(A’e”, g) = (e”, g*> = g,*, n = 0, 1, 2 ,... . 
g,* = b n-Ign-I+angn+b,gn+l, n = 1, 2, 3,... 
so that 
and we have gE D,. 
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It remains to show I?@,, p2 ; g) = 0 for g E D(A ’ *). Let f E D(A ‘). Then 
= lim 
n-em 
+ b, 
The limit exists and is finite, and also the limit of the first term exists and 
equals (f, A ’ *g). Therefore, 
lim b,-,(f,E,-, -.A-~.&)=0 
n-tee 
(3.8) 
must hold, since (A ‘A g) = (f, A ’ *g). 
We note that B@, , P2 ; p) = PI and BC13,, PZ ; 4) = PZ so that 
NP,,/&;P,4-P*P)=O. 
Thus blq -&pE D(A’). Putf=p,q -pzp in (3.8) to get 
lim b,-,(~,q,-BzP,)g,-,-CB,q,-,-P,p,-I)g,)=O. n+oo 
Rearranging terms and recalling that pn and q,, are real, we get 
lim b,-,(P,(q,gn-,-qn-lgn)+Pz(l)n-,gn-Pngn-l))=O. (3.9) 
n+* 
But, performing the appropriate matrix multiplication in (3.6), one finds that 
the left-hand side of (3.9) is precisely the quantity B(P, , & ; g). Hence, this 
functional vanishes for g E D(A ’ *). This gives us D(A ’ *) c D(A ‘) and thus 
A ’ = A ’ *. The selfadjointness of A ’ implies it is closed, hence an extension 
of A. This completes the proof of Theorem 3.3. 
We shall now show that any selfadjoint extension of A must satisfy a 
boundary condition of the type in Theorem 3.3. Thus all selfadjoint 
extensions are characterized by such a condition. 
First, it will be convenient to have a different form for the functional 
BP,, /3, ; e). For A ’ some selfadjoint extension of A, let f E D(A ‘) and put 
g = A ‘f. Then we can write 
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= [PA 15’ AQF) [b 
k=l 
2 f ] + Q(l) [ b d"l f ] 1 
k-l - k 
=[P#zl 5’ [;;k]~~+[&PJQU)[ ,;; 1.’ (3.10) 
k=l 0 1 
We have used Eq. (3.5) in obtaining the second equality. Using the initial 
values (3.4) we can write the second term in (3.10) as 
W*I [; 
0 
-~o][bo(~~fo)]=Plfo+i12bof~. (3.11) 
Since p, q, and g are elements of H, the limit as n + co of the first term in 
(3.10) exists and equals 
= 2 (-P,qk+P2Pk)gk-(-P,qO+P2Po)gO 
k=O 
=(A%-B,q+P*p)-B*(%fo+bo.fJ (3.12) 
Here again we have used the initial values of p and q and also the fact that 
g =A’$ Thus, letting n -+ co in (3.10), and combining (3.11) and (3.12), we 
obtain 
BCol,p,;f)=P,[fo-(AIf,9)lfP2[(AIf,P)--ofol (3.13) 
for f E D(A’). The next lemma shows that there is an f E D(A’) for which 
the coefficients of ,8, and & in (3.13) do not vanish simultaneously. 
LEMMA 3.4. Let A’ be a selfadjoint extension of A. There exists an 
element f E D(A’) such that either (A’f, q) # f, or (A’f, p) # a, f,. 
ProoJ Suppose (A ‘f, q) = f, and (A ‘f, p) = a, f, for all f E D(A ‘). Then, 
since (f, e”) = f, (and (f, aoeo) = a, f,) for all f E D(A’), we must have both 
p and q as elements of D(A’*) = D(A’). The symmetry of A’ then implies, 
by Lemma 3.1, that 
lim det Pn 4, b 
I 
= 0. 
n+m n-l A-P, b,-,A-qn 
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But, by the choice of p and q, this determinant is 1 for all n, and so the limit 
is 1. Thus we cannot have both p and q in the domain of A ‘. In particular, 
there is an fE D(A’) such that either (A ‘f, q) # f. or (A ‘f, p) # a&. 
THEOREM 3.5. Let A’ be a selfadjoint extension of A. There exist real 
constants /?, and &, not both 0, such that the domain of A’ is precisely 
D(A’)= {yED,:W,,P,; y)=O}. 
ProoJ: Fix f as an element of D(A’) such that either (A’f, q) #f. or 
(A’f, p) # a,&. By Lemma 3.4 such an element exists. Let g be any element 
of D(A’). By symmetry, according to Lemma 3.1 we must have 
lim det fn JT" 1 = 0. n-tm b “-, A-f,, b,-,A- En 
Since det Q(n) = 1 for all n, this equation can be written as 
lim det Q(n) fn 2, = 0. n-co b n-l Auf, b,p, A- en 1 
Now, by Lemma 3.2 each of the vector limits 
'im Q(n) [a,:J] and &Q(n)[b~-l:~g,] 
nv+m 
exist and are finite. Thus the limit of the matrix product in (3.14) exists, and 
from (3.14), the determinant of this limiting matrix must be 0. A linear 
homogeneous ystem of equations with this matrix as its matrix of coef- 
ficients will have nontrivial solutions. So there exist nontrivial /I,,& such 
that 
f,-,: g ] = [’ ‘I’ 
II 
This implies 
H.&,P2;f)=O, Hp,,p,; a=o. (3.15) 
We now show that the constants /3,, pz are independent of the choice of 
g E D(A’). Let h be another element of D(A’). Then, as above, using the 
same element f, we obtain the equations 
ap;,P;;f)=o, B(p;,p;;~)=o (3.16) 
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for some possibly different pair of nontrivial constants /?I, pi. Using (3.13) 
we can write Eqs. (3.15) and (3.16) involving f as 
(3.17) 
Suppose the pairs (/I; ,&) and co,, &) are independent as two-dimensional 
vectors. Then the homogeneous system of equations (3.17) implies 
and 
But this contradicts the choice off: Thus, up to a constant multiple, the pair 
@, /3;) is the same as (/I,, 8,). 
It remains to show that /3,,& are real constants. Since all entries in the 
Jacobi matrix (2.1) are real, it is clear that A,, and hence its closure A, is 
real with respect to complex conjugation. That is, y E D(A) implies v E D(A) - 
and Ap= Ay. By Stone [5, Theorem 9.141, the fact that A has deficiency 
indices (1, 1) implies that all selfadjoint extensions of A are real with respect 
to complex conjugation. This gives us f E D(A’) and the above arguments 
imply 
so that 
P,[Jb-(A’J;q)l+p,[(A’S,p)--a,f,l=O 
P, Lfo - (A ‘f, 41 + & [(AX P> - GoI = 0. 
But the homogeneous system consisting of this equation and the first 
equation of (3.17) shows that the pair @, , /&) must be a constant multiple of 
(/Ii,&). Without loss of generality, we can assume pi and ,LIr to be real 
constants. 
Finally, this fact and (3.15) give us 
HA,P,; g>=o (3.18) 
for any g E D(A’) and so 
NA’)c {YE~:WA,P,; y)=Ol. (3.19) 
If g is any element of D, satisfying (3.18) and y is any element of D(A’), 
then 
Y, 
I 
= det Q(n) gfl Y;, 
n-,A-g,, b,-,A-P,, 
b 
.-*A-g, b,-,A--Y,, I 
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and this determinant ends to 0 as n + co. Thus (A ‘y, g) = (y, A, g). Since 
A, g E H, we have g E D(A’*) = D(A’). Therefore, equality holds in (3.19) 
and Theorem 3.5 is proved. 
4. AN EXAMPLE 
As an example we can construct the boundary condition for the limit- 
circle Jacobi matrix of the form (2.1) with a, = 0 and b, = 2”, n = 0, 1, 2,... . 
In this case the elements p and q satisfying initial conditions (3.4) can be 
found recursively from Eq. (3.2): 
pn = (-f)@, n even, n > 0, 
= 0, n odd, n> 1, 
qn = 0, n even, n > 0, 
= (A)(“- u/2, n odd, n> 1. 
Let A’ be a selfadjoint extension of A, and f = Cr==o f, e” an element of 
D(A’). The element A’f has components 
(A’f), =f,, (A’.&= 2”-‘f-1+ Wn,,, n = 1, 2,... . 
We can compute 
64% P)= 5 (A’f),i% 
n=o 
n=1 
and 
@‘A 4) = f (A ‘f)n& 
n=o 
326 STEPHEN T. WELSTEAD 
Thus the form (3.13) of the boundary condition becomes 
w4~P*~f)=BI 
1 
+A 
L 
.I-, + jy (-1)“P”-L-1 + 2Y2ntI) 
n=1 1 
= 0. (4.1) 
For this example, the expression for the boundary condition can be 
simplified further by observing that the first series in (4.1) reduces to 
-Al + pz (-2rL 
and the second series in (4.1) reduces to 
d-1 + Jtf”, (-win+,. 
Thus (4.1) can be written as 
lim (-2>“cO,S,, f P2fzn+ ,> = 0. n+cc 
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