In this paper we present a novel strategy to implement the paradigm of tabu search within a hybrid quantum-classical scheme based on quantum annealing to solve otimization problems with a particular focus on QUBO problems. The proposed algorithm is based on an iterative structure where the representation of an objective function into the annealer architecture gets better step-by-step and already visited solutions are penalized by a tabu search. We prove the convergence of the algorithm to a global optima in the case of general QUBO problems. Our technique is an alternative to the direct reduction of a given optimization problem into the sparse annealer graph.
Introduction
Quantum Annealing (QA) is a type of heuristic search to solve optimization problems [DC05, KN98, MG14] . The solution of a given problem corresponds to the ground state of a quantum system with total energy described by a problem Hamiltonian H P that is a self-adjoint operator on the Hilbert space where the considered quantum system is described. The main idea is to set a time evolution in the interval [0, T ] given by a time-dependent Hamiltonian {H(t)} t∈[0,T ] such that H(T ) = H P providing that the quantum system ends in the ground state of H P with high probability. In QA the time-dependent Hamiltonian of the considered quantum system (tipically a n-qubit system) is:
wehere γ : [0, T ] → R is a smooth monotone function decreasing to 0. H D is the so-called disorder Hamiltonian which does not commute with H P , it introduces the quantum fluctuations to allow the heuristic search escaping local minima [MG14] . The annealing procedure is implemented decreasing the kinetic contribution of H D .
The difference between QA and Simulated Annealing (SA) in searching the global minimum of a solution landscape is that QA employs the tunnel effect to escape local minima instead of thermal hill-climbing. QA can be physically realized considering a quantum spin glass that is a collection of qubits arranged on the vertices of a graph whose vertexes represents the qubits and the edges represents the interactions between neighbors. In particular the quantum annealer D-Wave employs a planar graph with the Chimera topology (or the more recent Pegasus topology) [CH18, Jo18] and a general problem Hamiltonian H P defined in (4), while the disorder Hamiltonian is implemented by means of a transverse external field as defined in (5).
The general optimization problem that D-Wave's chip has been designed to solve is expressed in terms of the Ising model, i.e. its solutionẑ ∈ {−1, 1} n is given by the minimization of the following cost function:
where (V, E), with |V | = n, is a subgraph of the architecture employing Chimera (Pegasus) topology, the binary variables z i ∈ {−1, 1} are physically realized by the outcomes of measurements on the qubits located in the vertices and Θ is the matrix of the coefficients of E, called weights, defined as:
The cost function (2) is realized by means of the Hamiltonian of a spin glass:
H Θ is an operator on the Hilbert space H = (C 2 ) ⊗n where σ (i) z := I 2 ⊗· · ·⊗σ z ⊗· · ·⊗I 2 with I 2 2 × 2 identity matrix and σ z Pauli matrix:
The kinetic Hamiltonian to realize the quantum fluctuations is given by a tranverse field:
where we adopt the same notation of (4) and σ x is the Pauli matrix:
Given a problem with a binary encoding, the annealer is initialized by a suitable choice of the weights Θ and a definition of a mapping of the binary variables in the corresponding qubits. The satisfying assignment of the considered problem corresponds to the ground state |ẑ of the system whose eigenvalue is:
If the problem presents different solutions then H P should have a degenerate ground state such that the quantum annealing process and a subsequent measurement produce one of the possible solutions. Discussions about QA, its realization by means of spin glasses and its application to solve oprimization problems can be found in [DC05, KN98, MN08] for instance. In this work we propose a procedure based on iterated modifications of the Hamiltonian (4) to implement a tabu search to solve optimization problems that cannot be directly mapped in the architecture of a quantum annealer. In particular we will focus on quadratic unconstrained binary optimization problem (QUBO) that is defined by:
where Q is a n × n symmetric matrix of real coefficients. QUBO can be mapped into the qubit network of a quantum annealer at the price of restricting the QUBO structure into a graph with less vertices and edges (imposed by the hardware architecture), such a mapping is the subject of intense research activity (e.g. [Bi17] ). Our approach is different: Implementing an iterative representation of the objective function and a tabu search, we show that a QUBO problem can be solved by means of an original utilization of a quantum annealer without the direct reduction of the problem into the annealer graph. Let us recall that tabu search is a kind of local search where worse candidate solutions can be accepted with nonzero probability and already visited solutions are penalized [Gl89, Gl90] . In the next section we describe the general procedure to implement a tabu search iterating the initialization of a quantum annealer. In the considered scheme the candidate solutions for the evaluation of the objective function are produced by annealing, the mapping of the variables in the vertices of the graph is fixed once and for all while the weights are re-initialized in order to penalize previously-visited solutions.
In section 3 the proposed algorithms are presented. Algorithm 1 is a general scheme of tabu search on a quantum annealer and Algorithm 2 is a specific version to solve QUBO problems for which a convergence proof can be stated exploiting some general results on Markov chains.
Tabu search on a quantum annealer
In order to introduce the main idea to implement a general tabu strategy for local search in the context of quantum annealing, let us consider a simple example of two qubits where (V, E) = ({v 1 , v 2 }, {e}) and the cost function (energy) is given by:
Moreover, consider an objective function f : {−1, 1} 2 → R to minimize (not necessary a QUBO problem for now). The heuristic search starts with the random initialization of the weights Θ 1 and Θ 2 , then two annealing processes produces the first two candidate solutions: z g and z b with f (z g ) ≤ f (z b ), i.e. z g is the current solution. The basic idea is to generate of a set of new weights Θ for a subsequent run of the quantum annealer such that the bad candidate z b = (z b1 , z b2 , z b3 ), i.e. the already discarded solution, is energetically penalized:
Once initialized the weights (9) a new candidate solution is produced. Let us assume that the corresponding value of f is different from f (z g ) then we have two bad candidates z
(1) b and z
b . In this case the weight initialization for the next run of the annealer will be:
Example 1 (Toy model for two qubits) After the two initial annealing processes suppose the outputs be z g = (1, 1) and z b = (1, −1) then E(Θ , z) = z 1 − z 2 − z 1 z 2 with: argmin z∈{−1,1} 2 E(Θ , z) = {(1, 1), (−1, 1), (−1, −1)} then assume to perform an annealing process producing the result (−1, 1) satisfying f (−1, 1) < f (1, 1), so we have two bad candidate: z
(1) b = (1, −1) and z (2) b = (1, 1) and a new good candidate z g = (−1, 1). The weight initialization for the next annealing will be:
is the global optimum for the objective function f then the last step of this toy tabu search is the initialization of the cost function:
attaining the global minimum in z * .
Since the function E does not encode any information about f the search sketched in the example above is obviously equivalent to an exaustive search at this stage. Let us give a first generalization of the argument above considering n qubits. Suppose to have collected a list {z (α) } α∈I ⊂ {−1, 1} n of discarded candidates, i.e. there is a current solution z g such that f (z (α) ) ≥ f (z g ) for any α ∈ I. These elements can be penalized by the following choice of the weights as a direct generalization of (9) and (10):
Let us define the tabu matrix as the n × n symmetric matrix with integer coefficients given by (11):
As we will discuss in detail, increasing the number of rejected candidates the tabu matrix must be updated, so we consider its equivalent definition by recursion:
with S initialized as the null matrix and z ranging in the list of bad elements. In order to encode information of the objective function f into the weights of the cost function E we introduce a map µ : C n → E E from the set of objective functions C n := {f : {−1, 1} n → R} to the set of cost functions:
where M E denotes the set of matrices of the form (3). The general form of µ that we consider is the following:
where Θ[f ] is the matrix of weights associated to f according to a certain law and π is a permutation of the variables changing the binary mapping into the qubits of the annealer. We will define f → Θ[f ] below to discuss the QUBO scheme. We are interested in the implementation of the tabu search by means of the tabu matrix S defined in (12) which encodes the energetic penalization of the already rejected candidate solutions. Let S be the tabu matrix generated by the bad candidates {z (α) } α∈I according to (12) and S π be the tabu matrix generated by {π(z (α) )} α∈I , if P π is the matrix of the permutation π then S π = P T π SP π . So the tabu-implementing encoding of f into the cost function can be defined by:
where we take the Hadamard product • of S with the adjacency matrix A of the annealer graph to map S into a matrix of M E . The additive contribution of the tabu matrix energetically penalizes the already rejected candidate solutions. Once the quantum annealing process has produced a global minimum of (16), one must apply π −1 on the result to read the solution in the original variable encoding. During the iterative search a sequence of µ-mappings is generated to explore the structure of the objective function, as explained in the algorithm description. Let us stress that in (15) and (16) we could also compose the permutation π with local changes of sign, however it is not clear what is the advantage of these further transformations within the considered tabu scheme.
In the real setting the weights do not range over all R of course but a physical machine is characterized by bounded ranges so that:
For the D-Wave 2000Q δ = 2 and γ = 1 [Bi17] . Furthermore the physical limitations impose that the weights do not even range with continuity in the intervals. The boundness of the ranges can be managed as follows: Once generated a matrix of weights Θ for the annealer initialization according to the procedure above, they may not belong to the intervals, so we have to renormalize them contracting by factors b ∈ (0, 1] and c ∈ (0, 1] so that b θ i ∈ [−δ, +δ] and c θ ij ∈ [−γ, +γ]:
The renormalization matrix R is defined as a n × n matrix with b on diagonal and c off diagonal. Its action is given by the Hadamard product Θ • R.
A hybrid quantum-classical tabu search
The idea of penalizing some solutions in the annealer initialization can be exploited for defining quantum-classical hybrid schemas for tabu search algorithms whose general form is showed in Algorithm 1. The goal is to find the minimum of f . The key point of the schema is the definition and updating of the tabu matrix S. Initially (Algorithm 1, lines 1-6) two solutions are generated and while the best is used for a usual initialization (Algorithm 1, line 4) the worst is used for initializing the tabu matrix (Algorithm 1, line 6). In the iterative part of the schema (Algorithm 1, lines 7-18) new solutions are repeatedly generated and tested, the solutions that are discarded are used to upgrade the tabu matrix (Algorithm 1, line 16). This permits to generate successive maps µ : C n → E E , and consequently solutions (Algorithm 1, lines 8-9), that take into account: 1) the map corresponding to the best solution so far and 2) the tabu matrix.
In the specific case of QUBO optimization, the objective function is a quadratic form f : {−1, 1} n → R with f (z) = z T Qz where Q is a real symmetric n × n matrix. The tabu strategy and the evolving representation of the problem in the annealer can be summarized as follows: The matrix Q representing the objective quadratic form is step-by-step piecewise mapped into the annealer architecture and deformed by means of the tabu matrix to energetically penalize the spin configurations corresponding to solutions that are far from the optimization. More precisely let us define the map µ that are employed in the Algorithm 2 to solve QUBO:
Data: Annealer adjacency matrix A of order n Input: f (z) to be minimized with respect to z ∈ {−1, 1} n , annealer energy function E A (Θ, z) Result: z * vector minimum of f 1 randomly generate two maps µ 1 and µ 2 of f :
5 use the worst to initialize z ; 6 initialize the tabu matrix:
where π is a permutation and S π = P where P is a permutation matrix of order n. Thus the action of the encoding is realized mapping a set of Q-coefficients into the weights, the mapped coefficients are selected by P . According to (16), the tabu-implementing encoding of Q into the annealer induced by the permutation matrix P turns out to be:
The action of µ in Algorithm 2 is a little more complicated w.r.t. (19) to ensure the convergence of the algorithm as explained in section 4.
Data: Matrix Q of order n encoding a QUBO problem, annealer adjacency matrix A of order n Input: Energy function of the annealer E A (Θ, z), probability p dependent permutation generation function g(P, p), probability decreasing rate η, probability q, number N of iterations at constant p, termination parameters i max , N max , d min Result: z * vector with n elements in {−1, 1} solution of the QUBO problem
2 return x T Qx ;
3 P ← I n ; 4 p ← 1; 5 P 1 ← g(P, p); P 2 ← g(P, p); // call Algorithm 3 for generating two permutation matrices
// use the best to initialize z * and P * ; use the worst to initialize z z ← P T argmin z (E A (Θ • R, z)); // by annealing find z , P T maps back the variables
32 with probability p Algorithm 2: QA Tabu Search for QUBO problems.
Let us introduce the iterative generation of the permutations inducing the step-bystep mapping of the objective function into the annealer architecure (Algorithm 2 lines 3-5 and line 22). To this end we use an additional function (Algorithm 3) that generates a permutation by considering for shuffling each element of another permutation with probability p and leaving the others untouched. If p = 1 the generated permutation is purely random with p < 1 the permutation resembles partially the initial one. In each cycle (Algorithm 2, lines 19-21) the probability of an element to be shuffled decreases with a rate η. We generate the actual maps and the parameters of the annealer using the annealer topology represented by the graph matrix A (Algorithm 2, line 6 and line 23).
Input: A permutation matrix P of order n (p i row vector of P ), a probability pr of an element to be considered for shuffling Result: A permutation Matrix P 1 associative map m; 2 foreach i ← 1 . . . n do The permutations are also used to remap the solutions found by the annealer to the initial space of solutions of the problem (Algorithm 2, line 8 and line 25) and to represent the best map P * . In (19) there is the form of the general tabu-implementing encoding µ induced by the permutation P . More precisely, in Algorithm 2 the maps µ 1 , µ 2 , introduced in the general schema (Algorithm 1, line 1), are:
Moreover, in Algorithm 2 the map µ (generated at line 8 in the general scheme of Algorithm 1) is:
The dependence of µ on q is motivated by a convergence-related issue that we discuss in the next section. Finally, line 18 of Algorithm 2 specifies how the matrix Q of the QUBO problem interacts additively with the tabu matrix S in order to guide the search of the solution and to guarantee the convergence permitting with probability q to perturb the tabu search. The cycle ends with convergence or when the maximum number of iteration is reached. At line 16 of Algorithm 2 three counters for controlling the end of the cycle are defined; e counts the number of consecutive times that a current solution is generated (Algorithm 2, line 36), d counts the number of times the current solution and the new solutions are different but the new one is not better than the old one since the last time it appeared (Algorithm 2, line 31); finally, the variable i simply counts the number of iterations. The counters are compared against input parameters in the termination condition. In line 32 of Algorithm 2 a suboptimal solution is accepted with a probability p (f −f * ) . By direct comparison with the common rule of acceptation in simulated annealing, namely
, it is possible to see that p = e −1/T and interpret the role of p. In terms of simulated annealing the parameter p is the probability of acceptation of a suboptimal solution at temperature T = ln −1 p in case of unitary difference between the values of the objective function.
Convergence
Algorithm 2 has characteristics that permits to reach conclusions about its convergence. In order to prove that it converges to a global omptimum of the considered QUBO problem we basically apply a result of [FK92] for simulated annealing modeled in terms of Markov processes. Let us summarize the general result which implies the convergence of our algorithm: Consider a simulated annealing process to find the global minimum of an objective function F : X → R defined on a finite set X = {x 1 , ..., x n }. Let A be a stochastic (n × n)-matrix 2 , called generation matrix, providing the following probability: If x i is the current solution then a ij is the probability that x j is found as a candidate for the next solution. Once selected a candidate solution an acceptance probability must be defined. Let us assume that if x j is a candidate to be the successor of x i then it is accepted as the new current solution with probability:
where T is the decreasing temperature parameter of the simulated annealing. Definition (22) entails that a suboptimal solution has nonzero probability to be accepted that vanishes as T → 0. For A and P ij fixed the single steps of the process are described by the transition matrix:
that is the probability that if the current solution is x i then the next solution will be x j at temperature T . Modeling a simulated annealing process as a Markov chain we can state the following definition:
Definition 2 Let M be the transition matrix at temperature T of a simulated annealing process with objective function F : X → R. The probability distribution π T on X satisfying
is called stationary distribution of M (T ).
Assuming the transition matrix M (T ) to be irreducible in the sense of Markov chains, i.e. x i is accessible from x j for all i, j, and it is aperiodic for any T > 0 then M (T ) has a unique stationary distribution π T for any T > 0 and lim T →0 π T exists.
Following [FK92] a simulated annealing scheme can be explicitly realized by means of a number L of decreasing temperature levels T 1 ≥ · · · ≥ T L 0 and a number N of iterations at each temperature level. So the statistic produced by many iterations at the temperature level T l reproduces the distribution π T l . Now let us consider a remarkable result about Markov chains [AF87a, AF87b] in the following proposition:
Proposition 3 Let {M (T )} T >0 be a family of transition matrices and {T l } m=1,...,L a set of temperature levels such that
If the inhomogeneous Markov chain defined by {M (T l )} l=1,...,L converges then its limit distribution corresponds to
where π T is the stationary distribution of M (T ) for any T > 0.
Therefore the annealing process is successful, i.e. there is the convergence to one of the global optima, when {M (T l )} l=1,...,L converges and π * is nonzero only on the global minima of the objective function. About the convergence of the inhomogeneous Markov chain we have that it converges if the temperature descent is sufficiently slow [AF87a, AF87b] , i.e. N · L → +∞ (a good choice for a real annealing process is L 10 and N 10 3 [FK92] ) In order to check if π * of the considered simulated annealing process recognizes the global optima we must consider the neighborhood graph, i.e. the directed graph G = (X, E) defined by X as the vertex set and E := {(x i , x j ) : a ij > 0} where A = {a ij } is the generation matrix defined above. The assumption that M (T ) is irreducible for every T > 0 is equivalent to the fact that G is strongly connected 3 .
Definition 4 The neighborhood graph G = (X, E) is said to be weakly reversible when for everyF ∈ R and any x i , x j ∈ X we have that x j can be reached from x i along a direct path (x i , y 1 , ..., y m , x j ) such that F (y k ) ≤F ∀k = 1, ..., m if and only if x i can be reached form x j along such a path.
Now let us consider a more general model where the generation matrix may be varying with the temperature parameter, indeed we have a family of generation matrices {A(T )} T >0 , this is a remarkable feature for the tabu search applications [FK92] where the generation matrix does not depend only on T but also on the information gained in previous iterations. In [FK91] there is a crucial result to establish the convergence of a generalized simulated annealing algorithm characterized by a family {A(T )} T >0 of generation matrices.
Theorem 5 Let {A(T )} T >0 be a family of generation matrices for a simulated annealing process modeled as a Markov chain within the above scheme. If:
i) There exists a δ > 0 such that a ij (T ) > 0 implies a ij (T ) ≥ δ for i = j and ∀T > 0;
ii) The neighborhood graph G of A(T ) does not depend on T ; iii) G is weakly reversible; then π * (x) > 0 if and only if x ∈ X is an optimal solution.
We can apply the result above to prove the convergence of Algorithm 2, in fact our iterative scheme can be considered a simulated annealing process where the role of temperature parameter is played by the probability p in these terms T = − ln −1 p. Moreover the search realized by Algorithm 2 presents the structure of temperature levels with many runs over each level, in fact the parameter p is constant for N iterations. These cycles provide the convergence of the iterative search modeled as an inhomogeneous Markov chain.
Proposition 6 Algorithm 2 converges to one of the global optima.
Proof. To prove the statement we show that 1) the proposed algorithm presents the structure described above and 2) it verifies the hypothesis of the Theorem 5. 1) First of all let us stress that the generation of a new candidate solution, with a corresponding generation matrix, is described from line 18 to line 25. Moreover let us check that the acceptation probability is of the form (22), i.e. if z * is the current solution then the probability that z is accepted as the new current solution has the following form:
where f = f (z ) and f * = f (z * ). The acceptation probability of our search corresponds to (26) by posing T = −ln −1 p as shown from line 28 to line 33 of the algorithm. The temperature lowering of this simulated annealing-like process is described by line 20. For a fixed value of p we can identify a single step of the iterative search from line 18 to line 38 that can be described by a transition matrix M (p). The repeat-until and if of lines 19-21 realize the structure of temperature levels, so the corresponding inhomogeneous Markov chain converges as i max → +∞.
2) Let us initially focus on hyp iii): At a given level of f if a solution was reached from another solution then it is also possible to do the contrary. In fact with the same probability it is possible to generate the inverse permutations and with probability q the past solution can be found again (see line 18). This last observation leads to see that also the hypothesis i) holds, in fact q corresponds to δ. The hyp ii) is satisfied because the neighborhood graph associated to the generation is complete for any p, in fact from any current solution z * there is a nonzero probability to go toward any other solution.
Note that if we consider a real annealer that does not rule out any position, it would be possible to simplify the algorithm (leaving out line 18 of Algorithm 2) and proving the convergence reduces to verify the weaker hypothesis of proposition 1.2 in [FK92] .
The proof of proposition 6 makes evident that our algorithm presents the structure of a simulated annealing where part of the search is delegated to a quantum annealer. However the quantum annealer does not search purely on a representation of the objective function. In fact we stress that the tabu-implementing encoding is crucially realized in the quantum part of the scheme. So the presented algorithm cannot be reduced to a simple wraping of quantum annealer calls in a simulated annealing procedure. This implies that the power of the quantum annealing can be used over a mixed representation of the objective function and of the state of search so far represented by the bad elements. This circumstance may give computational advantages that must be further analitically and empirically investigated. It is interesting to note that the proposition also shows a constructive way of finding a set of parameters Θ that encodes the very same set of minima of the QUBO problem coded by Q. This means that it would be possible for a class of QUBO problems to run several times the algorithm on different instances and learn the map from examples. In this way the learned mapping could be used to initialize other instances of the same class of problems.
Related work
In the main work of reference [Tr16] Tran and colleagues propose a hybrid quantumclassical approach that includes a quantum annealer. In their proposal the classical part of the algorithm maintains a search tree and decides which of two solvers, a quantum annealer and classical one, to call on a subproblem. Notably they implemented their approach on a D-WAVE quantum annealer and their goal is to realize a complete search. Earlier proposals of quantum-classical schemes include the work of Rosenberg et al. [Ro16] who proposed to decompose a big problem in subproblems that can be solved by the annealer and validated their approach using simulated annealing. More recently Abbott et al. [Ab18] suggested that the search for the embedding of the problem into the annealer topology can be critical in the quest to achieve a quantum speed-up for an hybrid quantum-classical algorithm. The D-WAVE handbook [CH18] report at page 74 that their QSage package allows a hybrid tabu search algorithm for problem decomposition for the annealer. Moreover, D-WAVE also released the software qbsolv that allows a decomposition of large QUBO problems. Our approach differs from what has been published in two fundamental ways: 1) we inserted the tabu mechanism inside the annealer stage by means of the matrix S and 2) we provide a proof of convergence by mapping the classical part to results about tabu/SA procedures.
Conclusion and future work
We have presented a general schema for the application of tabu search within a quantum annealer. A specific instance of a hybrid quantum-classical algorithm has been also presented and its convergence proved. The general strategy adopted in the proposed algorithm can be summarized as follows: Tabu search is implemented by the definition and the updating of a tabu matrix deforming the weights of the annealer cost function. Moreover the representation of the objective function into the annealer graph evolves during the search according to the best solution so far and the tabu matrix. In Algorithm 2, the evolution of the encoding is determined by the generation of permutations depending on a probability that can be interpreted as the decreasing temperature of a simulated annealing process. Applying some results about convergence of SA processes modeled by Markov chains, the convergence of Algorithm 2 to a solution of the QUBO has been proved. The main direction for further investigation is the estimation of the run time of the presented algorithm (Algorithm 2) and its empirical validation. Let us point out that if we choose to construct 10 temperature levels with 10 3 iterations for each level, we need to call the annealer 10 4 times with a time cost of a single anneal of 20µs (D-Wave 2X [Tr16] ). However we stress that the representation of the objective function into the annealer is improved during the search, thus we can conjecture that there is a gain in the number of annealer calls and a consequent speed up of the optimization.
