Interruptions and simultaneous talking represent important patterns of speech behavior. However, there is a lack of approaches to their automatic detection in continuous audio data. We have developed a solution for automatic labeling of multispeaker fragments using harmonic traces analysis. Since harmonic traces in multi-speaker intervals form an irregular pattern as opposed to the structured pattern typical for a single speaker, we resorted to computer vision methods to detect multi-speaker fragments.
Introduction
The detection and analysis of multi-speaker intervals in continuous audio is often necessary for improving the accuracy of speaker tracking [1], speaker recognition [2] and automatic speech recognition [3] . For these purposes the detection of multi-speaker intervals is performed in speaker-dependent environment, hence the dependency between the accuracy of multispeaker interval detection and the performance of speaker identification algorithm. Besides, a sufficient amount of data for each speaker is needed.
However, sometimes the research goal does not require speaker identification. In conflict detection [4] , for example, the number of interruptions and overlaps can be informative without any information about who were the interruptee and the interrupter. Even if speaker diarization is required, we can assume that it can be done independently of interruptions and overlaps detection [5] . Using two different specialized algorithms for these two tasks may provide a better accuracy for each of them.
Despite all the motivation, there are only few solutions for overlapped speech detection. The existing approaches rely on Gaussian mixture modeling [6] , an HMM-based segmenter [5] , pyknogram analysis [7] , and LSTM [8] . The highest accuracy was reported in [9] with F-score equal to 0.8 for 500 ms intervals, but the results related to artificially mixed recordings and male speakers only. Thus, it can be said that although the performance of the existing solutions is pretty decent, there are still considerable possibilities for improvement.
Our approach relies on combining harmonic traces analysis with computer vision methods, namely a convolutional neural network (CNN). We aimed to achieve high time-resolution along with high accuracy without any prior information about the speakers.
The remainder of the paper is organized as follows. Section 2 describes the proposed method and the evaluation procedure. Section 3 reports how present work is related to earlier works in the field. The discussion is presented in Section 4. Section 5 concludes the paper and briefly describes the future work.
Multi-speaker detection algorithm

Spectrogram
Spectrogram was computed in the frequency range from 0 to 1500 Hz using 80 ms Hanning window with a 80% overlap between windows. This frequency range was chosen because harmonic traces could be seen most clearly in it. To enhance harmonic visibility, we plotted the spectrogram in reversed gray colors with color level from -50 dB to 0 dB with a 1 dB step. An example of the spectrogram is presented on Figure 1 . The harmonics are clearly distinguishable on the spectrogram. For a single speaker their traces are parallel (left half of the picture). When two or more speakers pronounce different tone phonemes simultaneously, the traces cross and the pattern becomes irregular losing its apparent parallel structure (right half of the picture).
Convolutional Neural Network
The architecture of the designed convolutional neural network was relatively simple. It was composed of three convolutional blocks with pooling and batch normalization. Logistic regression with cross-entropy as a loss function was used in our model.
We formed a training dataset using the audio from TED Talks [10] with 100 male and 100 female voices. The forming of the set involved the following steps:
• Removing unvoiced speech and pauses from the audios with the Praat software [11] .
• Creating multi-speaker fragments by mixing the tracks of two different speakers.
• Extracting non-overlapped five-second intervals.
• Computing a spectrogram for every five-second interval as described above. In total, 1584 pictures were obtained, 792 for each of the two classes (single-and multispeaker).
• Finally, the pictures were obtained for every 500 ms with a 10 ms step. They represented a sum of three spectrum channels -a) log-normal spectrum on channel 1; b) lognormal spectrum with histogram equalization on channel 2; c) log-normal spectrum with Contrast Limited Adaptive Histogram Equalization (CLAHE) on channel 3. See more below.
All frames (356,400 for each of the two classes) were divided into a training set and a test set in the ratio 3:1. The number of training epochs was 70. The initial weights were assigned using Xavier initialization with magnitude of 3. We used SGD optimizer with learning rate of 0.005. The accuracy on the training sample reached 99.87 ± 0.03%, while on the test sample it was equal to 94.64 ± 0.03%. The output of CNN was a score of multi-speaker presence ranging from 0 to 1 for every 500 ms frame in the audio with a 10 ms step.
Evaluation procedure
As we achieved significant test accuracy on the TED Talks dataset, we aimed to evaluate final model performance on the new data in order to test its applicability across different datasets. This step allows us to predict whether this model could potentially be used for practical purposes in the wild.
We evaluated our algorithm on the SSPNet Conflict Corpus [4] that contained 1430 clips (30 seconds each) from political debates supplemented by manual speaker diarization for each audio which we took as ground truth. This dataset seemed to be suitable for our purposes because political debates contain natural overlapped speech and interruptions.
First, we tested the performance of the proposed algorithm with and without the implementation of histogram equalization methods (simple histogram equalization and CLAHE, as described in the previous paragraph). We considered a manually labeled multi-speaker interval to be detected if at least 50% of it was covered by automatically detected intervals (ADIs). Otherwise, it was tagged as missed. ADIs that did not intersect with any of the manually labeled intervals were tagged as false alarms. The equal error rate values (EER,%) are presented in Table 1 . These results testify to the fact that using both histogram equalization methods is beneficial for our purpose.
Second, we performed some additional processing of the output. It was necessary for specifying the results, because for the evaluation procedure spectrogram pictures were obtained for raw audios without the removal of pauses and unvoiced speech. The general scheme of the evaluation procedure is presented in Figure 2 . The processing included the following steps. • Subsequent ADIs with gaps of no more than 0.15 s between them were merged together, see 1.1 on Figure 2 .
• ADIs where the percentage of unvoiced sounds and/or pauses (UnvP) exceeded the threshold were eliminated, see 1.2 on Figure 2 . In the training sample we only had voiced sounds, so the presence of other sounds could have caused detection mistakes. For that reason we assumed that the elimination of unvoiced intervals and pauses would increase the performance. This step involved using the Praat voiced-unvoiced annotation with standard parameters.
• Intervals shorter than minimum allowed length (MinL) were eliminated, see 1.3 on Figure 2 .
We also tested the dependency of the algorithm performance from MinL and UnvP. Figure 3 shows the detection error tradeoff (DET) curves for different parameter sets. In Table 2 EERs for different parameter values are listed. The best performance was achieved when the minimal allowed length of the detected interval was set at 0.5 s or 0.7 s, whereby such intervals where unvoiced sounds constituted more than 66% were eliminated.
We also examined the way in which the performance of our algorithm depends on the speakers' genders. Table 3 contains the EER values for the cases where two men, two women, or a man and a woman speak simultaneously. After having examined the parameter dependency, we applied our algorithm to the SPPNet Conflict Corpus with a 0.8 CNN score threshold, 0.5 s and 0.7 s minimum interval lengths and 66% UnvP. The detection performance measures including F-scores and total accuracy are displayed in Table 4 . Figure 4 represents an example of manual and automatic multi-speaker detection in the same audio. Manually labeled intervals are marked with the black line while ADIs are filled with gray color. In this particular example both manually labeled intervals were detected successfully. 
Relation to prior work
As overlapped speech detection has a clear practical purpose, numerous studies have been conducted in this field. The approaches and data used in these studies are diverse. Some works rely on multi-channel audio where it is possible to compare the signal from different channels or to perform acoustic beamforming or source separation [12, 13] combined, for example, with HMM [14] . But these methods are not applicable to one-channel data. However, an HMM-based approach was applied to one-channel data in [15] , where the overlap detection error rate was equal to 78.3%, and in [16] , where the researchers achieved 38% F-scores. Both of the studies were conducted using the AMI corpus. Chatlet and colleagues [17] studied how overlapping speech detection improved speaker diarization for ETAPE TV audio. They achieved a F1-measure of about 60% with overlapping speech detection systems relying on cepstral features and multi-pitch analysis.
The detection of multi-speaker fragments based on spectral harmonicity and envelope features with the use of Gaussian mixture models was presented in [7] . However, using neural networks instead of GMM turned out to be more effective. Although we have not yet examined the effect of noise level on our solution's performance, we have achieved a better performance (11.3% EER, the average SNR for the SSPNet Conflict Corpus equals 8.4 dB) in comparison with the approximate 27% EER provided by [7] . On the SSPNet Conflict corpus [18] and [19] achieved the best conflict level detection results by implementing interruption detection in their systems.
Our approach requires fewer limitations than the majority of the existing works and may be applied to one-channel audio and an unknown number of speakers.
Discussion
Applying computer vision method to harmonic spectral traces allowed us to develop a solution for detecting multi-speaker intervals in continuous audio. Our method is speaker-independent and does not require any complex calculations. Based on previous researches in the area, we assumed that spectrograms should be useful for overlapped speech detection. We used histogram equalization and CLAHE to adjust image contrast. These methods, common for image enchantment [20, 21, 22] , improved the algorithm performance.
The key point of data preprocessing for CNN training was that we picked out only voiced sounds. Pauses and unvoiced sounds, i.e. those produced without vocal cords vibration, were removed. This enabled us to manipulate more uniform data with observable harmonics presence. However, in the course of the evaluation procedure we had to take into consideration that fragments containing unvoiced sounds might have been detected incorrectly. In order to reduce the number of such mistakes we performed additional processing of the algorithm output and removed automatically detected intervals that contained unvoiced sounds or pauses. In the present work, this step was carried out with the use of Praat voiced-unvoiced labeling. The comparison between the EER values for the algorithm performance with and without this elimination confirmed our assumption. If more than 66% of the ADI consisted of unvoiced sounds and pauses, it was likely to be a false alarm, so such ADIs had to be ignored. In the future, this additional step will either be included in the main algorithm or become unnecessary in case the training set is enriched with the corresponding data.
The output of our solution is represented by CNN scores for short intervals which may be extended to word or phrase level depending on particular research goals. In the present work we evaluated our solution's performance by comparing it with manual diarization from SPPNet Conflict Corpus. Manual diarization usually involves long fragments like words or phrases. We tried to minimize the difference in time-resolution between manually and automatically detected intervals by means of additional processing of the algorithm results. Finally, we achieved high accuracy of multi-speaker fragments detection with F-score equal to 0.75.
It should be mentioned that the difference in time-resolution between manual and automatic detection might affect false alarm rate. With manual diarization short intervals of simultaneous speech may have been ignored. This means that some of the automatically detected intervals which were tagged as false alarms may in fact be short fragments of overlapped speech (like a meaningful exclamation of the other interlocutor in the background of continuous speech). In general, the duration of simultaneous speech sufficient for labeling an interval as a multispeaker one strictly depends on the research purpose and data, and cannot be unified.
We consider our solution to be generally languageindependent, as we achieved high accuracy despite the fact that the SSPNet Conflict Corpus was in French while TED Talks dataset was in English. However, it should be taken into account that the differences in voiced/unvoiced sounds ratio or in phoneme sequences may surely affect the accuracy of the results. Thus, it might be beneficial to enrich the training set with the material in different languages.
The performance of our algorithm turned out to be slightly better in those cases where female voices were overlapping (as compared with male voices or a male and a female voices). A possible explanation may lie in the fact that the fundamental frequency of male voices is lower on average, so the frequency range up to 1500 Hz includes more harmonics for male than for female voices. The density of traces on a spectrogram is higher for male voices, therefore it is harder to distinguish between single-speaker and multi-speaker patterns, and the number of CNN mistakes increases.
Conclusion
We presented a solution for multi-speaker intervals detection in continuous audio. Despite the method's simplicity, the accuracy of the results was higher than that reported in other studies for non-synthesized data. We expect our method to be helpful for high time-resolution speaker diarization, speaker tracking and other audio segmentation purposes. It can also be used in speech and social behavior analysis, for example, interruption rate estimation, conflict detection, etc.
Our method provides a way of spotting multi-speaker fragments with a minimum length of 0.5 seconds by using a CNN. The implementation is based on the detection of harmonic traces' irregular structure typical of simultaneous articulation of voiced sounds by multiple speakers.
The possible future steps may be to single out those intervals where voiced sounds overlap with unvoiced ones as a separate class for CNN training and to increase the size and language diversity of the training sample. Furthermore, it would be beneficial to combine the proposed method with the detection of background noises, laughter and hesitation in order to prevent the algorithm from misinterpreting these sounds.
