The paper aims at understanding how blood resources are formed at the entrance to the blood donation in the spatial and age section and formulating on the basis of this assessment recommendations that help improve the health safety of the State in the area of self-sufficiency of blood supplies. The success of the functioning of blood donation primarily depends on the resource management of blood and its components that seeks to equate supply and demand for blood and its components at any time. Such a situation is possible when a sufficient number of blood donors are available. The research employed a shift-share analysis that is used to study structural changes in economic and social phenomena that may occur in a geographical area within a specified period of time. To account for the fact that each province does not exist as a separate geographic area but depends on its spatial interactions with neighbouring areas, the study also used a spatial shift-share analysis. The results will be used to assess the dynamics of changes in the number of blood donors, resulting from the age structure of blood donors in a particular province (a structural effect) and from changes in the internal situation of the competitiveness of a given area (a geographic effect). Knowledge concerning the nature of these changes can be helpful in developing specific tools that would encourage donors (including the potential ones) to donate blood.
Introduction
The success of the functioning of blood donation primarily depends on the resource management of blood and its components that seeks to equate supply and demand for blood and its components at any time (Twaróg, 2013) . The issue of managing blood resources in Poland encompasses: 1) the specificity of blood as an unlimited medicine, 2) the requirements of national 1 and international legislation 2 . The proper management of blood resources is one of the prerequisites for seeking improvement in terms of temporary blood shortages in some areas of the system as well as periods when the amount of accumulated blood in the system exceeds the demand for blood. Both shortages and surpluses accumulated in the blood system distribution are highly detrimental to the health security of the State, as well as to the process of developing public awareness (Twaróg, 2012) .
Full understanding of principles governing the management of blood resources is extremely difficult because of: 1. The situation in the system is dynamic and uneven across Poland (Trzpiot et al., 2013) 3 . 2. The civil-public blood donation system operates in parallel with the armed forces blood donation system (Szołtysek, Twaróg, 2009; 2010) . Despite the lack of cooperation between these systems, they derive from the same resources (donors), using the same health procedures, and similar organisational procedures. 3. Large volumes of data gained from events and processes that constitute daily activities of the blood donation system lower the efficiency of possible information that may be taken and used for the management of this system. One of the problems is also the fact that policymakers are primarily doctors without managerial skills at the required level (Twaróg, 2015) . Considering the above and according to studies carried out 4 in Poland -the number of donors is an essential element 'powering' the system of civil (public) 1 As a self-sufficient country. . 3 The dynamics of changes in the structure of blood donors (first-time and repeat) from 2006 to 2009 as a source of knowledge about the problems of "powering" the civilian blood donation in Poland in terms of blood and its components has been already presented in the paper: Wykorzystanie shift-share analysis w opisie zmian struktury honorowych dawców krwi w Polsce (Use of Shift-share Analysis of Changes in the Description of the Structure of Blood Donors in Poland) . 4 The regression analysis helped determine the precise impact of a significant determinant. Two models describing the relationship between the number of inhabitants per one donor and the number of inhabitants per unit of whole blood (Model I ) and blood, together with its components (Model II ), were received. Model I : y = 6.27 + 0.94x, Model II : y = 0.93 + 1.25x. In both models, it is right to say that the decline by a unit of the population per one donor will reduce a waiting list for a unit of blood by around half a person (Twaróg, 2012). blood donation in Poland. Therefore, the authors of this paper decided to reach for statistical methods to understand how blood resources are formed at the entrance to the blood donation in the spatial and age section and on the basis of this assessment to formulate recommendations aimed at improving the health safety of the State in the area of self-sufficiency of blood supplies.
Analysed data from the National Blood Centre (Narodowe Centrum Krwi -NCK) provided the material for this study. All collected data referred to the civil blood donation system in Poland. Data on the age structure of the population come from the Central Statistical Office.
Research methods

Migration Selectivity Index
In the broad sense, a manifestation of selectivity is the diversity of the impact of the specific characteristics of the population propensity to occurrence of a phenomenon. In the study, as a measure of the tendency, we will use Migration Selectivity Index (MSI) (Cieślak, 1992) adapted to compare the age structure of blood donors against the Polish population.
The definition of the index is written in the form:
where: V -the variable due to which the selectivity of the phenomenon (age) is studied, i -the category of the V variable for which the ratio value is calculated, MSI V = i -the selectivity ratio with respect to the V variable for the i category, M V = i -the size of the studied subpopulation in the i category and the V variable, M -the total size of the studied subpopulation, P V = i -the size of the studied population in the i category and the V variable, P -the total size of the studied population.
This index may be in the range of [-1; +∞] . Positive values indicate the presence of positive selectivity, all the higher the higher the value of the index. This means that a given phenomenon involves more entities of a given category than their proportion in the general population (Mioduszewska, 2008: 16) .
It is said that the selectivity phenomenon does not occur when the values of this index equal zero or are close to zero. MSI can also be used to determine which of the studied traits strongly select the subpopulation of a given area 5 .
Shift-share analysis
The shift-share analysis (SSA) (Creamer, 1942) examines the evolution of the TX variable quantified as a complex: the increase in the absolute or relative growth (the rate of change) of the X variable. The output is, therefore, the tx ri value of the TX variable, where r is the index corresponding to the r-th region and the i subscript is the index of the i-th group by the cross-sectional division (Suchecki, 2010: 162) .
In the simplest case, the reference distribution is the most marginal distribution of the analysed variable X in the initial period. Three types of weights can then be applied in analyses (Suchecki, 2010: 163) :
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3. The average growth rate of the X variable in a country in a given period:
The application of shift-share analysis in the study of changes in the economic or social phenomena in different regions is based on the decomposition of the total change in the localised variable X into three components, reflecting.
4. The national (global) part of regional development Mri.
5. The structural part of regional development Eri.
6. The local part of regional development Uri.
The classical shift-share equation in the growth rates (year-on-year growth) of the analysed variable adopts the following form (Suchecki, 2010: 164) :
Thus the individual components of (8) In contrast, pure regional growth, defined as the difference between the regional and national growth rate, can be decomposed into two components (structural and geographical):
In calculating the regional average for the three components of the equation, we come to the following formula called structural and geographic equality (Suchecki, 2010: 165) : Nazara and Hewings (2004) incorporated the spatial structure within this basic formulation, taking into account spatial interaction in the decomposition analysis. As a result, they proposed the following formulation (Nazara, Hewings, 2004 ):
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Thus the individual components of (8) 
the national or global rate of regional growth, 2)
the sectoral (structural) factor of regional growth, 3)
the local (geographic, competitive, differentiating) growth factor in the i-th sector of the r-th region. In contrast, pure regional growth, defined as the difference between the regional and national growth rate, can be decomposed into two components (structural and geographical):
(11) Nazara and Hewings (2004) incorporated the spatial structure within this basic formulation, taking into account spatial interaction in the decomposition analysis. As a result, they proposed the following formulation (Nazara, Hewings, 2004) :
where W defines, in this case, a matrix of geographical neighbourhood 6 with values different from zero for the spatially adjacent regions.
3. Empirical analysis 3.1. Determination of a nationwide pattern of age selectivity of blood donors
In the first part of the paper, the analysis of the selectivity pattern of blood donors at the national level based on their age was carried out. The selectivity indices are constructed based on a comparison of the number of blood donors in different age groups in the age structure of the population, i.e. people aged 18-65. The results summarised in Table 1 support the conclusion that in the case of the age structure of blood donors, we have to deal with the phenomenon of selectivity, although with respect to certain age groups, the selectivity is much stronger than in the others.
The MSI values for the group aged 18-24 give the clearest picture in this respect. This means that the share of this age group of blood donors was 281% higher than among the total number of persons aged 18-24. Those aged 45-65 were less likely to donate blood, as evidenced by MSI = -0.67. 
Determination of regional age selectivity patterns of blood donors
The patterns of age selectivity of blood donors in the provinces are similar to the national values. The index values for the Lubuskie province are noteworthy. In this province, the most evident is the overrepresenativeness of the youngest group of blood donors (MSI = 3.93). Negative values of indices in the other age groups indicate that people in these age groups gave blood much less frequently than would result from the age structure of the population of the Lubuskie province.
6 Let W * denote a neighbourhood matrix defined as 6 where W defines, in this case, a matrix of geographical neighbourhood 6 with values different from zero for the spatially adjacent regions.
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Negative values of indices in the other age groups indicate that people in these age groups gave blood much less frequently than would result from the age structure of the population of the Lubuskie province. (Márquez, Ramajo, Hewings, 2009 (Márquez, (Márquez, Ramajo, Hewings, 2009 ). This part of the paper presents the changes occurring between 2010 and 2014, expressed by the calculated growth rates 7 respectively for the number of blood donors in total, the number of donors aged 18-24, the number of donors aged 25-44, and the number of donors aged 45-65. Table 3 shows the calculated regional growth rates and the comparison of these rates to the national average growth rate of the number of blood donors. The largest increase in the total number of blood donors took place in the Podkarpackie province and amounted to 33.18%. Also, the Warmińsko-Mazurskie, Lubuskie, Świętokrzyskie, Mazowieckie provinces are characterised by a high regional growth rate of blood donors in general. The smallest increase was recorded in the Opole province (8.59%). Comparing the regional growth rates of individual provinces with the national average increase , the regions with the total increase in the number of blood donors higher than the national average (Podkarpackie, Warmińsko-Mazurskie, Lubelskie, Świętokrzys-kie, Mazowieckie, Podlaskie, Małopolskie) can be seen, as well as a group of provinces with an increase in the number of blood donors in general below the average of the country (provinces: Opolskie, Śląskie and Kujawsko-Pomorskie, Pomorskie, Łódzkie, Lubuskie, Dolnośląskie, Wielkopolska). While looking at the change in the number of blood donors in different age groups, the province with the most dynamic changes in the age group 18-24 years was the Śląskie province (-39.52%), for which the deviation from the national average stood up at 16.47 percentage points. In contrast, the Lubuskie province in this period recorded an increase in the number of blood donors aged 25-44 of 163.29% which is 59.07 percentage points higher than the average in the country (104.22%). In turn, the Warmińsko-Mazurskie province can boast of the highest growth in terms of blood donors aged 45-65. There, the regional growth rate of blood donors in this age group was 37.47%, thus it was higher by 30.94 percentage points than the national average (6.53%). The analysis was carried out in relation to the reference area, which was the territory of Poland, and its results show the change in the number of blood donors in the provinces (r = 1, 2, ... R, where R = 16) compared with the level of development of the whole country. The regional weights in the form of shares of the analysed variable were used in the calculations. The changes in the number of blood donors described in the previous section could result both from changes in the age structure of blood donors in particular provinces (a structural effect) and from the changes in the internal situation of the competitiveness of a given area (a geographic effect). The structural effect may be affected by: the population, migration, age structure of the population, economic burdens, as well as factors and causes of death, fertility, and health. The geographic effect may be affected by: public relations of the Regional Blood Donation and Blood Treatment Centre, the number of ambulances to collect blood and branch offices, changes in organisational structures of Regional Blood Donation and Blood Treatment Centres, increased competition, unemployment in a given region of Poland, investment, social benefits or the income level. The evaluation of the structural and geographic effects in the analysed provinces is presented in Table 4 . 
