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Tato práce zabývá předzpracováním dat. Popisuje charakteristické testy, které pracují 
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které se používají v tomto programu. V poslední části této práce jsou metody předzpracování 



















This work deal with preprocessing data. This thesis deal with preprocessing data. Describes 
characteristic tests that the work with attributes data sets. Inscribe to methods for work with 
data files. Method and tests are approved in program Rapid Miner. Is effected functional 
description preprocessing that the use in this programmer. At last parts these thesis are present 
preprocessing method on instances. It's performed theirs mutual comparison. 
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Cílem této práce je seznámit se s metodami, které provádí tzv. předzpracování 
dat. Bez správného předzpracování dat je těžké, ne-li nemožné, dosáhnout dobrých 
výsledků při modelování. Mezi metody pro předzpracování se řadí metody pro 
nahrazování chybějících dat, normalizaci, kódování, transformaci rozložení 
vstupních proměnných, výběr vhodných atributů do tréninkové sady, načítání z 
externích formátů atd. Metod je mnoho, a ne všechny lze použít na všechny typy dat.  
Aby bylo možné funkce předzpracování správně využít, je potřeba znát jejich 
vlastnosti a princip činnosti. Po seznámení s funkcemi je vhodné  vybrat nástroj, 
který má zadané funkce předprogramované. Jedním z  programů pro strojové učení je 
program Rapid Miner. V této práci jsou funkce  předzpracování popsány a je 
vysvětleno na jakém  principu pracují. 
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2. METODY PŘEDZPRACOVÁNÍ DAT 
2.1 METODY PRACUJÍCÍ S PRVKY ATRIBUTŮ 
 
2.1.1 Outlier Removal 
 
Jednou z prvních metod pro předzpracování dat je metoda Outlier Removal. 
Jedná se o metodu,  která zjišťuje zda zpracovávané data obsahují „bludné kameny“ 
tj. hodnoty které leží ve velké vzdálenosti od průměrné hodnoty. Tato vzdálenost je 
větší než  n-násobek rozptylu. Pro normální rozložení leží 95% hodnot ve vzdálenosti 
dvakrát  velikost směrodatné odchylky (99% pro vzdálenost = 3*směrodatná 
odchylka).  
Hodnoty velmi vzdálené od průměrné hodnoty způsobují velké chyby při 
zpracování a mohou mít katastrofální důsledky. Jeli počet Outlier  malý, tyto hodnoty 
se většinou vypouštějí. 
Pokud je Outlier velké množství, není možno tyto hodnoty vypustit a musíme 
jejich existenci brát na vědomí. Musíme potom použít metody, které nejsou citlivé na 




2.1.2 Metoda Normalizace 
 
V mnoha situacích  jsou prvky vyjádřeny  hodnotami  v různých rozsazích. 
Pro zpracování dat nemusí platit, že prvky  s velkými hodnotami mají větší funkční 
hodnotu než prvky s menšími hodnotami. Tento problém se odstraní pomocí 
normalizace. Vstupní prvky jsou normalizovány do stejných  rozsahů. 
Jednou z možností je lineární normalizace. Např. hodnoty leží v rozsahu       
[-1,1].  Průměr je  roven 0 a rozptyl roven 1. Jinou možností lineární normalizace je 
převedení hodnot na rozmezí od 0 do 1.[1] 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 















=        (1) 
 
 



































=        (4) 
 
Pro data, které nemají hodnoty prvků rovnoměrně okolo průměrné hodnoty 
nebo mají například logaritmické rozložení se používají nelineární normalizační 
metody. 













=        (6) 
Takto normalizované hodnoty jsou rozloženy exponenciálně na rozmezí [0,1]. 
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2.1.3 Chybějící data 
 
Další z metod pro předzpracování je ošetření chybějících dat. V praxi se může 
stát, že počet dostupných údajů není stejný pro všechny prvky. Je-li počet testovacích 
dat dostatečně velký je zde možnost  vyřazení některých z nich a pokračovat v 
menším počtu. V mnoha případech je snížení velikosti testovací množiny nežádoucí. 
V těchto případech se chybějící údaj musí dopočítat. Používají statistické funkce 
(např. průměrná hodnota z ostatních hodnot) nebo složitější  algoritmy pro výpočet 
hodnoty z příslušných kompletních  hodnot prvků na základě podobnosti. Zde hrozí 




2.2 METODY PRACUJÍCÍ S  ATRIBUTY DATOVÝCH SAD 
 
Metody pracující s jedním z atributů prvku 
V prvním kroku se budeme dívat na každý z atributů  prvků nezávisle a 
budeme testovat jejich rozlišovací schopnost pro danou úlohu. Dívat se na atributy  
jednotlivě nezávisle na ostatních není zrovna optimální, ale tato procedura nám 
pomůže vyřadit „špatné“ atributy, které nemají pro danou úlohu žádnou váhu. Tím se 
zrychlí výpočet. Pro jednotlivé atributy budeme testovat hypotézu zda se atributy liší 
významně nebo se neliší významně. 
 
H1: Hodnoty z prvku se liší významně 
H0: Hodnoty z prvku se neliší významně 
 
2.2.1 T-test 
Při výpočtu T-testu testujeme hypotézu o nulovém rozdílu skutečných 
středních hodnot µA a µB veličin XA a XB. 
H0: platí pro: µA - µB = 0 
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Při výpočtu předpokládáme normální rozložení veličin Xa a Xb (u 
vypočtených odhadů průměru µA - µB je podmínka splněna, rozložení průměrných 
hodnot různých výběrů má normální rozložení) a rozptyl není statisticky významně 
odlišný (zjistíme použitím  F-testu , H0: sA=sB). 
Vyhodnocení testu na dané hladině významnosti α.  
Jestliže se střední hodnoty významně liší, zamítáme hypotézu H0 a přijímáme  
hypotézu H1, tím říkáme, že veličina může mít dobré separabilní vlastnosti a lze ji 
dále využít.   
Nezamítnutím  hypotézy H0 a tím její přijetí, říkáme, že veličina má 
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Vypočtenou hodnotu „q“ porovnáme s hodnotou q (na hladině významnosti 
α) uvedenou v tabulkách. Pokud je q vypočítané  vyšší než hodnota v tabulce 
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2.2.2 Diskrétní „ROC“ charakteristika a „AUC“ plocha 
 
Receiver Operating Characteristic 
 
 
Vhodná pro hodnocení modelů při dolování dat. Pro pravděpodobnostní 
modely odhadující příslušnost ke klasifikační třídě, popř. pro modely, kdy je nutné 
optimalizovat současně senzitivitu i specificitu. 
 Senzitivita vs. specificita 
- senzitivita = relativní četnost správné klasifikace pozitivních příkladů, 
- specificita = relativní úspěšnost klasifikace u příkladů negativních 
Každý bod ROC charakteristiky je dán 2 hodnotami – FRP (1-senzitivita) a 
TRP (specificita)  





negativní Relativní četnost 
Skutečně pozitivní a b TP=a/(a+b) FN=b(a+b) 




ROC křivka vyjadřuje vztah mezi specificitou a senzitivitou pro všechny 
možné hodnoty prahu q. Za prahovou lze volit libovolnou hodnotu mezi dvěma 
sousedními hodnotami testu. Obecně řečeno – plocha pod křivkou (Area Under 
Curve – AUC) vyjadřuje sílu vztahu mezi spojitou (nebo kategoriální ordinální) a  
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2.2.3 AUC plocha 
 
 
Vyjadřuje neparametrickou míru asociace (separability), teda jakou měrou 
asociuje veličina  X veličinu Y. AUC plocha není závislá na rozložení veličin. Její 
hodnota však nenese absolutní informaci, je to míra (pracuje s veličinami jako s 
ordinálními, je-li tedy X kvantitativní, ztrácí informaci). 
AUC plocha je binární klasifikace a lze snadno vypočítat. Představuje plochu 
pod dvojrozměrnou křivkou. Lze použít pro vícerozměrné klasifikace, poté se počítá 
























      (9) 
Kde n+/n- odpovídá počtu prvků klasifikovaných jako pozitivní/negativní, 
xj+/xk- určuje velikost j-tého/k-tého prvku vstupní veličiny a g(x) je heavisidova 
funkce (pro: x<0 je g(x)=0; x=0 je g(x)=0,5; x>0 je g(x)=1) 
 
 
Vícerozměrná klasifikace – vytvoří kombinace všech páru výstupních tříd, 
určí jejich AUC a vypočítá  průměr AUC. [1] 
 









      (10) 
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2.2.4 Scatter matrix  
Je to vyjádření míry separability. Princip metody spočívá v porovnávání 
rozptylu uvnitř jednotlivých tříd a rozptylu globálního (v rámci celého definičního 
oboru). Jednorozměrný prostor odpovídá situaci, kdy se posuzuje míra separability 
jedné veličiny; pak pracuje s rozptyly a hlavním ukazatelem je FDR (Fisher’s 
discriminant ratio). Vícerozměrný vstupní prostor nepoužívá rozptylu, ale 
kovariančních matic (Si), pak se používá ukazatele J1, J2 a J3. [1][2] 
 
2.2.4.1 Fischerův diskriminační poměr FDR 
 
 Je to míra separability odvozená z metody Scatter matrix. Lze použít v případe jedné 
vstupní veličiny x a klasifikace do libovolného počtu tříd. Hlavní výhodou je 
nezávislost na typu rozložení veličiny x.[2] 
 
















       (11) 
 
Obrázek 2-1 Třídy s (a) malými  změnami  uvnitř tříd a malými vzdálenostmi 
mezi třídami (b) velkými  změnami  uvnitř tříd a malými vzdálenostmi mezi 
třídami (c) malými  změnami  uvnitř - třídní  a velkými vzdálenostmi mezi 
třídami. [1][3] 
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2.2.4.2 Vícerozměrný vstupní prostor  
 
- nepoužívá rozptylu, ale kovariančních matic. 
 
Kovariance uvnitř jednotlivých tříd (Sw) 
 
 Vypočte rozptyl (kovarianční matice ve vícerozměrném prostoru) uvnitř 
jednotlivých tříd a na základě apriorních pravděpodobností jednotlivých tříd Pi 




























       (12,13,14)  
 
Obrázek 2-2 Zobrazení velikosti kovariance  uvnitř jednotlivých tříd. [3] 
 
 
Kovariance mezi jednotlivými třídami (Sb) 
 
 
Vypočte rozptyl (kovarianční matice ve vícerozměrném prostoru) průměru 
jednotlivých tříd vůči (tmavou barvou) celkovému průměru ze všech dostupných dat 


















         (15,16,17)
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Obrázek 2-3 Zobrazení velikosti kovariance  mezi jednotlivými třídami. [3] 
 
Kovariance prvku vůči globálnímu průměru (Sm) 
 
 Vypočte rozptyl (kovariančních matici v případě vícerozměrného prostoru) 
všech prvku vůči globálnímu průměru (tedy celého vstupního prostoru). [3] 
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3. METODY PŘEDZPRACOVÁNÍ DAT V 
PROGRAMU RAPID MINER 
Pro přehlednost a porozumění významu funkcí je potřeba sjednotit pojmy a 
názvy, se kterými se v následujících kapitolách pracuje.  
V.a.f = vstupní atribut funkce (možnosti nastavení dané funkce). 
Vysvětlení pojmů datová sada, vstupní atribut, výstupní atribut, vzorek dat a 
prvek atributu je názorně uveden na  obrázku 3-1.  
 
 
Obrázek 3-1 Datová sada a její součásti. [7] 
 
Datová sada je soubor všech dat, které jsou k dispozici. Vstupní atribut Ai je 
nezávislí atribut a může být vyjádřen numerickou hodnotou (číslo) nebo nominální 
(popis, patří do dané skupiny). Výstupní atribut je závislí na vstupních atributech a 
může být vyjádřen numerickou nebo nominální hodnotou.  Vzorek dat je jeden řádek 
z datové sady a vyjadřuje za jakých podmínek vstupních atributů nabývá výstupní 
atribut danou hodnotu. Prvek atributu je jedna z hodnot atributu. Atributy mohou mít 
různé vlastnosti (např. představuje vstupní/výstupní/id/váhy vzorku, prvky jsou 
nominální/ordinální/spojité/diskrétní..). A1 je atribut před předzpracováním. A1p je 
atribut A1 po předzpracováním. Nejedná se o přejmenování atributu, ale jen o 
rozlišení vstupu předzpracování a výstupu po předzpracování.  
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3.1 FUNKCE PRACUJÍCÍ S PRVKY ATRIBUTŮ  
3.1.1 Diskretizace  dat ( Discretization ) 
BinDiscretization 
 Funkce, která data rozdělí na určitý počet tříd. V.a.f je počet tříd. Funkce 
najde minimum a maximum z hodnot dat. Od maxima odečte minimum a podělí 
počtem tříd. Tím získáme interval i. V první množině  budou data <min-i>, v druhé 
(i-2i> ….. (xi-max> . [4] 
 
Př: Počáteční atribut: A1∈{0,1,2,3,4,5,6,7,8,9,10}počet tříd 4 
Min  0, max 10, interval i=2,5 potom 0,1,2 přiřadí  do třídy 1, 3,4,5 do třídy 2, 
6 a 7 do třídy 3 a hodnoty 8,9,10 do třídy 4. 
  Výsledný atribut: A1p∈{ tř1,tř1,tř1,tř2,tř2,tř2,tř3,tř3,tř4,tř4,tř4} 
 
FrequencyDiscretization 
Funkce, která data rozdělí na určitý počet tříd. V.a.f. je počet tříd. Funkce 
rozdělí data do tříd tak, aby počet členů v každé třídě byl stejný. Data  třídí podle 
velikosti. Určí kolik je prvků v množině dat a tento počet vydělíme počtem tříd a 
dostaneme počet prvků v dané třídě. Přiřazuje tuto třídu od nejmenšího prvku. Zjistí, 
kolik mu zbylo prvků a na kolik tříd je musí rozdělit. Podělí počet zbývající  prvků 
zbylým počtem tříd a dostaneme počet prvků. Přiřazuje tuto třídu od nejmenších 
zbylých prvků. Tak pořád dokola až rozdělíme všechny prvky do tříd.  [4] 
 
  Př: Počáteční atribut: A1∈{0,1,1,9,4,5,6,6,7,9 } počet tříd 3. 
Počet prvků 10 počet tří 3. Počet prvků v první třídě 10/3=3 zbytek 7. Do 
první třídy budou  přiřazeny prvky 0,1,1. Výpočet druhé třídy: 7/2=3. Do druhé třídy 
budou přiřazeny prvky  4,5,6. Výpočet třetí třídy 4/1=4. Do třetí třídy budou 
přiřazeny prvky 9,6,7,9. 
Výsledný atribut: A1p∈{tř1,tř1,tř1,tř3,tř2,tř2,tř2,tř3,tř3,tř3}. 
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Minimum entropy Partitioning  
Funkce, která má rozdělit atribut tak, aby jednotlivé třídy měli co nejmenší 
entropii. Funkce má pracovat s numerickými daty, ale pokud mají atributy numerické 
hodnoty, nelze spustit. Pokud použijeme atributy s nominálními hodnotami, funkce 




Funkce, která data rozdělí na určitý počet tříd. V.a.f. jsou jména tříd a ke 
každé třídě přiřazený horní limit přiřazení. Prvky atributu rozdělí do tříd podle 
horního limitu. Pokud jsou některé prvky vyšší než nejvyšší limit,  přiřadí tyto prvky 
do třídy „tř(počet tříd)“. [4] 
 
  Př: Počáteční atribut: A1∈{0,1,1,9,4,5,6,6,7,9} 
  Třídy: „první“ horní limit 2; „druhá“ h.l. 6; „třetí“ h.l 8.  




3.1.2 Filtrace dat 
 
ExampleFilter 
Filtrace dat podle druhu atributu, který je v parametrech funkce. Například 
filtrujeme prvky, které nemají hodnotu. Z dat vynechá prvky, které neobsahují 
hodnotu  
Př: Počáteční atribut:  A1  ∈{0,1,1,?,4,?,6,6,7,9} 
Výsledný atribut:   A1p∈{0,1,1,4,6,6,7,9} 
Tato funkce má mnoho přednastavených atributů. Pro všechny atributy 
pracuje funkce obdobně. [4] 
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Filtrace dat. V.a.f. jsou počáteční a koncové pořadí prvků, které zůstanou. 
Prvky v atributech, které mají menší hodnotu indexu než dolní mez a vyšší hodnotu 
indexu než horní mez, jsou z dat vypuštěny. [4] 
Př: Počáteční atribut:   A1  ∈{0,1,1,9,4,5,6,6,7,9} 
Dolní mez je 3, horní mez je 5 . 




Filtrace nekonečných prvků. Volba v.a.f. je z dané množiny parametrů. 
Metoda, která nahradí nekonečně velké prvky hodnotou z množiny parametrů. 
Možnosti jsou: nula, max_int, max_byte, max_double a námi nastavená hodnota (pro 
tuto volbu je ještě jeden parametr „velikost hodnoty“). [4] 
 
LabelTrend2Classification 
Test prvků. Bez parametrů, výstupem je „menší“–m nebo „větší“-v. Testuje, 
zda předchozí prvek v atributu je větší než daný prvek. Pokud není předchozí prvek 
číslo nemůže být větší a tudíž je „menší“. [4] 
Př: Počáteční atribut:   A1  ∈{0,1,1,3,1,3,?,6,1,7,9} 
Výsledný atribut:    A1p∈{m,v,m,v,m,v,m,m,v,v} 
 
MissingValueImputation 
Nahradí chybějící hodnoty v datech daty získanými z modelu naučeného ze 
zbývajících dat. Při použití této funkce se data mohou znehodnotit vytvořením 
závislostí mezi daty, které mezi nimi původně nebyly. Doporučuje se jen při malém 
počtu vzorků dat. [4] 
 
MissingValueReplenishment 
Nahradí chybějící prvky. Volba atributů z nabídky funkce. Najde prvky z dat, 
které jsou prázdné nebo neznámé a nahradí tyto prvky hodnotou podle atributu 
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funkce. Místo neznámé hodnoty můžeme dosadit nulu, průměr, maximum, minimum 
nebo námi definovanou hodnotu (další atribut u této volby). [4] 
 
Př: Počáteční atribut:   A1  ∈{0,1,1,3,1,3,?,6,1,7,9} 
Atributem je maximum: 





Přesun prvků. Bez atributů. Náhodně přesune pořadí prvků ve sloupcích, 
v řádcích zůstává stejné. [4] 
 
Simpmple2series  
Mění typ hodnoty atributu. Bez vstupních atributů. Pokud jsou prvky typu 
real  a prvky  typu int v jednom atributu. Změní všechny prvky  na jednotný typ. 
V tomto případe na real. [4] 
 
Sorting 
Třídí data. V.a.f. je název atributu podle, kterého se data setřídí. Seřadí data 
podle zvolené množiny od nejmenšího po největší. Prvky, které nemají hodnotu, jsou 
poslední. [4] 
Př: Počáteční atribut:   A1  ∈{3,8,1,3,6,?,2,5,9,0,2} 
     A2  ∈{2,3,4,8,8,9,3,1,2,0,9}  
Třídíme podle A1 




Filtrování dat. Tato funkce generuje TF - IDF hodnoty z vstupních údajů. 
Vstupní data musí obsahovat jednoduchá čísla, která budou normalizovaná během 
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výpočtu TF nebo data normalizovaná. Inverse document frequency (IDF) určuje 
s jakou četností se prvky budou vyskytovat v datech. Čím vyšší četnost, tím vyšší 
hodnoty. Používá se hlavně při práci s dokumenty. [4] 
 
3.1.3 Detekce „outlier“ 
 
DensityBasedOutlierDetection 
Detekce outliers na základě hustoty dat. V.a.f. jsou hustota a poměr hodnot 
prvků. Prvky, které nespadají do dané hustoty, jsou určeny jako outliers. [4] 
 Př:  Počáteční atribut:   A1  ∈{3,8,1,3,10,100,2,5,9,0,10} 
Atributem je hustota=10,  poměr=0,5.  
Výsledný atribut:   A1p∈{false a jen pro hodnotu 
100 nabývá hodnoty true} 
 
DistanceBasedOutlierDetection 
Detekce outliers na základě vzdálenosti od sousedních prvků. 
V.a.f.  je počet sousedů a počet outliers. Vypočítá pro každý prvek velikost 
vzdálenosti od ostatních prvků ( od nejbližších po nejvzdálenější( v pořadí ne na 
velikosti), počet vzdáleností podle atributu sousedních prvků). Sečte velikost 
vzdáleností u každého prvku. Přiřazuje hodnotu true prvkům s nejvyšší hodnotou 
vzdálenosti, až je počet prvků s hodnotou true roven hodnotě v.a.f. outliers.  [4] 
 
Př:  Počáteční atribut:  A1  ∈{3,8,9,10,10,100,2,5,1,0,2} 
Atributem je outliers=2, sousedů=2. 
Výsledný atribut: A1p∈{false a jen pro hodnotu 100 a 5 
nabývá hodnoty true} 
 
LOFOutlierDetection 
Identifikuje outliers na základě vstupních atributů. V.a.f je minimální  
hodnota pro dolní hranici a minimální hodnota pro horní hranici. [4] 
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Výstupem je nový atribut, který každému prvku vstupního atributu přiřadí 
reálnou hodnotu. Velikost hodnoty odpovídá hodnotě pravděpodobnosti, že se jedná 
o outlier. Čím větší hodnota,  tím spíše se jedná o outlier. [4] 
 
 
3.1.4 Vzorkování dat (Sampilng)   
 
AbsoluteSampling 
Vzorkování atributu. V.a.f. je počet výstupních prvků atributu. Ze vstupních 
prvků vybere určitý počet prvků, které reprezentují vstupní prvky. A1p může mít více 
prvků než A1. [4] 
Př:  Počáteční atribut:  A1  ∈{3,8,9,10,10,100,2,5,1,0,2} 
 Počet výstupních prvků je 5. 




Vzorkování atributu. V.a.f. je poměr výstupních vzorků ku vstupním vzorkům 
(může být větší než 1). Funguje pracuje obdobně jako AbsoluteSampling, jen počet 
prvků se počítá a není zadán přesně. [4] 
 
ModelBasedSampling 
Vzorkování atributu. Bez vstupních atributů. K této funkci musí být přidělen 
model, podle kterého výstupní data vzorkujeme. [4] 
 
Sampling 
Vzorkování prvků z množiny prvků. Vstupním atributem je poměr výstupních 
vzorků ku vstupním vzorkům. [4] 
 
Rozdíl mezi jednotlivými metodami je v metodě výběru dat. 
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3.2 FUNKCE PRACUJÍ S ATRIBUTY DATOVÉ SADY 
 
EvolutionaryFeatureAggregation  
Provádí výběr atributů. Pomocí genetických algoritmů vybere atributy, které 
vytvářejí shluky prvků. V.a.f. je nastavení genetických algoritmů. Funkce musí 
obsahovat podfunkce, které ohodnotí jednotlivé generace výběru. Použití je hlavně 
vhodné při „učení bez učitele“.  Časově je metoda velmi náročná. [4] 
 
3.2.1 Filtrace atributů 
 
AddNominalValue 
Přidá k možnostem, jenž může nabývat nominální atribut, ještě jednu  
možnost. V.a.f je jméno atributu a nová nominální hodnota. Pokud se nejedná o 
nominální atribut, funkce proběhne, ale neprovede žádné úpravy atributu. [4] 
Př:  Počáteční atribut:  A1∈{0,1,0,-1,-1,0,-1} 
 Atribut obsahuje nominální prvky kde: „0“(2); „1“(2); „-1“(3)    
 V.a.f jsou (jméno atributu: A1, nová hodnota: 2)  
Výsledný atribut: A1p∈{0,1,0,-1,-1,0,-1} 
Atribut obsahuje nominální prvky kde: „0“(2); „1“(2); „-1“(3); „2“(0) 
 
AttributeCopy 
Přidá ke stávajícím atributům nový atribut, který je kopií jednoho z atributů. 
V.a.f jsou jméno kopírovaného atributu a jméno nového atributu. [4] 
Př:  Počáteční atribut:  A1∈{0,1,0,-1,-1,0,-1} 
     A2∈{}(neexistuje) 
V.a.f jsou (jméno kop. atributu: A1, jméno okop.: A2)  
Výsledný atribut: A1p∈{0,1,0,-1,-1,0,-1} 
   A2p∈{0,1,0,-1,-1,0,-1} 
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Funkce nahrazuje prvek o zadané hodnotě hodnotou, kterou si sami určíme. 
V.a.f jsou jméno atributu, hodnota kterou chceme nahradit a hodnota kterou 
dosadíme za nahrazovanou hodnotu. [4] 
Př:  Počáteční atribut:  A1∈{5,3,3,2,2,1,2} 
  V.a.f. (A1;2;0) 
Výsledný atribut: A1p∈{5,3,3,0,0,1,0} 
 
 Attributes2RealValues 
Funkce přetypuje prvky atributů. Výsledné prvky nabývají reálných hodnot. 
Pokud to lze, funkce se provede. Pokud nelze, funkce proběhne, ale typ se nezmění. 
Výstupním typem je integer nebo real. [4] 
 
ChangeAttributeName 
Funkce přejmenuje jeden s atributů datové sady. V.a.f jsou jméno 
přejmenovávaného atributu a jeho nové jméno. Atribut A1 není nadále v datové sadě. 
  Př:  Počáteční atribut:  A1∈{5,3,3,2,2,1,2} 
  V.a.f. (A1;A2) 
Výsledný atribut: A2p∈{5,3,3,0,0,1,0} 
 
ChangeAttributeType 
Funkce mění význam atributu. V.a.f  jsou jméno atributu a nový význam 
atributu. Volby významu atributu jsou předdefinovány. Význam atributu může být 
změněn na vstupní/výstupní/váhový/určující pořadí prvků(ID)/predikující výstup… . 
[4] 
Př:  Počáteční atribut:  A1∈{5,3,3,2,2,1,2}  (vstupní - regular)
   V.a.f. (A1;výstupní(label)) 
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Funkce prohodí význam atributů mezi dvěma atributy.V.a.f jsou jména 2 
atributů, u kterých dochází k prohození významu. Vhodné při tvorbě modelu pro 
určení neznámé hodnoty u vstupních atributů. [4] 
 
FeatureBlockTypeFilter  
Funkce odstraní atributy, které nesplňují nebo naopak splňují zadané 
vlastnosti. V.a.f jsou přeskakování/nepřeskakování speciálních atributů; přeskočit 
atribut, pokud má zadané vlastnosti; vyloučit atribut pokud, má zadané vlastnosti. 
Vlastnostmi v tomto případě rozumíme blokové vlastnosti, které jsou při otevření 
datové sady definovány (např. vstupní vektor x, prvek obsahuje pouze jednu 
hodnotu, prvkem je matice, prvkem je vektor …..). [4] 
  
FeatureNameFilter 
Funkce odstraňující atributy podle jména. V.a.f. jsou přeskakování/ 
nepřeskakování speciálních atributů; jméno atribut, který chceme odstranit; jméno 
atributu, který chceme určitě zachovat (nepovinný údaj). [4] 
Př:  Počáteční atributy:  A1,A2,A3,A4,A5 
   V.a.f. (ano,A1,A3) 
Výsledné atributy: A2p,A3p,A4p,A5p 
 
FeatureRangeRemoval 
Funkce odstraňující atributy v zadaném rozsahu podle pořadí. V.a.f. jsou 
pořadí od kterého atributu dojde k odstranění, pořadí do kterého atributu dojde 
k odstranění. [4] 
Př:  Počáteční atributy:  A1,A2,A3,A4,A5,A6,A7,A8 
   V.a.f. (2,4) 
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Funkce odstraní atributy, které nesplňují nebo naopak splňují zadané 
vlastnosti. V.a.f jsou přeskakování/nepřeskakování speciálních atributů; vyloučit 
atribut pokud, má zadané vlastnosti; přeskočit atribut, pokud má zadané vlastnosti. 
Možné nastavení vlastnosti u v.a.f je předdefinováno. Vlastnostmi v tomto případě 
rozumíme vlastnosti prvků s ohledem na typ dat (např. nominální, polynomiální, 
ordinální, real …). [4] 
Př:   Počáteční atributy: A1(nominal), A2(numeric), A3(nominal),    
A4(nominal), A5(real)    
V.a.f. (ano,nominal,numeric) 
Výsledné atributy: A2p(numeric), A5p(real) 
 
MergeNominalValues 
Funkce spojí dvě nominální hodnoty v jednu. V.a.f jsou jméno atributu;první 
nominální hodnota; druhá nominální hodnota. [4] 
Př:  Počáteční atribut:  A1∈{0,1,0,2,1,2,0,2} (nominální) 
  V.a.f. (A1;0;1) 
Výsledný atribut: A1p∈{0_1, 0_1, 0_1,2, 0_1, 0_1,2}  
 
Nominal2Binary 
Funkce převádí nominální prvky na binární prvky.  V.a.f jsou vrácení modelu 
předzpracování, ukázání dat, oddělení nominální hodnoty v názvu atributu symbolem 
„_“. Vytvoří nové atributy s hodnotami 0,1. [4] 
Př:  Počáteční atribut:  A1∈{0,1,0,2,1,2,0,2} (nominální) 
  V.a.f. (ano;ano;ano) 
Výsledné atributy: A1_0p∈{1,0,1,0,0,0,1,0} 
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Funkce převádí nominální prvky na nominální prvky s dvěma různými 
hodnotami. Pracuje obdobně jako předchozí funkce, jen prvky výsledných atributů 
nabývají hodnot „true“ a „false“. [4] 
 
Nominal2numeric 
Funkce převádí nominální hodnoty na numerické. V.a.f jsou vrácení modelu 
předzpracování, ukázání dat. Funkce prochází atribut prvek po prvku. První 
nominální hodnotě přiřadí hodnotu 0. Vezme druhý prvek, porovná hodnotu se 
známými hodnotami, pokud této nominální hodnotě již přiřadil numerickou hodnotu, 
přiřadí ji i tomuto prvku, pokud ne, přiřadí jí hodnotu o jedno vyšší, než je poslední 
přiřazená hodnota. [4] 
Př:  Počáteční atribut:  A1∈{0,1,n,2,1,a,0,2} (nominální) 
  V.a.f. (ano;ano) 
Výsledný atribut: A1p∈{0,1,2,3,1,4,0,3}  
 
NominalNumbers2Numerical 
Funkce převádí nominální hodnoty na numerické. Pokud jsou nominálními 
hodnotami čísla, převede atribut  z nominálního na numerický. Pokud nominální data 
obsahují i jiné znaky než číslice, funkce neprovede žádné změny. [4] 
Př:  Počáteční atribut:  A1∈{0,1,0,2,1,2,0,2} (nominální) 
   Výsledný atribut: A1p∈{0,1,0,2,1,2,0,2}(numerický)  
 
Numeric2Binary 
Funkce převádí numerické hodnoty na binární. V.a.f. jsou dolní mez a horní 
mez. Hodnoty prvků, které se vyskytují v rozsahu mezí, nabývají hodnoty 0. Ostatní 
prvky nabývají hodnoty 1. [4] 
Př:  Počáteční atribut:  A1∈{0,1,5,2,4,1,6,0} (numerický)  
  V.a.f (1;5) 
Výsledný atribut: A1p∈{1,0,0,0,0,0,1,1}(binární) 
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Funkce převádí numerické hodnoty na binární. Pracuje obdobně jako 
předchozí funkce, jen prvky výsledných atributů nabývají hodnot „true“ a „false“. [4] 
 
Numeric2Polynominal 
Funkce převede všechny numerické hodnoty na nominální. [4] 
Př:  Počáteční atribut:  A1∈{-1,0,1,1,2,0,2,5}(numerický)  
  V.a.f (1;5) 
Výsledný atribut: A1p∈{-1,0,1,1,2,0,2,5}(nominální) 
Pro A1p platí: „-1“(1) „0“(2) „1“(2) „2“(2) „5“(1) 
 
 
3.2.2 Generování atributů 
 
AGA 
Funkce generuje nové atributy pomocí genetických algoritmů. V.a.f jsou 
standardní atributy pro genetické  algoritmy. K nim jsou přidány operandy, které se 
používají při generování nových atributů (např. sin,cos,min,max…). Genetické 
algoritmy mění operandy a vstupní atributy. Funkce musí mít podfunkce, které 
ohodnotí nové atributy. Podle této hodnoty nový atribut zamítne nebo přijme. 




Funkce provádí kompletní generování nových atributů stylem každý 
s každým a pro všechny operátory.V.a.f. jsou „použití všech atributů“ a nepřeberná 
paleta operátorů pro vzájemné vztahy atributů. [4] 
 Př:  Počáteční atributy:  A1∈{0,1,2} A2∈{3,4,5} A3∈{6,7,8} 
    V.a.f (ano,plus) 
Výsledný atribut: gensyn1p∈{3,5,7} gensyn2p∈{6,8,10} 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 






Funkce generuje atributy podle námi definované funkce. V.a.f jsou načtení 
funkcí ze souboru a editace funkcí. V editaci funkce definujeme název funkce a 
samotnou funkci. Nový vygenerovaný atribut ponese jméno podle funkce použité při 
generování. [4] 
  Př:  Počáteční atributy:  A1∈{0,1,2} A2∈{3,4,5} A3∈{6,7,8} 
    V.a.f (-;jmeno:A4;funkce:+(A1,+(A2,A3))) 
Výsledný atribut: předpoklad: A4p∈{9,12,15} 
   Skutečnost: A4p∈{0,3,6} 
Funkce nedokáže pracovat se jmény atributů a 
automaticky dosazuje první atribut. 
 
 GeneratingForwardSelection 
Funkce generuje nové atributy na základě metody dopředné selekce. V.a.f 
jsou nastavení hodnotící funkce nastavení, vykresleni a předefinované operandy pro 
generování. Funkce musí obsahovat podfunkce, které ohodnotí vytvořené atributy. 
Př:  Počáteční atributy:  A1, A2,A3,A4  
1.krok: Použije jednotlivé atributy a ohodnotí je. Vybere atribut s největší 
hodnotou ohodnocení. Vybere A2. 
2.krok: Provede generování vybraného atributu s ostatními atributy. A2-
A1,A2-A3,A2-A4. Ohodnotí vytvořené atributy a vybere jeden s nevyšší hodnotou. 
V zadaném případě třeba A2-A3. 
3.krok: Provede generování předešlého atributu se zbylými  atributy. A2-A3-
A1, A2-A3-A4. Vyšší hodnota pro A2-A3-A4. 
4.krok Porovná, která kombinace atributů nabývá nejvyššího ohodnocení a 
tento vygenerovaný atribut přidá k datové sadě. Přidá vygenerovaný atribut A2-A3. 
Příklad je uveden pro jeden operand při generování. Při větším počtu  použitých 
operandů je počet zkoušených vygenerovaných atributů úměrně větší (A2-A3 pro 
+,A2-A3 pro *,A2-A3 pro -, … ). [4] 
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Funkce generuje nové atributy. V.a.f jsou standardní atributy pro genetické  
algoritmy. Nové atributy mohou být i delší nebo kratší než původní atributy (tyto 
musí bát upraveny). Funkce může jednotlivé prvky i náhodně měnit a nemusí být 
přímo výsledkem použitého operandu. Genetický algoritmus navrhne desítky 
atributů, ale většinu z nich zamítne. Funkce musí obsahovat podfunkce, které 
ohodnotí vytvořené atributy. Časové opět náročnější. [4] 
 
LinearCombination 
Funkce generuje nové atributy. Nové atributy jsou lineární kombinací 
stávajících atributů. V.a.f je „použití všech atributů“. [4] 
Př:  Počáteční atributy:  A1∈{0,1,2} A2∈{3,4,5} A3∈{6,7,8} 
    V.a.f (ano) 
Výsledný atribut: LinComp∈{9,12,15} 
 
YAGGA 
Funkce generuje nové atributy. Při generování používá genetické algoritmy. 
Plný přeložený název funkce je „ještě jeden generátor používající genetické 
algoritmy“. Oproti AGA  se lišší v přístupu při generování nových atributů. Při 
generování se řídí následujícími pravidly: 
S pravděpodobností 25% přidá nový atribut ke stávajícím. 
S pravděpodobností 50% přidá nový náhodný atribut ke stávajícím. 
S pravděpodobností 25% odstraní nový náhodný atribut od stávajících. 
Funkce musí mít podfunkce, které ohodnotí vygenerované atributy. [4] 
 
YAGGA2 
Funkce generuje nové atributy. Při generování používá genetické algoritmy. 
Obdobný princip jako u metody YAGGA. Rozdíl je v pravděpodobnostech při práci 
s atributy. 
S pravděpodobností 25% přidá nový atribut ke stávajícím.  
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S pravděpodobností 50% přidá nový náhodný atribut ke stávajícím. 
S pravděpodobností 25% odstraní nový náhodný atribut od stávajících. [4] 
 
3.2.3 Selekce atributů 
 
AttributeWeightSelection 
Funkce provede selekci  atributů, které nesplňují podmínky zadané parametry 
funkce. Selekce se provádí na základě vah jednotlivých atributů. V.a.f jsou různé 
nastavení (větší než, menší než, v rozmezí …). Jednou z možností nastavení je 
ponechání atributů, jejichž váha je větší než zadaná hodnota. Vstupem funkce je 
datová sada a váhy atributů. [4] 
Př:  Počáteční atributy:   A1(váha=0,3), A2(váha=0,6), A3(váha=1) 
    V.a.f (k=0,5;větší než k) 
Výsledné atributy: A2p,A3p 
 
BruteForce  
Funkce vyzkouší všechny kombinace atributů a vybere tu nejlepší z nich. 
Funkce musí mít podfunkci, která ohodnotí jednotlivé kombinace atributů. Metoda je 
při velkém počtu atributů časově a výpočetně náročná, ale vede k nalezení nejlepší 
kombinace atributů popisující datovou sadu podle zadané hodnotící podfunkce. V.a.f 
jsou na nastavení vykreslení hodnoty hodnotící funkce. [4] 
Př:  Počáteční atributy:   A1, A2, A3 
Provede ohodnocení všech atributů a jejich kombinací. Tj. A1, 
A2, A3, A1_A2, A1_A3, A2_A3, A1_A2_A3.  
 
FeatureSelection 
Funkce vybere nejlepší kombinaci atributů. V.a.f jsou na nastavení vykreslení 
hodnoty hodnotící funkce. Nejdůležitějším atributem této funkce je výběr metody 
selekce. Na výběr máme z dopředné a zpětné selekce atribůtů.  Funkce musí mít 
podfunkci, která ohodnotí jednotlivé kombinace atributů. Pracuje na podobném 
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principu jako metoda BruteForce. Je rychlejší, ale nemusí vést k nalezení nejlepší 
kombinace atributů. [4] 
Př:    Počáteční atributy:   A1, A2, A3,A4 
Dopředná selekce atributů: 
1.krok Vypočítá velikost hodnoty hodnotící funkce pro každý atribut 
zvlášť. Vybere atribut s nejvyšší hodnotou. (Např. A3).  
2.krok Vypočítá velikost hodnoty hodnotící funkce pro kombinaci A3 
s ostatními zbývajícími atributy(A3_A2, A3_A1, A3_A4). 
Vybere atribut s nejvyšší hodnotou. (Např. A3_A1). 
3.krok Vypočítá velikost hodnoty hodnotící funkce pro kombinaci 
A3_A1 s ostatními atributy. Vybere atribut s nejvyšší 
hodnotou. (Např. A3_A1_A4). 
4.krok Pokračuje stejným způsobem dokud má ještě nepoužité 
atributy. 
5.krok Porovná hodnoty hodnotící funkce u výsledků jednotlivých 
kroků a vybere nejlepší z nich. (Např. A3_A1). 
Zpětná selekce atributů: 
1.krok Vypočítá velikost hodnoty hodnotící funkce pro každý atribut 
zvlášť. 
2.krok Vypočítá velikost hodnoty hodnotící funkce pro kombinaci n-1 
atributů (kde n je počet atributů). Tj. A1_A2_A3, A2_A3_A4, 
A1_A2_A4, A1_A3_A4. Vybere kombinaci atributů s nejvyšší 
hodnotou (Např. A1_A3_A4). Tj. odebere atribut A2. 
3.krok Vypočítá velikost hodnoty hodnotící funkce pro kombinaci 
zbývajících atributů. (A1_A3, A1_A4, A4_A3). Vybere nejlepší 
kombinaci. (Např.A1_A3). Odebere atribut A4. 
4. krok Opakuje 3.krok dokud může tvořit nové kombinace. 
5.krok Porovná hodnoty hodnotící funkce u výsledků jednotlivých 
kroků a vybere nejlepší z nich. (Např. A3_A1). 
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Funkce pro selekci dat používající genetické algoritmy. V.a.f jsou pro 
nastavení genetických algoritmů. Funkce se používá při velkém počtu atributů 
(stovky, tisíce). Druhý důvod použití je při neznalosti významu jednotlivých atributů. 
Funkce musí mít podfunkci, která ohodnotí jednotlivé kombinace atributů. 
Ohodnocení je hodnotícím kriteriem genetického algoritmu. [4] 
 
IterativeWeightOptimization 
Funkce pro selekci atributů. Vstupem funkce je datová sada a váhy atributů. 
Funkce přepočítává váhy atributů a hledá nejlepší kombinaci atributů a vah. Funkce 
musí mít podfunkci, která ohodnotí jednotlivé kombinace atributů. Podfunkce musí 
při učení modelu zohledňovat váhy atributů. Přes veškerou snahu a různé nastavení 
funkce nešla spustit. [4] 
 
RemoveCorrelatedFeatures 
Funkce pro odstranění korelovaných atributů. V.a.f jsou velikost vzájemné 
korelace (přednastavená hodnota 0,95), odstranění atributu při vzájemné korelaci 
menší/větší než je zadaná hodnota, který z atributů odstranit. 
Př: Vypočítá korelaci mezi jednotlivými atributy a pokud je hodnota větší než 
zadaná hodnota, odstraní korelovaný atribut. [4] 
 
WeightOptrimize 
Funkce vybírá atributy na základě kombinace pravidel dopředné/zpětné 
selekce a vah atributů. V.a.f jsou volba typu selekce, minimální změna každém 
kroku. Funkce musí mít podfunkci, která ohodnotí jednotlivé kombinace atributů. 
V prvním kroku se rozhoduje velikosti vah. U dopředné selekce vybere atribut 
s největší váhou a u zpětné selekce odebere atribut s nejmenší hodnotou. Dále 
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Funkce vypočítá analýzu nezávislosti komponent.  V.a.f.  je nastavení 
analýzy. Výsledkem této funkce je model. Pokud tento model aplikujeme na datovou 
sadu přetransformuje prvky numerických atributů. Výsledné numerické atributy 
budou mít průměrné hodnoty 0 a rozptyl bude ±1. Ke každému atributu přiřadí 
hodnotu nezávislosti. [4] 
 
FourierTransform 
Funkce vytvoří nové atributy použitím fourieriovy transformace na původní 
atributy. Funkce je bez v.a.f. [4] 
 
GHA 
Generalized Hebbian Algorithm. Jedná se iterační metodu výpočtu hlavních 
komponent. Je vhodný pro velký počet atributů (stovky). Používá se k výpočtu  
vlastních čísel kovariančních matic, kdy  funkce PCA a ICA nejsou schopny 
dostatečně rychle dopočítat výsledek. Výsledkem je model, který můžeme aplikovat 
na datovou sadu. [4] 
 
PCA 
Principal component analysis. Analýza hlavních komponent. Výpočtu 
používá kovariančních matic. Jedna z možností nastavení je rozsah zachování 
původních dat (oříznutí okrajových hodnot prvků). Vytvoří nový ortogonální systém. 
Mění souřadný systém komponent. [4] 
 
PrincipalComponentsGenerator 
Funkce vypočítá rozptyl prvků u jednotlivých atributů. Zanechá pouze data 
v zadaném rozsahu rozptylu. V.a.f je zadaný rozsah rozptylu. [4] 
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Redukuje počet atributů použitím Kohonenovy samokompenzační mapy. Pro 
nové atributy platí: Jeli vybrán náhodný atribut s rozdělením pravděpodobností  
odpovídajícímu  rozdělení v tréninkové množině, bude mít takový  atribut přiřazenou 
pravděpodobnost odpovídající  nejbližšímu atributu v tréninkové množině. [4] 
 
SVD 
Funkce redukuje atributy pomocí singulární dekompozice. V.a.f. je počet 
atributů na výstupu reprezentujících atributy na vstupu. [4] 
 
3.2.5 Výpočet vah  
 
V.a.f  funkcí na výpočet vah je možnost vrácení „normalizovaných vah“. 
Váhy jsou přepočteny tak, aby nejvyšší váha byla rovna 1. [4] 
   
BackwardWeighting 
Funkce vypočítává váhu atributům. V.a.f jsou nastavení zpětné selekce. 
Funkce musí mít podfunkci, která ohodnotí jednotlivé kombinace atributů. Funkce 
při výpočtu vah používá metodu zpětné selekce.  
Př. 1.krok Vypočítá velikost hodnoty hodnotící funkce pro kombinaci  n-1 
atributů (kde n je počet atributů). Vybere kombinaci atributů 
s nejvyšší hodnotou. Atribut nevyskytující se v této kombinaci vyřadí 
a přiřadí mu nejnižší váhu. 
2.krok Opakuje 1.krok dokud je možné kombinovat atributy. „n“ je 
počet atributů v minulém kroku. Váha atributu je v následujícím kroku 
větší než v předchozím kroku. Přesná velikost váhy odpovídá velikosti 
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Funkce vypočítá váhu atributům. Výstupní atribut musí být nominální. 
Funkce počítá χ2 test. Na základě výsledků χ2 přiřadí váhy jednotlivým atributům. Je 




Funkce vypočítává váhu atributům pro funkce transformování atributů. 
Vstupem funkce je model vytvořený při transformaci. Porovnává váhy před 
transformací a po transformaci. [4] 
 
CorpusBasedWeighting  
Funkce vypočítává váhu atributům. V.a.f je atribut, podle kterého se počítají  
váhy ostatních atributů. Funkce používá soubory příkladů k charakterizaci vybrané 
třídy nastavením vah ostatních atributů. Pracuje s funkcí TFIDF a proto je vhodná 
pro výpočet vah atributů obsahující textové prvky. [4] 
 
EvolutionaryWeighting 
 Funkce vypočítává váhy evolučním vývojem vah. Funkce používá genetické 
algoritmy. V.a.f je nastavení genetických algoritmů. Funkce musí mít podfunkci, 
která ohodnotí jednotlivé kombinace atributů. Model podfunkce musí při učení 
zohledňovat váhy atributů. Na začátku jsou nastaveny váhy u všech atributů na 
stejnou hodnotu. Vypočítá velikost hodnotící funkce. Mění váhy atributů tak, aby 
hodnotící funkce dosáhla  co největší hodnotu. [4] 
 
ExampleSet2AttributeWeights 
Funkce přiřadí ke každému z atributů váhu rovnu jedné. Vytvoří vektor vah 
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Funkce vypočítává váhu atributům. V.a.f jsou nastavení dopředné selekce. 
Funkce musí mít podfunkci, která ohodnotí jednotlivé kombinace atributů. Funkce 
při výpočtu vah používá metodu dopředné selekce.  
Př. 1.krok Vypočítá velikost hodnoty hodnotící funkce pro každý 
atribut zvlášť. Vybere atribut s nejvyšší hodnotou hodnotící 
funkce  a  přiřadí mu nejvyšší váhu.  
2.krok Vypočítá velikost hodnoty hodnotící funkce pro kombinaci 
předchozího nejlepšího atributu s ostatními zbývajícími 
atributy. Vybere kombinaci s nejvyšší hodnotou. Atributu, 
přidanému ke stávajícímu atributu, přiřadí váhu menší než byla 
přiřazena v minulém kroku, ale větší než v následujícím kroku. 
3.krok Opakuje 2.krok, dokud jsou možné nové kombinace. Přesná 




Funkce vypočítává váhu atributů podle velikosti Giniho  koeficientu. Giniho 
koeficient je míra odchylky od Lorenzovy křivky. Hodnota Giniho koeficientu je 
obdobná hodnotě InfoGainRatioWeighting. [4] 
 
InfoGainRatioWeighting 
Funkce vypočítává váhu atributů podle významnosti atributů v závislosti na 
koeficientu informačního zisku. Vypočítá informační zisk atributu, pokud by dělení 
proběhlo podle tohoto atributu (obdoba dělení a informačního zisku jako u ID3). 
Vezme každý atribut zvlášť, rozdělí podle tohoto atributu a vypočítá informační zisk. 
Podle velikosti informačního zisku přidělí velikost váhy. Principiálně metoda 
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Funkce vypočítává váhu atributů podle významnosti atributů v závislosti na 
koeficientu informačního zisku. Jedná se o obdobu funkce InfoGainRatioWeighting.  
Vezme každý atribut zvlášť, rozdělí podle tohoto atributu a vypočítá informační zisk. 
Vybere atribut s nejvyšším informačním ziskem, přiřadí mu nejvyšší váhu. Velikost 
váhy odpovídá velikosti informačního zisku. V dalším kroku rozdělí datovou sadu 
podle předchozího atributu. Ze zbývajících atributů vybírá atribut s nejvyšším 
informačním ziskem pro dělení rozdělené datové sady. Atributu s nejvyšším 
informačním ziskem přiřadí váhu podle velikosti informačního zisku. Rozdělí 
datovou sadu podle tohoto atributu. Opakuje dokud nejsou přiřazeny váhy všem 
atributům. Principiálně metoda vytvoří strom. [4] 
 
InteractiveAttributeWeighting 
Funkce při spuštění otevře okno, ve kterém můžeme manuálně přiřadit váhy 
jednotlivým atributům. [4] 
 
PCAWeighting 
Funkce vypočítává váhy atributů pomocí analýzy hlavních komponent. Umí 
vypočítat váhy, i když není určen výstupní atribut. Je vhodný pro předzpracování dat 
u metod „učení bez učitele“. [4] 
 
PSOWeighting 
Funkce vypočítá váhy na základě metody Particle Swarm Optimization. To 
znamená, že metoda vyhledává v prostoru prvků atributů místa s největší hustotou 
prvků. Atribut,  jehož prvky jsou nejvíce zastoupeny v místech s největší hustotou, 
má nejvyšší váhu [4].  Je vhodný pro předzpracování dat u metod „učení bez 
učitele“. 
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Funkce vypočítá váhy atributů. Vybere vzorek prvků z atributu a porovnává 
ho s rozptylem prvků v atributu. Tyto prvky poté porovnává se vzorky z ostatních 
atributů. Nepracuje s celými atributy, ale jen s jejími representanty. Umí pracovat i 
s vícečetnými prvky atributu. [4] 
 
SVMWeighting 
Suport vector machine . Funkce se snaží rozdělit prvky atributů rovinou podle 
výstupního atributu. V ideálním případě rovina rozdělí atribut na 2 poloviny, podle 
hodnoty výstupního atributu. Čím větší je vzdálenost roviny od nejbližších prvků, 




Funkce vypočítá váhy atributů. Funkce vezme každý atribut zvlášť a naučí 
tímto atributem jednoduchý model. Podle úspěšnosti predikce jednotlivých modelů 
přiřadí váhy k jednotlivým atributům. [4] 
 
StandardDeviationWeighting 
Funkce přiřazuje váhy atributů. Funkce vypočítá směrodatné odchylky 
jednotlivých atributů. Podle nastavení v.a.f. přiřadí nejvyšší hodnotu atributu 
s maximální/minimální/střední směrodatnou odchylkou. [4] 
 
SymmetricalUncertaintyWeighting 







vaha −−⋅=     (19) 
 Kde:  „in“ je vstupní atribut 
  „out“ je výstupní atribut 
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3.2.6 Ostatní funkce pracující s atributy 
 
AttributeSubsetPreprocessing 
Funkce vybere jen jeden atribut z datové sady. V.a.f. je jméno vybraného 
atributu. Funkce může obsahovat podfunkce předzpracování. Veškeré podfunkce se 
omezí jen na práci s vybraný atributem. [4] 
   
  
AttributeWeightsApplier 
Funkce odstraní atributy, které mají nulovou váhu. Vstupem funkce je vstupní 
sada a váhy atributů. [4] 
 
3.3 FUNKCE PRACUJÍ S  DATOVOU SADOU 
 
Obfuscator 
Funkce k anonymizaci dat. Mění jména atributů a všechny nominální hodnoty 
náhodnými řetězci.  Uloží klíč k anonymizaci do souboru. Ten slouží k následnému 
deanonymizaci. [4] 
   
DeObfuscator 
Funkce k deanonymizaci dat. Vrací zpět význam anonymizovaných dat. V.a.f 
je jméno souboru, kde je uložen klíč k deanonymizaci. [4] 
 
ExampleSetCartesian 
Funkce spojí 2 datové sady. Atributy se stejnými jmény buď přepíše  nebo 
přejmenuje. Speciální atribut buď přidá, pokud není obsažen v první datové sadě, 
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Funkce přidá k první datové sadě další prvky 2 datové sady. Obě sady musí 
mít stejné atributy, stejné jména atributů a to včetně speciálních atributů. [4] 
 
ExampleSetTranspose 
Funkce prohodí řádky a sloupce datové sady včetně speciálních atributů. [4] 
 
GroupBy 
Funkce rozdělí datovou sadu podle jednoho z nominálních atributů. V.a.f je 
jméno atributu. Pokud se datová sada dělí podle atributu A1, který nabývá hodnot 0 a 
1, rozdělí datovou sadu na dvě části. V první části budou všechny vzorky dat  v nichž 
nabývá atribut A1 hodnoty 0. V druhé části budou všechny vzorky dat v nichž 
nabývá atribut A1 hodnoty 1. [4] 
 
HyperplaneProjection 
Funkce mění prvky datové sady tak, aby prostor  daný datovou sadou mohl 
rozdělit nadrovinou podle výstupního parametru. [4] 
 
NoiseGenerator 
Funkce vnáší šum do datové sady. V.a.f je různé nastavení šumu, který 
vnášíme do datové sady. [4] 
 




Upravuje vstupní data. V.a.f jsou „z_transform“, min, max. 
Vstupní data jsou přepočítána podle rovnice 1. Pokud   není zaškrtnuta 
z_transform minimální hodnota je min. a maximální max. a rozdělení je lineární. 
Pokud je zaškrtnuta z_transform  není velikost minima a maxima brána v úvahu. [4] 
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Př:  Počáteční atribut:  A1∈{0,25;0,5;0,75},  A2∈{25;50;75} 
V.a.f. (ne;0;1) 
Výsledný atribut: A1p∈{0;0,5;1},  A2p∈{0;0,5;1} 
 
LinearCombination 
Generátorová funkce.  S jedním v.s.a „keep all“. Tato funkce generuje nový 
atribut, který  je lineární kombinací stávajících atributů. V.a.f určí zda datovou sadu 
přepíše a zůstane jen nový atribut nebo zda tento atribut připojí ke stávajícím 
atributům.  [4] 
Př:  Počáteční atribut:  A1∈{0,25;0,5;0,75} A2∈{0,5;0,6;0,7} 
Výsledný atribut: A3p∈{0,75;1,1;1,45} (součet 
jednotlivých členů (A11+A21;….)) 
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4. POROVNÁNÍ ÚSPĚŠNOSTI UČENÍ 
S PŘEDZPRACOVÁNÍM DAT A BEZ 
PŘEDZPRACOVÁNÍ DAT 
 
Pro porovnání výsledků dosažených použitím předzpracování a výsledků 
dosažených bez předzpracování je použit program Rapid Miner. Porovnání výsledků 
je provedeno na metodě Instance Based Learning. Velikost chyby modelu je určena  
metodou Cross Validation. V následujících  kapitolách jsou popsány tyto metody a 
seznámení s programem Rapid Miner.  
 
4.1 METODA INSTANCE BASED LEARNING 
 
Tato metoda se často vyskytuje pod zkratkou IBL a znamená učení založené 
na instancích. Metoda vyhledá pro testovací vzorek nejbližšího souseda 
v tréninkových datech. Jakmile najde nejbližšího souseda v tréninkových datech, 
přiřadí hodnotu výstupního atributy souseda testovacímu vzorku. [6] Přiřazení 
výstupní hodnoty testovacímu vzorku (X) podle nejbližšího vzorku v tréninkových 
datech je vidět na obrázku 4-1. [5] Výstupní hodnota testovaného vzorku je černé 
kolečko. 
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Obrázek 4-1 Výběr výstupní hodnoty pomocí metody nejbližšího souseda. [5] 
 
 U této metody vyvstává jediný problém, a to s určením metriky vzdálenosti. 
Určení vzdálenosti u numerických atributů je celkem jednoduché. Existuje více 
metod, ale všechny mají společný základ. Hodnoty prvků jednotlivých atributů se od 
sebe odčítají. Jednotlivé rozdíly se sčítají. Některé metody přikládají větší váhu 
větším vzdálenostem. Umocňují rozdíl vzdálenosti. Jednou z nejčastěji používaných 
metrik je Euklidovská vzdálenost. Euklidovskou vzdálenost jednoho tréninkového 
vzorku od testovacího vzoru se vypočítá podle rovnice 20. [6] 
 
( ) ( )( ) ( ) ( )( ) ( ) ( )( )2212221222111 ...... kk aaaaaavzdálenost −++−+−=  (20) 
 








 jsou atributy tréninkového vzorku. 
Rozdíl vzdálenosti je u Euklidovské vzdálenosti umocněn na druhou. 
Jestliže jsou rozsahy  hodnot u vstupních atributů rozdílné, mají atributy 
s většími hodnotami větší význam při výpočtu vzdálenosti. Pro rovnocennost atributů 
je vhodné numerické hodnoty normalizovat. [6] 
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Nominální hodnoty nemají numerické hodnoty a mají spíše symbolizující 
charakter. Výpočet vzdálenosti u nominálních atributů probíhá podle následujících 
pravidel. Pokud je hodnota nominálního atributu u testovacího i tréninkového vzorku 
stejná, je vzdálenost u tohoto  atributu rovna 0. Pokud je hodnota nominálního 
atributu u testovacího i tréninkového vzorku různá, je hodnota vzdálenosti u tohoto 
prvku 1. Pokud je hodnota jednoho z prvků neznámá, je rozdíl roven 1. Pokud jsou 
neznáme hodnoty prvků u obou vzorků, je rozdíl roven 1. [6] 
 
Ačkoli je metoda IBL jednoduchá a efektivní, je často pomalá. Pro každý 
testovací vzorek počítá vzdálenost od všech tréninkových vzorků. Pro m 
tréninkových  vzorků a n testovacích vzorků provede mn výpočtů vzdáleností. Jednou 
z možností zrychlení výpočtu je použití k-d stromů. 
 
Metoda IBL je náchylná na zašuměná data a na nadbytečné a irelevantní 
atributy (zvětšuje velikost vzdálenosti). Pro rovnocennost atributů je vhodné 
numerické data normalizovat. Vzorky, které mají neznámé hodnoty prvků, mají  
vždycky větší vzdálenost. Proto je u této metody velmi důležité předzpracování 
datové sady a dá se předpokládat rozdíl chyby modelu při použití předzpracování a 
bez předzpracování. [6] 
 
4.2 METODA CROSS VALIDATION 
 
Pro určení chyby modelu by datová sada musela být rozdělena na část 
tréninkovou a na část testovací. Při velkém počtu dat se dělí na část tréninkovou a na 
část testovací v poměru 2:1. Pokud je počet vzorků omezený, tak jako v tomto  
případě, používají se jiné metody pro výpočet chyby.  
Při menším počtu dat se může stát, že tréninková data nepostihují všechny 
známé vlastnosti a model se nemusí naučit všechny znalosti, přestože jsou v datové 
sadě. Obecně nelze říct, které  vzorky reprezentují vlastnosti datové sady. 
V extrémním případě se může stát, že v tréninkové sadě bude chybět jedna 
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z možností nominálního výstupního atributu a model nikdy tuto hodnotu nebude 
předpovídat. Možností, jak snížit vliv správného výběru tréninkových dat, je 
opakovat proces trénování a učení pro náhodné vzorky dat.  
V každém kroku vybereme 2/3 dat a naučíme na ně model. Zbytek dat 
použijeme na testování. Velikost chyby vypočítáme jako průměr chyb jednotlivých 
modelů. Další fáze úpravy výpočtu chyby modelu vede k omezení nestejné 
reprezentace dat v tréninkových a testovacích výběrech.  
Na základě statistických metod a předešlých požadavků vznikla metoda Cross 
Validation (metoda vzájemné kontroly platnosti). U metody CV je nutné nastavit 
jeden parametr a tím je počet dílu, na které se datová sada rozdělí. Při nastavení 
parametru na hodnotu 3 rozdělí vstupní sadu na 3 stejně velké části. [6]  Princip 
metody je pro názornost uveden na obrázku 4-2.  
 
Obrázek 4-2 Princip metody Cross Validation. 
 
 Vlastnosti hodnot atributů v jednotlivých skupinách by měli odpovídat 
vlastnostem celé datové sady. To například znamená, že hodnota výstupního atributu 
nebude v první části jen 1, ve druhé části jen 0 a ve třetí části 2. Hodnoty by měli být 
rozloženy rovnoměrně. Každou část postupně používá na testování dat. Zbytek dat 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 




používá na trénování modelu. Proceduru učení a testování opakuje třikrát. Tím je 
zaručeno, že každá část je jednou použita na testování a dvakrát na trénování. 
Celková chyba modelu je součet chyb jednotlivých modelů. Princip metody je pro 
názornost uveden na obrázku 4-2. 
Rozsáhlé testy na mnoha datových sadách ukázaly, že nejlepším počtem částí, 
na které je rozdělena datová sada, je 10. [6] 
 
4.3 PRÁCE S PROGRAMEM RAPID MINER 
 
Pro bližší seznámení s tímto programem je zde sada obrázků z tohoto 
programu. Postupně ukazují jednoduchou úlohu pro předzpracování dat. Všechny 
obrázky v této kapitole jsou z programu Rapid Miner.  
 
Obrázek 4-3 Zobrazení úvodního prostředí programu Rapid Miner. [7] 
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Na obrázku 4-3 je zobrazeno základní prostředí programu Rapid Miner. Na 
horní liště jsou umístěny typické ikony známe z programů Office, které mají stejné 
funkce jako v tomto programu.  Nejdůležitější část programu je v levé části, kde se 
pomocí jednoduchých funkčních bloků sestavuje řešení úlohy.  
V další části základního seznámení je ukázán postup předzpracováni dat. 
Jedná se o nahrazení neznámé hodnoty hodnotou získanou pomocí naučeného 
modelu. Model byl naučen na zbývajících datech. Jedná se o primitivní příklad,  ale 
na předvedení činnosti je dostačující.  
 
Přidání nové funkce se provádí pravým kliknutím myši na „Root“ a poté se 
posouváním myši vybere z nabídky možných funkčních bloků. Bloky jsou 
srozumitelně řazeny do oddílů podle funkce, kterou provádějí. Pohled na vložení 
funkčního bloku normalizace (Normalization) je z obrázku 4-4. 
 
 
Obrázek 4-4 Vkládání funkčních bloků v programu Rapid Miner. [7] 
 
Postupným výběrem bloků se sestaví jednoduchá úloha. 
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Obrázek 4-5 Jednotlivé funkce pro prezentaci jednoduché úlohy. [7] 
Po seskládání jednotlivých funkčních bloků úlohy se musí každému z bloku 
nastavit jeho atributy (Parameters). Při kliknutí myší na funkční blok se jeho atributy 
objeví na pravé straně obrazovky. Každá z funkcí má různé atributy a na jejich 
nastavení je nutné se seznámit s těmito funkcemi. Popis jednotlivých bloků následuje 
níže.  
První blok „root“ označuje začátek úlohy a nastavují se zde obecné atributy 
(necháváme beze změny nastavení). V prvním bloku načítáme data, s kterými 
budeme pracovat. Prvním atributem je cesta k souboru, dále jen nastavení, zda je 
první řádek popis a zda je některý ze sloupců výstupem. 
 Proces normalizace  je popsán v kapitole 3.4 .  Funkční blok ID3Numerical 
zjistí pravidla, která charakterizují vazby vstupu na výstup. Funkční blok 
ModelWriter takto naučená pravidla uloží. V.a.f je místo uložení na disku. 
 
 Další blok je opět otevření dat. Data jsou s neznámými hodnotami prvků 
v datech. Pro nahrazení neznámých hodnot použijeme funkční blok 
MissingValueImputation. Tato funkce potřebuje model, který zná pravidla pro 
správné určení neznáme hodnoty. To je model  vytvořený a uložený v první části 
úlohy. Tento model otevřeme funkčním blokem ModelLoader. Atributem je cesta 
k uloženému modelu (je stejná jako u ModelWriter). 
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Postup řešení úlohy je na obrázku 4-6. Každá z šipek představuje jeden 
funkční blok v bloku Root. 
 




Obrázek 4-7 Nahrazení neznámé hodnoty pomocí modelu. [7] 
4.4 POROVNÁNÍ ÚSPĚŠNOSTI UČENÍ S PŘEDZPRACOVÁNÍM 
DAT A BEZ PŘEDZPRACOVÁNÍ DAT 
 
 
V této kapitole je ukázáno porovnání úspěšnosti učení s použitím 
předzpracované datové sady a datové sady bez žádných úprav. Při práci je využito 
vědomostí získaných v předešlých kapitolách. V první datové sadě je soubor dat, 
předpovídající  výskyt spamu na základě slov a speciálních znaků. [8]  Počet 
vstupních atributů je 57. Výstupní atribut nabývá hodnotu 1, jestliže se jedná o spam 
a hodnotu 0, jestliže se nejedná o spam. Charakteristika dat a význam jednotlivých 
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atributů je v příloze 1. Druhá datová sada se týká použití a nepoužití kreditních karet. 
[9] Charakteristika dat je v příloze 1. 
 
4.4.1 Porovnání vlivu předzpracování pro první datovou sadu 
 První případ je pro učení na datové sadě bez předzpracování. Jednotlivé 
použité bloky jsou na obrázku. 
 
Obrázek 4-8 Blokové upořádání pro metodu IBL bez předzpracování. [7] 
  První blok je načtení datové sady pomocí funkce ExampleSource. Druhým 
blokem je blok Cross Validation. Model učení je IBL s jedním nejbližším sousedem.  
Metrika vzdálenosti je Euklidovská. Výsledné chyby modelu IBL jsou na obrázku   
4-9. 
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Obrázek 4-9 Chyba metody IBL bez předzpracování. [7] 
  Podle obrázku 4-9 je počet správně určených spamů 1410, počet nesprávně 
určených spamů 403. Počet správně určených hamů je 2383 a nepsrávně určených 
404.  
 
V druhém případě byly použity stejné funkce se stejným nastavením. Rozdíl 
je ve vložení funkce Předzpracování před  funkci Cross Validation. Tak jak je 
uvedeno na obrázku 4-10. 
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Obrázek 4-10 Blokové upořádání pro metodu IBL s předzpracováním. [7] 
 
Blok Předzpracování obsahuje následující funkce. První funkcí jsou 
odstraněny všechny korelované atributy. Odstraní atribut A33. Následuje blok 
Normalizace. Zde jsou numerické hodnoty normalizovány na rozsah 0-1. Následuje 
podfunkce selekce atributů. Postupně se vypočítají  váhy atributů podle funkce 
ChiSquaredWeighting, InfoGainRatioWeighting, GiniIndexWeighting. Jednotlivé 
funkce jsou popsány v kapitole 3.2.5 Výpočet vah. Po každé z funkcí pro výpočet 
vah se provádí selekce atributů podle velikosti váhy atributů. Postupný výpočet vah a 
nastavení malých hodnot selekce pomáhá zvýšit pravděpodobnost, že neodstraníme 
významný atribut. Při první selekci odstraníme 9 atributů. Při druhé selekce 
odstraníme 22 atributů. Při třetí selekci odstraníme 12 atributů. Po funkci 
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předzpracování zůstane 14 normalizovaných atributů. Jedná se atributy A (5, 7, 11, 
16, 19, 21, 23, 24, 25, 27, 52, 53, 56, 57). 
Tyto atributy vstupují do funkce Cross Validation. Tato funkce je totožná 
s funkcí CrossValidation v prvním případě. Výsledné chyby modelu IBL jsou na 
obrázku     4-11. 
 
 
Obrázek 4-11 Chyba metody IBL s předzpracováním. [7] 
 
Podle obrázku 4-11 je počet správně určených spamů 1576, počet nesprávně 
určených spamů 237. Počet správně určených hamů je 2559 a nepsrávně určených 
228.  
 
Při porovnání obou metod je vidět velké zlepšení u metody s předzpracování 
dat. Velikost špatně určených spamů klesla ze 403 na pouhých 237 a velikost špatně 
určených hamů klesla z 404 na pouhých 228. Na tomto příkladě je názorně vidět, jak 
je předzpracování dat potřebné a přínosné. Přidáním jednoduchých funkcí se zmenší 
chyba modelu a zvýší se rychlost výpočtu. Z původních 57 atributů je počet 
užitečných atributů vstupujících do modelu jen 14. Což je zmenšení na ¼.  
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4.4.2 Porovnání vlivu předzpracování pro druhou datovou sadu 
 
Druhá datová sada se skládá z numerických a nominálních atributů. [9] 
Datová sada obsahuje prvky o neznámých hodnotách. Celkový počet atributů a 
vzorků je menší než v předchozím případě,  proto si ukážeme více druhů nastavení 
předzpracování. Výstupním atributem této datové sady je „+“ a „-“. 
Všechna nastavení byla testovány podle blokového schématu na obrázku      
4-12. V tabulkách znamená „X“ aktivní blok, prázdné pole - blok není použit pro 
toto nastavení.  
 
Obrázek 4-12 Blokové schéma předzpracování pro druhou datovou sadu.  
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První tabulka je pro původní datovou sadu. Funkční bloky Nominal2Numeric 
a GHA nejsou použity u předzpracování. Vstupní atributy jsou nominální a 
numerické. V tabulce 4-1. je počet špatně určených hodnot „+“ a „-“ v závislosti na 
použitých blocích předzpracování.  
Blok Normalizace I normalizuje numerické atributy do rozmezí 0 až 1. 
Normalizace II normalizuje pomocí z_transformace. První blok nahrazení neznámé 
hodnoty „Nahrazení hodnoty I“ nahrazuje hodnotou 0. „Nahrazení hodnoty II“ 
nahrazuje maximem vyskytujícím se v daném atributu. Váhová selekce odstraňuje  
atributy, které mají po výpočtu vah nulovou váhu. Váhová selekce I používá 
k výpočtu vah funkci InfoGainRatioWeighting. Váhová selekce II funkci Relief.   
Váhová selekce III funkci PCAWeighting. 
 
Tabulka 4-1 Nastavení předzpracování a velikost chyby modelu pro 
numerické a nominální atributy datové sady. 
Normalizace Nahrazení neznámých Váhová selekce Špatná predikce 
I. II. I. II. I. II. + - celkem 
X  X  X  57 59 116 
X   X X  65 52 117 
X  X   X 63 59 122 
X  X    66 58 124 
X   X  X 74 57 131 
 X    X 73 59 132 
 X  X X  69 64 133 
X   X   77 57 134 
 X X  X  76 63 139 
X      77 62 139 
X     X 80 60 140 
 X  X   82 61 143 
X    X  79 66 145 
 X  X  X 82 64 146 
 X X    79 72 151 
 X X   X 79 74 153 
 X   X  79 79 158 
 X     75 94 169 
     X 114 109 223 
   X   126 115 241 
  X    131 113 244 
      129 133 262 
    X  117 155 272 
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 Tabulka je seřazena podle celkové chyby, kterou jednotlivé kombinace bloků 
dosáhly. Nejlepší kombinací bloků pro předzpracování, při nepoužití převodu na 
numerické hodnoty a nepoužití GHA transformace, je použití funkce normalizace 
hodnot od 0 do jedné 1, nahrazení   neznámých hodnot nulou a provedení selekce 
podle vah vypočítaných funkcí InfoGainRatioWeighting. Obecně lze tvrdit, že 
použití Normalizace I je úspěšnější než Normalizace II. 
Druhá tabulka je pro nastavení předzpracováni pro numerické atributy. 
Nominální hodnoty jsou převedeny na numerické pomocí funkce Nominal2Numeric 
ještě před dalšími funkcemi předzpracování. Funkce jsou stejně nastavené jako 
v předchozím případě. Výsledná tabulka použitých funkcí předzpracování a velikost 
tomu odpovídajících chyb je v tabulce 4-2. 
Tabulka 4-2 Nastavení předzpracování a velikost chyby modelu po 
převedení nominálních atributů na numerické atributy. 
Normalizace Nahrazení 
neznámých Váhová selekce Špatná predikce 
I II I II I. II. III. + - celkem 
X     X  69 59 128 
X  X   X  75 54 129 
X  X     77 54 131 
X  X    X 74 58 132 
X   X    76 58 134 
 X X     76 58 134 
 X    X  72 64 136 
X       80 58 138 
 X X   X  77 69 146 
X   X  X  77 69 146 
 X X    X 79 69 148 
X   X   X 79 69 148 
 X      84 65 149 
 X  X  X  79 71 150 
 X  X   X 79 71 150 
 X  X    83 70 153 
 X  X X   110 79 189 
X    X   113 85 198 
 X   X   114 87 201 
 X X  X   123 84 207 
X   X X   123 84 207 
 
    X  112 106 218 
X 
 X  X   124 96 220 
 
  X    125 114 239 
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neznámých Váhová selekce Špatná predikce 
I II I II I. II. III. + - celkem 
   X X   125 115 240 
  X     130 114 244 
  X   X  130 114 244 
  X  X   130 115 245 
   X   X 125 126 251 
   X  X  141 112 253 
  X    X 117 141 258 
    X   130 134 264 




Třetí tabulka je pro nastavení předzpracováni pro numerické atributy. 
Nominální hodnoty jsou převedeny na numerické pomocí funkce Nominal2Numeric 
ještě před dalšími funkcemi předzpracování. Na závěr předzpracování jsou hodnoty 
přetransformovány pomocí funkce GHA. Funkce jsou nastavené stejně jako 
v předchozím případě. Výsledná tabulka použitých funkcí předzpracování a velikost 
tomu odpovídajících chyb je v tabulce 4-3. 
 
Tabulka 4-3 Nastavení předzpracování a velikost chyby modelu po převedení 
nominálních atributů na numerické atributy a použití transformace. 
Normalizace Nahrazení 
neznámých Váhová selekce Špatná predikce 
I. II. I. II. I. II. III. + - celkem 
X   X    71 57 128 
X  X   X  72 57 129 
X  X     72 58 130 
X     X  71 62 133 
X  X    X 71 62 133 
X   X  X  74 59 133 
X   X   X 74 59 133 
X       76 59 135 
 X  X    83 59 142 
 X  X    83 59 142 
 X    X  75 69 144 
 X X    X 77 69 146 
 X  X  X  77 69 146 
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neznámých Váhová selekce Špatná predikce 
I. II. I. II. I. II. III. + - celkem 
 X  X   X 77 69 146 
 X X   X  76 72 148 
 X X     79 71 150 
 X      81 69 150 
 X  X X   109 83 192 
X    X   110 86 196 
X   X X   115 85 200 
 X   X   109 94 203 
 X X  X   123 90 213 
X  X  X   122 98 220 
 
Pro použití funkce GHA je nutné, aby byla datová sada normalizovaná. 
Z tabulky je vidět jednoznačná závislost velikosti chyby  a normalizace. Při použití 
normalizace od 0 do 1 jsou výsledky lepší než při použití z-transformace. Funkce 
PCAWeighting neumí vypočítat váhy, pokud jsou neznámé hodnoty, proto se 
používá jen pokud jsou neznámé hodnoty nahrazeny. 
 
Tabulka 4-4 Vyhodnocení nejlepších kombinací metod předzpracování. 
 
Normalizace Nahrazení neznámých Váhová selekce Špatná predikce 
Pořadí GHA No2Nu 
I. II. I. II. I. II. III. + - celkem 
Bez předzpracování datové sady: 129 133 262 
1   X  X  X   57 59 116 
2   X   X X   65 52 117 
3   X  X   X  63 59 122 
4   X  X     66 58 124 
5  X X   X    71 57 128 
6 X X X   X    71 57 128 
7  X X  X   X  72 57 129 
8 X X X  X   X  72 57 129 
9  X X  X     72 58 130 
10 X X X  X     72 58 130 
11   X   X  X  74 57 131 
12       X       X   73 59 132 
13       X   X X     69 64 133 
15   X X         X   71 62 133 
15   X X   X       X 71 62 133 
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Normalizace Nahrazení neznámých Váhová selekce Špatná predikce 
Pořadí GHA No2Nu 
I. II. I. II. I. II. III. + - celkem 
16 X X X     X  71 62 133 
17 X X X  X    X 71 62 133 
18  X X   X  X  74 59 133 
19  X X   X   X 74 59 133 
20 X X X   X  X  74 59 133 
 
 
V poslední tabulce 4-3 je výběr 20 nejlepších kombinací bloků 
předzpracování. Celá tabulka pořadí je uvedena v příloze 2. Z tabulky je patrné, že 
úspěšnost předzpracování není závislá jen na funkcích, které použijeme, ale zvláště 
na správném nastavení. Jako vítěz nastavení předzpracování je použití normalizace 
od 0 do 1, nahrazení neznámých hodnot  nulou a provedení selekce podle vah 
vypočítaných funkcí InfoGainRatioWeighting. Z tabulky vyplívá, že je vhodné 
používat Normalizaci I. Volba hodnoty za neznámou hodnotu není směrodatná, ale je 
vhodné neznámé hodnoty nahradit. Selekce atributů podle velikosti vah  nehrála 
v tomto případě velkou roli. Podle kombinací umístěných na konci tabulky je 
normalizace u metody IBL nutností.  
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V první části této diplomové práce jsou uvedeny metody a testy pro popis 
veličin a jejich vzájemných vazeb. Jsou popsány metody práce s chybějícími daty a 
postupy pro redukci prostoru vstupních veličin. V druhé části jsou popsány funkce 
předzpracování dat implementované v programu Rapid Miner.  
Druhá kapitola je rozdělena podle typu předzpracování  na  tři části. První 
část se zabývá metodami pro práci s prvky tj. filtrací, způsoby ošetření chybějících 
hodnot, detekcí outlier a atd. Další  část je zaměřena na funkce pro předzpracování 
atributů.   Jsou zde popsány funkce programu Rapid Miner pro výpočet vah, selekci 
atributů, generování nových atributů, transformaci stávajících atributů a speciální 
funkce. Třetí je věnována funkcím pracujícím s celými datovými soubory. Příkladem 
je  funkce Obfuscator sloužící k anonymizaci dat. 
 
Poslední část je zaměřena na prezentování funkcí na konkrétních datech. 
K posouzení metod předzpracování je potřeba mít základní vědomosti o použitém 
modelu a metodě hodnocení chyby modelů. Proto je uveden základní popis metody 
IBL a metody Cross Validation. Metody předzpracování jsou konkrétně ukázány na 
dvou příkladech. V prvním případě se jedná o obsáhlou datovou sadu pro určování 
spamů. Na příkladu je ukázáno, jak velký vliv může mít předzpracování na chybu 
predikce. Je porovnáváno nejlepší dosažené předzpracování s výsledky dosaženými 
bez předzpracování. Při použití předzpracování klesl počet špatně klasifikovaných 
emailů téměř na polovinu. Ve druhém příkladě nejde ani tak o dosažení nejlepších 
výsledků, jako o ukázání možných kombinací a metod použitých při předzpracování. 
Další příklad ukazuje přes 50 kombinací nastavení předzpracování. Jednotlivé 
kombinace jsou posouzeny podle chyby naučeného modelu a jsou uvedeny 
v tabulkách.  
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Příloha 1 Vlastnosti datových sad 
Příloha 2 Výsledná tabulka kombinací druhého příkladu 
 
Příloha 1 
Vlastnosti datových sady [8] použité u porovnání 
 
SPAM E-MAIL DATABASE ATTRIBUTES (in .names format) 
 
 48 continuous real [0,100] attributes of type word_freq_WORD  
 = percentage of words in the e-mail that match WORD, 
 i.e. 100 * (number of times the WORD appears in the e-mail) /  
 total number of words in e-mail.  A "word" in this case is any  
 string of alphanumeric characters bounded by non-alphanumeric  
 characters or end-of-string. 
 
 6 continuous real [0,100] attributes of type char_freq_CHAR 
 = percentage of characters in the e-mail that match CHAR, 
 i.e. 100 * (number of CHAR occurences) / total characters in e-mail 
 
 1 continuous real [1,...] attribute of type capital_run_length_average 
 = average length of uninterrupted sequences of capital letters 
 
 1 continuous integer [1,...] attribute of type capital_run_length_longest 
 = length of longest uninterrupted sequence of capital letters 
 
 1 continuous integer [1,...] attribute of type capital_run_length_total 
 = sum of length of uninterrupted sequences of capital letters 
 = total number of capital letters in the e-mail 
 
 1 nominal {0,1} class attribute of type spam 
 = denotes whether the e-mail was considered spam (1) or not (0),  
 i.e. unsolicited commercial e-mail.   
  
 For more information, see file 'spambase.DOCUMENTATION' at the 
 UCI Machine Learning Repository: 
http://www.ics.uci.edu/~mlearn/MLRepository.html 
Description of the Dataset: 
 
THIS CREDIT DATA ORIGINATES FROM QUINLAN (see below).    
 
1. Title: Australian Credit Approval 
 
2. Sources:  
    (confidential) 
    Submitted by quinlan@cs.su.oz.au 
 
3.  Past Usage: 
 
    See Quinlan, 
    * "Simplifying decision trees", Int J Man-Machine Studies 27, 
      Dec 1987, pp. 221-234. 
    * "C4.5: Programs for Machine Learning", Morgan Kaufmann, Oct 1992 
   
4.  Relevant Information: 
 
    This file concerns credit card applications.  All attribute names 
    and values have been changed to meaningless symbols to protect 
    confidentiality of the data. 
   
    This dataset is interesting because there is a good mix of 
    attributes -- continuous, nominal with small numbers of 
    values, and nominal with larger numbers of values.  There 
    are also a few missing values. 
   
5.  Number of Instances: 690 
 
 6.  Number of Attributes: 14 + class attribute 
 




Tabulka kombinací a velikost chyby modelu pro jednotlivé kombinace. 
Normalizace Nahrazení 
neznámých Váhová selekce Špatná predikce Pořadí GHA No2Nu 
I. II. I. II. I. II. III. + - celkem 
Bez předzpracování datové sady: 129 133 262 
1   X  X  X   57 59 116 
2   X   X X   65 52 117 
3   X  X   X  63 59 122 
4   X  X     66 58 124 
5  X X   X    71 57 128 
6 X X X   X    71 57 128 
7  X X  X   X  72 57 129 
8 X X X  X   X  72 57 129 
9  X X  X     72 58 130 
10 X X X  X     72 58 130 
11   X   X  X  74 57 131 
12    X    X  73 59 132 
13    X  X X   69 64 133 
14  X X     X  71 62 133 
15  X X  X    X 71 62 133 
16 X X X     X  71 62 133 
17 X X X  X    X 71 62 133 
18  X X   X  X  74 59 133 
19  X X   X   X 74 59 133 
20 X X X   X  X  74 59 133 
21 X X X   X   X 74 59 133 
22   X   X    77 57 134 
23  X X       76 59 135 
24 X X X       76 59 135 
25    X X  X   76 63 139 
26   X       77 62 139 
27   X     X  80 60 140 
28  X  X  X    83 59 142 
29 X X  X  X    83 59 142 
30    X  X    82 61 143 
31  X  X    X  75 69 144 
32 X X  X    X  75 69 144 
33   X    X   79 66 145 
34  X  X X    X 77 69 146 
 Normalizace Nahrazení 
neznámých Váhová selekce Špatná predikce Pořadí GHA No2Nu 
I. II. I. II. I. II. III. + - celkem 
35  X  X  X  X  77 69 146 
36  X  X  X   X 77 69 146 
37 X X  X X    X 77 69 146 
38 X X  X  X  X  77 69 146 
39 X X  X  X   X 77 69 146 
40    X  X  X  82 64 146 
41  X  X X   X  76 72 148 
42 X X  X X   X  76 72 148 
43  X  X X     79 71 150 
44 X X  X X     79 71 150 
45  X  X      81 69 150 
46 X X  X      81 69 150 
47    X X     79 72 151 
48    X X   X  79 74 153 
49    X   X   79 79 158 
50    X      75 94 169 
51  X  X  X X   109 83 192 
52 X X  X  X X   109 83 192 
53  X X    X   110 86 196 
54 X X X    X   110 86 196 
55  X X   X X   115 85 200 
56 X X X   X X   115 85 200 
57  X  X   X   109 94 203 
58 X X  X   X   109 94 203 
59  X  X X  X   123 90 213 
60 X X  X X  X   123 90 213 
61  X X  X  X   122 98 220 
62 X X X  X  X   122 98 220 
63        X  114 109 223 
64      X    126 115 241 
65     X     131 113 244 
66          129 133 262 
67             X     117 155 272 
 
  
 
