B. Experimental CSD Studies
The CSD met-hod has been applied for analysis of electrically evoked potentials (3, 28, 61, 64-68, 101, 102, 118, 122, 140a, 141, 161, 186a, 195-200, 217, 220, 232, 272, 277, 295, 306, 312, 313, 317) , adequately evoked potentials (23, 65, 67, 103, 104, 112, 143, 183, 193, 194, 208, 211, 214, 251, 278, 314) , and pathological events (116, 231, 235, 251, 268, 306) . I t has been used to study ensemble activities in the spinal cord (118, 232) , the medulla oblongata (141), a thalamic nucleus (195, 196, 199) 295, 312, 313) , the hippocampal formation (3, 102, 161, 272, 317) , the cerebellum (66, 68, 217, 220) , the prepyriform cortex (101), the neocortex (61, 112, 116, 122, 14Oa, 143, 183, 192, 194, (197) (198) (199) (200) 208, 211, 231, 235, 251, 252, 268, 277, 278, 306, 314) , the retina (103, 104, 214) , and the acoustic neuropil of an insect (23) .
The analyses were performed in various degrees of complexity. In several studies the one-dimensional approximation was applied at discrete times to yield the CSD distribution related to a certain potential peak (3, 28, 61, (101) (102) (103) (104) 122, 214, 235, 268, 312) . In most applications, one-dimensional CSD profiles as continuous functions of time were evaluated (64, 66-68, 140a, 143, 183, 186a, 193-200, 208,211, 231,251, 252, 272, 277, 278,295, 306, 313, 314) . In four studies, including the two pioneering works, two-dimensional CSD distributions were calculated (112, 118, 141, 232) . The conductivity gradient was measured and taken into account in only five of the above-mentioned applications (101, 103, 104, 214, 313) . In three further studies it was measured and found to be negligible (23, 66, 192) . Three-dimensional CSDs have been derived from focally evoked potentials by Freeman (65) , in a study of regeneration in the toad optic tectum, and by Hoeltzell and Dykes (112) , in a recent study of cat somatosensory cortex.
Technically the most elaborate CSD analyses were carried out by Nicholson and Llinis (220) , by Nicholson e t al. (217) , and by Breckow et al. (23) . Using clusters of seven microelectrodes fixed together so the tips were arranged equidistant in a three-dimensional grid, they performed real-time, three-dimensional CSD analyses. Nicholson et al. (217) even combined this method with the determination of the extracellular [K t ] by using an ionselective electrode as the central pole. The experimental difficulties in building these elaborate multielectrodes, the expensive electronics for the on-line signal processing, and the increase in tissue damage and distortion due to the complex electrode arrays, however, will probably prevent this type of application from becoming a common tool.
Simultaneous recordings of one-dimensional potential profiles, on the other hand, have been performed in several recent CSD studies (231, 251, 252, 314) . Either thin-film metal electrodes (150, 234, 240) or multiarrays with equidistant tips constructed from isolated wires (134, 183, 211) or from micropipettes (194) were used. This type of simultaneous recording with a multielectrode has great advantages. It saves time and hence permits the recording and comparison of many different types of potentials within a period of time, during which the state of the animal a% well as the positions of the electrodes in the tissue can be assumed constant (194) . It can be applied to record field potentials in freely behaving animals (134, 143, 177, 183, 201) . Furthermore, it gives access to unique events. Tissue damage and distortion are also a central problem with the available one-dimensional arrays, however.
A few studies, where the current flow density was extracted from the potential profiles by applying Equation 4 instead of Equaticm 5, are closely related to CSD analyses (e.g., refs. 152-154, 305, 306) . With this type of analysis, far fields a r e also eliminated, but the advantage of localization is utilized only partially. Because the extracellular current flow is secondary to the physiologically most relevant sinks and sources, this method does not have any advantage over the CSD method. 4 
C. Interpretation of CSDs

I
The ambiguity of field potentials and CSDs with respect to the neuronal activities t h a t cause them can only be overcome with additional information (see Fig. 1 ). The core-conductor theory supplies the relation between membrane currents and neuronal activities. Anatomical and single-unit data from the specific ensemble under investigation can help track down the summation of these currents from individual elements to the macroscopic sinks and sources (Eq. 1). Furthermore, direct experimental manipulations, like repetitive stimulation or application of pharmacological agents, may give the cues to differentiate the types of the contributing neuronal activities. The basic arguments along these lines are summarized in this section (see also ref. 172 ).
Implicatiuns of core-conductor theory
1
The theoretical basis for the relation between membrane currents and I neuronal activities of individual elements is well established in the coreconductor theory (110, 246) a) Activatimz of axons and axun terminals. Activations of axons cause triphasic membrane currents, inwardly directed a t the central site of activation and outwardly directed in front of and behind this zone (178) . Due to the rather standardized duration of APs of -1 ms, the spatial extent of this triphasic membrane current along the axon is proportional to the conduction velocity of t h e fiber. A conduction velocity of 20 m/s, for example, implies t h a t the instantaneous membrane current is distributed over 20 mm! In the end-arborizations of an axon, the conduction velocity of the A P is markedly reduced, because these branches are nonmyelinated and smaller in diameter (57, 84). Generally i t is assumed t h a t the active spike does not invade the presynaptic terminals in the central nervous system (CNS) (97); they are depolarized by the capacitive outward current t h a t flows in front of the AP. b) Synaptic acti&atiun. During excitatory synaptic activation, active ionic current flows into the cell a t the site of the synapse, and passive (capacitive and ohmic) current of equal amplitude leaves the cell a t provimal and moredistant membrane sites (49). Both of these membrane currents are purely monophasic. The spatial distribution of the passive outward current over the cell membrane is determined by the length and the time constant of the of fh<-membrane capacitors by the capacitive outward currents. Therefore the amplitude of this current a t any location is proportional to the time derivative, i.e., to t h e slope of the local PSP (8, 244) . The return of the intracellular potential from the PSP peak to equilibrium essentially results from the discharging of the membrane capacitors via t h e local membrane resistors; therefore, no net membrane current flows during this decay phase. During hyperpolarizing inhibitory synaptic activation, the directions of the active and passive currents and of the PSP are reversed; otherwise, in principle, the situation is identical. However, the locations of the two types of synapses on the neurons commonly differ. Most inhibitory synapses are located a t or very proximal to the somata; the excitatory synapses spare the somatic membranes and occupy proximal and distant dendritic sites (31, 32, 59, 93, 236, 242, 254, 256, 285, 296, 301) . The dendritic location of the excitatory synapses suggests t h a t the amplitudes and time functions of the active synaptic inward currents a t the dendritic sites cannot be judged from the somatically recorded EPSPs, which are due to the small fraction of the total capacitive current t h a t leaves the cell a t the soma membrane. The active inward currents a t the dendritic synaptic sites are more coherent and are, on the average, 5-20 times larger than a direct estimate from the slopes of the somatic E P S P s suggest (9, 125, 173, 244) .
The strategically optimal location of the somatic inhibitory synapses has different implications. According to geometrical considerations, a large portion of t h e capacitive current leaves the cell directly through the soma membrane, thereby causing the inhibitory PSP (IPSP). Therefore the time course and amplitude of the active outward current a t t h e synaptic site are well reflected by the slope of the IPSP. The net somatic membrane current results from the difference between the active ionic outward current and the somatic (capacitive and ohmic) inward current. This.net somatic outward current is t h e counterpart of the dendritic membrane currents t h a t flow during this inhibitory synaptic activation. In the nomenclature used by Rall (244) , the current flowing into the dendrites is the loss current from the soma compartment. A quantitative estimate of this loss current can be obtained from the phase-frequency diagrams, calculated by Lux (181) . for different values of the ratio of dendritic input conductance (p) (245) 
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(131, 212), the dendritic loss current is 75% of the active somatic current in the steady-state condition; a t active current frequencies of 10, and 50 Hz and 1 kHz, this portion is reduced to 56, 47, and 11%, respectively. c) S m~u t i c and dendritic APs. During the generation of APs in nerve cells, as in fibers, the current flow is triphasic. A t the same membrane location, the passive depolarizing outward current is first followed by inward current and then by outward current; the latter two are the net results of active sodium and potassium currents and a local capacitive current (110). In most cell types the AP is generated in and restricted to the cell soma (e.g., ref. 174 ).
In the hippocampal pyramidal cells (323) , the cerebellar Purkinje cells (174, 219) , and immature neocortical cells (243) , however, specific types of A P s may already be generated in the apical dendrite and may propagate actively down to the soma. These dendritic APs have much slower time courses (3-10 ms in duration) than the usual somatic or fiber APs; their conduction velocity is -0.2 m/s (219) . The spatial distribution of membrane currents during the propagation of an AP along a dendrite is similar to t h a t occurring during the propagation of a fiber AP. Capacitive outward current flows in front, and inward and outward currents follow. Probably due to the different types of membrane mechanisms involved here (42,175), the spatial extent of these membrane currents along the dendrite is smaller (219) .
The spatial and temporal distribution of passive as well as active membrane currents during the usual type of somatic AP is rather complicated. The active current can be assumed to be restricted to the soma membrane. The dominant frequency component of this active biphasic current is -1 kHz. Therefore, only 11% of this current is loss current that flows through the dendrites (see above); 89% of it is compensated a t the soma membrane, essentially by capacitive current. Because the loss current is identical to the net somatic membrane current, its time course can be estimated from the extracellular potential generated a t the soma membrane during the AP (303) . A typical example of such a time function is shown in Figure 2A . I t is biphasic, and its dominant frequency component is -1 kHz. Due to this high temporal frequency, the amplitudes of the passive dendritic membrane currents decay much more steeply with the distance from the soma than those sink and source, small differences in depth have large cancelling effects (shaded area). D: CSD caused by activation of accurately aligned fiber terminals (solid curue) becomes smaller in amplitude and smoothed at sink/source transition zone, if terminals. scatter in depth (dotted nnve). Distance between equivalent planes (arrows) of sink and source is enlarged due to scatter.
E each curve represents spatial distribution of CSD (at some time) along a group of accurately aligned cells, caused by excitatory synaptic activation, as indicated in inset on lej?. Due to scatter in depth of elements, cancelling occurs a t sink/source transition zones (shaded areas). F: CSD caused by excitatory synaptic activation (or by first phase of APs) of accurately aligned neurons (solid curve) becomes smaller in amplitude and smoothed a t sink/source transition zones, if elements scatter in depth (dotted curve). Distances between equivalent planes (arrows) of sink and sources become larger.
flowing during the slower inhibitory events (123). This implies t h a t most of the passive current flows proximal to the active current; therefore t h e corresponding extracellular current loops are confined to the close vicinity of the soma. This is reflected by t h e empirical fact that the amplitudes of extracellularly recorded APs decay rapidly on retraction of the electrode from the soma (19, 206, 303) .
The contribution of glial cells to extracellular potentials has been dealt with in several reviews (e.g., refs. 30,52,226,241). The neuroglia appears to be the main cause of slow potentials with frequencies < 1 Hz. In t h e CNS, significant contributions to faster events can be ruled out according to intracellular data from the cat cortex: the electrically evoked or spontaneous potential changes in these glial cells occur much later and are slower and smaller by a factor of 10 than corresponding PSPs in neurons (95, 96, 249, 250) . This implies that the membrane currents of neuroglia are smaller by a factor of 100 and are negligible in comparison with membrane currents from neuronal activities.
In the retina the situation appears to be different. Here the Miiller cells are the only elongated processes, which are oriented perpendicularly to t h e neuronal and plexiform layers. These glial cells have peculiar conductance properties (214a). Their intracellular potentials correspond well with t h e bwave of the electroretinogram, which has a rise time of -200 ms (191) . I t has therefore been suggested on t h e basis of a CSD study t h a t the b-wave is caused by K+-current flow into t h e Miiller cells within the plexiform layers and corresponding outflow a t the extreme distal end of the retina (214, 215) .
Summation of membrane currents to macroscopic sinks and sources
To understand the transition from the microlevel of the membrane currents to t h e macrolevel of the sinks and sources (Eq. l), each type of mass activation is considered in an idealized arrangement, then the realistic deviations from this model are outlined.
The idealized arrangement consists of identical elements t h a t a r e precisely aligned in a two-dimensional sheet; one type of activation is assumed to occur identically and synchronously in all elements In these cases t h e extracellular volume average of t h e membrane currents (Eq. 1) can be concluded directly from the individual membrane currents, and the simplest possible CSD distributions result. Because these are homogeneous in t h e two directions parallel-to the sheet, only t h e direction perpendicular to t h e sheet is of concern. a) Activation of mom and axon terminals. Activation of fibers results in a source/sink/source distribution. This source/sink/source sequence passes through the sheet a t the conduction velocity of the fibers. Even for the slowest types of fibers, it extends over 1-2 mm. This implies t h a t the amplitudes of the sink and the two sources are low, compared with more localized events Furthermore, this dissipated CSD distribution is not resolvable in the usual type of CSD applications designed to study a cortex or a nucleus and optimized to resolve events t h a t extend over -50-300 pm (Eq. 8 ) .
In contrast to the activation of fibers of passage, the activation of terminal arborizations results in a localized sink/source distribution (196, 197) . The sink probably results from the last active inward current, and the source in front of it is due to the leading capacitive outward current. This interpretation agrees with the shapes of potentials in the vicinity of cut nerve endings, a s described by Lorente de N6 (178) . However, because the main components of t h e afferent activation-the preceding dissipated sinks and sources-are not resolved, this interpretation m u s t remain tentative.
A slight scatter in depth of t h e terminals leads to a corresponding expansion of the sink and source depth regions. A t the external borders, the amplitudes of the sink and source decay according to this scatter. A t the central sink/source transition zone, however, nearly total cancellation of opposite membrane currents from nonaligned elements occurs in this situation (Fig. 2C ). Due to this central cancellation, the distance between the equivalent planes of the resulting sink and source is increased (Fig. 2 0 ) . Temporal dissipation of the afferent impulses leads to a prolongation and a proportional amplitude reduction of the CSD. This temporal scatter does not cause any cancellation, because the time course of the CSD is monophasic. Examples of this type of activation are the primary afferent activities of the neocortex (197) and of the lateral geniculate nucleus (LGN) (196) .
If the fibers (e.g., the cerebellar parallel fibers, the primary afferents of t h e optic tectum) enter a nucleus tangentially and terminate throughout this layer, the terminals a r e evenly scattered. In this situation the membrane currents of the terminal regions cancel totally. Therefore, the sink recorded in experiments in such layers of terminals (65, 67, 313) must be due to excess inflow of current into the fibers t h a t terminate a t the far end; i.e., in this situation, more of the central sink of the dissipated source/sink/source distribution reaches the nucleus; the counterpart of the resulting excess sinb, the final source, does not enter t h e nucleus. b) Synaptic activation. Synchronized excitatory (inhibitory) synaptic activation of a sheet of neurons creates a sink (source) a t the depth of the synapses and creates sources (sinks) above and below the synapses. Because these sources (sinks) do not extend beyond the neurons, synaptic activation a t the f a r upper or lower ends of t h e neurons creates a dipolar sink/source distribution only. Because the amplitudes of the passive capacitive currents decay exponentially with the distance from the synipses, the amplitudes of the sources (sinks) decay exponentially with the distance from t h a t synapse level a s well. The time functions of these sources (sinks) a r e more coherent t h a n the time function of the central sink (source) and peak slightly earlier, close to t h e synaptic level; with distance, they progressively dissipate and peak later. Obliquely arranged dendrites imply a compression of the source (sink) distribution and thereby a reduction of the distance of the equivalent 50 U. MITZDORF Volume 65 source (sink) plane from the synaptic plane, but no quantitative loss. The only exception is the horizontal dendrites within the synaptic plane; t h e source, due to their passive currents, subtracts from the sink.
The effects of scatter of the synaptic activations in depth or time a r e very similar to those described above for terminal arborizations. Because of the scatter in depth, cancellation occurs a t the sink/source transition zones (Fig. 2E) , thereby smoothing the steep sink/sourcc gradients and increasing the equivalent plane distances (Fig. 2F) . The spatial expansion a t the outer borders of the CSD and the temporal dissipation cause proportional amplitude reductions but no cancellations.
c) Swmatic and dendritic APs. Synchronous generation of APs in the somata of accurately aligned cells creates a sink, succeeded by a source, a t the depth of the somata (see Fig. 2A ), and a source, then sink, above and below the somata. The amplitudes of the distributions of source followed by sink decay steeply with the distance from the soma region. Obliquely or horizontally oriented dendrites have the same implications here a s they do for the passive sources (sinks) during synaptic activations.
Qualitatively, scatter of the somata in depth has the same effect as scatter of synapses, with cancellations a t the sink/sonrce transition zones and dissipation of the CSD distribution (see Fig. 2E, F) . Quantitatively, however, this effect is more severe here, because the distances of the equivalent sink and source planes are much smaller (123); i.e., a small amount of scatter in depth of AP-generating somata is equivalent to a much larger scatter of synapses, with respect to the cancelling effect. In contrast to the situation during terminal or synaptic activations, temporal scatter of the APs also causes cancellations, which are due to the biphasic nature of the CSD time function (see Fig. 2 A ) . The change in the time function and the amplitude reduction of the CSD due to temporal scatter of the APs is illustrated in Figure 2B . Because of the smooth transition between the sink and the source, the effect of cancelling is rather small for small scatters (see Fig. 2A ). It steadily increases up to a scatter of -1.5 ms. From then on, the sink and the source (and their corresponding counterparts above and below) do not dissipate any more. Further scattering leads to a further amplitude reduction and an increasing CSD-free zone between (see Fig. 2B ). Now a11 the membrane currents from the successive APs cancel totally; only the first phase of the earliest .4Ps and the last phase of the very last APs remain imbalanced.
The dendritic APs in the apical dendrites of-Purkinje cells and hippocampal pyramidal-cells cause a source/sink/source distribution, which moves down to the soma level a t a velocity of -0.2 m/s. Its instantaneous extent over depth is -300 pm (219) . Its triphasic time function-according to the slow time course of the dendritic APs-has a duration of a t least 3 ms: The smooth transitions between the sink and the sources, in space as well a s in iime, imply that small scatter in latency (and the concomitant spatial scatter) have only slight cancelling effects (see Fig. 2A ). In comparison to the soma 
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APs (see Fig. ZB) , the time range of scatter may be a t least twice as long to cause equivalent effects. Table 1 . Two sets of values have been selected to simulate coherent mass actions (e.g., activity evoked by electrical stimulation or related to coherent interictal spikes) and more dissipated mass actions (e.g., activity evoked by adequate natural stimuli or spontaneous rhythmic activity). The range of likely values was considered for the rise time of dendritic -4Ps and for the fraction of loss current of dendritic EPSPs; in addition, values for very low scatter of APs are given. An equal density of neuronal elements and fibers was assumed. Activations of fiber terminals were not included in this estimate because the details of this process are not known well enough to make the appropriate assumptions (see sect. I I C~U ) .
The results for Rber APs, dendritic APs, soma APs, EPSPs, and IPSPs are given in the bottom two lines of Tai~le 1. According to this theoretical estimate, EPSPs cause the largest CSD amplitudes. Their dominance is mainly due to the factor that accounts for the dendritic location of the synapses. Even i1 the smallest of the corresponding values from the literature is chosen, the EPSPs still cause two to three times larger CSDs than APs in fibers or cell somata. The APs, although having much higher amplitude, are less effective, either because they are very dissipated (fiber APs) or because the fraction of the loss current from the soma is very small (soma -4Ps). During natural activation, soma APs are totally negligible in comparison with EPSPs. This is because of the large cancelling effect, implicit in the biphasic nature of the time function, anti because of the small transfer ratio that must be assumed in this situation. The IPSPs are an order of magnitude less effective than APs or EPSPs. The insignificance of their contribution to CSDs essentially reflects the shallow aV/at gradients in comparison with APs and the EPSPs a t their dendritic site of generation. b) Fiber APs. The APs in fibers cause larger CSDs than soma APs. Because of their spatial dissipation, however, these CSDs #re assessed experimentally only in special cases (see 11C2a). Fibers larger in diameter and faster in conductance than those considered for the present estimate cause even larger CSDs; however, they are also more dissipated. Table 1 ). Eccles (48). in accordance with this result, reviewed electrically evoked potential data from cerebral cortex and reached the conclusion t h a t EPSPs were the most probable causes of all these potentials. Since then, further affirmative data have been obtained. I n CSD studies of the LGN and the visual cortex, it was demonstrated t h a t the contributions of APs are usually small, compared with the contributions of synaptic activations (196) (197) (198) (314) or the negativities of the field potentials (115) may still be interpreted by the causal relationship between EPSPs a n d A P s . According to the depth of the sinks and the potential negativities in both studies, the activities in question were monosynaptic intracortical activities. Because the afferents mainly contact small stellate cells and pyramidal cells a t their proximal dendrites (197) , this depth correlation of the monosynaptic activity and the APs is very likely.
Antidromically evoked APs, which occur in most of the deep pyramidal cells of the cat visual cortex after stimulation of the optic radiation, have a latency scatter of -6 ms (86,106,279,308). In agreement with the theoretical considerations, no contribution of these scattered APs to CSDs was found (197) . A CSD component resultingfrom the antidromic activation of pyramidal tract cells was identified by Humphrey (122, 123). Its amplitude was -40% of the CSD, which was evoked concomitantly by recurrent excitatory synaptic activation. If the latency scatters (1.5 ms for APs, 6 ms for EPSPs) and the distribution of the cell somata over cortical depth (see ref. 123) are taken into account, a theoretical estimate of the relative sizes of the two contributions agrees well with the experimental results. Antidromic activation of Purkinje cells results in a contribution to the field potential (219) or the CSD (66), which is slightly larger than the concomitantly evoked synaptic activation. Because the latencies of these APs show little scatter, and because the somata of the Purkinje cells are rather precisely aligned, these results conform with the theoretical estimates of Table 1 as well.
f ) S~~m r n a r y . The theoretical estimate of the relative contributions from APs, EPSPs, and IPSPs to CSDs (Table 1) is justified by its agreement with many experimental results. I t leads to the conclusion that EPSPs are essentially the dominant causes of the CSDs. Correspondingly, most experimental CSD studies were designed to yield information about excitatory synaptic ensemble activities. Most of these studies focused on finding out or confirming physiologically where the afferents terminate in the nucleus or cortex under investigation (23, 28, 64, 65, 102, 141, 153, 154, 186a, 196) . In several others the polysynaptic organization of excitatory circuits was investigated with the CSD method (101, 197, 198, 313) . The method was also applied to assess effects of deprivation, regeneration, conditioning stimulation, or drugs on excitatory synaptic mass actions (65, 67, 140a, 195, 200, 277, 278, 306) .
Distinction between CSD contributiotls from diff''ent types of neuronal activity
Although EPSPs are the dominant causes of CSDs, significant contributions from presynaptic activity, APs, or IPSPs may occur. They cannot be ruled out from the onset when studying the mass actions of a nucleus or cortex with the CSD method. Cues for a distinction of the contributions from these different types of activity may come from any field of neuroscience. Here the principal relevant arguments are briefly reviewed.
The most direct help comes from anatomical and single-unit studies about the ensemble under investigation. Data from extra-and intracellular single-unit recordings help to identify CSD components by the argument of temporal coincidence; the latency scatter of individual events helps to estimate the likelihood of summation of the related membrane currents (101,102,123, 140a, 186a, 196, 197, 312) . The most important anatomical aspects are the types and degrees of orderliness within the ensemble. Anatomical data may disentangle the ensemble into subgroups of similar elements. The geometries of these elements, their density, and the degree of their alignment and spatial scatter are essential cues. They help to attribute CSD components according to spatial correlations, according to the succession of events as determined by the circuits, and according to quantitative arguments about summation properties of elements (101, 102, 123, 153, 154, 196-198, 235, 272, 295, 313) .
In addition to these sources of information from separate anatomical and physiological studies, essential cues may be obtained by varying the mass actions of the ensemble. Stimulation of the afferents a t different locations along their path helps to disentangle the contributions due to fastand slow-conducting afferents, according to the differential latency changes of the CSD components (196-198, 312, 313) . According to their different thresholds, fast-and slow-conducting fibers may further be differentiated by variation of the stimulus strength (141, 312, 313). Train stimuli or double stimuli may help to distinguish between pre-and postsynaptic components, or between mono-and polysynaptic components, according to the differences in their recovery cycles (3, 28, 101, 118, 196-198, 272, 312, 313) . Local or systemic application of pharmacological agents, which either attenuate or facilitate specific mechanisms, can help to a'ttribute CSD components according to their amplitude changes caused by the drug (3, 28, 65, 67) . [The practices of repetitive stimulation and drug application were already common tools in the pioneering studies of evoked potentials (e.g., refs. 10, 11, 18, 43, 60, 186).]
CURRENT SOURCE-DENSITY ANALYSIS OF EVOKED POTENTIALS IN CAT VISUAL CORTEX
This description of an experimental application illustrates the theoretical arguments given above. In two series of studies (193, 194, 197, 200) , field potentials evoked by electrical and visual stimuli were recorded in primary visual areas 17 and 18 of the cat cortex (acute experiments; anesthesia: pentobarbital and/or N20) and were subsequently subjected to CSD analysis. The use of different types of stimuli and comparisons with anatomical a n d single-unit data helped to interpret the CSDs. With the wealth of known anatomical and physiological facts about the cat visual cortex, it was possible to identify the origins of the sinks and sources. Their spatiotemporal distributions revealed new aspects of the intracortical processing of afferent information. The main arguments and conclusions of these experimental studies are outlined in this section.
A. Electrically Evoked CSDs
Most of the electrically evoked field potentials were recorded with one micropipette, which was successively placed a t different cortical depths. The recordings were made equidistantly a t Az = 50 or 100 pm. From these profiles, tht\ one-dimensional CSDs were calculated with a differentiation grid of 12. A: = 200 pm (see Eq. 8). while the intracortical conductivity was assumed constant (see sect. 1~4 ) .
An example of such a ~o t e n t i a l profile and the corre*kk)nding CSD profile is given in Figure 3A , B.
:2c/nticm between potentials and CSDs
:\ cursory comparison of the two profiles in Figure 3 already demonstrates the' l~c a l i z i n~ effect of the CSD method. Whereas the various peaks of the fi~l~ibliotential profile are widely dissipated over depth and have large ampli[[i,ies even in the white matter below the cortex, the CSD profile is well stl.u,,tured and reveals discrete events. In the potential profiles, some of these loc..~l events are totally hidden among large-amplitude far-field components ( e . < . component f in Fig. 3B : the large sink and the corresponding sources alhl\-,-and below create a closed-field component, which is barely recognizable in : 11,) potential profile).
111 area 18, electrical stimulation of the primary afferents evokes a pote~rri:~l t h a t is roughly mirror symmetrical a t the surface and in the white m:lr[er (see ref . 197) . Therefore the generators of this potential are located btir\\.cen these two depths (see sect. 11.4). In area 17, on the other hand, the s u r i :~r e potential is very small, whereas the white matter potential has largearll\rlitude peaks (see Fig. 3A ). The asymmetry indicates that large far-field cotrilu~nents contribute to this potential. These rob ably originate in other rt%r,>lls of area 17. This area occupies roughly a hemisphere a t the occipital PC'\(' :~n d is evenly activated by stimulation of the primary afferents. The ocl.ii'ital pole, viewed as a whole therefore generates a "closed field" (14U), wit11 :I large-amplitude potential a t the center of the sphere (i.e., in the white nl.i[ r vr) and only minor deflections a t the surface (i.e., a t the cortical surface). liecause the surface potential over area 17 is the rather arbitrary and srir.11l result of the superposition of the large locally generated component anit [ h e large (inverted) far-field component from "opposite" regions of area 17. i r does not contain any useful information. The peaks of the surface P l > [ t '~~t i a l over area 18, on the other hand, can be attributed to underlying lot..\l events (197) . This surface potential, which is essentially caused by a c r~v i t y within area 18, has erroneously been attributed to area 17 in earlier w t 1 1 . l~~ (for review see ref. 36).
~~lcrpretation of CSDs
'Po identify the neuronal activity causing the sink and source peaks w i r l~i~~ areas 17 and 18 (e.g., Fig. 3B ), stimuli were applied in the optic ra(li:ition (OR), in the optic chiasm (OX), a t the optic nerves (ON), and within thtt cortical areas themselves. These stimuli were presented as double shocks will1 : i 20-ms interstimulus time, and their strength was varied. In addition, U. MITZDORF J a n u a r y 1985 CURRENT SOURCE-DENSITY METHOD I N CAT 59 the effects of two pharmacological agents (picrotoxin and pentobarbital) were investigated.
Comparison of OR-, OX-, and ON-evoked CSDs in area 18 confirmed t h a t this area is activated essentially by the fast-conducting Y-type afferents (264, 294, 308). On stimulation of the afferents a t the farther sites, the CSD as a whole was delayed; however, it was not more dissipated. The CSDs in area 17, on the contrary, were more dissipated. According to their differential latency increases, the components could be attributed either to Y-type activity mediated by the fast-conducting afferents or to X-type activity mediated by the slower-conducting afferents. The earliest sinks and sources of each group could then be attributed to monosynaptic activity and all later components to polysynaptic activity mediated by intracortical connections.
The CSDs evoked by the second of the double shock in OR are consistent with this latter point; when the second afferent volley arrives in cortex, the cells are under strong inhibitory influence due to the first activation (213, 279, 307, 308) . This inhibition does not affect the monosynaptic activation, but it prevents the generation of APs in many cells. Accordingly, the sinks and sources, which had been attributed to monosynaptic activation, were still present in these CSDs; those components that had been attributed to polysynaptic activation, however, were drastically reduced or totally missing. The attribution of two sink/source components to polysynaptic activities, according to the above arguments, could further be confirmed by intracortical stimulation. Direct stimulation of cortex several millimeters distant from the recording site evoked predominantly those polysynaptic components. In addition, this result implies that long-distance connections are involved in the mediation of these polysynaptic activations.
Picrotoxin and pentobarbital were applied systemically to investigate , with differentiation grid of n . 12 = 200 pm. According to E q~~a t i m~ a', highest a n d lowest regions of recording range are missing in CSD profile. Sinks, corresponding to active excitatory postsynaptic potential currents, are shaded A t left, depth regions of cortical laminae are indicated. Sinks a, b, a n d c reflect mono-, di-, and trisynaptic Y-type activity; sinks d and f reflect mono-, di-, and trisynaptic X-type activity; sink e reflects Y-type and X-type monosynaptic activity. C: schematic diagram of successive intracortical excitatory relay stations a s well a s cell types involved, as suggested by CSD in B and similar findings (see sect. IIrA). Three main pathways along which afferent activity is relayed within the visual cortex were revealed (longdistance connections a r e indicated by dashed lines; numbers indicate whether activations a r e mono-, di-, o r trisynaptic). First pathway transmits afferent Y-type activity from upper layer IV to layer 111 and then t o layer 11. Second pathway relays afferent X-type activity from lower layer IV t o layer V, where mainly lamina VI pyramidal cells are contacted (di-and trisynaptically). Along third pathway (dotted connectiaris), Y-type afferent activity is relayed within layer IV and then projected to layer 111. Y-type activation of lamina V cells, a s suggested by single-unit studies, is also indicated (dash-dot connections). whether inhibitory synaptic activity contributes to the intracortical CSDs. These drugs, respectively, a r e known to decrease (e.g., ref. 20,78) or increase (e.g., ref. 222) the strength of inhibitory synaptic activation. After the application of picrotoxin, all t h e sinks and sources of the OR-evoked CSD were increased in amplitude. This effect was rather minor on the monosynaptic components and was large on the polysynaptic components; the latest polysynaptic components sometimes increased in amplitude up to a factor of 10. Pentobarbital had the opposite effect: monosynaptic components were only slightly reduced, polysynaptic components were strongly reduced or totally blocked. None of the sinks o r sources was increased by pentobarbital. These results indicate that none of the CSD components were due to inhibitory synaptic activation. The small drug effects on the monosynaptic components (3-10%) further indicate t h a t even the monosynaptic components mainly result from synaptic activity and only to a small extent from APs. Discrepancies in estimates of A P contributions (see sect. I I C~) may either originate in the imponderable amounts of shunting effects (e.g., in the second CSD responses to double shock, due to simultaneously acting inhibition), or they could be due to a sampling bias in the single-unit data used for t h e estimate in section 11C3.
Tonic and evoked inhibition in the cortex as well as in the thalamic relay stations were indirectly accessible, according to their effects on the excitatory activity. In area 18 the responses to the first of the OR double shocks were very consistent and reliably evoked, indicating that tonic inhibition h a s little effect on the intracortical transmission of primary afferent activity in this area; the evoked inhibition is not effective here, because i t lags behind. In area 17, in contrast, the polysynaptic components were rather variable from one recording to the next. This variability indicates t h a t inhibition is more effective in this area. In addition to tonic inhibition, evoked inhibition can also influence the intracortical transmission of primary afferent activity here, because the afferents mediating excitation in area 17 are slower conducting.
The fully developed evoked inhibition in the cortex was accessible in comparison between the polysynaptic components of the first and t h e second CSD responses to double-pulse stimulation in the OR; it is strong in both areas (see above). Comparison of the monosynaptic components in the first responses to OR stimulation with those to OX stimulation reveals filtering properties of the thalamic relay stations; whereas the afferent activity to area 18 is only mildly affected by the thalamic filter (-30%), both the Ytype and the X-type afferent activities to area 17 are drastically affected (-65%); i.e., many of the relay cells in the LGN projecting to area 17 do not reach the threshold level on afferent stimulation. The effect of t h e fully developed evoked inhibition in t h e thalamus could be seen by comparing the monosynaptic components in the first and second of the OX-evoked CSD responses; it usually blocked t h e afferent activity to area 17 nearly totally and blocked more than 65% of the afferent activity to area 18. According to t h e above arguments, the CSDs are essentially caused by excitatory synaptic ensemble activity. Therefore the depths of the sinks indicate the laminar arrangements of the involved excitatory synapses; and the extent in depth of each sink and its corresponding source (or sources) indicates the depth region over which the activated cells extend their processes (see sect. IIC). The successive intracortical excitatory relay stations, a s well as the involved cell types suggested by the CSDs, are indicated in Figure 3C (see also ref. 197) .
The monosynaptic sinks (a, d, and e in Fig. 3B ) demonstrate t h a t the afferent fibers terminate in laminae IV and VI. In lamina IV the Y-type afferents terminate above the X-type afferents. This result agrees with recent anatomical data (57, 88, 164). The Y-type afferents contact cells t h a t extend into layer 111. Likely candidates for this Y-type monosynaptic activation (sink a) are stellate cells in upper layer IV and pyramidal cells of lower layer I11 (179); they are symbolically indicated in Figure 3C by a pyramidal cell t h a t extends over lamina I11 and upper lamina IV. Because a minor source was seen in layer V, some deep pyramidal cells may also be contacted by these fibers in layer IV. The X-type afferents mainly contact cells t h a t do not extend into layer 111; most likely candidates are stellate cells in layer IV (179) ; but because of a large source in layer V corresponding to sink d in lower layer IV, deep pyramidal cells are involved a s well. Additional information about receptive-field properties and A P latencies of single cells (86, 228, 279) suggest that the deep pyramidal cells involved in the Y-type activation are lamina V cells, and those involved in the X-type activation a r e lamina VI cells.
The polysynaptic sinks demonstrate three main pathways along which the afferent activity is processed within the cortex. Along the first pathway (Fig. 3B, sinks a-c) , afferent Y-type activity is projected to the supragranular layers. Lamina I11 pyramidal cells are activated disynaptically (sink b) a t their proximal dendrites within lamina 111 via strong local connections. The same cell type is then activated trisynaptically (sink c) a t the peripheral dendrites within layer I1 via local and long-distance connections. Along the second main pathway (sinks d and f), afferent activity is projected down to layer V. In area 17 the X-type afferent activity is relayed along this pathway. Because the long-lasting sink f in layer V draws much current from below, mainly lamina VI pyramidal cells are activated along this pathway. They are contacted within lamina V di-and trisynaptically via short and longdistance connections. The third pathway (not easily recognizable in the CSD of Fig. 3B ) has one relay within layer IV, and then projects Y-type activity to lamina I11 (197) . I t is indicated in Figure 3C by dotted connections.
Thus the CSD study of visual cortex has revealed a further basic principle of topographic organization. The results demonstrate t h a t the afferent and intrinsic excitatory connections are arranged in a lamina-specific manner.
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The location of a cell with respect to the horizontal plane determines the retinotopic location, the ocular dominance, and the orientation preference of its receptive field (119, 120). The cell type and the laminar depth of its soma determines the destination of the cell output (87). According to the CSD results, the laminae in which the cell receives its inputs determine the type of input (Y type or X type; mono-, di-, or trisynaptic) and the degree of convergence of different inputs.
Along all three pathways, one cell type is contacted twice: lamina I11 pyramidal cells along the first pathway, lamina VI pyramidal cells along the second pathway, and lamina IV cells along the third pathway (see Fig. 3C ). These recurrent excitatory connections can be seen as positive-feedback loops. Like the thalamocortical feedback loops, they could be potential causes of rhythmic, reverberating activity.
Long-distance connections (dashed lines in Fig. 3C ) are involved in the activation within lamina I1 (sink c) and in the activation within lamina V (sink f) (see above). They are definite demonstrations that the retinotopic organization of the afferent activity is overcome even within the primary visual areas. These lateral dissipations and the concomitant high convergences of afferent activity from near and distant regions indicate that higher-order processing occurs even within primary areas 17 and 18 (see also sect. IIIB). Anatomical demonstrations of intra-areal tangential long-distance connections are in accordance with these findings (59, 88, 89, 179, 259, 298) .
Three different classes of Y-type afferents are postulated according to the CSD results. One class of fast-conducting afferents activates area 18. This activity is barely affected a t the thalamic relay station (see 11~42). The second and independent class of slower-conducting Y-type afferents leads to the activation of lamina IVa and the supragranular layers of area 17. This afferent activity is strongly affected by the thalamic relay. A third class of very fast conducting Y-type afferents causes the intracortical evoked inhibition by activating inhibitory interneurons (279, 307, 308) These latter aff e r e n t~ may be identical for both areas. They are probably the Y-type afferents that were found in anatomical studies to bifurcate and send collaterals to areas 17 and 18 (83,85). The above conclusion that most Y-type afferents to area 17 and area 18 belong to different classes disagrees with several singleunit studies (113, 279, 294) , but agrees well with recent anatomical studies (85, 114, 162) .
A quantitative comparison of the CSDs from the two primary visual areas reveals that the supragranular activity dominates in area 18, but the infragranular activity dominates in area 17. Anatomically the supragranular layers are also thicker in area 18, whereas the infragranular layers are thicker in area 17 (227). Because the supragranular pyramidal cells project to other cortical areas (87), these quantitative differences suggest that area 18 is more engaged in the relaying of visual information onto secondary, further abstracting areas. In area 17, on the other hand, the dominant concern may be the processing of X-type afferent activity within the infragranular Because essentially all the afferent X-type activity is relayed to the infragranular layers of area 17, and because these layers do not project to higher cortical areas, it seems that all the X-type visual information is processed extensively within area 17. This isolated processing of the X-type information may be related to the supposition that the X system and area 17 are phylogenetically younger than the Y and W systems and area 18 (266, 282) . [Model considerations about perception of forms by humans (90) are well in line with the above conclusion that the low-resolution Y-type visual information is processed also in secondary, further abstracting cortical areas; the high-resolution X-type information, on the other hand, is not necessary to explain higher visual brain functions.]
In summary, the CSD analysis of electrically evoked field potentials in the cat visual areas 17 and 18 has revealed several new facts ahout the intracortical processing of primary afferent information. It has revealed the laminar segregation of the X-and Y-type afferent inputs, and the laminaspecific intracortical transmission of excitatory activity along distinct pathways. I t has demonstrated physiologically that the retinotopic organization is overcome already within the primary areas. The independence of the Ytype afferents to areas 17 and 18 has been revealed. The effects of inhibition on the relays of excitatory activity in the thalamus and in cortex have been assessed quantitatively.
B. Vis~sally Evoked CSDs
Most visually evoked field-potential profiles were recorded simultaneously in all cortical depths with a multiple electrode. These electrode arrays consisted of individual micropipettes, glued together so their tips were aligned and equidistant a t 150 or 200 pm, respectively (error f 10%). The applied visual stimuli were strobe flashes, Ganzfeld changes of luminance, appearance and disappearance or reversal of a grating (variable spatial frequencies and orientations), moving gratings, and moving bars. The luminance range of the Ganzfeld and the gratings was 3-8 cd/m2. Several examples of visually evoked CSDs are shown in Figures 4 and 5. 
Comparison of electrically and visually evoked CSDs
Qualitatively the CSDs evoked by the various types of visual stimuli are very similar to the CSDs evoked by electrical stimulation of the primary afferents. The series of CSDs shown in Figure 4 demonstrates this finding; as described above (see sect. IIIA and Fig. 3B ), early sinks are apparent in input layers IV and VI (sinks a, d, and e) in all CSDs. A sink in layer I11 (b) follows, slightly delayed, and then two more dissipated sinks in layers I1 and V (c and f ) follow, with considerable delays. The depth regions of the corresponding sources are also identical in all these CSDs. Quantitatively these CSDs differ in latencies, durations, and amplitudes by factors of 10-100 (note the different time scales and gains shown below the CSDs in Fig. 4) .
The qualitative similarities of the sink and source distributions strongly suggest that the visually evoked CSDs reflect the same types of excitatory synaptic ensemble activities along the same intracortical pathways as the electrically evoked CSDs (sect. 11ui3; Fig. 3C ). This analogy is plausible, because the cortical interconnectivities for the processing of afferent excitatory activity are the same, whether the activation is elicited by electrical or by photic stimulation. Aside from the similarity of the CSDs, several further arguments corroborate the suggestion that the naturally evoked CSDs are also caused by excitatory synaptic activity; contributions from APs a r e even less likely for these CSDs, because the visual activation is less coherent (see Table 1 ). Significant contributions from inhibitory synaptic activity could be ruled out, because the visually evoked CSDs, like the electrically evoked CSDs, were consistently enlarged after application of picrotoxin and were consistently diminished after an additional injection of pentobarbital. Contributions from glial cells become more likely the slower the time courses of the events are (sect. IICI). Because glial cells redistribute K t , they should turn sink/source dipoles into more symmetric source/sink/source distributions. No such alterations were observed, however, even in the slowest CSDs (e.g., t h e dipoles t h a t extend over layers 11-IV; Fig. 4E ).
Because the temporal dissipation of CSDs due to synaptic activation does not cause any cancelling of membrane currents (see sect. I I C~) , the effectiveness of the various stimuli in activating cortex can be assessed by comparing the areas (i.e., the integrals) of corresponding sink peaks. F o r the monosynaptic sinks in layer IV of area 17, such a comparison reveals that electrical stimulation and all the abrupt visual stimuli (strobe flash, Ganzfeld luminance change, grating on or off, and reversal) are about equally effective; but moving gratings are five times more effective in activating area 17. With respect to area 18, electrical stimulation is two to three times more effective than the applied natural stimuli. Analogous to the quantitative differences in the monosynaptic activities are the relative sizes of the late polysynaptic sinks in layer I1 (e.g., Fig. 4 E compared with Fig. 4A-D) . This means that the Y-type afferent input is processed farther along the first pathway to the supragranular layers the larger it is in toto, no matter whether it arrives in cortex within 2 or 100 ms. This implies considerable latitude for temporal summation of inputs a t the first two intracortical relay stations along this pathway.
Although all of the visual stimuli were "nonadequate" stimuli (i.e., noni optimal with respect to the receptive fields of most or all of the neurons in visual cortex), their potency of activation agrees well with single-unit results.
Whereas adequate stimuli cause rigorous responses in the few cells with corresponding receptive fields (-2% of the cells, on the average), the electrical and the nonadequate visual stimuli evoke few spikes in most of the cells.
Stimulus-spec$ic properties of visually evoked CSDs
In many recent studies, several laminar specificities were revealed for the receptive fields of single units (e.g, refs. 16, 80, 86, 105, 149, 165, 207, 209) . Therefore, quite large lamina-specific differences evoked by different types of stimuli were also expected in CSDs. The comparison of many homologous series of visually evoked CSDs (3,000 averaged profiles were recorded) revealed, however, that the specific properties of the s t~m u l i are reflected only in minor modulations of the basic processing pattern (described above and in sect. 11I.43). These modulations are briefly outlined here The main conclusions are summarized in Figure 6 . a) Abruptstimulz An increase of the luminance step of an abrupt stimulus leads to a CSD that has a shorter latency, is compressed in time, and has higher amplitudes ( Fig. 4B and C may be taken as examples). All these effects may be attributed to the shorter latency and the higher coherence of the afferent input (eg., ref. 29).
Increasing the contours of an abrupt stimulus (compare Fig. 4C and D) leads to a differential increase in the onset latencies of the sinks in layers IV and VI. Compared with the sink in layer IV, the sink in layer VI has a longer latency (Fig. 4D) , whereas it has a shorter latency when the stimulus contains few or no contours (Fig. 4B and C) . Usually both these sinks initially draw current mainly from above, and later they draw current from above and from below. For both sinks, the initial phase is more pronounced with less contours, the later phase is more pronounced with contour-rich stimuli. k Furthermore, the sinks in the supragranular layers are slightly smaller in amplitude with contour-rich stimuli. All these contour-dependent modulations were equally apparent in areas 17 and 18.
Because the afferents from the A laminae of the LGN contact laminae IV and VI via collaterals (57, 88, 163, 164), the differences in onset latencies
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CURRENT SOURCE-DENSITY METHOD IN CAT 67 of the sinks in laminae IV and VI must be caused by activations from other types of afferents. Y-type afferents from the C laminae of the LGN and from the medial interlaminar nucleus (MIN) may account for the earlier onset of the sink in lamina IV; these fibers are fast conducting and terminate exclusively in upper layer IV (see Fig. 6 : g in area 17 and a in area 18; 163, 164) . The earlier onset of the sink in lamina VI (if the stimulus contains only few contours) is not attributable to primary afferents, because none of them terminate exclusively in layer VI. Arguments given below (sect. I I I B~~) suggest that fast-conducting afferents from area 18 could be the causes of these early sinks (see Fig. 6 : h in area 17 and e l in area 18).
With the exception of this yet unidentified input, the modulations in area 17 may be attributed to differences in the proportions of afferent Yand X-type inputs: contour-rich stimuli activate relatively more X-type aff e r e n t~; correspondingly the activity along the second pathway (d, e2 , and f in Fig. 6 ) is pronounced, whereas the one along the first pathway (a-c in Fig.  6 ) is attenuated. Because the modulations caused by increasing contours are identical in area 18, a subdivision of the Y-type afferents to area 18 into contrast-specific and contour-specific subgroups, analogous to the Y-type and X-type afferents to area 17, is highly likely. In Figure 6 this subdivision of the Y-type afferents to area 18 has tentatively been assumed to correlate with different origins of the fibers, LGN A laminae versus LGN C laminae and MIN. The focused termination of the Y-type afferents from the LGN A laminae in area 18, as suggested by a degeneration study (263) , is indeed a characteristic feature of X-type afferent terminals in area 17 (57). A mediation of the contour-specific activity in area 18 via area 17 can be ruled out, because it occurs slightly earlier in area 18. 6) Moving gratings. Examples of responses to moving gratings are shown in Figures 4 E and 5B . The most prominent feature of this type of stimulus is the onset of movement. With increasing velocity (and to some extent also with decreasing spatial frequency of the grating), the latency to onset of the early sinks in the input layers is reduced, and the successive intracortical events follow more closely. In area 17 the sinks in layer IV (a and d in Fig.  5B ) become smaller; but an early sink a t the border of laminae I11 and IV, with a corresponding source in layer 11, becomes apparent a t higher velocities (g in Fig. 5B ). The early component of the sink in layer VI, which draws its current exclusively from above (h in Fig. 5B ), becomes much larger, whereas the later part of this sink (e in Fig. 5B During the movement of the grating, the sinks in the input layers are modulated differentially in the two areas. In central area 17 the sustained components d and e are modulated by the individual bars of the grating, in the velocity range of -5-2O0/s. In area 18 the sinks in the input layers become more phasic with increasing velocity; a rhythmic modulation a t -10 Hz steadily increases in the velocity range of -5-2Q0/s. This steady increase in modulation apparently corresponds to a decrease of the tonic components d and e and an increase and recurrence of component a; the phasic part of component e recurs like component a, but does not increase in amplitude. At velocities of 20-60°/s, phasic sinks with similar amplitudes occur repetitively a t a frequency of 10 Hz until movement stops. At still higher velocities (investigated up to 300°/s), these sinks become even more phasic; concomitantly the first sink in lamina IV (due to the onset of movement; see above) increases in amplitude, whereas the succeeding sinks decrease in amplitude.
The cessation of movements a t low and intermediate velocities causes the activation of components c and f in area 17; these components are evoked, regardless of whether they were already activated by the movement onset (see Fig. 4E ). If the grating was moved a t higher velocities, however, the movement stop evoked sinks in the input layers. The transition between these two types of responses to movement stop depends on the velocity as well as the spatial frequency of the grating The specific response to stop of slow movements in area 17 was the only response to natural stimuli that did not start with sinks in the input layers. Therefore it cannot be attributed to specific afferent activation A likely explanation for the generation of these activity components of types c and f may be a release of the preceding relay stations ( b and d and/or e2 in Fig.  6 ) from inhibition. The corresponding tonic inhibition during the preceding movements is probably caused by type X afferents, because this effect occurred only in area 17, was more pronounced in the central regions, and was only related to gratings with high spatial frequencies (Fig. 6 , dotted connecticms at left). The range of parameters a t which this type of movement-stop response occurs corresponds well with the optimal parameters for the occurrence of a psychophysical phenomenon, the waterfall or motion aftereffect (229). Therefore a correlation between these two phenomena is strongly suggested. c) Moving bars. Because the one-dimensional CSD method was applied, sinks and sources, which are localized with respect to the horizontal direction, are not adequately focused by this analysis. Horizontally the sinks and sources are not resolved according to their locations, but only according to the lateral decay of the corresponding locally evoked potential fields. When the response to a moving bar is recorded a t a certain cortical site, this "delocalization" is equivalent to temporal dissipation of the sinks and sources. Figure 5A shows such a response. When a bar moves over the receptive field of the cortical recording area (Fig. 5A, z~ertical mow) , sinks appear in the input layers and in layer 111. Usually the onset of the sink in layer VI precedes the onset of the one in layer IV. These components are followed by sinks in layers I1 and V. Sinks of smaller amplitude in these same layers usually also precede the local activations. Furthermore, if the location of the receptive field is far from the bar a t movement onset, asmall response to this onset is also recognizable (see Fig. 5A ).
Assuming, according to single-unit studies, that the sink in layer IV is essentially caused by local retinotopic activation, the delocalization of the CSDs due to the inadequacy of the method can be roughly estimated. The temporal extents of the sinks in layer IV (according to the velocities of the moving bars) correspond to angular extents of 1-5". This range corresponds to -5 mm in cortex (310, 311) .
The cortical responses to moving bars can largely be interpreted on the basis of the general pattern of activation described in the preceding sections: local afferent activations in the input layers, and then in layer 111, are succeeded by activations in layers I1 and V. The fact that sinks in layers I1 and V also precede the local activations agrees well with the finding that longdistance connections contribute to these sinks (see sect. 111.43). The retinotopically noncorresponding activation of the input layers at the movement onset of a bar, however, is a finding that could not be disclosed by the types of visual stimulation described above.
d l Retir~otopicallq noncmresspo~~ding activatio~ls. The retinotopic correspondence or noncorrespondence of the various CSD components was assessed by restricting the visual stimuli either to a region 12 or 24' in diameter, centered on the receptive field of the cortical recording region, or to the periphery, sparing the central 12 or 24" (see insets in Fig. 5 ). The differences in visual-field angles of these restricted stimuli are much larger than the resolution of the one-dimensional CSD method (-5" of visual angle). Examples of responses to these restricted stimuli are shown in Figure 5B -D for a moving grating and in Figure 5E -I for an abrupt luminance increase. Retinotopic correspondence was fairly well attributable to the relay components a, b, and d in both areas 17 and 18 (see Fig. 5C , D, F-I). The components g, h, and e, evoked in area 17 by the onset of movements, however, are nonretinotopic activations: component g is evoked about equally well by movements in the receptive field and in the far periphery; component h is more pronounced if the periphery is stimulated; component e is more pronounced if the receptive field is stimulated (see Fig. 5C , D) The responses to abrupt stimuli indicate that the contour-related and the luminance-related parts of component e differ slightly: component e2 is more directly related to retinotopy than component el.
These results agree well with the previously mentioned correlations of the various components with monosynaptic activations by different types of primary afferents and with intracortical connections (see Fig. 6 ), if high retinotopic order is assumed for the afferents from the A laminae of the LGN and low retinotopic order is assumed for the afferents from the C laminae and the MIN (in accord with single-unit data; 159). Only the attribution of component a in area 18 does not fit into this concept, slnce i t was found to be retinotopically evoked. (A further differentiation of the afferents to area 18 may solve this discrepancy; see ref. 190 .) The intracortical connections that generate sink h, must come predominantly from a cortical region that represents the peripheral visual field. The border region of area 18 is a likely candidate, because this region projects to area 17 (138, 322) and because the cells in this region respond best to very high velocity movements (257) . The primary afferents activating this cortical region come predominantly from the MIN (83, 114, 223, 262) .
Although the components a, b, d, and e2 could be attributed to retinotopic activity, large-amplitude sinks are evoked in the same layers also by retinotopically noncorresponding stimuli. The interrelations between these sinks are very similar to the CSDs evoked by retinotopic activation, only the onset latencies are longer. The delays are in the range of -10-40 ms for responses to abrupt stimuli and up to several hundred milliseconds for moving gratings (compare Fig. 5C, D, and F-I) . The delayed components are not activated equally well by whole-field stimulation (compare Fig. 5 E and I) . These observations strongly suggest that intracortical long-distance connections cause these activations and that they are inhibited, if the stimulus extends over the whole visual field.
Intracortical electrical stimulation has already revealed long-distance connections (see sect. IIIA). These stimulations within the supra-or the infragranular layers predominantly evoked components c and f, but small preceding sinks in the input layers were also evoked (197) . With natural stimuli, applied in retinotopically noncorresponding regions of the visual field, the delayed intracortically mediated CSDs are more like the wholefield responses (with the final relay stations being less predominant). This agrees well with the anatomical findings about intra-areal tangential longdistance connections, which run predominantly in the two bands of Baillarger and terminate predominantly within the input layers or a t their borders (59, 82, 138, 259). [Only 5-30% of the terminals in the input layers belong to primary afferents (32, 84, 163, 284) .] Apparently the activity that is spread out in the cortex along these tangential fibers is processed a t the terminal sites along the same main interlaminar pathways as the retinotopically evoked primary afferent activity. The mutual lateral inhibition preventing the lateral spread of retinotopic activation, if the whole visual field is stimulated, must be fast, because the delay of activation from distant cortical sites may be as small as 10 ms (including the conduction time). Therefore the strong short-latency inhibition mediated by the fastest conducting Y-type afferents (279, 307, 308) is the most likely type of inhibition responsible for this retinotopic focusing of cortical activation. The focusing effect of inhibition has been demonstrated in single-unit receptive-field studies (44, 260, 275, 309) . I t has been concluded from anatomical studies that lateral inhibition is the predominant type of inhibition in the cortex (e.g., refs. 50, 299). Finally, intracortical long-range mutual inhibition was also suggested by the results of a psychophysical study (321) . Mutual lateral inhibition is indicated in the center of Figure 6 . Figure 6 summarizes the information gained about the intracortical processing of visually evoked afferent activity. It is composed according to the arguments mentioned above from visually evoked CSDs and by correlation with related anatomical and single-unit data.
Summary of irzformation gained from CSD analyses
The basic intracortical pattern of activation revealed by electrically evoked CSDs (see sect. 11M3 and Fig. 3C ) could be further differentiated. In both areas, three different types of afferents and intracortical processing circuits could be distinguished according to their activation by specific features of the visual stimuli. Although every type of visual,stimulus activates all three of these processes, the differential strengths as well as the speed of each process depend on the specific features of the stimulus. As with electrical stimulation, a close similarity between area 17 and area 18 with respect to the intracortical processing of afferent information was apparent with the visual stimuli.
Contour-specific information and slow movements are processed predominantly within lower layer IV and the infragranular layers. These layers are thicker in area 17 than in area 18, and the corresponding afferents to area 17 are numerous (all of the X-type afferents), whereas the corresponding Fig. 3B, C) . Fast-conducting afferents terminate a t a middle depth of the cortex (predominantly in layer I11 in precentral cortex; 296). Slower-conducting afferents terminate slightly deeper. The fast afferent activation (evoked by "on-focus" stimulation of the topographically related cutaneous site; 306) induces a source/sink dipole within layers I1 and 111. This dipole moves gradually upward during the 5-10 ms of its duration. Towe et al. (306) and Amassian et al. (5) attribute this upward movement to upward spread of activity from cell to cell. Therefore this dipolar component appears to correspond exactly to the dipoles marked a and b in Fig. 3B . [Due to temporal dissipation, these two components merge into one in visually evoked CSDs as well (see sect. IIIB).]
The afferent activation via the slower afferents causes a weak and variable source/sink/source distribution in the middle layers. Polysynaptic activation generates a similar source/sink/source distribution in layer V (306). These two CSD components correspond well with the components d and f of Figure  3B ; also, the proposed model circuits responsible for these components are identical in both areas (see Fig. 4B of ref. 306 and Fig. 3C ).
As in visual cortex, the pericruciate cortex supragranular dipole is succeeded by an inverted dipole in the same depth region (component c in Fig.  3B ). This component has been attributed to recurrent inhibition and/or to delayed K+ current by Towe et al. (306) . The alternative attribution of this dipole to polysynaptic excitatory activation on the apical dendrites within layer I1 was not considered by the authors. However, the data as well as the large increase of this dipole after strychnine application (306; see also sect. The field potentials in pericruciate cortex are another demonstration of a closed-field arrangement due to the curvatures of cortex (140). Here, because of the concavity of pericruciate cortex, the cortical surface corresponds to the center of the activated cortical "sphere" and the white matter corresponds to the outer surface of this sphere. This situation is exactly the reverse of the convex sphere of area 17 (see sect. 1rk41). Consequently, while the potentials are large in the deep layers and small on the surface of area 17 (see Fig. 3A ), they are large in the superficial layers and small in the deep layers in pericruciate cortex (see Fig. 3 of ref. 306) .
B. Evoked Potentials and CSDs in Different Neocortical Areas and Species
Landau and Clare (157) made a comparative study of the primary evoked potentials in the somatosensory, the auditory, and the visual cortices of the cat. The potentials were evoked by electrical stimulation of the specific thalamic relay nuclei and were recorded transcortically. The responses in all three sensory areas were found to be similar in shape and time course. They all consisted of three positive peaks followed by one broader negative peak. The differential recovery cycles of the successive peaks and the latency increases on stimulation of the tracts were also found to be identical for all of these evoked potentials. Accordingly the authors concluded that the primary afferents of these areas were similarly fast conducting and that the intracortical activations were similar as well. In a further study, Landau (155) found t h a t purely orthodromic activation of the anterior sigmoid cortex evoked the same potential pattern. By comparison with the intracortical CSDs in area 18, the second and third positive peaks and the negative peak of this characteristic potential could be attributed to granular and supragranular activity, marked a, b, and c in Figure 3B (197) . The close similarity of the primary evoked responses in the somatosensory and the visual cortex of the c a t was confirmed by Morin and Steriade (203) , who compared the depth profiles of these electrically evoked potentials in the two areas.
Several CSD studies have been performed in the monkey visual and auditory cortices (143, 183, 198, 208, 211, 314) and in the visual cortex of the rabbit (251) . The electrically evoked CSDs in area 18 of the monkey (198) and the electrically and naturally evoked CSDs in the-monkey auditory cortex (P. Miiller-Preuss and U. Mitzdorf, unpublished observations) were all qualitatively similar to the CSD pattern shown in Figure 3B . They consisted of early sinks in the input layers (only in layer IV in area 18; in layers IV and VI in the auditory cortex), followed by sinks in the adjacent layers I11 and V. In addition a later more-dissipated sink in layer 11, corresponding to component c in Figure 3B , was apparent in most of these profiles. Only preliminary data are currently available about visually evoked CSDs in area 17 of the monkey (143, 183, 211, 314 ). Vaughan (314) (Fig. 5a a n d c of ref. 251) ; the primary responses of these two CSDs consist of one dipolar component, located within the granular and supragranular layers. Because the sink of this component moves gradually upward from layer IV to layer 111, and because the corresponding source is located above the sink, this primary response seems identical with components a and b of Figure 3B .
In summary, although the CSD d a t a about the primary evoked responses in the neocortex of different areas and species are rather scant, they all agree with the CSD and the model circuitry of Figure 3B , C. In all areas investigated, components a and b appear to be the most prominent and most reliably evoked components. The components c, d, and f are more variable and less reliably evoked. The time course of activation of these successive components, as well as their amplitudes, varies over a wide range. If t h e primary afferents are stimulated electrically, then the latencies and t h e peak widths of these components are in the range of a few milliseconds (e.g., refs. 155, 157, 197,198, 203) . These temporal parameters are increased by a factor of 2-10 or more, if natural stimuli a r e applied (e.g., refs. 194, 211, 251, 314; for a direct comparison of naturally and electrically evoked potentials in somatosensory cortex see ref. 230).
According to anatomical data, the qualitative similarities of primary evoked responses in different neocortical areas and in different species are to be expected: all cortical areas receive fast-conducting specific afferents from specific thalamic nuclei. These afferents terminate predominantly in the middle layers, mainly in layer IV in the koniocortices and mainly in layer I11 in the other neocortical areas (e.g., refs. 72,108,133,296). In several areas primary afferents also terminate in layer VI. These specific inputs a r e more prominent in the koniocortices than in the prokoniocortices and a r e probably all collaterals of afferents to layer IV (57, 108, 164). The basic similarity of the laminar organizatinn and of the lamina-spccific cell types have been summarized by Sanides (266) . Anatomists have also pointed out that the main intracortical circuitry is identical in different cortical areas as well (e.g., refs. 269, 299). [In several respects the monkey visual cortex fits best into this global scheme of basic interconnections and primary evoked responses, if area 1 7 is viewed as a n intermediate relay (phylogenetically very young) between the thalamic LGN and the secondary cortical visual areas (e.g., refs. 84, 263).]
C CSDs i n Allocortez
Several in vivo and in vitro CSD studies have been performed in t h e hippocampus (3, 102, 161, 272, 317) , whereas only one CSD investigation h a s been published about the prepyriform cortex (101). In accordance with the large anatomical differences between these two allocortices (266), the CSD results from these two structures differ significantly. In the hippocampus (regardless of which input was stimulated) only monosynaptic activations, probably succeeded by inhibition, were revealed by the analyses of mass action potentials. In this structure, as in the cerebellum, however, significant CSD contributions may arise from coherently evoked antidromic APs. In addition, dendritic APs can also occur (see sect. IIB, C). The CSD study of the prepyriform cortex, on the other hand, revealed mono-as well as polysynaptic excitatory activation components. The model circuitry that resulted from this CSD study and from related single-unit and anatomical data (101) closely resembles the granular-infragranular part of the circuitry of Figure  3C , which involves the mono-and polysynaptic activation of layer VI pyramidal cells.
V. RELATION BETWEEN EEG PHENOMENA AND INTRACOKTICAL CURRENT SOURCE DENSITIES
The basic circuitry, along which the specific afferent information is processed within the cat visual cortex, could be identified in detail in this wellknown cortical structure (see Fig. 3C and sect. 111) . Comparison of corresponding data from other cortical areas strongly suggests that this model of cortical circuitry is equally valid for essentially all neocortical areas (see sect. IV). Furthermore, the same basic circuitry was found to be activated not only by the primary afferents but also via intracortical tangential fibers (scc sect. IIIB).
A review of the vast literature about EEG phenomena and their relation to intracortical activity that accumulated primarily in the 1950s and 1960s (see refs. 35, 48, 156, 241, 270) suggests that most of these phenomena are also compatible with activation along this same basic circuitry. From this point of view, various well-known EEG phenomena are reexamined in this section. Most data about EEG-related intracortical activity, however, do not allow as detailed a distinction between the various activation components as the CSD data described in sect. IIIA (see Fig. 3 ). Therefore the various types of activation are a t first grouped in a slightly coarser manner. The nonspecific modulation system is still very poorly understood. Because it is indirectly and/or directly involved in several of the EEG phenomena reexamined in this section, however, it cannot be ignored in this discussion. Its divergent modulating and activating influences on cortex are considered.
A. Components of Cortical Activaticrn and Their RefZection i n EEG
If the fine spatial and temporal details of the various neocortical CSD components described in the preceding sections are ignored, they may be grouped into three distinct categnries. A fourth category comprises the in- The type B activation causes a sink in the middle depth of the cortex, a low-amplitude source above and ;I larger-amplitude source below. This component is Blso caused by excitalc>ry synaptic activation in the middle layers. Compared with the activation of type A, however, relatively more deep pyramidal cells, activated a t thcir apical dendrites in the middle zone, and probably more stellate cells are involved in this type of activation. I t is mediated by slower-conducting s~ecilic thalamic afferents and/or by intracortical tangential connections predominantly fibers of the inner band of Baillarger; 59). Examples of this type of activation are the relay stations d and f of Figure 3 . The slower component of layer VI activation
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(e2 in Fig. 6 ) is considered part of this type B activation, because it has a similar time course and because it also causes a predominantly closed-field component. Type B activation generates a surface-negative potential deflection that has a slightly slower time course than the type A surface-positive potential. Because of the predominantly closed-field arrangement of the corresponding CSD components, the amplitude of this surface deflection may be rather small, even if the synaptic activation is strong.
The type C activation is identical with the uppermost relay station of Figures 3 and 6. I t causes a dipolar sink/source distribution, with the sink in the upper layers of cortex and the source below (in the middle layers). I t is due to excitatory synaptic activation of pyramidal cells a t the uppermost parts of their apical dendrites. This activation is mediated intracortically (essentially via the type A activation) and involves long-distance connections (probably within layer I; 34, 59). The upwardly directed axon collaterals of the supragranular pyramidal cells are the most likely candidates for the mediation of this type C activation (see, e.g., Pig. 7 of ref. 269; 179) . I t generates a surface-negative potential of long duration. The strength of this activation and, concomitantly, the amplitude of its surface-negative potential component depend greatly on the general state of excitability of t h e animal. Accordingly this component is most susceptible to drugs t h a t interfere with the state of excitability (see sect. 11~42; see also, e.g., refs. 43, 186, 306) .
A CSD contribution due to inhibitory activity has been identified in a few pathological cases (see sect. 11C3) and may also arise during slow-wave sleep (e.g., ref. 26). This type D activation generates a slow surface-negative deflection caused by a source in the middle or deep regions and a corresponding sink essentially above. The low amplitudes of the net membrane currents t h a t flow during inhibitory synaptic activity (see sect. 11C3) and a general lack of lamina specificity of intracortical inhibition (e.g., ref. 279) are supposed to be t h e main reasons intracortical inhibition does not usually cause significant CSD contributions.
B. Activation V e~s u s Modulation
A dichotomy of the CNS in activating and modulating subsystems has been pointed out by many authors (e.g., refs. 144, 180, 184) . The reception and analysis of information from the outside world and the programming of motor patterns a r e performed by the most recently developed, outermost portion of the CNS, the specific thalamic relay nuclei and neocortex. This type of information processing occurs along rapidly conducting, topographically ordered pathways. Amino acids are the transmitters a t the synapses along these pathways. The diffuse network of the central core of the CNS, on the other hand, controls the internal state of t h e organism. This system is assumed to act very slowly, to use acetylcholine (ACh) and monoamines as neuromodulators, and to induce gradual changes rather than all-or-nothing effects. Some basic features of this modulatory system have been known for a long time (204) , but the underlying physiological mechanisms a s well as their anatomical substrates are not yet known; even the most recent reports are very speculative (e.g., refs. 53, 133, 202, 290, 292) .
The tonic activity of the ascending reticular arousal system is causally related to consciousness and to the initiation and maintenance of the waking state (135, 180, 204) . This tonic activation of the reticular system counteracts the mechanism (or mechanisms) that mediates augmenting, recruiting, and the development of spindles (25, 117, 204, 291, 292) . In the cortex the effects of this tonic activation are probably mediated by ACh (53). The background firing of single units in cortex is smoothed during the waking state, and the late phases of evoked responses are enhanced (54, 55, 170) . Tonic activation of the mesencephalic reticular formation (MRF) causes hyperpolarization in most cortical cells (139); it does not have any influence on primary evoked responses, but it may reduce a late evoked inhibition (281) , and it does suppress afterdischarges (204) .
Aside from its tonic action, the brain stem reticular system also appears to be involved in rather phasic phenomena, like the initiation of eye movements (24, 128) and the startling or orienting reflex (e.g., refs. 21, 180). According to single-unit studies, phasic activation of the reticular formation leads to phasic reduction of evoked inhibition in the thalamus, probably preceded by a short increase of inhibition (47, 276) . In neocortex, phasic activation of the MRF evokes transient excitation or inhibition in many cells (38, 139, 225, 280, 291) . For example, in motor cortex most cells are excited a t very short latencies (139); in visual cortex the Y-type cells are more frequently excited, and the X-type cells are more frequently inhibited (136, 225, 280) . The response to this phasic activation of the brain stem reticular formation has little effect on the primary responses but enhances secondary responses (76, 204, 273) .
I t is tempting to speculate that the differential effects of tonic and phasic activation of the brain stem reticular formation are reflections of two qualitatively different functions of this system. The tonic activity may be caused by the nonspecific, tone-regulating system and may act on the specific thalamic and cortical processing systems via neuromodulators. The phasic activities, on the other hand, may be relay components of specific, fast-processing systems. These specific systems a r e probably involved in the evaluation of the relevance of external stimuli (startle reflex) and in the programming of eye movements.
Also in the thalamus, specific and nonspecific features appear to overlap anatomically to a great extent. Thus the dichotomy between specific and nonspecific thalamic nuclei becomes more and more blurred. Specific thalamocortical afferents, characterized by fast-conducting axons and dense localized terminals in layer IV or I11 (and VI) of distinct cortical areas, also originate in nonspecific nuclei; thin, nonspecific thalamocortical afferents, with sparse but widespread terminals in layers other than the specific cortical input layers, also originate in the specific relay nuclei (e.g., refs. 27, 72, 91: 108). According to their mode of termination in the cortex, the W-type afferents from the LGN belone to the nons~ecific type of thalamocortical fibers (57, ---164). These afferents make synaptic contacts on spines or dendritic shafts (163) . However, no single-unit study could attribute any response property to activation via these afferents, nor was any significant contribution of this W-type activation manifest in electrically evoked CSDs in visual cortex (197) . These negative findings may be representative for all the nonspecific thalamocortical afferents, suggesting they all have purely modulatory functions. Consequently all the fast types of cortical activation should be mediated by specific afferents and should therefore start in the specific input layer IV or I11 (and VI).
C. Natural, Artificially Generated, and Pathological EEG Phenornenu
Specific and nonspecific primanj respmses
The activation types A-C of Figure 7 , as well as their interconnections (see Fig. 3C ), have been derived from studies of specific primary evoked CSDs (sects. 111 and IV). According to the temporal succession of the activation types A, B, and C, the locally generated surface potentials of primary responses consist of a positivity followed by a negativity (e.g., refs. 147,168,230). After coherent electrical activation of the primary afferents, the positive component may be resolved into three discrete peaks that reflect the successive events of afferent activation and the monosynaptic and disynaptic activations of type A (e.g., ref. 157).
The typeA activation is the most coherent and strategically is optimally evoked a t locations close to the soma. The type C activation is least coherent and strategically least effective. Therefore the probability of cell firing is highest during the type A activation, smaller during the type B activation, and very small during the type C activation. Results from several experimental studies that correlated cell responses with the surface evoked potential agree well with this notion (71, 99, 115, 203, 305, 320) .
Along with the investigation of visually evoked responses in the cat visual cortex (sect. IIIB), the potential profiles and CSDs of responses to electrical stimulation of the mesencephalic reticular formation and of two thalamic intralaminar regions were also studied. Activation of these sites with stimuli well beyond threshold strength caused rather phasic responses in cortex (see sect. v B for corresponding naturally occurring responses). The time courses and amplitudes of these evoked potentials were in the same range as the responses to intermediate or strong visual stimuli. Not only these gross quantitative properties were similar; with respect to spatiotem- These DCR findings indicate that the model circuitry of Figure 3C is of general validity: the relay stations along these circuits are not only the main components for the intracortical processing of specific and nonspecific primary afferent information; the same relay stations are also activated in the same order of succession by totally unspecific, nonselective stimulation of the cortical tissue itself. This identity of the responses evoked by afferents as well as by intracortical stimulation strongly suggests that the pathways along which the specific primary information is processed, involve all the main intracortical excitatory connections and are therefore the main excitatory pathways of cortex in general.
A u g m e n t i n g and recruiting responses a n d EEG spindles
Augmenting responses, recruiting responses, and EEG spindles are closely related rhythmic EEG phenomena (40, 41, 142, 286, 287) . They all occur within the same frequency range (5-12 Hz). The trains of events show a characteristic waxing and waning in amplitude. All three phenomena are antagonized by-the MRF (117, 290).
Augmenting responses can be evoked by repetitive stimulation of specific thalamic relay nuclei. They develop gradually from primary responses. Compared to the primary responses, the augmenting responses are more dissipated in time, and especially the late component (type C) is more prominent; qualitatively, however, the two responses are very similar (203, 286) .
The recruiting response, on the other hand, is commonly viewed a s an entirely different phenomenon. In contrast to the augmenting response, the recruiting response lacks the primary surface-positive potential component; These facts suggest that the recruiting response may be mediated by the same types of intracortical circuits as the primary or the augmenting responses (see also sect. vB). The predominance of the type C activation in the recruiting response may be due to an especially prominent intracortical pathway to layer I1 of the precentral areas of neocortex. The steady transition of successive spindle events from augmenting-like activations to recruitinglike activations (287) is a further indication that recruiting and augmenting are closely related phenomena that differ only gradually.
The most characteristic feature of recruiting, augmenting, and spontaneous spindles is the steady increase of successive responses or events. This phenomenon is coupled with strong, long-lasting hyperpolarizations (e.g., refs. 117, 290). In thalamic relay cells, these hyperpolarizations are frequently followed by postinhibitory rebound excitations (171) . Spontaneous or stimulus-induced synchronizations of such rebound phases in many thalamocortical relay cells are generally assumed to be the main cause of the spindles and the evoked incremental cortical responses (6; for a review of proposed rhythm mechanisms and models see ref. 176 ).
According to the field potentials, the waxing of successive responses is predominantly due to an increase of the type C component (139, 286, 287) . However, if the type C component is mediated intracortically, as suggested above, the postulated thalamic synchronizing mechanisms alone cannot explain the cortical increment phenomenon; instead an additional cortical mechanism must be postulated. The existence of such an independent intracortical mechanism has been demonstrated directly in studies of isolated cortical slabs (e.g., ref. 39) and by studies of cortical responses in animals with thalamic lesions (e.g., ref. 203) . Augmenting of properly timed responses was observed in those cortical regions that were disconnected from the thalamus (39, 203) . In isolated cortical tissue the postexcitatory inhibition appears to be normal, but postinhibitory rebound activation does not occur, and spontaneous spindling is markedly reduced (39, 73, 145).
These experimental findings and the thalamic synchronizing mechanism may be combined by a rather simple model consideration to explain the specific increase of the type C component of the cortical response during augmentation: suppression of the reticular activation leads to a reduction of its disinhibitory influence on the thalamus (e.g., ref. 290) and consequently to a n increase of amplitude and duration of the intrathalamic inhibition. Due to the corresponding increased average negativity of the membrane potentials, many cells may then switch into a n autonomously oscillating state, as recently proposed by Llinks and Jahnsen (171) . Because of intrathalamic interactions, many of the otherwise independent oscillators may become synchronized from time to time. However, even if t h e cells do not reach the autonomously oscillating state, t h e more effective inhibition (mediated mainly by feedback loops) makes a spontaneous synchronization of the individual cell outputs more likely (176) . These thalamic synchronizations cause the spontaneous activity in the thalamocortical afferents to become grouped into coherent volleys, with long phases of extremely low average activity between.
When the first of such a train of afferent volleys reaches the cortex, the excitability states of the individual cortical cells are uncorrelated; therefore the usual primary response and the concomitant inhibition a r e evoked. The following interburst interval is long enough for the cells to recover fully from the evoked inhibition. When the second burst arrives in the cortex, the states of the cortical target cells are rather synchronized a t a low-threshold level. In addition, this synchronization of cortical cell states is augmented by the depression of spontaneous activity in the thalamocortical afferents during the interburst intervals. As mentioned in section 1 1~4 2 , the type C activation (which is reflected in the CSD component c) is extremely susceptible to changes in the excitability of cortex. Therefore a synchronization of the cortical cell states will have its largest effect on the type C component. This would explain why the type C component of the cortical response increases most drastically during the waxing phase of the recruiting or augmenting responses and why it increases steadily from the beginning toward the end of a spindle (e.g., refs. 139, 286, 287).
Secondary responses and repetitive afterdischarges
Primary cortical responses are usually followed by more waves of activation. Such secondary responses have been described already in the first report about evoked potentials (12). Since then many studies have concentrated on these late evokedresponses, and i t has become obvious that various types of secbndary responses must be distinguished (see, e.g., refs. 76, 304). These distinctions are difficult to assess, however, because the different types of late responses usually occur in admixed form. The clearest subdivision appears to be the segregation of the late responses into the repetitive sensory afterdischarges and the nonreiterative secondary responses (76).
The repetitive sensory afterdischarges are evoked in states with a synchronized EEG and are enhanced by barbiturates (76); they are abolished during repetitive stimulation of the reticular formation (204) . Sensory afterdischarges are closely related to the phenomena of spindling and recruiting (25,117) or to the alpha rhythm of the EEG (13,166,255); but they may also originate in the periphery, e.g., in the retina (316) . In a model their appearance could be described by a synchronization of previously uncoupled passive oscillators, because of the primary activation by the stimulus (13). Such repetitive afterdischarges are apparent in the visually evoked CSDs of the rabbit cortex (251) and have also been recorded during the' CSD study of visually evoked responses in the cat cortex (sect. IIIB). They occurred rather consistently when the animal was in a state of deep anesthesia and/ or low excitability. The CSDs of the afterdischarges usually show only small sinks in the input layers; i.e., the corresponding activity was type A and B. They usually recurred a few times with successively lower amplitudes and longer intervals (U. Mitzdorf, unpublished observations). These observations agree well with the notion t h a t the repetitive afterdischarges are generated in the thalamus (25, 117) or in the retina (316) and are conducted to the cortex via specific afferents. There this afferent activity is not relayed beyond the first or second steps of activation, because the state of excitability is low.
The nonreiterative secondary responses appear to comprise a t least two different phenomena. One type is evoked better if the animal is anesthetized, and this type is enhanced by lesions of the mesencephalon (304) . This late cortical activity coincides with late activity in the primary afferents (304) . Therefore it is probably caused by the secondary responses of the retinal ganglion cells, which have been described by Griisser and Rabelo (98). The close similarity between the depth profiles of these secondary responses and the profiles of the preceding primary responses was taken as a further indication that both these cortical activities are of retinal origin (17). Because activation by other afferents and even the nonselective activation by intracortical stimulation cause the same type of response (see sect. vCI), this inference need not be stringent. The similarity of the profiles indicates, however, t h a t the primary and these secondary responses involve t h e same intracortical relay stations.
The alternativc typc of nonreitcrativc secondary response is evoked best if the E E G is desynchronized, and it is reduced or abolished by barbiturates (54, 76, 304). I t is correlated with activations of the MRF (76, 304), and cholinergic synapses participate in its production (300). The specific thalamus may or may not be involved in this type of activation (76, 304). All the secondary components that have been related to complex brain functions like memory (130) a n d passive or active conditioning (22, 62, 265) belong to this group. Secondary responses t h a t depend on complex features of the sensory stimulus, like the contour-specific component of visually evoked responses (129,148), m u s t also be adjoined with this type of secondary response.
No details are known about the intracortical patterns of activation during the secondary responses associated with complex brain functions. However, the spatiotemporal distribution of stimulus-specific secondary responses have 
Seizure activitv
Seizure activities are pathological phenomena of cell ensembles. They involve spontaneous (or stimulus-induced) phasic activation of many cells and a r e characterized intracellularly by t h e paroxysmal depolarization shift (PDS; 188, 189). The neurophysiological mechanism underlying the P D S is still insufficiently known. Present hypotheses relate the PDS with voltagedependent Ca2+ currents and/or with supranormal ("giant") excitatory synaptic activations (e.g., refs. 107, 132, 239).
The hypothesis about the pathological exaggeration of the normally occurring synaptic activation is in good agreement with the results of several recent investigations, in which the depth profiles or t h e CSDs of interictal and ictal spikes were evaluated. Towe e t al. (306) found that the CSDs of electrically evoked strychnine spikes in the cat pericruciate cortex a r e very similar to the CSDs of the primary evoked responses (see also sect. IvA). The sinks and sources of strychnine spikes have larger amplitudes and a r e prolonged by about a factor of 2. The largest amplitude increase due to the action of strychnine was observed in the supragranular components, i.e., t h e type A activity and the succeeding type C activity. With high-frequency stimulation (3 Hz) the type C component was found to alternate in amplitude. Since PDSs have also been shown to occur alternatingly in every other response a t such high stimulus repetition rates (187), Towe et al. (306) interpreted the large-amplitude version of this type C component as the extracellular reflection of intracellular PDSs.
Kostopoulos e t al. (142) compared the intracortical laminar profiles of spindles and spikes of the spike and wave complexes in feline generalized penicillin epilepsy. Because the profiles of both phenomena were very similar, the authors concluded that the penicillin spikes reflected enhanced but basically identical physiological phenomena. These consist of two componentsa surface-positive phase followed by a surface-negative phase. These components were interpreted as the reflections of excitatory synaptic activations in the middle layers (i.e., the type A activation of Fig. 7 ) and in the most superficiat region-(i.e., the type C activation of Fig. 7) .
Surface-positive/negative complexes were also recorded by Jami (127). This type of complex was found to be characteristic of all phases of Metrazolinduced seizures in the cat cortex. J a m i correlated single-unit activity with these EEG waves. The average multiunit discharges and the EEG components were found to be interrelated during the interictal periods. The cell discharges increased during the occurrence of the surface-positive component and were slightly decreased during the following surface-negative component. This result agrees well with the notion t h a t the surface-positive component is caused by the excitatory synaptic activation of type A and t h a t the succeeding negative component is due to the excitatory, but rather ineffective, activation of type C. The concomitant reduction of cell firing is probably the result of intracortical inhibition, which is mediated via the type A activation of interneurons and may or may not contribute to the surface-negative deflection. During the tonic stage, the level of unit activity is rather constant and very high. No more correlation with the surface wave is apparent. During this stage, the synaptic relay stations are probably activated in the same manner as during the interictal phase, thereby causing the EEG waves; but now these phasic activations are superimposed on the very high tonic background activity t h a t is autonomically generated in the axons (127). During the clonic stage therefore, the firing rate of the cells is high during the surface-positive component and during the first part of the surface-negative component. This correlation may reflect a slower onset of inhibition or the involvement of more type B activation during this stage, compared with the interictal stage. I n the cat cortex the profiles of seizure spikes are predominantly of the open-field type, caused by dipolar sink/source distributions (142,306; but see also ref. 100). In the r a t (51, 116), rabbit (231, 251) , and (at least in certain experimental situations) monkey (289) the spike profiles are predominantly of the closed-field type. Clearly, from analyses of potentials in the rabbit visual cortex, the CSDs of the tonic seizure activities are very similar to the visually evoked primary responses (251) . During both events, a sink in layer IV is succeeded by a smaller sink in layer 111. Because the sink in layer IV draws more current from below during the seizure activity than during the response to visual stimulation, relatively more of the type B activation appears to be involved in the generation of the seizure spike. According to further analyses (231), the sink in layer IV appears to be the main generator of the large-amplitude potential deflections during all stages of the penicillin-induced seizures in the rabbit visual cortex.
I n summary, these few examples of seizure-related depth profiles and/ or CSDs from neocortex strongly suggest t h a t phasic seizure activity usually involves the same main pathways of cortex a s the primary evoked responses. Aside from reduced inhibition and facilitated synaptic transmission, additional Ca2+ currents may cause exaggerations of events. The fact, however, t h a t the CSDs are usually not altered in a qualitative way during seizures suggests that these additional Ca2+ currents are triggered by synaptic activations and are restricted to the vicinity of the activated synapses
Although the usual result of comparisons between paroxysmal and normal cortex activations was a close qualitative similarity, a n exception was also apparent: a CSD analysis of potential profiles published by Elger e t al. (51) revealed that the first two profiles of their Figure 1 are caused predominantly by a type C component and lack the preceding sink in layer IV. Still, the main input layer IV/III is the most susceptible to penicillin epileptogenesis (47a, 175a). The CSD method is sensitive to population activities of anatomically ordered ensembles; therefore it is located somewhere between anatomy and physiology. I t reveals physiological as well a s anatomical aspects of brain function. Although additional anatomical and/or physiological information is necessary t o identify the causes of the CSDs (see Fig. 1 and sect. IIC), CSD results add to the existing body of evidence and reveal independent, complementary information.
The fact t h a t the CSD method is restricted to anatomically ordered ensemble activity to be investigated may be viewed a s a limitation. This aspect, however, renders the method optimally suited to reveal the anatomical orders of physiologically distinct processes. Viewed empirically, this is even the main advantage of the method. Because there is evidence that cerebral functions are usually based on spatiotemporal orderliness, there is an abundance of questions waiting to be answered by this method.
The CSD method is especially apt to investigate excitatory synaptic activations, which are the predominant causes of the field potentials (see Table 1 ). I t h a s advantages over anatomical and histochemical methods because of its assessment of temporal information and information about functional weights of synaptic activations, in addition to the localizations. I t s advantage over single-unit recordings is its ability to disclose the sites of synaptic activation; furthermore it bypasses the sampling problem and reveals subthreshold activities. The latter two advantages combined give the CSD method access to activations occurring more than just one relay step beyond the activations t h a t can be seen in single-unit studies (see sect. 11I6'3). Finally, field-potential analysis is the only method [besides in vitro applications of the new optical recording method (94)] t h a t gives direct and simultaneous access to spatiotemporal properties of neuronal activities.
B. Information Processing i n Neocortex: One Basic Pattern of Activation
One of the conclusions to be drawn from the field-potential data reviewed in sections 111, IV, and v is they all agree with the basic circuitry of neocortex shown in Figure 3C Activity in the same circuits can be initiated by natural and artificial stimulation, by specific and nonspecific afferent stimulations, and by intracortical stimulation; it can even be spontaneously evoked during sleep, anesthesia, or epileptic seizures, but also during the performance of complex brain functions. I t is the same pattern of activation t h a t causes most of the E E G phenomena.
The sequence of excitation may be followed through completely and repetitively or may be choked a t the first or second intracortical relay stations. I t may be very short (5 or 10 ms, electrically evoked responses), i t may consume 50-300 m s (responses to abrupt visual stimuli, secondary responses, activations from t h e reticular system, paroxysmal discharges), or it may even take 1 or 2 s (responses to weak natural stimuli, weak secondary responses). The product of amplitude and duration of CSD or potential peaks may be taken a s a rough measure of the strength of activation. The data reviewed in the preceding sections indicate that the strengths of electrically or naturally evoked and spontaneously occurring activities are all of the same order of magnitude. The state of excitability of t h e CNS is a s important a parameter with respect to this measure a s the specific type of stimulus. For paroxysmal events, the strength of activation is larger by one order of magnitude.
From single-unit studies of properties other t h a n the specific receptive fields, i t is known t h a t a large proportion of the cortical cells a r e involved in different types of cortical activation Therefore it is unlikely t h a t different types of information are processed along independent parallel circuits. The different types of activity appear rather to be processed by the same circuitry This circuitry must involve all the cells and connections of the cerebral region. From this point of view it is not relevant to ask whether a certain cortical cell does or does not participate in a certain type of activation. Each cell, then, is characterized primarily by its position in the circuitry and its safety factors of transmission during the various types of activities. Such safety factors of transmission may be very small in certain cases but may never be zero. This view is incompatible with statements, like the hypothesis put forward by Elul (52), t h a t EEG spindles are generated by synchronization of 10% of the cortical cells. I t is in line, however, with an experimental finding by Fox and O'Brian (63) of perfect congruencies between evoked-potential waveforms and firing probabilities.
The specific rigid physical properties of the stimuli from the outside world, a s recorded by the receptors, are relayed up to cortex along parallel, rather independent pathways. In the cortex these elementary stimulus features are then blurred beyond recognition after only one synaptic relay (see sect. I I I B~) .
The code(s) of information processing after this transformation is not yet known, but the field-potential studies have already revealed t h a t this processing is performed in one general routine t h a t involves only three successive synaptic relay steps. 
