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Abstract 
Many tasks of everyday living now require individuals to use some form of 
technology, such as cash points or door entry systems. Concurrently, with this 
rapid increase in the use of technology, the Western world has an ageing 
population. Older adults are at a particular disadvantage in using technology, as 
they experience declines in their physical and cognitive function and often have 
less prior experience with computers than younger adults. The aim of this work 
was to develop design guidelines for public access technology, with particular 
consideration given to older system users. 
A series of studies was carried out. The first of these was a questionnaire, and 
demonstrated that older adults are interested in and use technology and have 
positive attitudes towards it. The second surveyed expert ergonomists, and 
established which usability principles are of most relevance to public access 
technology. The third study was an exploratory experiment concerning peoples' 
use of a public library computer database. Quantitative measures showed that 
older adults were slow to learn the system and to carry out tasks. An error 
analysis highlighted where problems occurred during use. The next series of three 
studies compared the use of traditional and pull down menus. Two of these used 
the Internet as a data collection tool, and the third was based in the laboratory. An 
advantage of traditional menus was found for older adults, but it was also noted 
that pull down menus are often a more practical choice for software as they 
require less screen space. The final study compared various features of pull down 
menus. Performance advantages were identified for broad menus over deep and 
for natural over ambiguous language. Data concerning interaction devices was 
inconclusive, showing a slight advantage of the mouse over the keyboard. Finally, 
the design guidelines that have been developed are listed in the conclusion 
chapter. 
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Chapter 1 
Aims and review of the literature on older adults and computer 
technology 
I. I. Chapter summary 
As people age their cognitive abilities change. This chapter reviews the literature 
on cognitive ageing with reference to the issues relevant to human-computer 
interaction. First general issues about ageing research are considered; the fact 
that individual differences are greater in an older population, that chronological 
age has limited value for predicting performance, that older adults have an 
advantage over younger people in the amount of experience they have, general 
explanations for age related change and the importance of computer attitudes. 
Second, specific age related changes are outlined; sensation, perception, 
attention, memory, learning and motor skills are all subject to age related change, 
and these changes will affect peoples' ability to interact with computers. Third, 
issues in the HCI literature are reviewed, in particular the special requirements for 
public access technology design. Finally, some examples of research that 
examined older adults' use of public access technology are outlined. 
1.2. Aim 
The overall aim of this research was to develop computer system design 
guidelines. The guidelines were for the design of public access computer systems 
with particular emphasis on system use by older adults. According to the 
principles of inclusive design, guidelines aimed at assisting more disadvantaged 
user groups, such as older, disabled or inexperienced people, are likely to assist 
most other users in attaining their goals with fewer errors and in a shorter period of 
time. The guidelines have been developed through a review of the literature and a 
series of studies. 
1.3. Inclusive design 
Older people often have difficulty in using the physical interface of technology, 
such as video remote controls and computers. There are many reasons why this 
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may be the case. Stewart (1992) identified five reasons why older adults may 
have more difficulties with technology than younger people. First, having more 
accumulated experiences means that more must be unlearnt when a new item is 
encountered. Often mistakes occur as a result of the inappropriate transfer of 
knowledge from an old situation to the new. Second, older people experience 
degradation of some of their physical and mental abilities. The ageing process 
can affect the senses, physical mobility and dexterity, and cognitive functions such 
as memory and attention. Third, Stewart suggested that older adults are more 
fearful of making mistakes than are younger adults, often because of previous 
negative experiences of technology. They are, often unduly, concerned about the 
negative results of a mistake, and this in turn discourages exploration. Fourth, 
older people, having more experience, are likely to have strongly established 
preferences and means of carrying out tasks. The design of technology and of its 
interface may force the consumer to change their habits and sacrifice their 
personal preferences. This may be particularly true of older people as designs are 
often targeted at the young, and at their tastes and budgets. Fifth and finally, 
Stewart suggested that older adults are pessimistic about the benefits of adopting 
new technologies, and are less likely than younger adults to believe the claims of 
advertisers. This healthy cynicism, developed through experience, can make this 
section of the population hard to involve in technology. 
Inclusive, or universal, design is the process whereby designers create systems 
that address the needs of the broadest possible audience operating in the 
broadest possible range of situations and environments. As well as being 
politically correct and, in some countries, legally required to include most people it 
is also economically wise, in particular with reference to the ageing population 
(Abascal & Nicolle, 2001). Although including everyone is impossible (Thoren, 
1998), an awareness of the needs of different potential user groups and the 
application of this knowledge in the design process can ensure that few people are 
excluded. This may be attained by removing barriers to successful system use, 
and by introducing flexibility and adaptability to the system. 
Many new technologies are designed to be assistive; for example to make tasks 
easier or more efficient. Older and disabled people are groups who could 
potentially benefit more from this type of technology, although the limitations that 
make this so may also serve to prevent their use of the technology (Abascal & 
Nicolle, 2001). Technology must, where at all possible, be designed with these 
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individuals' limitations in mind, and this can in turn benefit all users. This will be 
the case not only in 'normal' use of a system by 'able' users, but also when less 
usual circumstances temporarily disable the able. Some examples of this would 
be operating a machine in conditions of poor lighting, operating shower controls or 
opening shampoo bottles with wet soapy hands, general fatigue that impacts 
negatively on concentration, personal injuries affecting mobility or dexterity, or 
even having mislaid one's glasses. The advantages of inclusive design are 
summarised by Newell and Gregor (1997). 
Although the advantages of inclusive design are clear, there are also 
disadvantages. One of the more common complaints is expense. In 
implementing inclusive design guidelines, particularly where there is little 
experience of this in the design team, there will be additional costs. However, in 
the longer term these costs will be offset against the increased market potential of 
the product (Velasco & Vereist, 2001). A large proportion of the population of the 
Western world has some sort of disability or is aged; it is not economically viable 
to neglect their needs. In addition, some countries, such as the USA with the 
Americans with Disabilities Act, oblige designers to consider disabled and older 
people. Where this is compulsory, neglect in the early stages of design will result 
in higher costs later on when modifications to a complete or near-complete product 
must be made. Vitally, inclusive design can be more cheaply integrated when this 
is done at the start of the design process. 
In the current environment in the Western world it is becoming increasingly 
important to apply the principles of inclusive design. Self service public access 
terminals are increasingly in use for both commercial (such as cash points and 
automated travel ticket machines) and government applications (such as collecting 
taxes and paying grants) (Gill, 2001). In order for an older or disabled person to 
benefit from technology they need to be taken into consideration at every stage of 
the design process. Good design is of particular importance here as users often 
use the technology only occasionally and only receive limited information about 
how to do so. 
1.3.1. How many people may be excluded by poor design? 
Gill (1998) provided statistics for the numbers of people in Europe who have 
disabilities that may interfere with their use of public access terminals. Many, 
although not all, of the disabilities will be due to or associated with ageing. 
10 
Statistics are cited for geographic Europe, with a population of around 800 million. 
He emphasised that many people, particularly the elderly, have more than one 
disability. 
Visual impairment; 1 million are blind having very little or no useful vision, and a 
further 11 million have low vision but are still able to gain some useful information 
from their environment. 
Hearing impairments; 1 million are deaf and unable to benefit from amplification, 
and a further 80 million are hard of hearing to some degree. 
Mobility impairments involving the legs and feet; 3 million use wheelchairs, and a 
further 45 million cannot walk without aid. 
Dexterity impairments; 1 million cannot use their fingers, 1 million have use of only 
one arm, 22 million have reduced arm or hand strength and 11 million have 
reduced coordination. 
Speech and language impairments, some of which will be linked to intellectual 
functioning; 2 million have speech impairment, and 5 million are language 
impaired. 
Cognitive impairments; 25 million have dyslexia that can interfere with reading and 
writing as well as number work such as remembering personal identification 
numbers (PINs), and 30 million have other intellectual impairments. 
1.4. Design for an ageing population 
In 1996 the number of people in the UK population aged over 65 years was 9.3 
million, an increase of nearly 50% since 1961. Of these people, 1.1 million were 
aged over 85 in 1996, nearly a threefold increase since 1961. It is projected that 
by 2021 there will be 12 million people aged over 65 in the UK (Office for National 
Statistics, 1998). We are. living in an age when it is becoming increasingly 
important for people to interact with technology in their everyday lives. Computer 
technology is becoming more widely available in the home, at work and for public 
access functions, such as cash point machines and library computer databases. It 
is important that people can use the technology with minimal training and 
computer experience. Older adults may find themselves at a disadvantage 
relative to younger people when learning about and using computers, because of 
the changes to cognitive functioning which occur with ageing. 
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Various specific aspects of cognition are essential for successful computer use. 
These include perceptual processing, memory, problem solving skills and 
psychomotor coordination. The interdependence of these processes also requires 
consideration. There are also more global effects of ageing which may impact on 
technology use, in particular cognitive slowing and resource reduction. Further 
factors to be considered include the large individual differences present in the 
older population, peoples' knowledge about and attitudes towards technology and 
the amount of experience the individual has with computers. 
The first subsection of 1.4 (1.4.1) discusses the importance of a series of general 
issues in ageing. The second (1.4.2) outlines some of the more specific changes 
in sensation and cognition that may occur with ageing, and the way in which they 
could impact on technology use. In addition some design guidelines to overcome 
these limitations are suggested in each section. 
1.4.1. General considerations 
In the study of ageing there are a number of factors that must be taken into 
account. In the development of design guidelines for older adults it is important 
not only to be aware of the nature of the ageing process, but also of more general 
characteristics of the older portion of the population. This section outlines some 
important, basic, considerations in the study of ageing. 
1.4.1.1. Ageing and individual differences 
It is important to be aware of the extensive individual differences that exist within 
populations of older adults. While some older adults experience large negative 
changes in their physical and cognitive abilities, others will show relatively little 
decline in most or all spheres of functioning. It may be reasonable to say, for 
example, that on average older people will require a somewhat larger typeface 
than younger people, but this statement excludes the older people who have 
retained good vision and can read small print as well as a younger person. At the 
other extreme of this example though, some older people will need a considerably 
larger typeface than younger people would. This variability arises from a 
combination of individuals' baseline abilities and from their differing amounts and 
types of life experience. Psychology and ergonomics aim to generalise, but this 
becomes increasingly difficult as the age group under examination becomes older, 
and the differences between individuals more pronounced. 
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Many individual differences may affect human-computer interaction (Rogers, 
1997). These include personality variables, such as locus of control, motivation 
and risk taking / cautiousness, and also cognitive style and cognitive abilities. In 
addition to these factors are the more basic personal characteristics of age and 
sex. The work reported here focuses mainly on age and cognitive abilities, 
although some other factors such as attitudes and sensory abilities will also be 
included. 
Schale (1989a) studied the effect of ageing on five primary mental abilities. These 
were verbal meaning, spatial orientation, inductive reasoning, number and word 
fluency. He found a different rate and commencement time in the decline of each 
of the abilities. This lack of uniformity makes it insufficient for researchers to study 
overall IQ, or to define ageing in terms of a single pattern of generalised decline. 
Schale quantified the risk of decline in these five abilities in 50% of the population. 
A significant decline in any one of the five abilities had occurred in 50% of the 
population by age 39, for two abilities by age 60 and for three by age 88. Reflected 
in these data is the fact that an individual will rarely experience a global decline 
across all five dimensions - at least some abilities are retained well into old age in 
the majority of people. 
Further evidence for the non-uniformity of the cognitive ageing process lies in the 
distinction between fluid and crystallised skills. When examining ageing, 
researchers have used different definitions of intelligence, ranging from the unitary 
to the multidimensional. One way in which intelligence has been divided, and 
which illustrates the ageing process particularly well, is into fluid and crystallised 
abilities (Horn & Cattell, 1967). Fluid intelligence, or the ability to reason and 
maintain immediate awareness, decreases with ageing. Crystallised intelligence, 
however, increases with age. This is the application of the collective intelligence 
of the culture for ones own use - the result of learning. Horn and Cattell concluded 
that it is preferable to use measures of both fluid and crystallised abilities, rather 
than a single general measure for the study of ageing. In the case of computer 
use by older adults, fluid ability reflects factors such capacity to learn, adapt and 
apply oneself to a new type of activity, while measures of crystallised knowledge 
are more applicable as a measure of baseline intelligence or ability. 
There are many different sources of individual differences that may impact on 
cognitive task performance (Howard & Howard, 1997), and those most relevant to 
old age are outlined here. It should be noted that these items themselves will 
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have differing impacts on different people, and that they cannot and do not enable 
any generalisation of the abilities of older adults. This list of factors merely serves 
to highlight the complexity of the ageing process, and to emphasise the extent to 
which individuals differ. The first factor to consider is the initial cognitive ability of 
the person; with a higher start point decline may take longer to reach levels that 
have a big impact on performance. For example, high verbal ability has been 
related to reduced rates of cognitive decline in old age (Meyer & Rice, 1989). This 
effect of baseline cognitive ability relates to the concept of fluid and crystallised 
skills (Horn & Cattell, 1967). Fluid skills tend to decrease with age, whereas 
crystallised abilities will be maintained better and for longer. General health can 
have a big influence on cognitive functioning in older adults, both lifelong fitness 
which has been shown to have a positive impact on processing speed in older 
adults, and current health status. The inclusion of aerobic exercise in an older 
person's lifestyle has been shown to improve performance on neuropsychological 
test batteries (Bashore & Goddard, 1993). Mental health also affects cognitive 
performance, with some disorders being related to specific cognitive deficits. For 
example depression, which is common amongst the elderly, has been linked to 
memory problems. When severe, the effects of depression upon cognitive abilities 
can be confused with the symptoms of dementia (Kaszniak, 1990). The impact of 
socio-economic status and quality of life is also documented. Relevant factors 
here include changes in vision and hearing, the level of intellectual stimulation that 
is available and the cognitive status of an individual's spouse (Schaie, 1989b). 
The more the various cognitive functions are used the better they are likely to be 
maintained. Socio-economic status and related factors such as the availability of 
education may be determined very early in life, or be down to later opportunities 
and to luck, and have been shown to have a positive correlation with the 
maintenance of cognitive abilities in old age. In terms of features of an older 
person's current lifestyle, ongoing employment and activity has been shown to 
contribute to the maintenance of high levels of cognitive function, with the risks of 
physical accident with activity in old age being outweighed by the mental benefits 
of activity. Activity is also related to dwelling place (own home vs. group care 
home) with this also being linked to the level of intellectual stimulation in the 
environment. It can be seen that many experiences, both personal and those 
related to one's birth cohort, can have an influence on cognitive abilities in later 
life. 
Some technology and computer software can be customised by the user to suit 
14 
their needs, and as such is reacting to the presence of individual differences in 
ability and taste. For example, Microsoft Windows presents a very flexible 
operating system where the user can make practical alterations, such as which 
options are displayed on screen and the size of lettering, as well as cosmetic 
ones, for example the user can choose a wallpaper to suit their mood or image. 
When considering older adults' interactions with computers, customisation 
becomes a useful tool by which systems can be modified by individual users to 
accommodate their own needs. In this way the vast individual differences which 
may be observed with age can be catered for in a system, without burdening all 
users with a large number of assistive design features which they do not 
personally need. 
1.4.1.2. The significance of chronological age and generation effects 
Related to the issue of individual differences is the significance, or insignificance, 
of chronological age as an indicator of ability. Chronological age is a useful, but 
approximate, index (Schroots & Birren, 1990). For example, it can be assumed 
that a ninety year old has some age-related difficulties, but beyond that it is not 
possible to predict any details from only their age. However, it is not possible, for 
practical reasons, to reject the concept of chronological age outright. It provides a 
fair indication of life experience and abilities, and is cheap to use and widely 
understood and accepted. It is merely necessary to be aware of its limitations, 
and to understand that it cannot be used to accurately infer any characteristic of 
an individual; although inference from chronological age about group 
characteristics is more valid. 
Functional age in particular is seen as a better performance indicator than 
chronological age (Birren, 1969). A person's functional age may be older or 
younger than their chronological age, and relates to their ability to adapt to new 
environments and stimuli. In fact, for most people functional age does not decline 
much into old age, with the onset of a more marked decline being indicative of 
impending death, known as terminal decline (Palmore & Cleveland, 1976). 
The concept of chronological age is also confounded by the presence of cohort, or 
generation, effects. In attempting to quantify the ageing process and to 
understand the best way to apply our knowledge of it, it is necessary to be aware 
of the problems caused by cohort differences. Members of different age groups at 
any given time have had vastly different life experiences and these will have had a 
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big effect on many aspects of the person. In relation to the work reported here, 
educational and employment background is a pertinent example for consideration. 
Members of the young participant groups were generally well educated, as are 
many members of their generation. None had left full time education before the 
age of 18 and most had continued to university. Their education had invariably 
involved contact with computers and tuition in their use. Members of the older 
participant groups were very different. People of their generation were often not 
able to continue in formal education after their mid-teens. This education, of 
course, did not include computers. They often had other life experiences instead; 
they had held a variety of jobs, and may have had skills that are now be becoming 
redundant and replaced by computers. 
In relation to computer experience it may be expected that these generation 
effects will be reduced in future years with more people having received computer 
training through education or at work. However, with technology progressing 
rapidly, training soon becomes out of date and workers who have not recently 
been trained will be disadvantaged as new functions are implemented. This effect 
could last far into the future as discrepancies between people educated at different 
stages of computer advancement have effect (Marquie & Baracat, 1995). 
1.4.1.3. Expertise and experience 
Expertise and learned cognitive competence influence performance in older adults 
(Salthouse, 1990). Although laboratory based studies highlight large deficits in 
cognitive competence occurring with ageing, when older adults are studied in their 
own environment, there is relatively less decline. This was questioned by Rabbitt 
(1977). In fact, many important roles in society are held by older adults who, in 
laboratory studies, are shown to be experiencing dramatic declines in their 
cognitive functioning. Schludermann, Schludermann, Merryman and Brown 
(1983) found this discrepancy in a sample of business executives; essentially that 
people with similar performance levels in their careers showed large age 
differences in performance on a psychometric battery. 
It is important to note the large discrepancy between the findings of laboratory and 
more naturalistic studies when studying ageing. Laboratory studies are frequently 
unrelated to how the individual is able to function at home and work, making such 
data of limited applied value. Salthouse (1990) suggested that there are four 
levels of explanation for this phenomenon to be considered, with all contributing to 
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some degree. First, that psychologists have concentrated research efforts on a 
narrow range of cognitive functioning. When a person engages in real life 
activities there will be many more determinants of success than a conventional IQ 
measurement. Competence in carrying out a familiar task is therefore dependent 
upon a different set of cognitions than is ability, as measured in the laboratory. 
The second explanation may relate to the type of sampling used in the two 
different types of study; laboratory and naturalistic. High scores for older adults 
found in naturalistic studies may reflect the attrition that occurs in many 
occupations. The workers who are in the profession as they get older are likely to 
be the most successful people, as such the sample has been self-selecting for 
high performers. In laboratory studies there will also be some degree of self- 
selection in samples, with most or all studies relying on samples that do not 
accurately represent the whole population. This problem is usually reduced, 
however, in the laboratory compared to naturalistic studies. 
The third explanation proposed by Salthouse relates to the different standards of 
evaluation that may be reported. Laboratory studies are often designed to find the 
point at which performance becomes challenging. In contrast, the everyday tasks 
that people carry out tend not to push people to the limits of their abilities, due to a 
great extent to the familiarity with a task that can be developed with many years of 
adult life and practice. In essence, naturalistic studies ask whether an individual 
can function competently within normal environmental conditions, while laboratory 
experiments ask how good performance can get in more extreme conditions. 
Arguably a competence measure taken in a more naturalistic study is more 
valuable as a measure of someone's capacity to live independently. The fourth 
explanation focuses on the different amounts of experience involved in measuring 
competence and ability. Age and experience are generally positively correlated. 
In a competence task experience is crucial, and older adults may score very highly 
because of their years of experience. In contrast, laboratory tasks are often 
designed to be novel, thereby being insensitive to older people's experiential 
advantage. Such studies can therefore result in older adults' scores being 
artificially low relative to their abilities in normal life. 
Typing tasks provide an example of the type of work related skill where older 
adults have been shown to have an advantage over younger adults due to their 
having developed efficient working methods. Salthouse (1984) compared expert 
typists of different ages. He found that older adults were able to maintain their 
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performance level by looking farther ahead as they worked: An expert will have 
more efficient and less attentionally demanding methods for carrying out their task, 
arising from specialised procedural knowledge and strategies. This low attentional 
demand may also be due to automatisation, occurring without intent where 
extensive practice has been engaged in. Strategies and automatisation are likely 
to have developed in youth and been retained in old age. This high performance 
level may be maintained in a different way from similarly high levels observed in 
younger people. 
1.4.1.4. Interdependence of ageing related decrements 
The deficits in sensation and cognition that occur with ageing will be experienced 
by different people to different extents. Mild and isolated performance decrements 
in each of these areas are present in many individuals of all ages, for example, 
many young people have some small degree of visual or auditory impairment. 
One of the main differences with an older population is that the decrements will 
often be found in combination, which is relatively rare in younger samples. In such 
cases the effect of the whole set of deficits experienced by one person is greater 
than the sum of the parts, and as such the impact of the decrements for 
application in ergonomics is also greater (Rabbitt, 1992). 
Rabbitt (1991) studied people with mild hearing loss, of a severity that would not 
normally result in the prescription of a hearing aid. They were asked to listen to 
pieces of text and were able to repeat them flawlessly. However, their subsequent 
memory for the texts was lower than that of participants with no hearing 
impairment. Memory for the text was lowered further for participants with lower IQ 
scores and for older people. This finding, of mild deafness having a detrimental 
effect on memory, was explained through the cognitive slowing theory of ageing. 
For someone who has impaired hearing, increased effort will be necessary to 
interpret sounds and to understand auditory information. The capacity of central 
processing resources is limited, and the portion of that capacity which is needed to 
hear information will not be available for other related tasks, such as elaborative 
encoding of information. A further study examined the same effect in relation to 
the visual system (Dickenson & Rabbitt, 1991). Similarly to the previous work, the 
detriment in visual capacity induced by the experimenters resulted in lowered 
recall accuracy for the information that had been read. Again this effect was 
increased in magnitude amongst those with lower IQ scores. These data were 
related to cognitive slowing, with the suggestion that people with lower IQ scores 
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have slower information processing rates, making them more able to overcome 
the problems incurred by the visual impediment. 
1.4.1.5. General explanations for cognitive decline with age 
It has been suggested that the broad range of age differences in cognitive 
processes may be attributable to changes in a few general processes, rather than 
occurring as a result of different systems being independently affected. The two 
main theories that attempt to account for all age related changes in cognition are 
resource reduction and cognitive slowing. These two approaches are outlined 
below. 
These theories are both complex and abstract ways to explain cognitive ageing. 
For the purpose of this work it is not necessary to discuss them in any great depth. 
In the field of applied psychology it is the outcome in terms of performance 
changes that is of more importance, rather than an understanding of the 
mechanisms behind such decrements. The theories are presented here to give 
the reader an understanding of the breadth of ageing research, and to give a 
background understanding of the declines in specific abilities described in section 
1.4.2. 
1.4.1.5.1. Resource reduction 
This theory suggests that many age related declines in cognitive abilities relate to 
a small number of general mechanisms. Little is known about what the processing 
resources involved might be or how many are necessary to offer a complete 
explanation, but it is assumed that they are limited in quantity and that they are 
necessary for the successful execution of cognitive activities. One of the main 
appeals of this theory is that the number of processing resources involved is less 
than the number of cognitive components affected by them; as such it provides a 
more parsimonious explanation of ageing than component localisation theories 
(Salthouse, 1991). 
The simplest summary of this perspective is that the quantity of processing 
resources decreases with ageing. There is a difficulty in making any judgement 
here though, in that these resources are removed from any observable 
performance decrements and it is therefore not possible to measure what aspect 
of them is changing. It is possible that similar functional declines may occur with 
reduced effectiveness of the resources; a qualitative rather than a quantitative 
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decline. Another possible explanation is that the quality and quantity of the 
resources remains constant, but that the demand placed on them by cognitive 
functions is increased. In other words the components need more of the 
resources to function effectively. A further possibility is that the resources are not 
reduced, and the cognitive components' need for them is not increased, but the 
allocation of these resources to tasks becomes less efficient. 
1.4.1.5.2. Cognitive slowing 
This theory suggests that the pattern of decline in specific abilities can be related 
to a generalised slowing experienced with ageing. Vercruyssen (1997) suggests 
that explanations for slowing in older adults can be divided into the 
neurobiological, hardware approach and the psychological, software approach. 
There are various explanations that fall into each of these categories. 
The hardware category includes generalised slowing in the nervous system which 
may be more pronounced in the central than in the peripheral portions (Birren & 
Fisher, 1995). The slowing may be caused by interference from background neural 
noise (Welford, 1984). A further suggestion is that the slowing is a function of the 
speed of the internal clock and alpha waves. Slowing may also be caused by 
system decomposition linked to cell loss. Other possible hardware explanations 
include genetic factors and the disuse hypothesis. 
Software explanations for slowing include a number of ideas. Some examples are 
given here. Cerella (1990) noted the importance of information overload and task 
complexity in the slowing of performance. Salthouse (1985) and Welford (1984) 
looked at changes in memory in the context of slowing. It has been found that 
where there is a speed-accuracy trade off, older adults give priority to accuracy 
achieved through caution, at the expense of speed (Salthouse, 1985). Older 
adults have also been found to be rigid and inflexible in strategy choice. They tend 
to have a lower baseline arousal level and are thus less able to maintain 
preparedness, and less able to reach activation levels. Older adults have declining 
attentional capacities (McDowd & Birren, 1990) which may result in slower 
performance. The expectations of society and individuals of older adults may 
influence older adults' performance. Motivational factors and depression may also 
lead to slower performance. 
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1.4.1.6. Computer attitudes and anxiety 
In addition to age differences in cognitive abilities, computer attitudes and feelings 
of anxiety towards computers may play a large part in the likelihood of older 
people using computers, and in the way they behave towards computers during 
interactions. In particular a person's early experiences with technology may 
influence whether they return to use it again, or decide it is not of interest to them 
in the future (Bjorneby & Clatworthy, 1992). 
There is an overlap between computer anxiety and computer attitudes, although 
they are separate concepts (Laguna & Babcock, 1997). Because of this overlap 
they are examined together here. Investigations into the effect, of age differences 
in attitudes, and into the effect of attitudes on performance in computer based 
tasks, have produced mixed results. Some research has concluded that older 
adults' computer attitudes are less positive than those of younger adults 
(Brickfield, 1984), while other groups have found that older adults do have positive 
attitudes to computers (Gilly & Zeithaml, 1985) and that their attitudes do not differ 
significantly from those of younger adults (Ansley & Erber, 1988; Charness, 
Schumann, & Boritz, 1992). In confirmation of the findings where age differences 
were not found, Collins, Bhatti, Dexter and Rabbitt (1992) found that age was a 
poorer predictor of attitudes to technology (perceived future usefulness) than the 
individual's current interest in technology. 
'Computerphobes' are defined as having a resistance to talking or thinking about 
computers, a fear of or anxiety towards computers, and hostile or aggressive 
thoughts about computers (Jay, 1981). This phenomenon is present in most 
segments of society, including different age groups. It can have a profoundly 
negative effect upon peoples' willingness to use computers. With the increasing 
use of computers in everyday life it is important that this concept is understood. 
1.4.2. Age related changes in specific abilities 
This section outlines the types of changes that may occur with ageing. The 
sections and material described are based on the types of skills needed for 
successful interaction with computers. Within each section some indication of the 
types of design features that could be incorporated to manage the changes 
described are suggested. 
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1.4.2.1. Vision 
The visual system is affected by age, although the areas of detriment are often 
amenable to interventions (Kosnick, Winslow, Kline, Rasinski, & Sekuler, 1988). 
Visual acuity (the ability to distinguish patterns of light and dark) may be reduced, 
for example by the presence of cataracts. Various measures may be taken to help 
people with reduced visual acuity. These include increasing brightness, contrast 
and magnification, and using perceptual grouping (see section 1.4.2.4) may help 
people with reduced acuity to function (Petrie, 2001). 
Older adults have a lowered sensitivity to light, thus requiring brighter visual 
targets (Sivak, Olson, & Pastalan, 1981). Contrast sensitivity and ability to see in 
low illuminance conditions (Kline, 1991) declines with old age, making it important 
that stimuli, including computer screens, are bright enough and offer sufficient 
contrast between background and text. Older adults are also more negatively 
affected by glare than younger adults, both in its presence, and during recovery 
(Elliot & Whitaker, 1991). Hutton, Nagel and Loewenson (1983) found that older 
adults are less able to track movement, requiring more catch-up saccades. 
Kline and Scialfa (1997) suggest guidelines for enhancing older adults visual 
performance. Firstly it is proposed that the visual abilities of older adults, and in 
particular the large range of abilities observed, be used in task design to ensure 
optimum performance levels in as large a proportion of users as possible. 
Standard visual tests, self-report and observational data should be taken into 
account in the design process. Visibility will be enhanced by high levels of 
illumination and contrast, and reduced by glare and ultra-violet exposure. Larger 
colour contrast steps will also be beneficial to older adults' visual performance. 
Stimuli that need to be examined in detail, such as the information on a computer 
screen, should be presented in a manner such that they are simple, large, not 
crowded and located in the central visual field. Older adults are less able to 
process moving or changing stimuli, so their presence should be minimised. 
Important screen features may be highlighted using changes of contrast, size, 
colour or motion. These criteria can be applied in various ways to the design of 
both computer screens and keyboards, and also to the positioning of machines in 
order to minimise screen glare and reflection, and to provide the optimum viewing 
distance between the user and the monitor. People who use computers only 
occasionally may experience difficulties finding a suitable screen viewing distance. 
The distance usually used is longer than that used for reading from paper, and 
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thus older adults using reading glasses may find that they cannot read the screen 
at the conventional distance with their usual glasses (Gill, 1998). 
1.4.2.2. Hearing 
Audition is also negatively affected by ageing, although the impact of these 
changes on computer performance is variable as not all programs include sound 
features. With ageing, people experience reduced sensitivity to higher sound 
frequencies and, in some cases, to some of the lower frequencies (Rosier, 1994). 
The loss of different parts of the frequency range to different extents also serves to 
distort incoming sound, which has particular implications for speech discrimination 
(Carmichael, 1999). Pitch discrimination thresholds also tend to increase with age 
(Cranford & Stream, 1991), and the ability to discriminate tones separated by 
shorter interstimulus intervals is reduced (Raz, Millman, & Moberg, 1990). In 
addition older adults are commonly less able to hear low intensity noise, i. e. 
quieter sounds. With conductive hearing loss quieter sounds will not be heard at 
all. 
Older adults are effectively at a relatively greater disadvantage than younger 
adults are in particular when the listening environment is not optimum (Helfer & 
Wilber, 1988), as is often the case when using public access technology. Older 
people generally need a higher signal to noise ratio to be able to discriminate the 
relevant sounds from background noise. This pattern is particularly strong in the 
case of speech perception. If the quality of speech sounds is reduced, for 
example by the addition of background noise or interruptions, by limiting the 
frequency band, or simply by speaking quickly, elderly people will have more 
difficulty in understanding. In terms of technology, synthetic speech is much 
harder to understand than normal speech for people of all ages (Carmichael, 
1999). 
1.4.2.3. Attention 
Attention can be divided into three components: selection, vigilance and control 
(Parasuraman, 1998); these will be examined in turn. Selective attention is 
possibly the most basic function, involving both the selection of task relevant 
information and the inhibition of irrelevant information. This enables goal directed 
behaviour. There is evidence that older adults' performance in both of these 
components is impaired, although there is debate over the specific nature and 
source of the deficits. Age related impairments in the selection element are 
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minimal for simple tasks (Humphrey & Kramer, 1997) and where sufficient practice 
is given (Fisk & Rogers, 1991), while some researchers have identified strong age 
effects in more complex tasks (Allen, Weber, & Madden, 1994). There are also 
difficulties with the inhibition process. There may be two inhibitory mechanisms; 
for location and for identity information. Evidence has been found for age related 
declines in both of these areas (McDowd & Oseas-Kreger, 1991), and for neither 
(Connelly & Hasher, 1993; Sullivan & Faust, 1993). Although it is not possible to 
draw conclusions about the mechanism behind selective attention deficits in 
ageing, it is clear that such deficits are present in most or all tasks requiring more 
than a simple features search. In terms of computer use, selective attention is 
required for the user to determine which parts of the output to attend to and which 
are not relevant to the task. Attention may be drawn to important features using 
highlighting. More specifically, this may take the form of movement, colour 
change, contrast change, flashing etc. or by locating more important items more 
centrally on the screen or at the top of lists. In addition, people with reduced 
selective attention abilities may be supported by avoiding screen clutter, 
minimising the use of patterned backgrounds particularly where there is text, 
avoiding unnecessary graphics and by maintaining consistency throughout 
systems (Mead, Lamson, & Rogers, in press). 
Vigilance, or sustained attention, is the maintenance of attention over time. As for 
selective attention, the evidence for age related changes does not present a clear 
pattern. Performance is related to, among other factors, memory ability, task 
difficulty, the presence of a cognitive component in the task and visual ability. Age 
related declines may be seen for tasks involving perceptual discriminations 
(Deaton & Parasuraman, 1993), but these effects can be reduced or eliminated by 
increasing target salience, minimising memory load and with practice. In tasks 
with more cognitive components older adults' performance is poorer than that of 
younger adults (Deaton & Parasuraman, 1993), but again it is possible to reduce 
this effect by keeping memory demands low (Tomporovski & Tinsley, 1996). 
Attentional control is the individual's ability to focus, switch and divide their 
attention. Age related differences in focused attention are minimal if the person 
knows where their attention must be focused (Madden & Gottlob, 1997), and if a 
valid cue is given to aid the shift of attention (Madden, 1990). However, age 
differences are present in the rate at which older adults are able to shift their 
attention (Madden, Connelly, & Pierce, 1994), although this difference may be due 
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to perceptual factors, rather than to attentional difficulties (Rogers & Fisk, 2001). 
This should be taken into consideration in the design of computer packages where 
attentional shifts by users may be required. Any part of the program where a user 
could be timed out if they do not find and select their option quickly, for example, 
should offer sufficient time and display clarity to prevent problems. 
Divided attention tasks are those where attention is split between two or more 
information sources, e. g. holding a conversation whilst driving. The effect of age 
upon divided attention capacity is task dependent, rather than presenting a 
generalised pattern of deficit. For tasks with low memory demands age 
differences are minimal (Somberg & Salthouse, 1982). Where the task is more 
complex differences between young and old age groups may be present (McDowd 
& Craik, 1988). Training and practice can both reduce age differences in divided 
attention tasks. The complexity of this concept makes the prediction of where 
difficulties may arise near-impossible. In terms of computer software design, 
keeping the interface simple and straightforward, reducing memory loads, and 
ensuring that different task components are carried out in serial rather than in 
parallel may reduce the risk of difficulties linked to the division of attention. 
1.4.2.4. Perceptual processing 
Perception is the process by which incoming sensory information is detected and 
interpreted. The perception of moving stimuli is relatively harder for older than for 
younger adults, as is the perception of quickly changing stimuli (Kline & Scialfa, 
1997). As such moving and flickering stimuli are best avoided in software design. 
Older adults are less able than younger adults to distinguish between cluttered 
stimuli: as such older adults will need more time to extract information from a 
display for tasks including item recognition and reading. Older adults also exhibit 
deficits in processing complex or confusing stimuli; this has implications for screen 
layout. Layouts should be kept clear and simple, with only essential information 
displayed. Consistency in the display is also important, as older adults are less 
able to reorganise their perception of a scene once it has been established (Sharit 
& Czaja, 1994). 
The general principles of human perception, such as closure, similarity and 
proximity, can be applied to the layout of controls on a panel, screen or keypad 
(Bailey, 1982; Poulson, 2001). For example, the principle of proximity denotes 
that items that are close together will be perceived to be related by the user; this 
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information should be used in developing layouts. The principle of similarity 
denotes that items of similar shape and colour will be judged to have similar or 
related functions. Again this may be applied in system design to assist the user in 
locating controls. Controls should also be grouped according to the amount they 
will be used, with frequently used controls in the most easily accessible areas, and 
those which will be used only occasionally in more peripheral locations. A third 
useful way to group controls is according to the order in which they will be used, 
with common sequences following easy to trace patterns. 
1.4.2.5. Problem solving and decision making 
One way in which people use their cognitive skills is to solve problems. There are 
many situations in everyday life where this ability is necessary, including when 
using computers. Denney's (1982) model of problem solving defines two areas of 
ability that will be used. Unexercised ability does not depend on experience and 
will not have been formally trained. This is comparable to the concept of fluid 
intelligence. Optimally exercised ability is that which has been taught and is well 
practised, and is similar to crystallised intelligence. Both of these abilities are 
postulated by Denney to increase through childhood and adolescence to peak in 
early adulthood, and to then decline gradually throughout the remainder of adult 
life. Problem solving abilities in both laboratory tasks and everyday problems 
follows this same pattern, although throughout life performance on practical 
problems is superior to that in traditional laboratory tasks (see section 1.4.1.3). 
Later research has shown the peak level of performance in problem solving to be 
later than that suggested by Denney, placing it at mid-life (Denney & Pearce, 
1989), or at age 70 (Cornelius & Caspi, 1987). 
The difference in these data is due in part to the way in which problem solving 
abilities were measured and the types of problems used. Although it is not clear at 
what age problem solving skills are subject to age related decline, it is true that 
experience in the subject domain relevant to the problem mediates performance. 
In addition, performance is mediated by cognitive skill levels such as working 
memory and attentional ability levels. Boundary conditions on problems may be 
imposed by previous experience. Where prior experience is lacking, for example, 
when a person is using a computer for the first time, some users may impose 
boundary conditions based on their use of other similar systems. Such conditions 
may help or hinder problem solving dependent upon their accuracy. If the system 
user does not know what the system can do, they may assume certain functions 
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are possible while others are not, and thus modify their behaviour to take this into 
account. It is thus important when training people in the use of any computer 
system to not only demonstrate how a problem may be solved using the system, 
but to convey what kinds of problems the system is applicable to. Training 
materials for novice users should explain how to formulate plans, as well as how to 
execute them. 
1.4.2.6. Memory 
Older adults commonly complain of a worsening of their memory (Baeckman, 
Small, & Wahlin, 2001). Memory is vital to all of our thinking and learning, as well 
as being a store of acquired knowledge; a loss in this sphere can, therefore, have 
catastrophic consequences upon many aspects of daily living, including computer 
performance. Human memory is multidimensional and complex (Schachter & 
Tulving, 1994). Age related changes can occur within different parts of the 
memory system at different times and with differing levels of severity. This change 
must therefore be examined for each part of the system separately. 
1.4.2.6.1. Working memory 
The working memory system (Baddeley & Hitch, 1974) allows the manipulation of 
information and the retention of that which is in our immediate attentional field. The 
ability to retain small amounts of information is not significantly reduced by ageing. 
This is demonstrated in tasks such as digit span, where deficits of over 10% are 
rarely found (Kausler, 1994). However, the manipulative and processing capacity 
of the working memory is negatively affected (Craik, 1994). It has been suggested 
that this reduced processing capacity is a function of an age-related decline in 
processing speed (Salthouse, 1994). Older adults' task performance is therefore 
worse relative to that of younger adults particularly on tasks involving 
simultaneous processing and a high working memory capacity. 
Working memory is central to many activities, particularly where simultaneous 
processing is required for successful completion of a task. In order that older 
adults are not disadvantaged relative to younger adults the processing demands of 
computer interactions should be light; computer packages with a high working 
memory load may present problems for older adults. Such a load may include the 
need to remember menus or instructions that are not present on the screen, or 
recalling the functions of a large array of visually ambiguous icons. The simple 
ability to be aware of one's own location within a program may be reduced by a 
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working memory deficit, thus reducing an individual's ability to interact successfully 
with the computer. 
1.4.2.6.2. Episodic memory 
Episodic memory is the system that enables the storage and retrieval of time and 
location specific information. This includes the recall of events that have been 
experienced by the individual. Both verbal and non-verbal, and meaningful and 
non-meaningful parts of episodic memory are negatively affected by ageing. 
Source memory is particularly affected (McIntyre & Craik, 1987). Difficulties with 
external source monitoring may hams computer performance. An individual may 
not remember, for example, under which menu a particular function is found, and 
thus be unable to locate it quickly. 
1.4.2.6.3. Semantic memory 
Semantic memory concerns knowledge about the world, such as word meanings 
and concepts, but does not include contextual information about temporal and 
spatial conditions at the time of acquisition (Tulving, 1983). The internal lexicon is 
the part of the semantic memory system where words, concepts and associations 
between them are stored. There is evidence that the organisation and structure of 
this system is unaffected by age (Laver & Burke, 1993), with older and younger 
adults producing the same types of word associations, having similar vocabulary 
scores and accessing categorical information similarly. There is evidence that 
lexical access is slower in older adults, but this aside the semantic network 
remains intact. 
There are areas of the semantic system that are susceptible to age related 
change. Retrieval failures are increasingly common with ageing, manifested in 
increased frequency of tip-of-the-tongue experiences, difficulties in remembering 
proper names (Baeckman & Nilsson, 1996), object naming and producing words 
from definitions (Maylor, 1990). These problems with rapidly accessing semantic 
information are unlikely to have a great impact on computer use. In order to 
reduce the likelihood of difficulties, the time limitation in any time-critical parts of 
programs should be made as long as possible or removed altogether, especially 
where the user must enter information from memory (e. g. a library book search 
term). 
28 
1.4.2.6.4. Procedural memory 
Procedural memory is an implicit system, unlike the semantic and episodic 
systems, consisting of our abilities as they have been formed and altered by 
experience (Squire, 1994). As people age they become less able to learn new 
skills ranging from motor to cognitive tasks, from typing to computer programming 
(Thomdike, Bregman, Tilton, & Woodyard, 1928). The part of procedural memory 
that is most relevant to computer use is skill learning. Deficits are found in this 
area, in particular with novel task types. Wright and Payne (1985) compared 
younger and older participants performance in a mirror image target tracking task, 
tapping procedural memory skills. Although both groups learnt to carry out the 
task and improved with practice, there was an age deficit in the rate of 
improvement. 
1.4.2.7. Learning and training 
There is extensive work on the effects of ageing on people's ability to learn. While 
many cognitive skills can be maintained successfully into old age, new skills take 
longer for old people to learn. The abilities needed by young and older individuals 
to learn the same task differ. This may arise as older adults draw on different skills 
to compensate for those that are no longer intact. An example of this comes'from 
Rogers, Gilbert and Fisk (1993) who found that in an associative learning task, 
performance was predicted by the speed of semantic memory access for the 
younger participants and for older adults by associative memory ability. Further, 
there may be differences in the choices of alternative mechanisms made as a 
result of the individual's pattern of abilities. 
Howard and Howard (1997) examined those factors that moderate the learning 
process which are particularly relevant to the study of older adults. Many older 
adults have high levels of expertise in some domains that occur in parallel with 
deficits observed in the same individuals in laboratory studies. This high 
performance level may be maintained in a different way from similarly high levels 
observed in younger people. Fisk, Rogers and Giambra (1990) examined the 
development of automatic processes in older adults. Older adults were found to be 
less able both to acquire new automatic processes, and to inhibit existing ones 
(Rogers and Fisk, 1991). 
Learning is an area where a number of studies focus on the learning of computer 
tasks, and it is this work that will be discussed here. Most research comparing 
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younger and older adults' abilities to learn computer based task shows age effects. 
For example Charness and Bosman (1992) examined older adults' learning of 
word processor and spread sheet packages. They found that older adults could 
learn to use the packages, but required more time than younger people to do so. 
The overall pattern of results indicates that older adults are able to use computers, 
and that they are able to learn new computer skills. However, they usually have 
more difficulty acquiring computer skills, and require more training and more 
support than younger people (Czaja, 2001). 
The type of training given in relation to computer packages can have a large effect 
upon the ability to learn. Czaja, Hammond, Blascovich and Swede (1989) 
compared three training methods; online, manual based and instructor based. 
Overall, older adults were less successful than younger adults in learning to use a 
word processing package, taking more time and making more errors. For all 
participants the online tutelage was significantly less effective than either of the 
other two methods. Rogers, Fisk, Mead, Walker and Cabrera (1996b) compared 
the use of online tutorials, written instructions, and written instructions with 
graphics, for teaching use of a cash point system. They identified an advantage of 
the online tutorial for older adults. This was attributed to its inclusion of specific 
practice at using the system: reliance on written instructions was not optimal for 
this population. Mead, Spaulding, Sit, Meyer and Walker (1997) compared 
Internet training that was either hands on or involved verbal descriptions of the 
task. Hands on training was superior, with this effect being more pronounced for 
the older age group. In general a procedural, hands on, training style where the 
user interacts with the system itself is more effective for older adult learners 
(Czaja, 1997). In addition, self paced training has been shown to facilitate learning 
for older adults (Czaja et at., 1989). 
In the preparation of learning materials, older peoples' abilities in other aspects of 
cognition also need consideration. Instruction manuals and other materials should 
accommodate differences in text comprehension abilities, working memory and 
perceptual speed, for example (Czaja, 1997). 
1.4.2.8. Psychomotor co-ordination and dexterity 
In order to use a computer successfully, it is necessary to have a reasonable level 
of psychomotor co-ordination. Without this ability the individual will be unable to 
use the keyboard, mouse or other interface successfully. Motor performance is 
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essential to many everyday tasks carried out by older adults, such as food 
preparation and dressing, as well as to tasks such as typing. The interaction of life 
experience with the physiological changes of ageing will produce a unique pattern 
of motor abilities in each person. Kovar and LaCroix (1987) surveyed 9,805 people 
aged 55 - 74 years, examining their abilities in work related physical activities. It 
was concluded that mobility, lower body strength and endurance were most 
negatively affected by ageing, and that fine motor skills, such as those needed to 
type and use a computer, and freedom of movement measures, were less affected 
by age. Fifty eight percent of the sample had no difficulties with any of the work- 
related skills examined. 
As people age they become slower at making voluntary movements, and at 
reaction time tasks. They are also less able to co-ordinate movement, and to carry 
out complex movements. In extreme cases such changes render the individual 
unable to carry out essential tasks of daily living. The complex motor skills 
required to use a computer successfully will be out of some older adults' 
performance range. Practice is an important factor here, as physiologically and 
psychologically the older adult may be less able to perform a task, but practice and 
experience may enable the application of compensatory mechanisms, resulting in 
a similar level of performance to that of a younger individual. It may be hard to 
distinguish the effects of ageing from those of disuse due to emotional changes 
and the differing expectations society places on older adults. 
Salthouse (1985) suggested that age related slowing in movement behaviours is 
more strongly related to central than peripheral factors; ie. it is cognitive rather 
than perceptual motor factors of performance that produce the effect. It is thought 
that this pattern arises because the locus of the problem is located in the central 
nervous system, where diminished capacity impacts more strongly on higher order 
neuro-cognitive functions than on lower order functions. 
The main areas of computer use affected by difficulties in this domain are mouse 
and keyboard use. Problems in mouse use can include trouble holding the 
mouse, reduced accuracy in pointing to targets, trouble clicking the button without 
moving the mouse off-target, and difficulty dragging items by holding a mouse 
button and moving the mouse simultaneously (Brownlow, Shein, Thomas, Milner, 
& Parnes, 1989). It has been shown that problems with mouse usage increase 
with age (Riviere & Thakor, 1996). Errors in keyboard work have been described 
by Gentner, Grudin, Larochelle, Norman and Rumelhart (1983). The errors 
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identified included misstrokes, where the motion of the finger has not been 
accurate, and either the wrong key has been pressed, or an adjacent key was 
pressed in addition to the target. Other errors that may occur involve the 
accidental pressing of a key more than once, or a key press not registering 
because the touch used was too light (Trewin & Pain, 1999a). 
1.5. Human-computer interaction 
Human-computer interaction (HCI) is a multi-disciplinary subject, drawing on a 
broad range of information and methods to attain its goal. It has been suggested 
by Booth (1989) that ten disciplines contribute; software engineering, artificial 
intelligence, mathematics, computational linguistics, sociology, organisational 
psychology, social psychology, cognitive psychology, cognitive science and 
ergonomics. Traditionally it has been approached from the perspective of 
psychology. As such the focus is initially on the user; their characteristics, what 
they want to achieve with the system, how they would like to interact with the 
system. The technical approach to HCI makes assumptions about general system 
characteristics that should be of benefit to users. They may include speed, good 
graphics and high quality navigation tools. 
An important consideration in the design of any system with which people are 
expected to interact is the user interface. There has been a growth in interest in 
this field in recent years. This is due to the increase in the scope and availability 
of technology and the broadening range of people who use it. While early 
computer users were specialist programmers with extensive training and time to 
spend using the machines, today's users include people of all ages and from all 
backgrounds (Nickerson & Landauer, 1997). Advances in technology have made 
computers affordable for many people and robust enough for everyday use for a 
wide variety of functions. 
The term 'user interface' refers to the means by which the user and system 
communicate (Large, 1991). This will include the command language, function 
keys, menus and direct manipulation tools such as icons and links. The way in 
which information is communicated to the user must also be considered, the 
screen and its layout, auditory output and feedback. Input devices, using which 
the user delivers instructions to the system such as the mouse, keyboard, speech 
recognition systems etc. are also subjected to evaluation. In addition, the way in 
which users are initially instructed in using the system, as well as the support they 
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may receive during use are important. These may include online training, manuals 
and help screens. 
In order that the majority of the population accept technology and can use it 
effectively the human-computer interface must be well designed. Because 
computers are such complex machines they offer great scope for poor design and 
for creating confusion for their users, and thus also have potential for 
improvement. System designers need to consider not only what functions a 
system will offer, but also the two-way interaction that will take place between the 
machine and its user. The goal of HCI is to produce systems that are usable and 
safe, and that enable the user to achieve their goals. The term 'system' in this 
context includes the user and the machine and also the environment or 
organisation in which they are found (Preece et al., 1994). 
The benefits of good user interface design are evident in various ways. Users are 
more likely to accept the system, and thus will be more willing to use it. This may 
result in either increased frequency or duration of use. People will require less 
training or guidance to be able to use the system initially. Once they have 
mastered the system they are likely to produce faster, more error free 
performance. If a system is successful in these ways it is beneficial not only to the 
users, but also to the producers, resulting in higher sales figures and increased 
profits. In the absence of good interface design a system may be functionally 
good, but not usable. 
1.5.1. Usability 
Usability relates to the degree to which a system can be used effectively, 
efficiently and comfortably to achieve specific goals. It includes consideration of 
the context of use, as well as of the task itself. There is debate over what exactly 
usability constitutes (Noyes & Baber, 1999), whether it is user-friendliness, part of 
the user-centred design approach, or a new concept altogether, for example. In 
order for the concept of usability to be of practical use to HCI researchers it must 
be defined and measurable. 
Four components of usability were defined by Bennet (1984) and operationalised 
by Shackel (1990). First, learnability: the amount of time and effort required to 
reach a specified level of performance. Second, ease of use: what tasks can be 
accomplished by an experienced user, at what speed and with how many and 
what type of errors. Third, flexibility: how able the system is to accommodate 
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changes in the usage environment and tasks if they differ from those initially 
specified. Fourth, attitude: this refers to the attitude of the user to the system, 
whether or not it engenders a positive attitude to current and future use. Shackel 
suggested that a goal level should be set for each of these four components, and 
that each could be given a numerical value or score. Although in principle this is a 
straightforward way to attain usability ratings, in practice it is hard to quantify these 
concepts. Booth (1989) criticised the definition further, saying that a system could 
score highly on all four measures but fail on a fifth, critical, perspective: 
usefulness. However highly a system scores on the four components, if it is not 
useful, if it does not enable the user to attain their goals, it is of little value. Booth 
suggested removing the flexibility dimension in favour of usefulness. 
Various usability specification checklists are now available. These list possible 
measurement criteria, which may be quantified and scored. Tyldesley (1988) 
proposed the criteria listed below. Which of them are selected for use depends 
upon the type of system; search time may be important for an information retrieval 
system, while the users' feelings of satisfaction may be of more importance for a 
word processing package, for example. For each criteria that is of relevance a 
target level can be defined. For example, that it should take no longer than two 
minutes to complete a particular task, or that the ratio of successes to failures 
should be a minimum of 3: 1. 
Measurement criteria (Tyldesley, 1988): 
Time to complete task 
Percentage of task completed 
Percentage of task completed per unit time (speed) 
Ratio of successes to failures 
Time spent on errors 
Percentage number of errors 
Percentage or number of competitors that do this better than current product 
Number of commands used 
Frequency of help or documentation use 
Time spent using help or documentation 
Percentage of favourable : unfavourable user comments 
Number of repetitions of failed commands 
Number of runs of successes and of failures 
Number of times the interface misleads the user 
Number of good and bad features recalled by users 
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Number of available commands not invoked 
Number of regressive behaviours 
Number of users preferring your system 
Number of times users need to work around a problem 
Number of times the user is disrupted from a work task 
Number of times the user loses control of the system 
Number of times the user expresses frustration or satisfaction 
The specification of usability requirements can serve to help customers to select 
products based upon direct comparisons of features that are relevant to them. 
They also help designers to understand the breadth of issues encompassed by 
usability, and to decide which are relevant to their product. Additionally, suppliers 
and customers can use requirements listings to specify the features of a system 
that are most important to them (Rowley & Slack, 1998). 
1.5.2. Guidelines 
One of the aims of HCI research is to produce guidelines to assist system 
designers in achieving their goals. Design guidelines may take two forms: high 
level principles intended to guide the designer, and specific low level rules (Preece 
et al., 1994). A principle, such as the statement that the input device should be 
suitable for the system and its environment, requires interpretation. The designer 
must consider what information needs to be input, and what devices would be 
practical, and then decide what to use. Four widely applicable design principles 
are to understand the user population, to reduce cognitive load, to engineer for 
errors and to maintain consistency and clarity throughout the system. Principles 
such as these underlie the more specific design rules. For example, a rule might 
be that the symbol via which help screens are reached should be a question mark. 
This does not require interpretation on the part of the designer, rather it must 
merely be applied in those systems where help screens will be available. 
Guidelines are based upon psychological theory and practical experience. Those 
that are developed from theory always require verification with real users in a real 
usage environment. This is particularly important, as performance in laboratory 
tasks upon which much theory is based is often a poor predictor of performance in 
practical tasks. Although offering a summary of desirable features of systems to 
assist in meeting usability criteria, guidelines do have drawbacks. They may 
contain contradictory or overlapping advice, although this is less problematic later 
in the design process where rules are more likely to be in use than principles. 
35 
During the design process principles and rules must be constantly evaluated in the 
specific context of that system such that they are applied appropriately. 
1.5.3. Methods in human-computer interaction 
HCI uses a wide variety of methods to achieve its aims. These methods must 
assess how well the system works and whether users are happy with it, and also 
seek to identify areas where improvements could be made. To assess how well 
the system works objective methods such as observation, error analysis and task 
analysis may be used. These can help to identify how well users perform without 
bias. The only way to find out whether users are happy with the system, whether it 
does what they want, whether they get any satisfaction from using it etc., is to ask 
them directly. This may be achieved using, for example, questionnaires, 
interviews or focus groups. Identifying areas for improvement in the system may 
be achieved through the methods listed above. Such areas may be those 
identified as producing poorer performance or those that users are not satisfied 
with. A review of methods used in HCI research can be found in Noyes and Baber 
(1999). 
1.5.4. Special requirements for public access technology design 
The people that use a technology and the environment in which it is to be used are 
crucial considerations in the interface design process. Public access technologies 
are unique in the broad range of people and environments that are relevant to 
them, and thus have very specific design requirements. 
1.5.4.1. System users 
The types of people who will use a public access system may be old or young, 
novices or experts, occasional or frequent users, and may have special needs 
(Rowley & Slack, 1998). Many users will fall into more than one of these 
categories, or be between the extremes. Older adults who may have specific 
cognitive and physical characteristics must be considered by designers. Older 
people are also more likely than younger people to have difficulties with vision, for 
example, and to be novice technology users. Children may also wish to use some 
types of public access system, such as online public access catalogues (OPACs) 
in libraries. Children may have a disadvantage in having limited experience with 
the organisation the technology enables them to access, making it hard to 
understand what the system may be able to offer them. They may also be 
36 
disadvantaged by their developing reading skills (Solomon, 1'993). In their favour 
though, children are usually willing to play with a system, experimenting until they 
understand it properly and can use it to the full. 
Novice public access system users may not have an understanding of what the 
system is able to do, and be unable to cope if problems arise. Some novice users 
may have high levels of experience with other systems, either public access or 
comparable computer systems in the home or office, but they will still require an 
intuitive interface when learning to use a new system. In contrast, an expert user 
will usually wish to carry out their interaction quickly and efficiently and have the 
skills to do so. Because of the simplicity and clarity required in an interface for 
novices, expert users may require a separate set of functions to speed up their 
interactions. These may be in the form of short cut keys, or be a whole separate 
mode in which different options are available and where the system layout may be 
very different to the basic set-up. This is the case in many OPACs where there 
are both staff and public interfaces. 
Occasional and frequent users may be considered to be a subset of the novice 
and experienced categories. The majority of frequent users are likely to be system 
experts, having built up a lot of knowledge about using and trouble shooting the 
system through the amount of interaction time they have built up. Occasional 
users will be novices in some aspects of system use, but may have developed 
expertise in some of the functions. These two types of user are likely to have 
interface style preferences linked to their experience levels. 
Users in any of the groups discussed above may have special needs, for example 
impairments of vision or hearing. People in this category may require either 
special equipment or the assistance of another person to be able to use a public 
access information system successfully. It is usually not possible in designing a 
system to cater for the needs of everyone, but it is often possible to include more 
people through simple additions, such as the option of changing the font size or 
display colours to suit individual needs. Other disabilities may affect peoples' 
physical access to a system. A cash point located high on a wall or an OPAC in a 
first floor library will not be reachable by a wheelchair user. Again, it may not be 
possible to locate all public access systems in locations where less mobile people 
can reach them, but it is valuable to consider the issues concerned. Some public 
access technologies, for example OPACs and public use Internet terminals, are 
located on standing-height worktops in order to speed up interaction times and 
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reduce queues by not allowing people to sit comfortably And browse for long 
periods of time (Rice, 1988). Although this may be necessary, the provision of a 
small number of lower terminals for wheelchair users and small children prevents 
their exclusion from system use. 
A final user group is all the personnel who manage the system. These will include 
programmers and designers, those responsible for the database held within the 
system and the people who interact with it as part of their job. 
1.5.4.2. Usage environments 
Some of the earliest public access technologies were OPACs, which were first 
used in American University libraries in the 1970s (Rowley & Slack, 1998). Since 
then there have been huge advances in technology, with hardware becoming 
cheaper, more versatile and more hard wearing, and with capabilities expanding to 
include features such as high resolution colour graphics, good sound quality and 
fast system response times even when the database to be searched is large. 
Public access technologies are now present in an increasingly wide range of 
environments. These include the home and office, and extend to airports and 
railway stations, shopping centres, libraries, museums, other public buildings and 
public streets. 
As such, public access systems may be located indoors or out. They may permit 
the user to sit comfortably to conduct long interactions or be designed for standing 
users to carry out quick transaction such as obtaining money from a cash point. 
The area around the terminal may be busy or quiet. Where there is a lot of 
background activity, for example around a cash point in a shopping centre, the 
user will be subject to many distractions. Time pressure may be exerted on the 
user by the presence of others queuing. Because of the popularity of public 
access systems, as good an interface as possible must be implemented in order to 
speed up interactions, reduce queues and thus facilitate as wide use as possible. 
Access to and the location of public access terminals are important. Access for 
the disabled and for people of different statures must be considered, and well as 
the number of hours for which the technology will be accessible. Cash points are 
commonly available 24 hours a day seven days a week. OPAC access is usually 
restricted to the library opening hours, unless the database is available online, in 
which case those with Internet access may use it at any time and from any 
location. Such availability must, by definition, reduce the amount of help available 
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to users, and again necessitates a high quality, usable interface. The location of a 
terminal must allow enough space for users to use the system as they wish. In a 
library, for example, this may include an area of table space for taking notes. It 
must also afford the user privacy and security, such that they can be comfortable 
and relaxed when using the system. 
1.6. Older adults and public access technology 
Older adults may use technology and computers in a variety of settings (Czaja, 
1997); in the home, at work, in public places, healthcare settings etc. The fact that 
the population is ageing while technology is becoming increasingly prevalent 
makes it particularly important that older adults' needs with relation to technology 
are taken into account in the design process. 
1.6.1. The Internet 
The growing use of home computers by older people enables many to access the 
Internet, a vast, interactive public access information database. There are 
increasing numbers of web sites aimed at older users. Some of the services they 
offer are interest based such as magazine style articles, others are marketing sites 
including advertisements and sales of products or services, while some are aids to 
communication and include chat rooms, email addresses and bulletin boards. The 
use of computers for communication can act as an aid to independence for older 
people (Czaja, Guerrier, Nair, & Landauer, 1993), and enable them to carry out 
tasks such as shopping and banking from home. Reduced mobility, 
inconvenience and fear of crime may make these tasks particularly hard for older 
people to carry out in the traditional way (Nair, 1989). Computers have also been 
shown to offer an effective interface between older patients and medical personnel 
(Holmes, Teresi, & Holmes, 1990). In addition to facilitating essential tasks, 
computers may have value to older adults as recreational resources, and to relieve 
isolation. Software is available for language learning, garden design, quiz games 
and many other leisure activities. In addition, email and online chat facilities can 
help people to stay in touch with friends and family and to meet others with similar 
interests. 
Czaja, Guerrier, Nair and Landauer (1993) investigated the use of a computer 
communication tool by older adults. Thirty six participants aged between 55 and 
95 years were given a computer terminal with a very simple communication 
software and linked to a telephone line. They were also given training in how to 
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use the computer, and access to a telephone support service. They were 
encouraged to communicate with the other participants and with project staff. The 
response of the older volunteers to the system was very positive. All used the 
computer regularly, reported that they enjoyed using and found it to be valuable. 
The pattern of errors observed highlighted particular problems with using the enter 
key, and this was attributed to inappropriate comparisons with the same key on a 
typewriter. Difficulties with remembering the address names for some of the 
system functions prompted the authors to recommend the use of menus rather 
than command languages to reduce working memory demands. The importance 
of stability and consistency in system design were noted. This study offered 
compelling evidence that computers can facilitate social interaction for older 
people. 
1.6.2. Interactive television services 
Interactive television services offer increased scope for older people to access the 
information and services available on the Internet. A recent report commissioned 
by the Independent Television Commission (Carmichael, 1999) recognised that 
older adults form a large proportion of television viewers and that their needs must 
be recognised and applied in the development of interactive television services. 
Ninety nine percent of households own a television, compared to only 29% who 
have a computer (Guardian, 1997), and older people are the biggest watchers of 
television (Marks, 1997). This report reviewed a number of considerations for 
interface design, and proposed a series of guidelines. It was recommended that 
text should be large, with this being more important for longer pieces of text than 
for single words. Screen layout should be uncluttered and clearly indicate the 
options available and how to select them; highlighting could be used to draw 
attention to the most important screen area. Complex navigation tasks, such as 
working through a series of menus can be supported in two ways; through the 
provision of a system overview and through interactive demonstrations to show the 
steps required for successful completion of the interaction. Several aspects of 
system use could be supported by the use of sound, for example error notification. 
Customisation and consistency of the interface were stated to be important 
considerations. 
1.6.3. Shopping by telephone 
The domestic telephone system can be used to provide older people with access 
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to services. This provides another example of a public access technology that can 
help to improve the quality of life of older people. The use of the telephone rather 
than a computer as the means of access helps to reduce training time and 
problems during use because of the high level of familiarity that most older adults 
have with telephones (Hautala et al., 2000). In a study by Hautala et al. twenty of 
twenty six older people provided with the service placed shopping orders. Some 
problems were encountered with the system. Some of these were due to hearing 
or visual impairments, others arose because of lack of experience with a push 
button phone and due to lack of confidence in their abilities. Sixty seven percent 
of participants reported positive feelings about their use of the system, with the 
majority of the remainder reporting no positive or negative feelings, and only one 
person saying they did not like the system. Participants did not make suggestions 
as to how the system could be improved, although this may have been because 
they did not understand it well enough to anticipate its future scope and 
development. Only two participants reported that they would like to use the 
system in the future. Although the technological features of the teleshopping 
service were satisfactory to the participants, future work must consider ways in 
which people can be encouraged to use such services. 
1.6.4. Online public access catalogues 
OPACs enable library users to retrieve detailed information about books and 
periodicals held within a library service. The use of libraries by older people is 
above average. One set of figures found that 29% of regular borrowers were aged 
over 65, although only 19% of the population falls into this age group (Comedia, 
1993). Library databases can be hard for people to use (Borgman, 1996). 
Specific areas where difficulties may arise are in the selection of search types and 
keyword terms, in the use of Boolean operators and in using command syntax. 
Surveys of library usage have shown that many older people use libraries, but do 
not use OPACs (Rousseau, Jamieson, Rogers, Mead, & Sit, 1998), with those 
who use the online catalogues often experiencing difficulty in finding information 
(Sit, 1998). 
Rousseau and Rogers (1998) compared the use of online and traditional library 
catalogues across different age groups of university staff. Around 90% of 
members of each age group used the OPAC. This may be compared by findings 
in the general population of usage rates of 38% for younger adults and 18% for the 
oldest age group. The high usage levels among all members of university staff is 
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indicative of the importance of library use for academic work. Rousseau and 
Rogers found that 39% of their older age group (age 55 to 64 years) preferred to 
use the traditional card catalogue over the OPAC. Younger academics became 
comfortable with use of the OPAC with fewer uses than were required for older 
respondents to become comfortable. Older respondents were more interested in 
receiving training in using the system than were the younger respondents, 
although a high proportion of people of all ages expressed a desire to attend a 
formal training course. 
Mead, Jamieson, Rousseau, Sit and Rogers (1996) compared the search 
performance of older and younger novice users of an OPAC. They found that 
older adults made more errors than younger adults did, and that error recovery 
rates were lower for the older participants. In post test self report measures older 
adults reported finding the task of searching an OPAC harder than younger adults 
did. Mead, Sit, Rogers, Jamieson and Rousseau (2000) also examined the effect 
of age upon library database search performance. They identified various age 
effects. The performance of young people was little affected by their computer 
experience level, while low levels of computer experience were linked to 
performance levels for older adults. Older users also experienced more difficulties 
in using the system. The areas where problems occurred, and therefore the areas 
of the package requiring more input from designers, were the use of complex 
command syntax and Boolean logic, selection of database fields to search, 
selection of keywords to search for, prediction of the results of various search 
algorithms and the specification of multiple query components. It was suggested 
that age-specific training input would help older adults, and that this should include 
information about the structure of the database. The study concluded that this 
fairly typical on-line library database was not sufficiently accessible to older adults 
with no prior computing experience, and that this sector of the sample was unable 
to complete all of the tasks set. 
1.6.5. Cash points 
Barclays Bank in London installed the first cash point in 1967. Since then the 
machines have become commonplace with tens of thousands around the world 
(Rogers, Cabrera, Walker, Gilbert, & Fisk, 1996a), and are capable of carrying out 
many of the functions traditionally carried out by a teller. As well as issuing cash, 
they enable users to order products such as cheque books and statements, to 
make balance enquiries, deposit cash and make payments. 
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Rogers et al. (1996a) surveyed the use and non-use of cash points by adults of all 
ages. They found that only two thirds of older adults (aged over 65 years) had a 
cash card compared to 95% of those aged under 35 years. Usage rates were 
lower for older adults, with only one third of older adults using their cash card 
compared to 86% of younger adults. Older people who used computers of some 
kind and who felt comfortable with computers were more likely than those who did 
not to use their cash cards. Within the whole sample, interest in and use of 
technology contributed more significantly to whether or not people used cash 
points than the age variable did. Most users of cash points in this study reported 
having felt comfortable using the machines after one to four uses indicating high 
learnability, although 9% of the older group reported that they were not 
comfortable using cash points, even with over one year of use. The frequency and 
type of use of the system also differed between the age groups. Older adults used 
cash points less frequently than younger adults did, and for fewer functions. When 
questioned about problems encountered the difficulty ratings did not differ between 
age groups. The types of difficulties reported did differ, however, with older adults 
reporting difficulties in reading the screen, while younger people found queue 
lengths to be the biggest hindrance to use. Improving the display quality and 
speed of service would help to solve these problems. Although the proportion of 
older adults who use cash points has been shown by this study to be low, findings 
about usage experiences indicate no significant hindrances to their use by older 
people. 
A series of structured interviews reported by Rogers, Gilbert and Cabrera (1997) 
examined the use of cash points by older adults. The study highlighted reasons 
why people may not use cash points. The most common were having no need to 
use them, not feeling safe and that it is more convenient and preferable to carry 
out transactions with a member of staff in the bank. Many older cash point users 
did not carry out a wide range of functions and were not aware of what the 
machines offered; as such training to teach what functions are available and how 
to use them was recommended. The types of problems that cash point users 
reported related to vision (unable to read the keys or screen), to lining up the 
labels on the screen to the button to press (parallax) and to insufficient feedback. 
Although there were aspects of cash points' use with which some respondents 
were not comfortable, users were generally satisfied with the system. 
It is not common for training in the use of public access technology to be offered 
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However, Rogers, Fisk, Mead, Walker and Cabrera (1996b) compared different 
types of cash point training for older adults. These were the provision of a general 
overview of a cash point, written instructions for specific cash point tasks, an 
illustrated written guide and an online tutorial on a cash point simulation. The 
group that received only an overview produced the worst performance in carrying 
out transactions (23% accuracy). Only the online tutorial group (44% accuracy) 
performed significantly better than the overview group. Long term (24 hour) 
retention did not significantly differ between the groups. Benefits of training 
beyond performance measures included increased willingness to use the system 
and increased confidence. The low accuracy scores, even after training, in 
transaction performance indicated that cash points are not inherently easy to use. 
1.6.6. Ticket machines 
A further example of a public access technology is that of ticket machines 
(Connell, 1998). Many public transport services now offer ticket machines as an 
alternative to ticket purchase over a service counter. This service is also 
increasingly in use in cinemas and theatres. Many travel ticket machines are on 
station concourses, while others are located on buses or trams. In a field 
observation study that evaluated the use of ticket machines by older and younger 
adults (Rudinger, Espey, Neuf, & Simon, 1992) over 50% of users experienced 
problems with using the machines. These lay either in selecting their destination 
or in using the price keys, with 12% of participants giving up on their transaction 
prior to completion. Of the older section of the sample 25% abandoned their 
transactions, and their operation time was around a third longer than that of 
younger people. In a laboratory study, Rudinger et al. substituted the graphic, 
map-style display of destinations with an alphabetical list of stations. This 
modification facilitated performance in both age groups. The number of correct 
trials in the older group was increased from 78% to 93%, and their operation time 
was reduced by around 40%. 
1.6.7. Summary - older people and public access technology 
The studies cited above give an overview of some of the types of public access 
technology that are available, and of usage patterns in relation to older adults. In 
general older adults require more time to learn to use systems and are slower to 
carry out transactions. In some cases they used fewer functions. The overall 
pattern of usage suggests that older adults are willing and able to use public 
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access technologies, but would benefit from better system design and from 
training. 
1.7. Thesis outline 
The work reported here is divided into seven chapters, including the present 
literature review chapter (1): 
Chapter 2- The first study reported was a questionnaire survey about technology 
use, computer use and computer attitudes. Comparisons were made of three 
adult age groups, and of male and female respondents. 
Chapter 3- The second study was a survey of professional ergonomists. 
Respondents carried out a ranking task about the importance of various usability 
issues in the design of public access systems, in particular with reference to older 
adult users 
Chapter 4- The third study was an exploratory experiment. It examined old and 
young adults' use of an online public access catalogue, and included quantitative 
performance measures and an error analysis. 
Chapter 5- This chapter reports a series of three studies comparing traditional 
and pull-down menu structures in the user interface, and their use by older and 
younger adults. The first two studies were carried out using the Internet as a data 
collection tool. The third was a laboratory based experiment based on an online 
shopping scenario. 
Chapter 6- The final study is reported here. This compared various aspects of 
pull down menu design; physical structure in terms of breadth and depth, language 
structure (ambiguous or natural language) and the use of the keyboard and mouse 
as interaction devices. 
Chapter 7- The concluding chapter lists design guidelines developed through this 
literature review and the studies. The guidelines concern the design of public 




A questionnaire survey examining technology use and computer 
attitudes across the adult age span, and between the sexes 
2.1. Chapter summary 
The study reported in this chapter was a questionnaire survey of 182 people, 
involving questions about their experiences of everyday technologies, such as 
microwaves and cash points, and of computers, and their attitudes towards 
computers on seven dimensions. It was designed to establish whether age and 
sex differences were present in these measures. Age differences were found in 
the experience measures, with older adults being less experienced with 
technology than younger adults were. No sex differences were found in the 
experience part of the data. Age or sex differences were found in only one of the 
six dimensions of respondents' attitudes towards computers, although there were 
both age and sex differences in the relationship between attitudes and experience. 
2.2. Introduction 
We are living in an age when it is important for people to interact with technology 
in their everyday lives. Computers are increasingly present in our environment. As 
well as personal computers in the home and workplace, we are exposed to 
ubiquitous technology (Baber, Stanton, & Johnson, 1998), for example mobile 
phones, cash points, automated door entry systems, etc. Technology frequently 
replaces, rather than supplements, traditional methods of carrying out tasks. It is 
therefore important for computers and ubiquitous technologies to be accessible to 
all sectors of society, whether young or old, male or female. 
Older adults are not a sector of society that people expect to be avid computer 
users. Similarly, many people would say that women are less interested in 
technology than men. The belief that older adults and women are not willing to 
use technology can put them at a disadvantage as designers may not consider 
their needs in developing systems (Parsons, Terner, & Kersley, 1994). 
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2.2.1. Age differences 
Older adults are stereotypically unwilling and unable to use technology 
successfully. However, this need not be the case, with research indicating that 
current level of interest in and contact with technology is a better predictor of future 
use than demographic variables like age and sex (Collins et al., 1992). 
Nevertheless, it is true that older adults may find themselves at a disadvantage 
when learning about and using computers and technology. This can be accounted 
for in part by changes in cognitive functioning, and also by generation effects. 
Various aspects of cognition are essential for successful computer use. These 
include perceptual processing, memory, problem solving skills and psychomotor 
co-ordination. There are also more global cognitive effects of ageing that may 
impact on technology use. A reliable decrease in intellectual abilities with ageing 
cannot be observed until very late in life. However, a decline may be measured in 
tasks where the speed of response is important (Schale, 1979). In addition, 
resource reduction may impact on computer abilities. Also, there are large 
individual differences present in the older population, in both their cognitive 
abilities and other factors such as how much experience they have with 
computers. 
The impact of generation effects on older adults' computing abilities will be 
reduced as more people have been through school and work training with 
computer based elements. However, with technology progressing rapidly, training 
soon becomes out of date and workers who have not recently been trained or in 
regular contact with technology will be disadvantaged as new features and styles 
are implemented. In addition, older people may be overlooked for training, 
particularly when they are nearing retirement age. This effect could last far into 
the future as discrepancies between people educated at different stages of 
computer advancement have effect (Marquie, Thon, & Baracat, 1994). In addition 
to generation effects and cognitive changes, there may also be economic 
constraints on older adult computer users. Computers and training are expensive 
for a sector of the population that is often on a low income, based on a pension or 
part-time work. ' 
Work published in December 2000 (Kay, 2000) found that 89% of over 60s had 
never used the Internet. Of this sample, only 2% considered themselves too old to 
learn, but 58% had no computer access. The report also stated that older people 
who use the Internet spend longer online than younger people. However, other 
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articles find that older people are enthusiastic about computer technology. An 
article dated May 2000 (Bowerman, 2000) found that 80% of over 50s find 
computers easy to use, and that around 4 million people in this age group have 
their own home computer with an additional 600,000 using computers in public 
facilities. Of those using computers, 59% were using them for email and 48% 
surfed the Internet. On a more negative note, this survey found that over 15% of 
pensioners thought that computers were not for people in their age group and 
around 20% could not see what they would use them for. The use of cash points 
by older users has also been surveyed; Gilly and Zeithaml (1985) reported that 
15% of adults over 65 had used a cashpoint compared to 43% of those aged 
under 65 years. A few years later, in 1996, Rogers, Cabrera, Walker, Gilbert and 
Fisk found that 67% of those aged over 65 used cashpoints, with usage rates of 
83-95% for younger age groups. These data indicate that older adults, although 
using technology less than younger adults at present, are catching up. Older 
people are keen and able to use computers and technology. 
2.2.2. Sex differences 
One of the first things, if not the first thing, that people notice on meeting 
somebody is their sex (Gross, 1992). Our sex is a fundamental part of self- 
concept, and society imposes gender roles on individuals dependent on this. 
Recognition of other peoples' sex and the associated gender roles is present in 
children as young as two and a half years old (Kuhn, Nash, & Brucker, 1978). 
The evidence for sex differences in cognitive functioning is robust. Differences 
have been found with males performing better than females in tasks of mental 
rotation, other spatial skills and maths, and females dominating in verbal abilities. 
Maclntyre (1997) reviewed the literature in this area. He concluded that although 
research in the 1970s did find sex differences, these differences are in fact minor 
and of little practical effect. Earlier research was subject to methodological biases 
and the social influences of the time, while more recent research tended to find 
smaller sex differences. Although sex differences seem to be lessening with time, 
due both to changes in society and to methodological improvements, for an older 
adult population, cohort effects are likely to suggest that sex differences are larger 
than in younger adults today. 
Sex differences can be socially constructed, with people fulfilling the expectations 
imposed on them by society. Such expectations may relate to cognitive skills or to 
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everyday activities, career choices, computer use etc. Much *evidence in this area 
is anecdotal, and many experimental studies focus on childhood, where sex 
differences start to emerge. The literature in the area of sex differences in 
computer use presents contradictory evidence, with some studies finding 
differences and some finding none. Brosnan (1998) states that computing is 
becoming an increasingly male dominated realm and that it has a masculinised 
image. Here, again, sex differences may be socially constructed, and perpetuated 
by peoples' actions and beliefs. 
Much research on sex differences in computer use has an emphasis on children 
and computer use in the classroom. Joiner, Messer, Littleton and Light (1996) 
studied 10 and 11 year olds' performance on a computer adventure game, 
concluding that performance was worse for girls than boys, even after the effect of 
computer experience had been removed. There were, however, no differences in 
computer attitudes for this sample. Chen (1986) found that even after controlling 
for experience, computer interest was lower in females than males. Williams, 
Ogletree, Woodburn and Raffeld (1993) studied computer aptitude and attitudes in 
American college students, finding that females scored lower on both dimensions 
than males. For both males and females there was a positive correlation between 
past computer experience and computer attitudes. Corston and Colman (1996) 
studied a group of males and females aged between 15 and 52 years, and for this 
age range found better performance in males than females. Shashaani (1997) 
studied college students finding that females were less confident and less 
interested in computers than males. In their sample, males were also more 
experienced. A survey of readership of UK computer magazines in 1995 found 
that males made up between 85% and 97% of their readership (Grundy, 1996), 
indicating greater computer interest from males than females. This study 
examined sex differences in computer use and attitudes for people aged over 52 
years. The research discussed above indicates that males are likely to have an 
advantage over females in terms of their levels of computer use, and their interest 
in computers. Previous research has not, however, focused on older adults. It is 
nonetheless suggested that a similar pattern will be observed in the older 
population surveyed here. 
2.2.3. Attitudes 
An attitude is an internal state of a person, relating to positive or negative feelings 
about something. Being internal, an attitude cannot be directly observed; rather it 
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must be measured via observable responses to stimuli. " Attitudes are often 
measured on a bipolar (e. g. highly favourable to highly unfavourable) scale, 
although theorists do not agree that attitudes have this structure (Eagly & Chaiken, 
1998). More extreme attitudes are generally more resistant to change and make 
the person more likely to exhibit attitude congruent behaviour (Judd & Brauer, 
1995). In general, positive attitudes are linked to approach and negative attitudes 
to avoidance behaviours. 
Attitudes are just one of the psychological variables that can be correlated with 
behaviour, although it is not possible to establish the direction of causality of the 
correlation in the absence of longitudinal data. There are many means by which 
attitudes may be changed; of particular relevance to this study is exposure. 
Repeated exposure to an object or experience, in this case computers and their 
use, may make the persons attitude to that object more positive (Zajonc & Markus, 
1982). However, if exposure to computers gives the user only negative 
experiences due, for example, to their being unable to carry out the intended task, 
the effect on attitudes may be to make them more negative (Bjorneby & 
Clatworthy, 1992). Although attitudes are personal evaluations of objects about 
which the person has some knowledge (Pratkanis & Greenwald, 1989), this 
knowledge need not be accurate. It is not always necessary for there to be any 
direct experience with the object for an attitude to be formed and later modified. It 
is possible for an attitude to be based on little knowledge, and on no direct 
experience. As such it is appropriate to measure the computer attitudes of the 
section of this sample which has not had contact with computers. Attitudes may 
be reinforced by attentional selectivity (Eagly & Chaiken, 1998) or be based on 
hearsay or other second, hand information. 
Rosen, Sears and Weil (1987) examined a phenomenon which they called 
'computerphobia'. Computerphobia was defined as having three dimensions 
relating to computers; anxiety, attitudes, and cognitions and feelings. They found 
no age differences in computer attitudes or cognitions and feelings, but older 
adults were more anxious about computers than younger adults were. This was 
attributed in the research to older adults' lack of exposure to computers. In 
addition they found that computerphobia was more common in females than in 
males. In contrast, Collins et al (1992) found no significant positive correlation 
between age and technophobia. Females were also found by Rosen et al. to be 
more computer anxious than males, although with further analysis this was 
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attributed to confounds in the sample, and to sex-role identity, rather than to 
biological gender. In general, work on computer attitudes and sex has produced 
unclear and conflicting data, with some groups finding that gender influences 
computer attitudes, e. g. Raub (1981), and some finding no relationship, e. g. 
Howard (1986). 
Jay and Willis (1992) developed the Attitudes Towards Computers Questionnaire 
(ATCQ), a scale for the measurement of computer attitudes. The scale consists of 
seven dimensions; comfort, efficacy, gender equality, control, dehumanisation, 
interest and utility. Their work focused on attitude change, with the scale being 
administered before and after a two week intervention period of direct computer 
experience. They found change across all the attitude dimensions, with the largest 
change being in efficacy and comfort. This work highlighted the value of using 
multidimensional attitude scales. The effect of age was also examined in this 
work. Older adults were shown to have positive attitudes towards computers, but 
were not confident about using computers (Dyck & Smither, 1994). The ATCQ 
was used in the study reported here to measure computer attitudes. 
Czaja and Sharit (1998) also measured adults' computer attitudes using the ATCQ 
scale. They found age differences only for the dimensions comfort, efficacy, 
dehumanisation and control, although there was no significant effect of age on 
overall attitude scores. In addition a significant positive correlation was found 
between experience and attitudes, regardless of age. They concluded that the 
computer attitudes of people in all age groups could be modified by positive 
experiences with computers. It was also noted that for someone to use computers 
and thereby improve their computer attitudes they need to have some sort of 
interest. Those who are not interested in computers at all or who have particularly 
negative attitudes are not likely to try using them. This study highlighted the 
importance of training having a positive outcome in order to impact on attitudes. 
Few sex differences in attitudes were identified in this work. 
2.3. Aims 
The study reported here aimed to establish the general usage patterns of 
everyday technology and computers, and to see whether these patterns were 
subject to age and sex differences. It also aimed to measure peoples' computer 
attitudes, and to attempt to relate these to technology and computer experience 
levels, again with an emphasis on age and sex differences. 
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The literature on age differences in this domain suggested 'that age differences 
were likely to be present in this sample. More specifically, older adults were 
expected to use computers less than younger respondents. It was also expected 
that, due to these expected lower experience levels, older adults would hold more 
negative computer attitudes than younger adults would. 
The literature on sex differences in cognition and computer use is less clear. The 
sample in which sex comparisons were made in this study consisted only of 
people aged 52-82 (see section 2.5 for more information). Sex differences 
develop at an early age, and their presence in experimental studies seems to be 
lessening with time as society's view changes. However, the older sample used in 
this part of the study may exhibit sex differences which have been present since 
their development in early childhood. 
2.4. Method 
2.4.1. Design and participants 
Respondents were 182 adults. The age and sex distribution of the sample is 
shown in Table 1. They were recruited in three ways. First, there was a mail shot 
to participants who had already participated in studies in the Psychology 
Department. Second, a short recruitment form was placed in public libraries in 
Bristol. When these forms were received, those who had indicated a willingness 
to participate in studies were sent the full questionnaire. Third, volunteers were 
recruited through daytime adult education classes at the University of Bristol. The 
class tutors handed out questionnaires during classes to those individuals who 
were interested in taking part. In all cases, a covering letter was attached to the 
questionnaire. This gave instructions for filling in the form and return details (a 








Female 51 36 25 112 
Male 8 27 35 70 
Total 59 63 60 182 
Table I The age and sex distribution for questionnaire respondents 
52 
2.4.2. Materials 
The questionnaire consisted of five sections. Most questions were answered by 
indicating a choice of response from a list by marking the relevant box with an W. 
Some of the questions, e. g. age, required a written response. The questionnaire 
can be seen in Appendix A. The following sections give a brief description of each 
part of the questionnaire. 
2.4.2.1. Section 1 
This section was for the purpose of collecting demographic data. The participant 
filled in their age, sex and state of health. They were also asked to indicate the 
highest level of education they had reached, and their current occupation, or the 
occupation they had prior to retirement. 
2.4.2.2. Section 2 
The questions in this section were about everyday technologies. Respondents 
indicated what forms of technology they had used. For each which they had used 
they were asked to indicate on a scale of 1-5 their success, enjoyment, 
experience and competence. The technologies in this section were microwave 
oven, video cassette recorder, cash point, vending machine, telephone answering 
machine, mobile phone, fax machine, video camera, electronic calculator and hi-fi. 
This list was adapted from that used by Rousseau, Jamieson, Rogers, Mead and 
Sit (1998) and from that of Rogers, Cabrera, Walker, Gilbert and Fisk (1996a). 
2.4.2.3. Section 3 
This section was about respondents experience of using computers, and was 
completed only by those respondents who had used a computer. The first part 
included questions about the frequency of computer use and about general 
experiences with computers. The second part of the section used the same format 
as section 2. Computer applications were listed, and participants indicated which 
they had and had not used. For those they had used they indicated their success, 
enjoyment, experience and competence on a scale of 1-5. The functions listed in 
this section were word processors, databases (inc. CD ROMs), spreadsheets, 
programming, Internet / WWW, desktop publishing, electronic mail, games and 
library databases. This list was adapted from that used by Rousseau, Jamieson, 
Rogers, Mead and Sit (1998). 
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2.4.2.4. Section 4 
The ATCQ (Jay & Willis, 1992) was administered in this section. All respondents 
were asked to complete it, regardless of whether or not they had used computers. 
It consisted of thirty five questions which were rated on a five point Likert scale 
from agree to disagree. The questions fell into seven categories, with some being 
included in more than one category. The categories were comfort, efficacy, gender 
equality, control, dehumanisation, interest and utility. They were presented in the 
same order as in the initial experiment. The majority of questions were presented 
using Jay and Willis' original wording, but two were altered from American to UK 
English (items 26 and 34). 
2.4.2.5. Section 5 
This section concerned respondents' use of public libraries. It asked about the 
frequency and purpose of their visits, and about the type of catalogue used and 
preferred, either card of computerised. Participants who used or preferred card 
catalogues were asked how they could be persuaded to use a computer 
catalogue. This has not been analysed here (see section 4.6.1 for information on 
the use of this information). 
2.4.3. Procedure 
The questionnaire and instructions for its completion were posted to participants. 
Participants filled in the questionnaire at home taking as long as they wished to do 
so. The form was then posted back to the experimenter using the freepost 
envelope supplied with it. Questionnaire data were coded by the experimenter 
and entered into a spreadsheet for analysis. 
2.5. Results 
Raw data for this study are in Appendix B. The questionnaire was analysed to 
look for age and sex differences. The comparisons made fall into four categories. 
First, the incidence of technology and computer use. This section examined only 
whether or not respondents had used the technologies and computer applications 
listed, with no measures of the quality of their usage experience. Second, there 
were experiential measures of technology and computer use. This section 
involved the analysis of composite variables relating to the quality of peoples' 
interactions with technology, and also questions about the quantity of their 
computer experience. Third, the attitude measures were analysed. The fourth 
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results category included the analysis of the reciprocal relationship between 
computer use (using the same categories as the second section) and computer 
attitudes. Each of these sections is divided into age and sex differences. 
Throughout, age differences are measured across the three categories (young, 
middle and old) referred to in the participants section (section 2.4.1). Sex 
differences are measured for only one age category, this being the combined total 
of the middle and old age groups (52 - 82 years). The young age group had a 
very uneven sex distribution (see Table 1), and these data were therefore 
excluded from the sex analysis. This was acceptable within the aims of the study, 
as it was intended to establish the presence or absence of sex differences for 
older computer users. 
2.5.1. Incidence of technology and computer use 
The chi-squared test was used to compare both age and sex differences in this 
section of the analysis. The mean and standard deviation of the usage of each 
technology and computer application is also shown, so it can be seen which of the 
technologies and computer applications were more commonly used. 
2.5.1.1. Age 
It can be seen from Table 2 and Table 3 that there were age differences in 
technology and computer use in this sample. In all cases where there was a 
significant age difference, older adults used the technology or computer 
application less than younger adults. 
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Technology item Chi-squared YYMM00 
statistics yes no yes no yes no 
Microwave chi =3.201,53 6 52 11 45 13 
df=2, p>0.05 
VCR chi =1.619,53 6 54 9 49 11 
df=2, p>0.05 
'* ATM chi =14.304,55 3 55 8 42 18 
df=2, p<0.01 
Vending machine chi =2.527, 40 19 34 29 37 22 
df=2, p>0.05 
* Answer-phone chi =10.563, 42 17 46 17 28 31 
df=2, p<0.05 
**Mobile phone chi =16.204, 28 31 11 52 12 47 
df=2, p<0.01 
** Fax machine chi =31.761, 41 18 33 30 11 48 
df=1, p<0.01 
Camcorder chi =0.822, 12 47 17 46 13 46 
df=1, p>0.05 
Calculator chi2 =2.501,44 15 51 12 39 18 
df=1, p>0.05 
Hi-fi chi =7.929,53 6 57 6 43 15 
df=1, p<0.05 
** Computer chi =18.078,57 2 54 9 40 19 
df=1, p<0.01 
Table 2 Totals and chi-squared data for technology use, compared by age group. 
Key: Y, M, and 0 indicate the age groups young, middle and old. Yes and no indicate 
whether or not the item had been used. * p<0.05 (2-tailed). ** p<0.01 (2-tailed). Note: row 
totals differ because of missing data points. 
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Computer Chi-squared statistics Y Y M M 0 0 
application yes no yes no yes no 
* Word processor chi =7.240, df=2, 52 5 44 8 26 11 
P<0.05 
Database chi =4.439, df=2, 34 23 36 16 19 21 
p>0.05 
Spreadsheet chi =5.085, df=2, 28 29 29 23 13 27 
p>0.05 
Programming chi =1.825, df=2, 6 51 7 47 8 32 
p>0.05 
WNW / Internet chi =5.038, df=2, 27 30 22 32 10 30 
p>0.05 
Desktop publishing chi =3.562, df=2, 13 44 20 34 9 31 
p>0.05 
** Email chi =15.899, df=2, 36 21 23 31 9 31 
P<0.01 
** Games chi =9.564, df=2, 25 32 25 29 7 33 
p<0.01 
OPAC chi =2.456, df=2, 23 34 19 35 20 19 
p>0.05 
Table 3 Totals and chi-squared data for computer application use, compared by 
age group. 
Key: Y, M, and 0 indicate the age groups young, middle and old. Yes and no indicate 
whether or not the item had been used. * p<0.05 (2-tailed). ** p<0.01 (2-tailed). Note: 
row totals differ because of missing data points. 
2.5.1.2. Sex 
Table 4 and Table 5 show the sex comparison analysis for technology and 
computer application usage. There were few sex differences in this part of the 
data. Only video cassette recorder (VCR) and computer programming usage 
differed significantly between the sexes. In both cases usage rates were higher 












Microwave chi2=1 . 750, df=1, p>0.05 
51 9 46 15 
VCR chit=3.979, df=1, p<0.05 47 14 56 6 
ATM chit=0.239, df=1, p>0.05 47 14 50 12 
Vending machine chit=2.069, df=1, p>0.05 31 29 40 22 
Answer-phone chit=. 051, df=1, p>0.05 37 23 37 25 
Mobile phone chi2= . 021, df=1, p>0.05 
11 49 12 50 
Fax machine chi2 =. 263, df=1, p>0.05 23 37 21 41 
Camcorder chit=. 101, df=1, p>0.05 14 46 16 46 
Calculator chi2 =3.212, df=1, p>0.05 40 19 50 11 
Hi-fi chi2=. 079, df=1, p>0.05 49 11 51 10 
Computer chit=. 110, df=1, p>0.05 47 13 47 15 
Table 4 Totals and chi-squared data for technology use, compared by sex. 
Key: M and F indicate male and female. Yes and no indicate whether or not the item had 
been used. * p<0.05 (2-tailed). Note: row totals differ because of missing data points. 
Computer 
application 








Word processor chi2= . 066, df=1, p>0.05 
37 9 36 10 
Database chi2= . 407, df=1, p>0.05 
29 17 26 20 
Spreadsheet chi2= . 701, df=1, p>0.05 
19 27 23 23 
* Programming chi2 =3.887, df=1, p<0.05 4 43 11 36 
WWW / Internet chi2= . 758, df=1, p>0.05 
14 33 18 29 
Desktop publishing chi2= . 449, df=1, p>0.05 
16 31 13 34 
Email chi2=. 000, df=1, p>0.05 16 31 16 31 
Games chi2= . 758, df=1, p>0.05 
14 33 18 29 
OPAC chit=1.457, df=1, p>0.05 16 29 23 25 
Table 5 Totals and chi-squared data for computer application use, compared by 
sex. 
Key: M and F indicate male and female. Yes and no indicate whether or not the item had 
been used. * p<0.05 (2-tailed). Note: row totals differ because of missing data points. 
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2.5.2. Experience measures of computer and technology use 
The questionnaire used in this study comprised a large number of questions. In 
order that comparisons of the equality of peoples' experience of technology and 
computers could be made, the variables were combined to produce a reduced set 
of composite variables. Bivariate correlations using Pearson's correlation 
coefficient and testing 2-tailed significance at the 5% level were carried out for the 
groups of questions described below. If a variable did not correlate highly with the 
others in its group, it was omitted from the group. The composite variables were 
calculated by taking the mean score of the variables that remained after 
omissions. 
The first set of composite variables related to the questions regarding which 
technologies and computer applications had been used. For each item used, 
participants rated their success, enjoyment, experience and competence. These 
were used to create the variables listed in the first column of Table 6. Each 
composite variable includes all the relevant ratings for the ten technologies and 
the nine computer applications respectively, with the exception of those listed in 
the items omitted column. Exclusions were made where the item did not correlate 
significantly with a minimum of five others in its group for technologies, and four 
others for computer applications. 
Composite variable Items omitted 
Technology success fax machine, camcorder 
Technology enjoyment camcorder 
Technology experience mobile phone, fax machine, camcorder 






programming, Internet, games, OPAC 
Computer application 
experience 
programming, games, OPAC 
Computer application 
competence 
programming, games, OPAC 
Table 6 Table showing exclusions from the technology and computer application 
use experience ratings 
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Further composite variables were calculated, namely the quality and quantity of 
computer use. These were calculated as above, using Pearson's correlation 
coefficient to ensure that only those items with suitably high inter-correlations were 
included in the composite variable. Here only the data from participants who 
answered yes to the question 'have you ever used a computer' was included. The 
quantity of computer use variable included both the questions 'how often do you 
use a computer and I am an experienced computer user (answered on a 5-point 
Likert-type scale). The quality of computer use scale included the questions listed 
below, all answered on a 5-point Likert-type scale from strongly agree to strongly 
disagree. There were no exclusions from either of these groups of questions. For 
each of the composite variables resulting from these calculations, a lower number 
indicates either more frequent or more successful use. 
Quality of computer use items: 
Using computers is enjoyable 
Using computers makes everyday tasks easier 
Using computers is frustrating 
Computer displays are easy to understand 
It is easy to find the information I want on a computer 
It is easy to get the computer to do what I want 
The letters on the keyboard are easy to read 
The keyboard is easy to use 
The mouse is easy to use 
The screen is easy to read 
2.5.2.1. Age 
The nine composite variables described above were compared using a one-way 
ANOVA. Age group was used as the independent variable and the composite 
variables described in section 2.5.2 above as the dependent variable. There was 
only one significant age effect in this part of the data; that of the composite 
variable 'quantity of computer use'. Post hoc testing using Tukey's HSD identified 
only one significant pairwise comparison, between the young and old age groups, 
with older people using computers less than younger people. 
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Variable name ANOVA statistics Old Middle Young 
mean (SD) mean (SD) mean (SD) 
Technology F(2)=1.12, p>0.05 1.68 (0.63) 1.84 (0.63) 1.75 (0.56) 
success 
Technology F(2)=2.77, p>0.05 2.25 (0.90) 2.52 (0.82) 2.58 (0.75) 
enjoyment 
Technology F(2)=0.20, p>0.05 2.11 (0.86) 2.20 (0.75) 2.14 (0.61) 
experience 
Technology F(2)=3.03, p>0.05 1.99 (0.80) 2.28 (0.82) 2.30 (0.74) 
comp. 
Comp. app. F(2)=2.33, p>0.05 2.02 (1.11) 2.50 (1.16) 2.44 (0.86) 
enjoyment 
Comp. app. F(2)=0.64, p>0.05 2.58 (1.03) 2.77 (0.93) 2.81 (0.98) 
experience 
Comp. app. F(2)=0.78, p>0.05 2.57 (1.04) 2.81 (0.86) 2.79 (0.93) 
competence 
Quality of F(2)=0.13, p>0.05 2.35 (0.78) 2.42 (0.83) 2.42 (0.63) 
computer use 
**Quantity of F(2)=5.86, p<0.01 1.67 (0.27) 2.52 (1.30) 2.43 (1.15) 
computer use 
Table 7 The means (and standard deviations) and ANOVA statistics for the old, 
middle and young age group scores on the composite technology and computer 
experience dimensions 
2.5.2.2. Sex 
The nine composite variables were compared for sex differences using 
independent t tests with sex as the independent variable and the composite item 
as the dependent variable. There were no significant sex differences. 
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Variable name t statistics Male Female 
mean (SD) mean (SD) 
Technology success t=1.20, df=179, p>0.05 1.69 (0.59) 1.80 (0.62) 
Technology enjoyment t=1.77, df=178, p>0.05 2.31 (0.81) 2.54 (0.85) 
Technology experience t=1.69, df=178, p>0.05 2.03 (0.72) 2.22 (0.76) 
Technology comp. t=1.34, df=178, p>0.05 2.09 (0.77) 2.25 (0.81) 
Comp. app. enjoyment t=1.033, df=131, p>0.05 2.24 (1.07) 2.44 (1.04) 
Comp. app. experience t=-0.18, df=132, p>0.05 2.76 (0.99) 2.73 (0.97) 
Comp. app. competence t=-0.629, df=133, p>0.05 2.81 (0.87) 2.71 (0.97) 
Quality of computer use t=0.799, df=147, p>0.05 2.34 (0.73) 2.44 (0.75) 
Quantity of computer use t=-0.53, df=145, p>0.05 2.79 (1.56) 2.66 (1.30) 
Table 8 The means (and standard deviations) and t statistics for males and females 
scores on the composite technology and computer experience dimensions 
2.5.3. Attitudes 
According to Jay and Willis (1992), the 35 attitude items rated by participants fell 
into seven different attitude dimensions, with some questions fitting into more than 
one group. These same categories were used as a starting point here. In the 
same way as for the technology and computer experience ratings, bivariate 
correlations using Pearson's coefficient were used to establish whether the item 
groups could be meaningfully combined. Correlations between the items in the 
control dimension were all very low, and as such this dimension was excluded 
from the analysis. There was one exclusion from the utility dimension, otherwise 
the items used in each, dimension to calculate the composite variables were the 
same as those used by Jay and Willis (see Table 9). 
For all six attitude dimensions the scoring was on a scale of 1-5, reflecting the five 
point Likert-type scale on which respondents rated their response. For the 
dehumanisation dimension a high score indicated a more positive attitude; for the 
remaining five dimensions a low score indicated a more positive attitude. From the 
means given in Table 10 and Table 11 it can be seen which attitude dimensions 
generally received more positive ratings. On average, all the attitude dimensions 
were rated in the positive half of the scale. 
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Attitude dimension Items included Items'omitted 
Comfort 1,13,18,31,34 none 
Efficacy 10,22,24,29,35 none 
Gender equality 2,4,11,16,19 none 
Control none 3,23,26,28,33 
Dehumanisation 6,7,8,12,21,33 none 
Interest 5,9,15,17,30 none 
Utility 14,20,27,28,32 25 
Table 9 The attitude dimensions - list of item inclusions and exclusions to the 
composite variables. 
2.5.3.1. Age 
One-way ANOVAs with age group as the independent variable and the composite 
attitude dimensions as the dependent variables were applied to these data. Only 
one of the six attitude dimensions examined showed a significant effect of age. 
For this dimension, gender equality, Tukey's HSD was used to identify which 
pairwise comparisons were statistically significant. The only pair where the effect 
was significant was between the young and middle age groups. 
Attitude dimension ANOVA statistics Old Middle Young 
mean (SD) mean (SD) mean (SD) 
Comfort F(2)=0.87, p>0.05 2.50 (1.07) 2.72 (1.09) 2.72 (0.99) 
Efficacy F(2)=1.51, p>0.05 1.84 (0.75) 1.93 (0.77) 1.71 (0.55) 
* Gender equality F(2)=2.96, p<0.05 1.62 (0.61) 1.70 (0.58) 1.45 (0.50) 
Dehumanisation F(2)=0.57, p>0.05 3.63 (1.03) 3.46 (0.96) 3.56 (0.79) 
Interest F(2)=2.04, p>0.05 1.74 (0.74) 1.80 (0.62) 1.97 (0.59) 
Utility F(2)=0.70, p>0.05 2.01 (0.76) 2.12 (0.75) 2.15 (0.58) 
Table 10 Means (and standard deviations) and ANOVA statistics for the old, middle 
and young age group scores on the composite attitude dimensions. 
Key: * p<0.05 (two-tailed) 
2.5.3.2. Sex 
Independent t tests were used to compare this sector of the data by sex. Only one 
of the six attitude dimensions under examination exhibited significant sex 
differences; gender equality. Females rated this dimension more positively than 
males did. 
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Attitude dimension t statistics Male Female 
mean (SD) mean (SD) 
Comfort t=1.56, df=178, p>0.05 2.50 (0.95) 2.75 (1.10) 
Efficacy t=-1.18, df=178, p>0.05 1.91 (0.69) 1.78 (0.70) 
* Gender equality t=-2.20, df=178, p<0.05 1.71 (0.59) 1.52 (0.55) 
Dehumanisation t=-0.16, df=178, p>0.05 3.56 (0.94) 3.54 (0.94) 
Interest t=1.18, df=178, p>0.05 1.76 (0.66) 1.88 (0.66) 
Utility t=1.07, df=178, p>0.05 2.02 (0.65) 2.14 (0.73) 
Table 11 Means (and standard deviations) and t statistics for males and females 
scores on the composite attitude dimensions 
Key: * p<0.05 (two-tailed) 
2.5.4. The relationship between computer attitudes and computer use 
The relationship between computer attitudes and computer use was examined 
using Pearson's bivariate correlations. This indicates whether or not there were 
correlations between the composite variables, but cannot give any indication of the 
direction of the causality. The correlation coefficients and significance levels are 
shown in Table 12 and Table 13. 
2.5.4.1. Age 
Table 12 shows bivariate Pearson's correlations between the composite measures 
of attitude and experience split into the three age groups, young, medium and old. 
There were 54 correlations for each age group, of which 19 were significant for the 
young group, 37 for the, middle group and 22 for the older group. The significant 
correlations for the young group were clustered around the experience dimensions 
computer enjoyment, and quality and quantity of computer use, and around the 
attitude dimensions interest and, to a lesser extent, dehumanisation, efficacy and 
comfort. For the middle age group, there were between three and five of a 
maximum six significant correlations for all the experience items. In terms of the 
attitude dimensions, there were more significant correlations for the middle age 
group for comfort, efficacy and interest than for the other three dimensions. The 
pattern for the older group gives clusters for the technology measures and the 
quality of experience, and for the comfort and interest dimensions of computer 
attitudes. The general pattern of significant correlations indicates that the gender 
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equality dimension of attitudes is the poorest, and comfortand interest are the 
best, correlates of experience. 
Attitude dimension 
Comfort Efficacy Gender Dehuma- Interest utility 
equality nisation 
Tech. Young 0.120 0.074 0.188 -0.201 0.289* 0.187 
Success Middle 0.445** 0.552** 0.248 -0.274* 0.514** 0.464** 
Old 0.510** 0.373** -0.031 -0.272* 0.319* 0.238 
Tech. Young 0.107 0.066 0.035 -0.048 0.269* 0.003 
Enjoym. Middle 0.381** 0.369** 0.023 -0.436** 0.484** 0.359** 
Old 0.459** 0.211 0.116 -0.357** 0.469** 0.367 
Tech. Young 0.148 0.173 0.089 -0.140 0.127 0.053 
Expert. Middle 0.361 ** 0.401 ** 0.173 -0.321 * 0.509** 0.385** 
Old 0.574** 0.487** -0.056 -0.324* 0.387** 0.359** 
Tech. Young 0.241 0.211 0.216 -0.301 * 0.290* 0.223 
Compet. Middle 0.433** 0.507** 0.191 -0.258* 0.590** 0.389** 
Old 0.484** 0.385** -0.075 -0.211 0.301 * 0.149 
Comp. Young 0.489** 0.436** 0.135 -0.278* 0.530** 0.113 
Enjoy Middle 0.605** 0.487** 0.039 -0.113 0.417** 0.259 
Old 0.352 -0.096 0.214 -0.161 0.416* 0.282 
Comp. Young 0.380** 0.241 -0.038 -0.068 0.220 -0.083 
Experi. Middle 0.602** 0.483** 0.074 -0.109 0.353* 0.325* 
Old 0.173 0.073 0.214 -0.105 0.066 -0.026 
Comp. Young 0.240 0.189 -0.046 0.068 0.023 -0.104 
Compet. Middle 0.424** 0.462** 0.134 -0.125 0.285* 0.397** 
Old 0.198 0.107 0.206 -0.155 0.056 -0.029 
Quantity Young 0.567** 0.430** 0.093 -0.353** 0.225 0.281* 
of expert. Middle 0.683** 0.440** 0.150 -0.045 0.278* 0.233 
Old 0.459** 0.126 0.116 -0.211 0.348* 0.247 
Quality Young 0.722** 0.526** 0.288* -0.488** 0.608** 0.373** 
of experi. Middle 0.753** 0.536** 0.053 -0.038 0.460** 0.270 
Old 0.694** 0.308 0.161 -0.382* 0.569** 0.434** 
Table 12 Correlations between attitude and experience measures by age group 
* p<0.05, *" p<0.01. 'Tech. ' refers to the technology items, and 'Comp. ' to the computer 




Table 13 shows the correlation coefficients and significance levels for the 
correlations between attitudes and experience for males and females. Of 54 
correlations, 43 were significant for females and only 17 for males. For females 
the significant correlations were spread over all the experience measures, and 
principally over the comfort, efficacy, interest and utility attitude dimensions. For 
males more of the significant correlations were clustered around the technology 
measures of experience. There were no significant correlations with gender 
equality or utility for males, with most significant correlations here being in the 
comfort and interest dimensions of attitude. Overall, the gender equality 
dimension of attitude is the poorest correlate of experience, and comfort and 
interest are the strongest correlates. 
Attitude dimension 
Comfort Efficacy Gender Dehuma- Interest Utility 
equality nisation 
Tech. Female 0.579** 0.617** 0.241 -0.395** 0.463** 0.550** 
Success Male 0.354** 0.315* 0.019 -0.151 0.363** 0.103 
Tech. Female 0.585** 0.565** 0.170 -0.495** 0.576** 0.545** 
Enjoym. Male 0.222 -0.019 0.015 -0.296* 0.374** 0.137 
Tech. Female 0.455** 0.522** 0.138 -0.359** 0.449** 0.440** 
Exper. Male 0.481** 0.392** 0.009 -0.284* 0.456** 0.270* 
Tech. Female 0.494** 0.499** 0.191** -0.364'"' 0.504** 0.412** 
Compet. Male 0.428** 0.414** -0.030 -0.114 0.366** 0.105 
Comp. Female 0.674** 0.587** 0.239 -0.328* 0.404** 0.469** 
Enjoy Male 0., 356* -0.096 0.028 0.049 0.481** 0.080 
Comp. Female 0.596** 0.566** 0.263 -0.285 0.436** 0.490** 
Exper. Male 0.304 0.030 0.010 0.046 0.040 -0.052 
Comp. Female 0.551** 0.543** 0.289 -0.266 0.409** 0.515** 
Compet. Male 0.121 0.009 0.032 -0.030 -0.061 -0.043 
Quantity Female 0.522** 0.398** 0.258 0.002 0.312* 0.306* 
of experi. Male 0.452** 0.108 -0.023 -0.081 0.233 0.067 
Quality Female 0.764** 0.598** 0.361 * -0.223 0.496** 0.508** 
of expert. Male 0.674** 0.252 -0.168 -0.118 0.522** 0.125 
Table 13 Correlations between attitude and experience measures by sex 
* p<0.05, ** p<0.01. Tech. ' refers to the technology items, and 'Comp. ' to the computer 




The questionnaire survey administered in this study aimed to collect data about 
the use of technology and computers, and the computer attitudes of males and 
females, old and young. The findings are discussed here under the categories of 
technology and computer experience, computer attitudes, and the relationship 
between the two. As well as examining the data in the light of previous work, 
suggestions are made for the interpretation of the findings, and implications in 
terms of computer training, intervention strategies and future developments. 
2.6.1. Technology and computer experience 
This section included data about which technologies and computer applications 
people had used, and also upon the quality and quantity of their experiences. The 
use of everyday technologies, such as microwaves and cash points, was 
compared by age and sex. Of the 10 technologies (excluding computers) included 
in the survey, there were significant age differences in the use of five. Notably, 
there were age differences in the use of cash points, with the data collected here 
indicating similar usage rates to those observed by Rogers et al. (1996a) in the 
USA. In all the remaining types of technology where there were age differences, a 
lower proportion of older than younger adults had used them. This pattern is 
consistent with the literature as reported in Section 2.2.1. The general pattern of 
technology use was similar for males and females. Only one of the same 10 
technologies had a significant effect of sex on usage rates, this being the video 
cassette recorder which was used by more males than females. Differences in 
technology use between the sexes are usually reported as small or non-existent 
(Rousseau & Rogers, 1998), with a lot of the evidence cited being anecdotal. In 
addition, sex differences are said to be socially constructed and perpetuated. Sex 
differences do seem to be lessening with time (Maclntyre, 1997), but because of 
the older age of the sample compared here, it was expected that differences may 
be evident in the data. In this part of the data, however, sex differences observed 
were small. 
Eighty three percent of the 182 respondents had used a computer. There was no 
significant difference between males and females on this measure, although age 
differences were found, with older adults being less likely to have used a computer 
than younger adults. Nevertheless, more than two thirds of the older age group 
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had used computers. The use of various computer applications was compared. 
Significant age differences in usage rates were present for three of the nine 
applications; word processors, email and games. In all of these cases usage rates 
were lower in the older portion of the sample. Only the usage rate for computer 
programming differed significantly between the sexes, with more men than women 
engaging in this activity. Overall, programming was the least popular of the 
computer applications. The identification of some age differences and minimal sex 
differences in the usage rates of various computer applications is similar to the 
pattern of the everyday technology usage data reported above. 
The third part of the experience data is that reported in Section 2.5.2. These data 
relate to the quality of respondents' interactions with the everyday technologies 
and computer applications they had used, and to a set of general questions about 
computer use. A further variable measured the quantity of respondents' computer 
use. There were nine composite variables in this section of the analysis. There 
was no significant effect of age on the quality of computer use measures, although 
it was shown that older adults used computers significantly less than younger 
adults. There were no significant sex differences in this section of the data. The 
presence or absence of sex differences in these data could not have been 
predicted with any degree of accuracy from the literature, as previous findings are 
inconsistent. It was expected, however, that there would be significant age 
differences here. However, the majority of research carried out to examine 
computer and technology use involves controlled experiments and produces 
objective ratings of performance, reaction times etc. This questionnaire elicited 
subjective ratings of peoples' use of technology and computers. 
Importantly, in the study reported here all of the quality of experience ratings were 
self rated. Most were rated on Likert-type scales from high to low. As such the 
data is qualitatively different from directly measured performance data. The way in 
which people rate themselves on this type of scale must be considered here. 
Participants were not directly instructed as to how they should rate their 
experience. As such there were various ways in which they may have approached 
the task. Some may have rated themselves relative to their friends and 
colleagues; rating themselves as above or below an average of other people 
whom they knew. Others may have rated themselves compared to a perceived 
stereotype; they may have considered whether other people with their background 
or in their age group would be higher or lower than them on the scale. In addition, 
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some people would have rated themselves modestly and given low ratings, while 
others may have been very confident in their abilities and allowed this to be 
conveyed in high ratings. These factors all confound the data in this section of the 
experience ratings. Objective data gathered in laboratory experiments and 
naturalistic observation is less likely to have this problem. However, it is important 
in HCI research to be aware of peoples' opinions and feelings as well as using 
objective performance measures. 
2.6.2. Computer attitudes 
The ATCQ (Jay & Willis, 1992) was used here to measure participants' computer 
attitude scores on seven dimensions. One of these dimensions, control, was 
excluded from the data analysis because of low correlations between the items 
(see Section 2.5.3). Only the gender equality dimension differed significantly 
between the age and sex groups. Younger adults held more positive attitudes with 
regard to this dimension than members of the middle age group, and females held 
more positive attitudes here than males. These findings are in contrast to those of 
Czaja and Sharit (1998) who identified age differences using this same scale, with 
younger adults having more positive attitudes relative to older adults on the 
dimensions comfort, efficacy, dehumanisation and control. It is unclear why the 
data collected in the present study should have shown minimal age differences 
while Czaja and Sharit found significant age effects. The samples used may have 
differed in their attitudes, or it is possible that there are cultural differences: Czaja 
and Sharit's work was carried out in the USA. 
Overall, the attitude ratings were positive. On all six dimensions the mean ratings 
for all age and sex groups fell in the positive half of the scale. This may be a 
reflection of the high level of computer use in the sample, and of respondents' 
positive experiences with computers. Good experiences with an object are 
generally accepted to be related to positive attitudes in relation to that same object 
(Zajonc & Markus, 1982). In addition, people with positive computer attitudes are 
more likely than those with more negative attitudes to be willing to use computers. 
This is a positive indication for the future computer use of members of this sample. 
2.6.3. The relationship between experience and attitudes 
The data reported here demonstrated that computer attitudes and computer use 
are related constructs, with correlations between the two being high for a number 
of pairwise comparisons. Where significant correlations were present, experienced 
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computer users usually had more positive computer attitudes than less 
experienced users, confirming previous research findings (Anderson & Homby, 
1996; Grundy, 1996). There were also differences between the demographic 
groups in the number and types of significant correlations that were present. 
Before discussing the age and sex differences that were found in this section of 
the data, the overall pattern of the findings will be outlined. The attitude 
dimensions of comfort and interest had the highest, and gender equality the 
lowest, number of significant correlations with the experience items. For the 
experience ratings, there were more significant correlations for the technology 
items and for quality of computer use than for the computer items and quantity of 
computer use. People who are happy with everyday technologies in this sample 
tended to hold more positive attitudes towards computers, and as such may be 
more willing to use computers than those who use such technologies less. This 
pattern was strongest for the comfort, efficacy and interest dimensions of attitude. 
It was present to a lesser extent for the dehumanisation dimension, and was not 
present for the utility and gender equality dimensions. The four dimensions where 
this pattern was observed are more closely related to a general 'happiness' with 
computers than the other two, these relating more to functionality of computers 
(utility), and to sex stereotypes (gender equality). The computer attitude scale 
does not purport to relate to everyday technology use. It is suggested here that 
those people who are used to technology also have a good affective or emotional 
response to computers. It is not clear why there were fewer significant 
correlations with the attitude dimensions for the computer items than for the 
technology items. 
Czaja and Sharit (1998) measured older adults' responses on the ATCQ as used 
here and compared attitudes and experience for older adults. The experience 
measures differed from those used in the study reported here as they were related 
to a controlled computer task administered as part of the study. The ratings used 
here were self rated measures of past computer and technology experience. 
Although this means that the two studies cannot be compared directly, it is still 
relevant to look at the findings from the current work in relation to those of Czaja 
and Sharit. They compared the attitude dimensions with a task performance level, 
finding the strongest positive correlations with comfort, interest and utility. The 
measures used here were the quality and quantity of computer use, and various 
dimensions of everyday technology and computer application use. The strongest 
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positive correlations with experience measures were with the 'interest, efficacy and 
comfort dimensions of attitude. The data here confirm some of Czaja and Sharit's 
findings, for example both studies identified comfort and interest as good 
correlates of experience measures. Other findings cannot be directly compared 
due to the different ways in which computer experience was measured in the two 
studies. 
In comparison of the age groups, more attitude-experience pairs correlated 
significantly for the middle age group than for the young or old age group (37, 
compared to 19 and 22 respectively). It is difficult to explain why this pattern was 
present. One possible explanation may be that although older adults have positive 
computer attitudes, they are not comfortable with using computers (Dyck & 
Smither, 1994; Jay & Willis, 1992). The measures used here were principally 
about the quality of respondents experiences with technology and computers, 
rather than the quantity. This may explain the lower number of significant 
correlations between attitude-experience pairs for the old group relative to the 
middle age group. If an older adult is happy with computers in terms of their 
attitudes and the way they think about them, this will not necessarily mean that 
they are comfortable to use them in practice, and as such may not produce a 
strong pattern of attitude-experience correlations. The reason for the lower 
number of correlations for the young group may be different from that for the old 
group. Again, it is not possible to explain this pattern with certainty. One 
possibility is that younger people are expected to be computer users by society, 
and have been brought up as a 'computer generation'. They may not consider 
that their attitudes to computers need have much relevance to their use of 
computers; they simply must use them in education and at work. As such their 
attitudes are less able to influence their experience, and vice versa. 
For females more attitude-experience pairs correlated significantly than for males. 
Within this effect there was a differential effect of attitude dimension. Interest and 
comfort were strongly linked to experience for both males and females, although 
slightly more so for females. Gender equality was the least significant predictor of 
experience for females on three dimensions of experience. The remaining three 
attitude dimensions, efficacy, dehumanisation and utility were stronger predictors 
of experience for females than for males. 
As such, attitudes and experience were more strongly related for females than 
males. This effect is particularly in evidence on the efficacy, dehumanisation and 
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utility dimensions of attitudes, and to a lesser extent on the interest and comfort 
dimensions. Although these data do not permit a full understanding of why sex 
differences were evident, a number of possible explanations are suggested here. 
The differences may arise because males' experiences were mediated by 
variables other than the attitude dimensions included here. Alternatively the 
differences may be linked to the different types of past life experiences of males 
and females. Men may have more experience of trying new technologies in their 
life, particularly at work, and therefore be more willing to experiment with 
technology without the necessity to see it in a positive light - this may be 
interpreted as males having less fear of computers compared to females, which 
would not have been measured directly in the ATCQ. A third possible explanation 
is that females' attitudes may be more flexible than males, and are more directly 
and effectively changed by experience. 
Although the study reported here has established where significant correlations 
between attitudes and experience lie for different demographic groups, it has not 
been possible to determine the direction of causality of this relationship. Causality 
may be determined only in longitudinal studies, such as those by Jay and Willis 
(1992) and Czaja and Sharit (1998) which assess attitudes before and after an 
intervention, such as a period of computer tuition. It would be of value to examine 
the mechanism behind the correlations established here, with reference to the 
different respondent groups in particular. Without an understanding of the 
mechanism behind the reciprocal relationship between computer attitudes and 
technology and computer experience, it is hard to explain the age and sex 
differences that have been observed here with a high degree of confidence. 
2.6.4. General comments 
The sample used here consisted of volunteers recruited through two sources; 
adult education classes and public libraries. Any findings are therefore only directly 
applicable to a comparable sector of UK society. Although the sex groups were 
matched for educational achievement, it is likely that such a group was of above 
average educational level, and may be more mentally active than other members 
of the same age group. Although questionnaires were completed at home, all 
members of the sample were likely to be physically mobile in order to obtain a 
copy to complete. The housebound elderly would therefore not have been 
included, although they also require consideration in this sphere of research. Many 
such people are likely to benefit from the use of technology for tasks at home, 
72 
communication etc. Despite the biases within this sample, the low commitment 
level required for participation may have increased the extent to which it can be 
considered to be representative. The use of self-rated questionnaire measures of 
computer and technology experience removes the requirement for repeat 
attendances at testing sessions which can be off-putting to some potential 
participants, and can result in sample attrition. 
Although computer experience is related to computer attitudes, it is not just the 
quantity of experience that can have a strong positive influence on computer 
attitudes. If general computer education was included in training sessions for older 
adults, this could help to promote better understanding of the impact of computers 
on society, and make them seem more approachable. Training and intervention 
will be more beneficial if the particular dimensions of attitude which are rated more 
negatively for the group in question are addressed in order to give maximum 
benefit. Generalised intervention for males and females, young and old may be 
inappropriate. Instead, sessions for different groups of people may require 
different emphases. This should be based not only on peoples' computer abilities, 
but on what is known about their attitudes towards and feelings about computers 
and technology. 
2.7. Conclusion 
The data collected in this study have made a number of points. Older adults, 
although using technology and computers somewhat less than younger adults, 
and with less confidence, do form a significant proportion of the technology using 
public. Women and men use technology and computers to a roughly similar 
extent - sex differences in experience were minimal in this sample. There were 
also minimal age and sex differences in attitudes towards computers, with most 
respondents holding positive attitudes on six dimensions. Age and sex differences 
were found in the complex reciprocal relationship between computer attitudes and 
computer and technology use, and explanations for these have been offered as far 
as the type of data collected allows. 
Overall, this study highlighted that there are definite age differences in this sphere, 
but that sex differences are weak or non-existent. Further research in this project 
does not, therefore, consider sex differences, focussing instead on the effect of 




A survey of professional ergonomists' views on designing for 
older users of public access technology 
3.1. Chapter summary 
As part of the usability engineering process it is necessary to define what usability 
attributes are relevant to the design project, and to determine what the goal for 
each should be. This study surveyed expert ergonomists' views on the design of 
public access technology - specifically an online public access catalogue (OPAC). 
The experts first defined the user population and usage environment in a manner 
consistent with existing literature. They then ranked a list of usability attributes in 
order of importance. The items that received the higher rankings were principally 
those that related to early use of the system - learning to use it and first 
impressions - and also to the general usability features usefulness and 
satisfaction. Items relating more closely to expert use of the system were ranked 
lower. In the context of usability engineering, this study provided information 
about what usability attributes should be considered in the design process, and it 
was stated that those rated as more important should be given more stringent 
target levels. 
3.2. Introduction 
The public use of information systems technology is a rapidly expanding area. 
Multimedia information kiosks, Internet telephone booths, cash points, store 
guides and library databases are becoming increasingly common (Rowley & 
Slack, 1998). Public access databases are also present in the home, in the form 
of the Internet. The public uses these systems to gather information, to complete 
personal transactions, such as online banking, and for recreational purposes, and 
the quality of the interface will have a large impact on peoples' success in using 
the system. 
There are various benefits to having good user interface design. Users are more 
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likely to accept the system and its features. They are more likely to use it 
frequently, to attain their objectives faster, to make fewer errors and to have a 
reduced need for training and assistance (Shneiderman, 1987). If a system is 
hard to use it will be confusing and off-putting, in particular to new users. Many 
public access systems are in existence because of a need to save 'people hours'; 
as replacements for staff at counters or manning phones. Cash points have 
reduced the number of people who wish to see a teller in a bank and also 
increased the hours in which people can gain access to their account details. An 
Internet site selling insurance or other services online will enable a company to 
make 'self-service' sales, reducing the need for telephone or shop staff. If the 
system is not well designed and usable by the maximum number of people, trade 
may be lost, users become disillusioned and ultimately its installation will not have 
fulfilled the needs of the company (Nickerson & Landauer, 1997). 
3.2.1. Online public access catalogues 
Online public access catalogues (OPACs) are library database computers. They 
are typically a mainstay of the library's management system, permitting staff 
interaction for the addition of new stock and for book issuing and discharging and 
also having a public access interface for book searches (Morris & Dyer, 1998). 
The database size of such a system is generally large. There are commonly two 
interfaces; one for the staff, for the use of which training will be given, and one for 
the public. The public side of the system is usually intended to replace, rather 
than supplement, the traditional card catalogues that are still used in some 
libraries and also to enable library users to find information about library stock by 
themselves without taking up staff time. If this second aim is to be realised, the 
system's user interface must be of high quality. In addition to being used in 
libraries, OPACs are increasingly available on the Internet for home use; this will 
increase the range of potential users and decrease control over the usage 
environment (Rowley & Slack, 1998). Public access technologies have particular 
design requirements. These were reviewed in the latter part of Chapter 1, from 
Section 1.5.4. 
3.2.2. Usability 
Usability relates to all parts of a system with which a user interacts. Its aim is to 
produce a system that does not hinder the people who use it. To this end, there 
are a series of attributes that are desirable. The system should be learnable, 
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efficient, memorable, have low error rates and engender user satisfaction (Nielsen, 
1993). The system must primarily be useful: however well a system meets any 
other usability criteria, if it does not allow the user to meet their goal it will not be 
used (Booth, 1989). Usability must be examined not only in the context of 
software design, but also in the light of knowledge about the system's use; the 
people who will use it, where it will be used and the purpose for which it will be 
used. 
3.2.2.1. The usability engineering process 
There are seven steps in the basic usability engineering process (Good, Spine, 
Whiteside, & George, 1986). Initially, measurable usability attributes that are of 
relevance to the system must be defined, often using a methodology such as task 
analysis. Second, each attribute must be allocated a target level, e. g. there must 
be fewer than two errors per ten minute interaction session. This combination of 
attribute and target level constitutes a usability goal. Third, the product must be 
tested against the goals. If it meets the required levels the usability engineering 
process is complete. If not, the fourth stage is entered, requiring the analysis of 
the problems that were observed. Fifth, the impact of possible design solutions to 
the problems must be analysed. Sixth, user derived feedback is incorporated into 
the design. Finally, in stage seven the usability engineer must return to stage 
three and repeat the evaluation, analysis and design process until the goals are 
met. This process is flexible may be applied at any stage in the product lifecycle 
(Wixon & Wilson, 1997). 
In order for usability to be quantified and measured, attempts have been made to 
define it formally. The features of a usable system, as identified by Bennett (1984) 
and operationalised by Shackel (1990), were ease of learning, ease of use, 
flexibility in different situations and engendering a positive attitude in users. In 
order to apply this method a goal should be set for each feature, and a numeric 
score given to each relating to how well the goal was met. This system received 
the criticism that it is too hard to quantify these concepts, in particular flexibility. In 
addition, usefulness was omitted, and this is a vital, central feature of usability. 
However accessible a user interface is, it will not be used if it does not enable 
users to meet their goals. Booth (1989) proposed that usefulness should replace 
flexibility as the fourth feature of usability. Other approaches to measuring 
usability have relied on the use of more items. In this way the set of requirements 
can be more closely tailored to the specific needs of the system. Section 1.5.1 
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lists one such set of items from which the usability engineer would select those of 
most relevance to their project. The study reported here elicited experts' views on 
the usability features that are of importance in the design of OPACs. 
3.2.2.2. User classification 
In order to create a usable system it is important to have a good understanding of 
the user group at an early stage in the design process. The users of a public 
access system will clearly include the public, but also the system administrators 
and others who work with it professionally (Morris & Dyer, 1998). Noyes and 
Baber (1999) proposed a four level description of users: physical, operational, 
environmental and social. Physical characteristics of the user group, often gained 
from anthropometric data sets, may be used to ensure that the system will be 
usable by most, if not all, people. Further, this usage should be without 
discomfort, stress or any danger to their health. The operational level description 
refers to the ability of the user to process information. Thus the designer must 
understand the cognitive abilities of their user group. By understanding the 
physical and operational characteristics of the user group an interface can be 
developed that is usable by the majority of potential users. The typical features of 
users of public access systems were considered in section 1.5.4.1. 
A system may be well designed and highly usable from the point of view of the 
user, but not be used for other reasons. The environmental conditions in which a 
system will be used must also be considered in the design process. In the case of 
a public access system these conditions may not be optimal (see section 1.5.4.2). 
For example, if a terminal is located outside it must be ensured that glare from the 
sun will not obscure the screen. Similarly, social conditions may influence whether 
people use a system and how they use it. Some people have reported a 
reluctance to use cash point machines because of security fears (Rogers et al., 
1997), while others may not use a system because they would rather deal with 
people than machines. 
System users may be broadly categorised into novices and experts, although 
more detailed breakdown of these groups is useful. Hackos (1994) defined five 
groups; novices, occasional users, transfer users (who can use a similar system 
and are transferring their knowledge), experts and rote users (who would merely 
follow instructions without understanding how the computer works). Another 
classification scheme includes four groups based on task and computer 
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knowledge (Cole, Lansdale, & Christie, 1985). A naive user has little knowledge 
of the task or of computer systems. It is likely that a high proportion of OPAC 
users will fall into this category (Morris & Dyer, 1998). Casual experts are those 
who understand the task, but have little computer knowledge. Many members of 
library staff will fall into this category, having a good understanding of library 
cataloguing and methods but not of computers. The third category is associative 
experts: people who understand computers but know little about library matters. 
The fourth and final category is experienced professionals; those with knowledge 
of the task and of computers. These categories are dynamic, with people moving 
between them as they learn and develop their skills. 
In the first stage of this study, ergonomics professionals considered what kind of 
people would use an OPAC, and in what environmental conditions. This served 
two purposes. First, it was a measure of how well the expert group understood the 
particular conditions in which public access systems are used. Second, it set up 
the second stage of the task where they considered usability attributes for OPACs, 
such that the experts were thinking about public access systems and their 
requirements. 
3.2.2.3. Usability attributes 
The current study was concerned with defining which usability attributes are most 
important in the design of a library database: an example of a public access 
computer system. The usability attributes that were considered are listed below 
and then discussed individually in this section. The task of the expert ergonomists 




Efficiency (long term performance) 
Memorability 
Error rates 
Satisfaction or likeability 




Advanced feature usage 
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Usefulness is key to HCI research and to usability (Nickerson & Landauer, 1997). 
In order to be useful a system must be better than alternatives and provide an 
advantage over its predecessor. If a system does not present a significant 
advantage people are less likely to spend time familiarising themselves with it 
unless they are forced to do so by obsolescence or non-availability of the old 
method. In order to design a useful system, the designer must have an 
understanding of who the users will be, what they want to achieve, and what 
methods are suitable for carrying out the task. 
First impressions of a system relate to peoples' emotional and attitudinal 
responses. Some users will be initially willing to use a public access computer, or 
at least to try, while others' initial response is avoidant. Some may have the 
extreme reaction of computerphobia (Jay, 1981) while others merely prefer to deal 
with people than to use machines for their transactions (Rogers & Fisk, 1997). 
First impressions may be considered to be an important usability dimension in the 
design process, and will be influenced by the way in which a new system is 
introduced to the user before and during its introduction. A period of preparation 
and introduction is needed, both for staff and those using the public interface. This 
may include posters, planning meetings to discuss requirements and other 
publicity events: it has been shown that the more 'ownership' people feel with 
regard to the new system the more willing they will be to use it (Cleeve, 1995). 
The appearance of the system terminal may also have an impact on first 
impressions. A user who is not familiar with computers may find their very 
presence off-putting. Library users need to be able to see what the system can 
offer - how it can be useful to them - before they invest time and effort in using it. 
This may be achieved using an on screen demonstration or poster display with 
illustrations of the kind of task the machine can do to encourage people to begin 
using it (Maguire, 1999). Finally, if the user can see how to begin, for example 
through the prominent display of a start key, this is likely to encourage first timers. 
Once a potential user has been persuaded that it is worth their while trying using a 
system, learnability becomes important. The first direct experience that people 
have with any system is learning how to use it. In the case of public access 
systems training courses for members of the public are rarely offered, although 
there is evidence that uptake would be high if they were (Rousseau & Rogers, 
1998). As such the quality of the user interface must be high so that users can 
teach themselves quickly and efficiently: the system must be highly learnable. It is 
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likely in most cases that library staff would be given formal training. Whether or 
not learning support is offered, learnability is an important component of system 
usability (Nielsen, 1993). 
In contrast, efficiency relates to longer term performance once the users' learning 
curve has flattened out. This may be either once they have completely mastered 
the system, or once they have learnt enough features to serve their individual 
needs (Carroll & Rosson, 1987). This concept usually, therefore, relates to use by 
expert users. In the case of public access systems many users will be either 
novices or casual users and not hope to reach expert performance levels. Library 
staff, however, will have this target and must receive consideration in the design 
process. 
The memorability of a system is how easily it can be remembered after a period of 
disuse (Wixon & Wilson, 1997). Casual users are those who use a system 
intermittently and many library users will fall into this category. High memorability 
will also help library staff to return to system use easily after a long holiday or 
illness (Nielsen, 1993), and be of value in less commonly used parts of the system 
such as backup issue and discharge logs used during unplanned downtime. 
Error rates are another important feature of usability. Errors are those actions that 
do not take the user closer to their goal (Reason, 1990): users should make few 
errors, and hopefully none that are catastrophic. Some errors will be easily 
recoverable, while others have a more negative effect, for example causing data 
loss. In terms of OPACs, errors made by members of the public are unlikely to be 
catastrophic as they are usually accessing read-only memory. Any errors that are 
made will be minor, and not have long term impact on the system. Their impact 
upon the user will be greater, possibly causing negative affect, frustration or 
reduced willingness to use the system in the future, with these effects being 
stronger the longer the error takes to resolve (Brodbeck, Zapf, Pruemper, & Frese, 
1993). It has been shown that negative reactions to errors are greater amongst 
older users (Birdi & Zapf, 1997). For the library staff, who have both read and 
write access to the database, catastrophic errors may be more likely, and this 
must also be considered in designing the interface of the staff segments of the 
system. 
Subjective ratings of satisfaction and likeability refer to how pleasant the system is 
to use. This is of particular importance for machines that people do not have to 
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use, either because they are used for recreation, or because there is an 
alternative, in the case of OPACs of taking one's enquiry to a member of staff. 
This is separate from, but influenced by, peoples' attitudes to computers in 
general, although attitudes are more suitably considered as an aspect of social 
acceptability of computers (see section 3.2.2.2). User ratings of satisfaction with 
system usability often differ from objective measures. Such ratings are frequently 
related to the worst occasion of use: peak difficulty. A particularly salient failure in 
the human-machine interface overshadows more successful and typical uses 
when people make their ratings (Cordes, 1993). If a person's feelings about their 
experience with a system are positive they are more likely to use it in the future 
(Bjorneby & Clatworthy, 1992). 
That a system does not cause frustration can be considered to be a subcategory 
of satisfaction. An interface that is generally poor, that does not allow users to 
meet their goals, that does not minimise errors, essentially one that does not 
conform to other usability attributes, may cause users to become frustrated. This 
may put occasional users off using the system at all, and produce negative affect 
in more regular users. 
Consistency in system design can impact upon learnability, memorability, 
efficiency and error rates, and is a basic usability principle. Commands and 
actions used in system operation having the same effect throughout the program 
can engender confidence in users. In particular consistency enables users to 
explore, as in entering a new part of the program they will already be familiar with 
at least some operations (Lewis, Hair, & Schoenberg, 1989). Consistency can be 
applied to all aspects of the human-computer interface; the screen layout as well 
as the underlying operational and structural features (Kellogg, 1989). 
Flexibility is one of the usability criteria defined by Shackel (1990). This refers to 
the scope within the system to work in different situations beyond those originally 
specified. This includes changes in the usage environment and also in the types 
of tasks users want to carry out. In terms of OPACs, the usage environment may 
become broader as systems are put on the Internet for use at home as well as 
being accessed in the library itself. In a home situation the user will not have 
access to assistance from staff should a problem arise, and the system must also 
be usable with different monitor settings, interaction devices and printer availability 
than those offered in the library. 
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Evolvability refers to how well the system performs with changes in the level of 
user expertise. This may apply in particular to OPACs where the user group can 
be expected to include members of all the categories outlined in section 3.2.2.2. A 
system that is evolvable may include different, selectable interfaces for different 
users, or other advanced features. It may also make special provisions for novice 
or occasional users, with the option for more extensive on screen help and 
additional instructions. 
The final usability item used in this study was advanced feature usage. This is 
most important for experienced users; in the case of OPACs this will, in many 
cases, be trained library staff. In producing a system there may be a trade-off 
between initial leamability and efficient use later on when more complex tasks may 
be carried out. One solution to this problem is to include accelerators such as 
function keys like those available in the Microsoft Windows system (Nielsen, 
1993). These advanced features enable more experienced users to carry out 
tasks quickly; those who are less experienced may not even be aware of the 
accelerator functions and will not be hindered by them. Another example of 
advanced features is where two different sets of menus are available. The default 
set gives basic features and confident users may elect to use another set of more 
detailed option menus. 
3.3. Aim 
This study surveyed -the opinions of expert ergonomists concerning usability 
criteria for the design of public access technology. Initially the experts gave lists of 
features of the user group and usage environment that they believed to be 
important in the design of an OPAC. They were then presented with twelve 
usability items and were asked to rank them in order of importance for 
consideration in the design of this type of system. Following this task they were 
given information about the popularity of libraries among older adults and the 
prevalence of OPACs and asked to re-rank the items if they were no longer 
satisfied with their earlier responses. The ranking of the usability items was 
intended to highlight which items were most important in OPAC design specifically, 
and in public access technology design more generally. This information could be 
expected to be of value in carrying out usability evaluations. 
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3.4. Method 
3.4.1. Design and participants 
Twenty-five people took part in the experiment. Participants were all ergonomics 
professionals or people in close contact with ergonomics in their working 
environment. The participant group had a mean of 9.6 years of experience in 
ergonomics, and represented a wide range of professional interests. Biographical 
details of the individual participants are listed in Appendix C. All the participants 
completed all parts of the experiment. 
3.4.2. Materials 
The materials necessary for participation in the experiment were prepared in the 
form of a self-contained pack including full instructions (see Appendix D). The 
pack was in two parts. Part one commenced with a biographical data form and 
instructions. The next task in this part asked participants to list features of the 
user group and environment that they thought would be useful in designing a 
library public access computer system. Next was stage one of the card sort task. 
This included instructions, a form on which to list the rankings, and a set of cards 
giving the item names to assist in working out the rankings. 
Part two instructions and task materials were in a sealed envelope. This asked 
participants to reconsider the rankings they had assigned to the factors in the light 
of new information about the ageing population and older peoples' use of libraries. 
This section also included a comment box. 
3.4.3. Procedure 
Experiment packs were distributed to around 85 ergonomists. Twenty five 
completed packs were returned. Participants completed the forms in their own 
time and returned the pack by post. The instructions asked participants to 
complete part one and set aside their work before opening the sealed envelope 
and commencing part two. Contact details for the experimenter were included, but 
no participants sought assistance with completing the task. 
3.5. Results 
The data gathered in this experiment (see Appendix E) fall into three categories. 
First, the features of the environment and the user group that participants were 
asked to list in part one. These have been examined using a content analysis. 
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Second, the rankings attributed to the usability features in parts one and two. The 
mean ranks for each item have been calculated, and comparisons made using 
Spearman's rank correlation. Third, the comments made by participants at the 
end of the experiment. These enhanced the data, but have not been subjected to 
any formal analysis. 
3.5.1. Features of the environment and user group listed 
Participants were asked to list the features of the user group and usage 
environment that they thought to be relevant to the design of a public library 
computer database system. A content analysis was carried out on these data to 
give a list of key factors, and the frequency with which each item was listed was 
totalled. The data for this section are shown in Table 14 (user group features) and 
Table 15 (usage environment features). These tables are arranged in order from 
high to low frequency so that the more commonly raised issues can be easily 
identified. 
The categories used for the content analysis were developed from a detailed 
examination of the items that participants had listed in addition to the literature. 
There was a broad range of items listed, and of the level of detail people used. 
Where a respondent was very specific and listed several examples for one 
category, this was only counted once for the frequency list. So, for example, if 
several software design features were listed by one participant, this would only be 
counted once in the software features section of the content analysis. The 
frequencies are therefore a reflection of the number of participants who showed an 
awareness of the general issue within their list, not a list of the total number of 
references that there were to a given feature. The maximum possible frequency 
for each feature is thus 25. Because of the focus of this study on old age, 
references to age in the user features have been divided into two categories. 
'Specific references to old age or wide age range' refer to cases where the 
participant overtly showed an awareness that older people or people of all ages or 
in a broad age range would use the system. 'Non-specific age references' have 
been counted as a separate category, and are those cases where someone listed 
age, but did not overtly show an awareness of a broad age range or of older adults 
as system users. The total of these two categories therefore gives an indication of 
how many people considered age at all, i. e. 22 of the 25 respondents. 
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Feature Frequency 
Computer experience - general and specific 24 
Language, literacy, education, abilities, intelligence 14 
Disabilities 13 
Non-specific age reference 11 
Specific reference to old age or wide age range 11 
Vision 8 
User objectives and needs from the system 7 
Anthropometry 5 
Diversity of demographics, inc. gender, race 4 
Confidence, motivation, willingness to use the system 2 
Other / miscellaneous 11 
Table 14 Categories used for the user features in the content analysis and 
frequencies with which they were listed 
Feature Frequency 
Light, inc. screen glare 15 
Location, inc. privacy, security and proximity to book areas 14 
Access (inc. for disabled) and space 12 
Workstation design and facilities 11 
Noise 11 
Help availability - people, paper, screen 9 
Heat, humidity and airflow 5 
Software features 5 
Hardware features 5 
Other / miscellaneous 7 
Table 15 Categories used for the usage environment features in the content 
analysis and frequencies with which they were listed 
3.5.2. Rankings of the usability features 
The mean rankings that were attributed to the 12 factors in parts one and two are 
listed in Table 16. Participants were permitted to give equal rankings to more than 
one item if they believed them to be of equal importance. Where this occurred, the 
rank numbers were averaged, e. g. if ranks 2 and 3 were equal, each was given a 
figure of 2.5, with the item above having a rank of 1 and that below, a rank of 4. In 
addition to the rankings of the 12 factors given, for the first ranking participants 
were invited to add their own factors if they believed there to be omissions in the 
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list. Only four participants added their own ideas to the list. These additional 
factors have not been included in any of the statistical analysis of the rankings and 
have not been taken into account in attributing rank numbers in the table. The 
additional items were (listed with the number of the participant who suggested the 
addition): 
Reliability (works when used) [24] 
Availability (when needed) [24] 
Usability [10] 
Provide feedback [10] 
Clearly marked exits [10] 
Good error messages [10] 
On-screen help facilities [4] 
Error recovery [2] 
Feature First rank Second rank 
Usefulness 3.26 3.00 
Leamability (initial performance) 3.64 3.66 
First impressions 4.32 3.80 
Does not cause frustration 4.62 4.54 
Satisfaction or likeability 5.06 5.04 
Consistency (e. g. in style and layout between 5.68 5.92 
functions) 
Memorability (ease of remembering after a period of 
disuse) 
6.50 6.52 
Error rates 6.98 7.24 
Efficiency (long term performance) 7.63 7.65 
Evolvability (how well does the system adapt to 
changes in user expertise) 
8.80 8.65 
Flexibility (the extent to which the product can be 
applied to different kinds of tasks) 
9.39 9.80 
Advanced feature usage 11.19 11.33 
Table 16 The mean rankings attributed to the 12 factors in the first and second 
rankings by all participants 
Participants were given the opportunity to re-rank the factors in part two. Only six 
of the 25 respondents (numbers 13,15,16,17,20,21) changed their ranks, the 
remainder chose to keep their first choices. It should be noted that of these six 
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respondents, three made a specific age reference and three' made a non-specific 
age reference in the first exercise in part one. The mean rankings given in the re- 
rank are listed in Table 16. Spearmans rank correlation has been used to 
determine whether the first and second set of rankings differed significantly. This 
calculation was initially carried out using the whole data set. Then, because of the 
small proportion of participants who changed their ranks in the second part of the 
experiment, the data were analysed a second time, again using Speamians rank 
correlation, but this time including only those six participants who altered their rank 
attributions. Table 18 shows the data for both sets of correlations and Table 17 
gives the mean first and second rankings of the features for the six participants 
who chose to re-rank. For the first analysis, including all participants, the 
correlations between the first and second rankings of each feature are all 
significant at the 1% level. This indicates that the few changes made to the 
rankings made no significant difference to the data overall, with the first and 
second rankings being very similar. This is confirmed by a comparison of the first 
and second ranking figures in Table 16. 
However, when the data for the six participants who changed their ranking were 
analysed separately (see Table 18 for Spearman's statistics and Table 17 for the 
first and second rank scores) there were only four significant correlations of a 
possible 12. This gave an indication that the ranks of the remaining eight items 
were changed to a significant extent by these six participants in the re-rank 
exercise. The correlations do not indicate the direction of change. The mean 
difference was calculated as the second rank minus the first rank, thus indicating 
the mean amount and direction of change. The root mean squared (RMS) 
difference was calculated by squaring the change between the ranks for each 
participant separately, then taking the average, and finally the square root of the 
result. This gives a non-directional estimate of the change. If the RMS difference 
is high but the mean difference is close to zero, this indicated that participants 
tended to make large changes to the rank, but that the total change was small. 
The changes they made were therefore not consistent in direction. Where both 
the mean difference and RMS difference are of high magnitude and close 
together, the participants made large changes to the rank, and tended to make 
that change in a specified direction. 
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Feature First rank Second 
rank 
Mean Root mean 
difference squared 
difference 
"*Leamability (initial performance) 2.33 2.42 0.08 1.02 
*Usefulness 4.50 3.42 -1.08 2.17 
*Satisfaction or likeability 4.58 4.50 -0.08 0.74 
First impressions 5.08 2.92 -2.17 3.48 
Does not cause frustration 5.17 4.83 -0.33 3.28 
Error rates 5.67 6.75 1.08 1.97 
**Consistency (e. g. in style and 5.83 6.75 0.92 1.54 
layout between functions) 
Memorability (ease of remembering 6.50 6.58 0.08 2.32 
after a period of disuse) 
Efficiency (long term performance) 8.58 8.67 0.08 2.13 
Flexibility (the extent to which the 9.00 10.50 1.50 2.27 
product can be applied to different 
kinds of tasks) 
Evolvability (how well does the 9.92 9.33 -0.58 3.88 
system adapt to changes in user 
expertise) 
Advanced feature usage 10.83 11.33 0.5 1.08 
Table 17 The mean rankings attributed to the 12 factors in the first and second 
rankings by six participants. 
Significant Spearman's rank correlations p<0.05=* and p<0.01="` 
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Feature N=25 N=6 
Usefulness rho=0.915, p<0.01 rho=0.896, p<0.05 
Leamability (initial performance) rho=0.965, p<0.01 rho=0.938, p<0.01 
First impressions rho=0.809, p<0.01 rho=0.209, p>0.05 
Does not cause frustration rho=0.869, p<0.01 rho=-0.058, p>0.05 
Satisfaction or likeability rho=0.975, p<0.01 rho=0.851, p<0.05 
Consistency (e. g. in style and layout 
between functions) 
rho=0.977, p<0.01 rho=0.971, p<0.01 
Memorability (ease of remembering after a rho=0.949, p<0.01 rho=0.761, p>0.05 
period of disuse) 
Efficiency (long term performance) rho=0.915, p<0.01 rho=0.522, p>0.05 
Error rates rho=0.897, p<0.01 rho=0.441, p>0.05 
Evolvability (how well does the system rho=0.750, p<0.01 rho=0.176, p>0.05 
adapt to changes in user expertise) 
Flexibility (the extent to which the product rho=0.801, p<0.01 rho=0.600, p>0.05 
can be applied to different kinds of tasks) 
Advanced feature usage rho=0.772, p<0.01 rho=0.117, p>0.05 
Table 18 Spearman's rank correlations for the feature listings for all participants 
and for the six participants who changed their rank attributions 
3.5.3. Comments 
These are listed in full in Appendix F. Comments were made by 14 of the 25 
respondents. Some of the main points made are described here. The comments 
made showed a very wide range of opinions on designing with older users in mind. 
Some participants considered it to be vital to take them specifically into account, 
while others did not believe the addition of an older user group in a project would 
or should have any real impact. 
One participant who had considered older users in his first set of rankings and who 
therefore made no adjustments in part two pointed out that he cannot be sure that 
he really did consider older people because he was not a member of that user 
group. Another purported that the only modification needed for older users would 
be `larger fonts and brighter contrast'. A further respondent said that the priorities 
of an ergonomics application should be the same regardless of user group, and 
that the priority should be to match functionality and capability. Another also made 
this point, saying that the additional focus on the elderly in part two may affect the 
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design, but would not affect the rankings of the criteria listed. " 
Three of the participants who chose to re-rank gave comments. One said that the 
ranking task was hard with a large user group to consider, but that willingness to 
use computers, error rates, satisfaction, likeability and memorability were of 
particular importance for older users. The second said that he/she had taken into 
account variations in experience but not in age in the first rankings. They moved 
evolvability to a higher rank as it would help more experienced users. The third 
had considered older users in general in their initial rankings, but not specifically or 
with any great degree of emphasis on them and their needs. The second part had 
made them realise the importance of the issue of age, and that it should be 
considered in all public design issues. 
3.6. Discussion 
3.6.1. Features of the user group and usage environment 
The first task completed by the expert ergonomists was to list the features of the 
user group and usage environment that they considered to be relevant in the 
design of an OPAC. The list of items produced was comprehensive and 
represented all the main concepts in the existing literature on public access 
technology design. The key features by which the user group can be segregated 
according to Rowley and Slack (1998) are age and experience. These were the 
two most commonly identified features of the user group in this part of the study. 
The classification of users by experience level is common (Cole et al., 1985; 
Hackos, 1994). In this study, although there was reference to experience the 
majority of these comments related to computer experience, rather than to the task 
domain, i. e. library knowledge. This may suggest that in this task, respondents 
were considering only members of the public as users, and not considering the 
library staff or system maintainers and administrators. The number of participants 
who listed age as important (22) suggested the possibility that relatively few 
respondents would elect to re-rank the usability items in the light of the new 
information that was provided to them about the number of older adults who use 
libraries. This was the case, with only six of the 25 respondents re-ranking the 
items. 
The aim of this part of the task was to enable the experts to set the scene for 
themselves in advance of the ranking task. The lists produced were high quality, 
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with all important features being listed and all participants showing a good 
understanding of needs for public access technology design. As such it is 
considered that this aim was fulfilled. 
3.6.2. Rankings of usability features 
The ranking task was administered in two stages. First the initial set of mean 
rankings will be considered. These were made before the additional information 
about older library users was presented. Usefulness was the highest ranked item 
and this is consistent with the literature stating that this concept is central to the 
usability construct (Booth, 1989; Nickerson & Landauer, 1997; Noyes & Baber, 
1999). The following two items in the rankings were learnability and first 
impressions, both of which are concerned with peoples' initial contact with the 
system. These data confirm how important early experiences of system usage 
are. It may also reflect knowledge on the part of the experts, first, that system use 
by members of the public is discretionary and, second, that training and support 
availability is often limited so the system must be particularly easy to learn. 
The next two items were that the system did not cause frustration and that it was 
satisfying to use and likeable. These are both emotion related dimensions. Again 
these reflect the fact that use will be discretionary, at least for members of the 
public: if users do not enjoy using the system they may take their enquiry to a 
member of staff. It also relates to the idea that users who feel more 'ownership' of 
a system and who have positive experiences with and feelings about it are more 
likely to engage in its future use (Bjorneby & Clatworthy, 1992; Cleeve, 1995). 
Consistency, memorability and error rates attained mean rankings around the 
middle of the list at six, seven and eight respectively. All of these items were 
expected to be of importance for public access system usability, but none were 
given especially high ranks. This may be indicative of these items not being of 
high importance in the view of the experts surveyed. However, given their 
strength as indicated in the literature in section 3.2.2.3, it is more likely that their 
intermediate ranks are indicative of the greater importance of the other items, 
rather than of their being dismissed. 
The ranking of efficiency at ninth gave longer term usability considerably less 
weight than was given to the measures of early stages of use (first impressions 
and learnability). This may be an indication that the respondents were considering 
only members of the public as users rather than library staff. Advanced feature 
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usage and flexibility are further dimensions that relate more closely to expert and 
experienced users than to the occasional use of the system by members of the 
public. These were ranked in the lowest positions (12 and 11 respectively), 
providing further evidence of the experts having neglected to consider library staff 
and system administrators. The rankings of these two items supports the 
evidence from the listing task that was also suggestive that professional users' 
needs were not considered by the respondents as much as those of members of 
the public were. Evolvability relates to the versatility of the system in different 
environments and for different tasks. It was given a low rank at 10. Again this 
may reflect neglect of more experienced users; if the system was assumed to be 
relied upon mainly by non-expert members of the public rather than library staff it 
may follow that there would be little need for evolvability. 
3.6.3. Re-rankings of usability features 
Of the 25 experts surveyed in the study, only six chose to re-rank the usability 
items after receiving additional information about the use of OPACs by older 
adults. A number of possible explanations for this are proposed. First, the 
information given at the start of the study coupled with the listing task where 
participants provided their own information about the user group and usage 
environment was adequate. It therefore led people to an understanding of the 
task, and to rankings that were rated by the participants themselves as satisfactory 
and which therefore did not need re-ranking. Essentially, that the experts had 
considered older adults in the first ratings. Second, there may have been a lack of 
awareness that older adults may merit special consideration in the design process. 
Inclusive design, focused on less able sectors of the user group, is often able to 
improve the performance of a larger sector of the user group than that which is 
considered. In other words, older adults had not been explicitly considered in the 
first ranks, but that this was not considered by the respondent to be an omission. 
Third, the ergonomists who completed the task without re-ranking may have felt 
that the emphasis on older adults in OPAC design would lead to some changes of 
emphasis in the design process, but not in terms of the importance of the usability 
features used in the ranking task. Fourth, it is possible that some respondents 
may have felt they should re-rank, but did not have more time for the task, so 
rather than spend more time re-ranking the items, they said they were happy with 
their original decision. From the data gathered it is not possible to ascertain which 
of these factors has more importance in this feature of the data. 
92 
Whatever the reason, there is only a small number of people for whom rank 
change data is available. Statistical analysis of this sub-group was carried out in 
an attempt to establish what items had changed rank and in which direction, but 
the small N makes drawing conclusions difficult. This problem may have been 
overcome by forcing all participants to re-rank, regardless of whether they were 
happy with their first rankings or not. However, those who were satisfied with their 
first rankings, and possibly also any people who did not want to spend more time 
on the study, would have written the same ranks again. This solution to the 
problem is therefore questionable. A similar study in future would benefit from a 
larger initial N, such that with a similar attrition rate, sufficient participants would 
still have re-ranked making analysis more meaningful and straightforward for 
drawing conclusions. 
Because of the small sample size here, this sector of the findings cannot be 
considered to be robust. As such only general patterns will be considered here. 
Learnability, usefulness and satisfaction remain high in the rankings, and also had 
significant Spearmans' correlations indicating that their rank did not change 
significantly. As such they can be said to be consistently of high importance, both 
before the new information about older users was given and after. First 
impressions rose from rank 4 to rank 2, and the mean and RMS difference indicate 
a large change towards a higher rank. This is indicative of the information about 
older adults having made this issue more important in the design scenario. First 
impressions are particularly important in persuading new users to try out a system. 
The information about older adults might have led respondents to think more about 
novice users in general, or about older adults' novice status specifically, and 
hence to make this change. 
The attribute flexibility moved to a lower rank in the re-rank exercise. The 
incorporation of flexibility into system design implies that it will be used by people 
with experience who want to be able to carry out different tasks. The fact that this 
became less important may be indicative of the view that older adults are either 
not likely to become experts, or will not have a desire to carry out additional tasks. 
Advanced feature usage also moved lower in the rankings, again implying a 
reduced need for the system to cater for more expert users. Although the experts, 
in making these changes, were responding to the additional information, this has 
again been at the expense of system usability for library staff and other 
experienced individuals. The third attribute that was reduced in importance was 
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error rates. It was unclear why this should be less important when older adults are 
explicitly considered. It is possible that this downward shift was in fact an artefact 
of other items moving up and displacing this item. Consistency was demonstrated 
by the significant Spearmans correlation between the first and second ranks not to 
have changed significantly in ranking. 
The final four items to be considered are that the system does not cause 
frustration, memorability, efficiency and evolvability. These items were subject to 
large changes in rank by each participant, with the overall change for evolvability 
being towards a higher rank and for the remaining three towards a lower rank. 
However, the fact that the mean difference for each was low while the RMS 
difference was high indicated that there was not consistency in the changes that 
people made. For these four items, some participants made large changes 
towards higher ranks, and other participants made similarly large changes towards 
lower ranks. As such the only conclusion that can be drawn about this section of 
the data is that there was no consensus as to whether these items should be more 
or less important when older users are considered. 
3.6.4. Usability engineering 
The rankings of the items demonstrates the view of the group of ergonomics 
experts who participated in the study. Part of the usability engineering process is 
the definition of goals (Good et al., 1986), i. e. a particular target performance level 
on a specific usability attribute. The rankings attributed to the items are indicative 
of how important the items are in the design of an OPAC. An item that was ranked 
highly in this study was rated as important and should thus be included in the 
usability engineering process. In addition the higher level of importance of these 
items is indicative that the performance goal for them should also be high. 
3.7. Conclusions 
In the first stage of the experiment, experts defined the user and environment 
features they would consider in the design of an OPAC. The items listed were 
consistent with the existing literature on the subject, and were indicative of the 
experts having a good understanding of this area. The first set of rankings 
attributed to the usability items indicated that the experts had principally 
considered early usage of the system, rather than ongoing or longer term use. 
This was probably because they considered the needs of the members of the 
public using the system over those of library staff. Because many users of OPACs 
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are novices or casual users, it is appropriate to consider the factors that most 
influence early use as more important. Participants were invited to make re- 
rankings of the same usability attributes based upon additional information about 
older library users, but most elected not to. Firm conclusions could not be drawn 





An exploratory experiment examining users' interactions with an 
online public access catalogue 
4.1. Chapter summary 
The study reported here was an exploratory experiment, looking at age differences 
in interactions with an online public access catalogue (OPAC) in a library. Older 
and younger participants were given basic training in using the catalogue, and 
then asked to carry out a series of 12 searches. Older participants carried out the 
searches more slowly than younger adults, and with less success, as measured in 
how many search questions they answered correctly and the number of errors 
made. The types of errors that were made was examined in some detail, and 
explanations are offered for the differing frequencies of the types of errors, and for 
the age effects observed in the pattern of errors. 
4.2. Introduction 
The questionnaire study in Chapter 2 highlighted the fact that older adults are 
technology users, and that a large number of people aged over 60 use computers. 
In addition, older adults were demonstrated to have positive attitudes towards 
computers and their use. However, when systems are created the designer often 
does not specifically consider the needs of older adults. In Chapter 3, the findings 
of a study of professional ergonomists were presented. When asked to think about 
the design of a public access system, not all took account of older adults' needs. 
According to the principles of inclusive design, if a system is created with 
consideration given to less able users it is not likely to hinder the more able. To 
take the example of age, to design a system for young people may exclude older 
users, but to design with the elderly taken into account is unlikely to result in a 
product that is not usable by the young. In practice it is important to design for all. 
Older adults may find themselves at a disadvantage when learning about and 
using computers, due to the physical and cognitive changes that occur with 
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ageing. Declines in perceptual processing, memory, problem solving skills and 
psychomotor co-ordination, coupled with a general cognitive slowing and resource 
reduction, may disrupt both learning and general performance when using 
computers. ý Stereotypes of older adults describe them as being unwilling to use 
technology, although this view is unsupported in the literature. For example, Dyck 
and Smither (1994) found that older adults attitudes towards computers were more 
positive than those of younger adults, although this was not mirrored in their 
confidence in their own ability to use computers. More information about computer 
attitudes and their impact on computer use is in Chapter 2. 
4.2.1. Public access technology 
Public access technology includes cash points, the Internet, multi-media 
information kiosks and computerised catalogues in libraries. The quality of the 
human-computer interface is a particularly important issue in public access 
technology (Rowley & Slack, 1998). Such systems are used by a wide variety of 
people. The design requirements of a 20 year old technology enthusiast will be 
very different from those of an older person who has never used a computer or 
programmed a video. Although all types of user will be domain novices when they 
start using a new system, their differing levels of general computer knowledge 
must be taken into account in system design. Peoples' personal preferences will 
also differ, from those who are happy to 'play' with a system until it produces the 
information or service they require, to those who are afraid that one wrong key 
press will result in system failure. The different types of user must be able to adapt 
their knowledge to new systems quickly and effectively. 
The environment in which a public access system is located may not be conducive 
to effective concentration. For example, many cash points are located on busy, 
noisy shopping streets where there may be screen glare from the sun. When a 
person uses a cash point, the task may be secondary to their main aim for the day 
- that of getting the shopping, or of catching a train - and thus not receive their full 
concentration. In addition there may be a long queue of people waiting for their 
turn, making the user feel pressured to finish quickly, as well as visual and 
auditory distraction. The task being carried out using a public access system is 
often ill defined. The user will not usually know how the system is set up, and thus 
may not know which usage strategy will be most suitable. Equally, the system 
designer cannot anticipate all possible queries, and the output that Users will 
expect from each. 
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4.2.1.1. Library catalogues 
This study examines users' interactions with an online public access catalogue 
(OPAC); a library database computer interface intended for unsupervised use by 
members of the public. In 1998,2997 of 4607 public library service points were 
using OPACs, and in many cases this technology is replacing, rather than 
supplementing, existing methods of information retrieval (Chartered institute of 
public finance and accountancy, 1998-9). OPACs usually have two interfaces; one 
for the public and a more complex one for the use of library staff. They may be 
accessed in the library itself or, increasingly, at home or work via the Internet. The 
style of interaction varies between systems from the familiar keyboard and mouse 
set-up, to touch screens and specialised keyboards designed for use with the 
specific system. The bibliographic records can typically be searched by author, 
title, keyword, classification number or international standard book number (ISBN). 
Although there is a limited number of commercially available OPACs, 
customisation by individual library services may make it difficult for users of 
several libraries to transfer between systems. 
Mead et al. (2000) suggested that computer software design changes may 
improve the usability of OPACs for older adults. They asked novice library 
database users (young and old) to carry out a series of OPAC searches following 
a basic training course. Young users were found to be able to use the system 
successfully to carry out searches, although their underlying understanding of it 
was low. A comparison of the older and younger adults performance found older 
adults to be significantly less able to access information held on the system, 
especially when advanced searching, e. g. the use of Boolean operators, was 
required. 
4.2.2. Human error 
The analysis of the errors made by participants using a computer system can 
provide information rich data. Norman (1988) stated that if an error is possible, 
then people will make it. As such, designers must create systems where the 
minimum number of errors will be made, and where those that are made have 
minimal impact and are easily reversible. 
There are a number of ways in which errors may be categorised. Some of these 
will be reviewed briefly here. Hollnagel (1989) distinguished between error 
phenotypes and genotypes. Phenotypes are defined as undesirable states that 
98 
are observable, while genotypes are the mechanisms by which these observable 
states are generated. Reason (1988) made a similar distinction, using the term 
error type to refer to the cognitive origin of the error, and error form to the error 
types' observable manifestation. These definitions give two different ways of 
classifying errors - by cause and by consequence. 
A further distinction within errors as categorised by cause, is between slips and 
mistakes (Norman, 1981). A slip is where an action plan is correct, but the action 
is not carried out as planned. In contrast, a mistake is where the action goes to 
plan, but there was an error in the plan that was being followed. An extension of 
this distinction was made by Reason (1990), based on the skill-, rule- and 
knowledge-based behaviour classification (Rasmussen, 1986). Slips are labelled 
here as skill-based errors, which may be due, for e. g. to a speed-accuracy trade 
off, and are without conscious control. Rule-based mistakes are those where 
problem solving rules are not selected or applied correctly, e. g. due to incorrect 
recall of rules, and are subject to conscious control. Knowledge-based mistakes 
arise as a result of exploratory learning in novel situations, and may be due to 
resource limitations or the testing of hypotheses. These mistakes will occur only 
where the situation and environment are unfamiliar and no information is held from 
previous experiences of an application. 
Rasmussen and Vicente (1987) proposed a cognitively based error taxonomy. 
Errors may be related to learning and adaptation, both behaviours being very error 
prone. Alternatively, errors may occur as a result of interference between 
cognitive processes due to dual- or multi-tasking. Third, they may arise because 
of a lack of resources, where the person does not have the mental capacity or 
background knowledge to carry out a task without error. Finally, errors may occur 
as a result of individual differences, where people all have different levels of ability 
in different tasks, and those with poorer skills in a domain will tend to make more 
errors. 
In this experiment, an error analysis was carried out to highlight the parts of the 
search process and the computer program where people tended to have 
difficulties. Errors were principally classified according to their phenotype. As 
such the categories that were produced could be more directly related to system 
features than would be possible with error categories related to genotype. 
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4.3. Aim 
This experiment involved quantitative and qualitative analysis of young and old 
adults' searches of an OPAC. The quantitative measures were search times, for 
which it was predicted that older adults would be slower, and search response 
accuracy. The qualitative analysis was intended to highlight the types of errors 
that users made in navigating through the library database system. Through an 
examination of where errors most frequently occur, it can be seen which parts or 
features of the system are easy to use and which are not, thus demonstrating 
some basic design considerations. In addition, participants own ratings of their 
session with the OPAC enriched the data, providing subjective data that could be 
relevant to system design. 
4.4. Method 
4.4.1. Design and participants 
In this study, older and younger adults were trained in how to use an OPAC, and 
then carried out twelve searches. Their performance was examined for its speed, 
response accuracy, and errors. There were 10 participants in each of the two age 
groups. Older participants had a mean age of 74.9 years (range = 63 - 82) and 
younger participants a mean age of 24.8 years (range = 21 - 36). All were regular 
library users. Two members of the 'old' condition and one member of the 'young' 
condition had used Talis OPAC before, although none of these judged themselves 
to be experienced users. As such, all participants are considered to be novice 
OPAC users. Two additional members of the older adult condition were excluded 
from the study. The first of these did not meet the training criterion. The second 
met the training criterion, but took over an hour to do so, leaving insufficient time in 
the session to complete the search tasks. 
Characteristics of the two participant groups, in terms of their backgrounds and 
library and OPAC experience, were measured in the pre-test questionnaire. More 
details of these data are in the results section (4.5.1). 
4.4.2. Materials 
This study was carried out using Tails OPAC in Bristol City Council Library 
Service. The system was developed by the Birmingham Libraries Co-operative 
Mechanisation Project (BLCMP). Talis is a library catalogue system on general 
release, which can be found in over 100 library services in the UK, including 
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university, college and local authority libraries. It is customised for each client to 
suit the particular needs of their library service. The system is operated using a 
custom made keyboard interface with a standard QWERTY layout, and a 
monochromatic text display. The system is menu driven and uses the function 
keys, cursors and enter key to select options and carry out searches. The menus 
are pull down, keyboard operated menus. Throughout the program, each screen 
displays a menu of function keys. Only the keys that may be used from that screen 
are displayed at any one time. They provide options such as 'back', 'details' and 
`home'. 
Searches may be run by author and / or title, keyword, subject or classmark. The 
search function takes the user to the search screen, selected according to the type 
of search wanted. The search screen provides either one or two boxes, depending 
on search type, with prompts in which to type the details to search by. Each gives 
an example of what the type of search does, e. g. that it looks for a book with a title 
commencing with the words entered, and gives an example of how to enter the 
search terms in the box, e. g. authors are entered in the form `Shakespeare, W'. 
Once the search terms have been typed in, the user presses enter, and is given a 
list of results. If the search has been unsuccessful, a box appears and suggests an 
alternative search type to try. 
The user may scroll up and down the results screen using the cursors. If there is 
more than one screen of results, the next and previous screens may be accessed 
using the function keys. Once a book is highlighted, two options are available. 
Pressing enter shows which library branches have the book, whether it is on loan 
and the shelfmark at which it is kept. The F7 key offers 'details', which provides 
the user with the full author and title, ISBN, year of publication and publisher of the 
book. 
Pre- and post-test questionnaires, as well as the training criterion and lists of the 
search questions may be found in Appendix G. 
4.4.3. Procedure 
First the National Adult Reading Test (NART) was administered using the standard 
procedure, followed by completion of the pre-test questionnaire. In the training all 
five search types required for the search tasks were carried out by the participant 
under the direction of the experimenter, and all key functions that would be 
required were explained and practised. After five pre-specified catalogue search 
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examples had been completed, questions were asked from 'the training criterion 
sheet. All had to be answered correctly prior to commencement of the search 
tasks. If the criteria were not met, further training searches were carried out. These 
were not standardised, rather they aimed to give practise at using those functions 
that the participant had not understood to a satisfactory level. The time taken for 
the participant to reach the training criterion was recorded. 
The search task consisted of 12 searches carried out by all participants in the 
same order. All twelve differed from each other on some features, including what 
search type would need to be used, e. g. author or keyword, and what information 
was required, e. g. the full title, publication date or branches holding copies. Each 
question was read to the participant from a card, which was then placed on the 
table beside the keyboard to be referred to as required. Each search was subject 
to a three-and-a-half minute time limit. This was in place to ensure that if a 
participant was stuck on a question they did not spend a long time working on it 
without progressing significantly. If at the time limit the participant was judged to 
be close to the correct answer they were permitted to carry on working either to 
completion, or until they made negative progress. This part of the experiment was 
video recorded for later analysis. Once all search tasks had been completed, the 
post-test questionnaire was filled in. 
4.4.4. Error classification 
The errors made by participants in carrying out the searches were classified into 
eight types (see Table 19). This classification was carried out using the videos of 
the testing sessions, with classifications being made only when all data had been 
collected. 
The error types were created based upon the types of errors that were made, as 
observable from the film of the screen and keyboard. It was not possible to 
classify according to intention in most cases, as no participant commentary was 
made. All the errors made fell into one of the eight categories, so it was not 
necessary to have a miscellaneous category. 
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Code Error type description 
P Perseveration (extraneous) 
If an error was made once in a trial and gave no positive outcome, but the same 
error was then repeated later in the trial 
'Inadvertent error' 
An error made by the participant due to an ambiguity in the computer system or in 
the question 
T Typing error (commission) 
An error in typing the search term into the system (does not apply to any other 
keyboard error) 
Me Menu error (commission) 
An error made in using the pull down menus in the system 
W Wrong key press (commission) 
An error where an inappropriate key was pressed, including function keys, 
cursors and the enter key (does not include typing errors) 
Example: The user wished to go back to the start. They should press F11, but 
instead press F12 to go back only one screen. 
M Mistake 
This is where there was an error in the planning stage of the solution, such as the 
selection of an inappropriate type of search strategy 
Example: The user was given the title of a book in the search question, but 
selected an author search instead of a title search. 
NO Non-optimum action (omission) 
Where the participant did not use all the information available to them, still 
reaching the right answer or another appropriate point, but not by the most 
efficient route possible 
Example: The search question gave the author and title, but the participant used 
only one part of the information to carry out their search. 
MI Missed information (extraneous) 
Where information, either the answer to the search question or an indication of 
how to find the answer, was on the screen, but the participant did not indicate, or 
act on, recognition of this 
V Verbal intervention (not an error type) 
Where the experimenter gave a verbal prompt to the participant. This may have 
been in response to a question or initiated by the experimenter 
Table 19 The types of errors identified, with the reference codes (used in Table 23) 
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4.5. Results 
The raw data are in Appendix H. 
4.5.1. The two participant groups' library and OPAC experience 
The pre-test questionnaire included questions about the participants' backgrounds, 
and particularly their use of libraries and OPACs. These data are presented 
below. 
For NART error scores, there was a significant effect of age (t=2.49, df=18, 
p<0.05) where older adults (mean=9.5, SD=4.0) had a lower mean error score 
than younger adults (mean=15.7, SD=6.8). There was no significant difference in 
the level of education reached between the two age groups (t=1.35, df=18, p>0.05, 
older adults mean=5.0, SD=1.76, and younger adults mean=5.8, SD=0.63). 
There was also no significant difference in the frequency with which members of 
the two age groups used a public library (t=0.36, df=18, p>0.05, older adults 
mean=2.5, SD=0.71, and younger adults mean=2.6, SD=0.52). The number of 
ways in which people used libraries (from a list of ten) was compared as a 
measure of level of library experience and usage. Again there was no significant 
effect of age (t=-. 80, df=18, p>0.05, older adults mean=2.8, SD=1.32, and younger 
adults mean=2.4, SD=1.65). 
Six questions were asked about computer and OPAC experience - the results of 
these are shown in Table 20. The Fisher's exact test was applied in preference to 
the chi-squared test due to the small N, although in four of the six cases the N was 
also too small for the Fisher's test. 
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Fisher's exact test Old Old Young Young 
results (2-tailed) yes no yes no 
Have you ever used a p>0.05 73 10 0 
computer? 
If yes, do you consider 
yourself to be an 
experienced computer 
user? 
Not applied due to 5273 
small N 
Have you ever used a p<0.01 46 10 0 
computerised library 
catalogue? 
If yes, do you consider Not applied due to 3182 
yourself to be an small N 
experienced user? 
Have you ever used the Not applied due to 2819 
specific computerised small N 
library system that is used 
by Bristol City Council 
libraries, which you see 
on the screen in front of 
you? 
If yes, do you consider Not applied due to 0201 
yourself to be an small N 
experienced user? 
Table 20 Computer and OPAC experience data, with Fisher's exact test statistics 
where appropriate. 
A further question asked whether users preferred to use a computerised or card 
catalogue in libraries. In the older group, four preferred a computer and three a 
card catalogue, with the remaining three having no preference. In the younger 
group, eight preferred a computer catalogue and one preferred an 'other' type of 
catalogue. The remaining one participant had no preference. The final question 
looked at how people would attempt to find an item in a library. Seven old and one 
young participant did not answer this question, as they would not normally have 
looked for an item in a library. Of the three older respondents, one selected 'ask a 
member of staff, one 'refer to the computer catalogue' and one 'refer to the card 
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catalogue'. Of the nine younger respondents, two said they would 'ask a member 
of staff, with the remaining seven saying they would 'refer to the computer 
catalogue'. 
4.5.2. Time and response accuracy data 
There was a significant difference (F(18)=11.411, p<0.01) between the 'old' (mean 
= 32.1 minutes) and 'young' (mean = 10.2 minutes) participants on the time taken 
to meet the training criterion. The first time measure taken from the search tasks 
was the time for the participant to select a search type (referred to as Time 1, see 
Table 21). This was taken as being the time between hearing the question and the 
participant reaching a search screen with a typing prompt. Independent t tests 
were used to compare the young and old groups' times for each search question. 
There was a significant difference between the young and old participants for nine 
of the 12 questions, with the older participants taking longer. The second time 
measure was the time taken for the participants to complete the searches, 
including both correct and incorrect responses (referred to as Time 2, see Table 
22). Again independent t tests were used to compared the two age groups' 
performance. Here the older participants were significantly slower than the 
younger participants on 10 of the 12 questions. 
The responses that participants gave at the end of each search were scored only 
as correct or incorrect. The response accuracy was significantly different between 
the two age groups (t=2.5, df=20, p<0.05). Members of the 'young' group reached 
the correct answer in 107 of the total 120 searches while members of the 'old' 
group did so in only 81 searches. 
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1 t=-2.04, df=18, p>0.05 15.96 (16.28) 5.29 (3.12) 
** 2 t=-3.75, df=18, p<0.01 15.42 (8.44) 5.02 (2.40) 
3 t=-1.61, df=18, p>0.05 22.07 (26.09) 8.65 (3.73) 
** 4 t=-4.75, df=18, p<0.01 12.25 (3.22) 5.81 (2.83) 
** 5 t=-2.98, df=18, p<0.01 12.84 (5.40) 6.98 (3.12) 
*6 t=-2.21, df=18, p<0.05 10.65 (5.72) 5.66 (4.29) 
** 7 t=-3.474, df=18, p<0.01 17.25 (8.15) 7.16 (4.24) 
*8 t=-2.75, df=18, p<0.05 11.96 (7.35) 5.28 (2.23) 
*9 t=-2.63, df=18, p<0.05 18.35 (7.34) 10.73 (5.48) 
* 10 t=-2.70, df=18, p<0.05 15.12 (10.99) 5.37 (3.10) 
11 t=-1.89, df=18, p>0.05 13.20 (14.33) 4.56 (1.68) 
** 12 t=-7.75, df=18, p<0.01 12.08 (3.73) 2.63 (0.98) 
Table 21 The means (and standard deviations) and t statistics for the time taken in 
seconds to select a search type (time 1) for each of the 12 questions, for young and 
old participants. 
Key: ** p<0.01 (2-tailed), * p<0.05 (2-tailed). 




** 1 t=-3.99, df=18, p<0.01 139.28 (81.20) 34.33 (17.85) 
** 2 t=-3.67, df=18, p<0.01 98.4 (53.52) 32.18 (19.83) 
**3 t=-7.46, df=18, p<0.01 213.90 (51.54) 72.49 (30.64) 
** 4 t=-3.95, df=18, p<0.01 136.63 (72.68) 44.25 (15.24) 
*5 t=-2.63, df=18, p<0.05 55.53 (42.00) 20.26 (5.82) 
*6 t=-2.20, df=18, p<0.05 182.35 (86.18) 114.79 (44.96) 
** 7 t=-2.89, df=18, p<0.01 180.89 (62.11) 101.98 (60.00) 
**8 t=-4.98, df=18, p<0.01 96.52 (42.27) 27.86 (10.87) 
9 t=1.77, df=18, p>0.05 108.97 (64.25) 155.14 (51.49) 
** 10 t=-3.90, df=18, p<0.01 155.44 (81.04) 48.34 (31.04) 
**11 t=-4.04, df=18, p<0.01 108.60 (39.88) 55.67 (11.18) 
12 t=-1.92, df=18, p>0.05 63.08 (78.33) 15.50 (3.81) 
Table 22 The means (and standard deviations) and t statistics for the time in 
seconds taken to complete the searches (time 2) for each of the 12 questions, for 
young and old participants. 
Key: ** p<0.01 (2-tailed), * p<0.05 (2-tailed). 
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4.5.3. Error classification 
The errors made by the participants in the search tasks were categorised into 
eight classes. The error categories, error type definitions and error codes are 
shown in Table 19, with the frequencies of occurrence and t statistics in Table 23. 
Independent t tests were used to compare the error frequencies by age group. 
Age differences in the error frequencies were not compared for each search 
separately because of the low Ns that would be present in the data if it were split 
up in this way. 




** Perseveration t=-3.15, df=18, p<0.01 1.4 (0-3) 0.1 (0-1) 
Inadvertent error t=-. 22, df=18, p>0.05 0.9 (0-3) 0.8 (0-3) 
Typing error t=0.56, df=18, p>0.05 1.7 (0-3) 2.0 (0-4) 
Menu error t=-1.71, df=18, p>0.05 0.8 (0-4) 0 (n/a) 
** Wrong key press t=-4.38, df=18, p<0.01 4.8 (1-9) 0.8 (0-4) 
* Mistake t=-2.30, df=18, p<0.05 10.7 (3-15) 7.1 (3-14) 
Non-optimum action t=-1.52, df=18, p>0.05 1.7 (0-4) 0.8 (0-4) 
* Missed information t=-2.82, df=18, p<0.05 2.4 (0-5) 0.6 (0-2) 
* Verbal intervention t=-2.12, df=18, p<0.05 5.4 (1-13) 2.3 (0-7) 
Table 23 The frequency of occurrence of the error types by age. The mean number 
of errors per participant over all trials is shown, with the range over the ten 
participants in the age group in brackets. 
Key: ** p<0.01, * p<0.05. 
4.5.4. Post-test questionnaire feedback 
The post-test questionnaire gave subjective measures of users' experience of the 
system. The data from this questionnaire are shown below. With each question 
are the means and standard deviations for peoples' ratings by age group. The 
questions were answered on a five-point Likert-type scale from strongly agree to 
strongly disagree. For all questions the questionnaire has been coded such that 1 
is a positive rating (in the direction of ease or enjoyment) and 5a negative rating 
(in the direction of difficulty or lack of enjoyment). Independent t tests were used 
to compare the ratings the participants made of the statements. Although Likert 
scale ratings are not, strictly speaking, interval data, the usual means by which this 
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type of data are analysed is the t test. The t statistics are given in Table 24 below. 
Of the 27 questions asked, five showed significant age differences. Older adults 
enjoyed themselves significantly more than younger adults did. Older adults had 
more difficulty than younger adults did in finding the information they wanted, and 
in getting the computer to do what they wanted. In addition, older adults found the 
function keys more confusing and harder to remember than younger adults did. 
These data will be discussed in more detail and related to the error data in the 
discussion section. 
Question t test results Old Young 
mean (SD) mean (SD) 
When carrying out these 
exercises: 
** I enjoyed myself t=5.36, df=18, p<0.01 1.1 (0.32) 2.4 (0.70) 
became frustrated t=0.00, df=18, p>0.05 2.5 (0.97) 2.5 (0.85) 
The display was easy to t=0.65, df=18, p>0.05 1.5 (0.85) 1.7 (0.48) 
understand 
*I could easily find the t=-2.45, df=18, p<0.05 2.8 (0.92) 2.0 (0.47) 
information I wanted 
** I could easily get the t=-2.95, df=18, p<0.01 2.7 (1.06) 1.6 (0.52) 
computer to do what I 
wanted 
I could easily read the t=-0.60, df=18, p>0.05 1.2 (0.42) 1.1 (0.32) 
letters on the keyboard 
I could easily use the t=0.00, df=18, p>0.05 1.3 (0.67) 1.3 (0.67) 
keyboard 
The screen was easy to t=-0.40, df=18, p>0.05 1.3 (0.67) 1.2 (0.42) 
read 
The letters on the screen t=0.00, df=18, p>0.05 1.4 (0.97) 1.4 (0.97) 
were too small 
There was too much glare t=-. 44, df=18, p>0.05 1.6 (1.26) 1.4 (0.70) 
on the screen 
The menu system was hard t=-1.43, df=18, p>0.05 2.2 (1.62) 1.4 (0.70) 
to operate 
* The function (F) keys t=2.14, df=18, p<0.05 2.3 (0.95) 1.5 (0.71) 
were confusing 
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I now feel that: 
A book search by title is t=-1.81, df=18, p>0.05 1.4 (0.70) 1.0 (0.00) 
difficult 
A book search by author is t=-1.81, df=18, p>0.05 1.4 (0.70) 1.0 (0.00) 
easy 
A book search by author t=1.96, df=18, p>0.05 1.6 (0.97) 1.0 (0.00) 
and title is difficult 
A book search by keyword t=0.00, df=18, p>0.05 2.1 (0.99) 2.1 (1.45) 
is difficult 
A book search by subject is t=1.18, df=18, p>0.05 1.5 (0.71) 2.1 (1.45) 
easy 
Choosing what type of t=-0.38, df=18, p>0.05 2.5 (1.08) 2.3 (1.25) 
search to use is easy 
Looking through the pages t=0.58, df=18, p>0.05 2.2 (1.03) 2.5 (1.27) 
of search results is difficult 
Understanding the t=-1.91, df=18, p>0.05 2.2 (1.03) 1.5 (0.53) 
instructions on the screen is 
easy 
** Remembering what t=-3.04, df=18, p<0.01 4.2 (0.79) 2.9 (1.10) 
function (F) keys to use is 
difficult 
Typing in the right t=1.04, df=18, p>0.05 1.5 (0.97) 1.9 (0.74) 
information is easy 
The way in which search t=0.39, df=18, p>0.05 1.9 (1.10) 2.1 (1.20) 
results are displayed is 
difficult to understand 
There is too much to read t=0.71, df=18, p>0.05 1.7 (0.95) 2.0 (0.94) 
on the screen 
The computer responds too t=1.24, df=18, p>0.05 1.1 (0.32) 1.4 (0.70) 
slowly 
I would be willing to use t=-1.00, df=18, p>0.05 1.1 (0.32) 1.0 (0.00) 
this system to satisfy my 
own enquiries 
The training given at the t=0.85, df=18, p>0.05 1.1 (0.32) 1.3 (0.67) 
start of the session was 
helpful 
Table 24 Means (and standard deviations) and t-test statistics for the post-test 
questionnaire responses. 
Key: ** p<0.01, * p<0.05 
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4.6. Discussion 
This study examined the performance of older and younger novices in using an 
OPAC. Older adults' overall performance on the tasks was poorer than that of 
younger adults, with more time being taken for searches. This is as predicted by 
the cognitive ageing literature, where a general cognitive slowing with ageing has 
been observed. Studies concerning older adults' use of computers have shown 
them to make more errors than younger adults, and to have particular difficulties 
with certain aspects of computer operation. This is also confirmed by this 
experiment. These findings are discussed in more detail in the sections below. 
4.6.1. The comparability of the older and younger participant groups 
Section 4.5.1 gives information from the pre-test questionnaire data which may be 
used to compare the two participant groups, old and young. In terms of general 
ability, the older and younger groups had reached, on average, approximately the 
same level of education. The NART error scores were higher for the younger than 
the older adult group. This indicates that the older group had as good or better 
general ability than the younger group. As such, any poorer performance by the 
older adult group cannot be attributed to a sampling bias at this level. The groups' 
experience of general library use was also similar, with members of both groups 
using libraries with the same frequency and for a similar number of purposes. 
There was no measurable significant difference between the groups in terms of 
their general computer experience. The two groups did differ, however, in their 
experience of OPACs. Although none of the participants were experienced users 
of the OPAC that was used in this study, the younger participants were more 
experienced with OPACs in general. In addition, the younger group expressed a 
preference for and willingness to use OPACs that was not as strongly evident in 
the older group. 
Although all the participants were novices in terms of the OPAC under 
examination, members of the younger group were not domain novices. This may 
have facilitated their task performance, enabling them to complete the searches 
more quickly and with fewer errors. The responses given by respondents to 
Section 5 of the questionnaire in Study 1 were used to try to recruit older people 
with similar OPAC experience levels to the young group for this study. It was not 
possible to do so. 
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4.6.2. Time and accuracy data 
Younger adults produced faster search times than older adults in the majority of 
searches. This is consistent with the cognitive ageing literature, where it is found 
that older adults perform most tasks more slowly than younger adults do 
(Salthouse, 1985). Although the slower performance of the older adults may be 
explained by a generalised slowing, it may also be related to the higher number of 
errors made by older adults. Most errors that were made were followed by error 
recovery; in the form of backtracking through the program, or otherwise continuing 
to a conclusion by a longer route than may have been necessary had the error not 
been made. Either of these forms of error recovery would add to the users search 
time. 
Younger adults successfully completed more searches, i. e. found the correct 
answer to the question, than older adults. This may be related to the search times 
and to the error frequencies. When the correct answer was found during a search, 
the user stopped searching, as such the timer stopped, as did their capacity for 
making errors on that search. Where no correct answer was found this was either 
because an incorrect answer was given, or because the participant had become 
confused or could not work out how to complete the search and thus gave no 
answer at all. In these cases search times were longer, during which there was 
more time to make errors. In addition, if the user was not following the correct 
path to the correct answer, by definition errors were being made. As such, the fact 
that older adults took longer to complete searches, that they made more errors 
and that they gave less correct answers are all interrelated. 
4.6.3. Errors 
When carrying out the searches the older participants made more errors in total, 
as well as requiring more verbal prompting from the experimenter. The specific 
error types will be examined in turn. 
Typing errors (T) were keyboard errors made in entering the search term, and 
occurred with the same frequency across the two age groups. However, it is 
speculated that the reason for typing errors was different for each group. The 
experimenter's observations of the videos and those observations made during 
testing highlighted two common causes of typing errors. Some occurred as errors 
of haste; here the participant was hurrying to enter the search term, and slipped on 
one or more letters. In contrast, some typing errors occurred while the participant 
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was typing slowly, where the person was not very familiar with the keyboard and 
was less confident in using it. In general, the former occurred in the younger 
participant group, and the latter in the older group. As such, although the 
quantitative data showed no group differences, in fact the cause of the errors' 
occurrence appears to be different. A second error type with no significant effect 
of age was non-optimum actions (NO). This was where users followed a correct 
path to their response, but the path chosen was not the fastest and easiest 
available. Again, observational data gave some indication that the reason for this 
type of error occurring may have differed between the young and old groups. In 
the young group, non-optimum actions often occurred as a result of laziness; for 
example where the user typed in only part of the search term in an attempt to save 
time, and this resulted in a much longer list of search results to scan through thus 
increasing overall search time. In the older group there was less evidence of this 
kind of attempt at time saving. 
Inadvertent errors (I) were those which were made because of ambiguities in the 
system. These would, by definition, be expected to occur with similar frequencies 
between the two age groups, as was the case. The fourth type of error where 
there was no significant difference between the age groups were errors in using 
the pull down menu set up (Me). The reason for the non-significant effect may 
have been floor effects: the very low overall occurrence of this type of error. It was 
suggested by Joyce (1989) that menu systems are a very good means of selecting 
options in a system and are very usable. This is reflected in this low error rate. 
Wrong key press errors (W) occurred more frequently in the older than in the 
younger age group. This error type refers to misuse of the function keys, and of 
the cursors and enter keys when they were not in use in relation to a pull down 
menu (in which case it would be coded as a menu error, Me). The literature finds 
that function keys are a means of option selection that is not ideally suited for the 
older user, with there being an advantage of menus for this purpose (Joyce, 1989; 
Poulson, 2001). This advantage was attributed to the former navigation system 
imposing higher working memory loads on the user. The function key system in 
this OPAC was relatively good; there was consistency throughout the program 
with each key always having the same function, and in addition the keys which 
were currently available for use and the names of their functions were listed at the 
bottom of the screen at all times. In spite of this, older users experienced 
difficulties. This was sometimes because the user admitted to having forgotten 
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that there was a list of functions at the bottom of the screen: In a menu system, 
the user must look at the menu to operate it, and thus can see the list of options in 
the menu panel and is not able to forget that the list is available to them. When 
using function keys, however, the user may focus more on the keyboard than on 
the screen where the list of functions may be displayed. Older adults are 
documented to have difficulty in switching attention between different parts of the 
visual field - this may be related to the problems with function keys observed here, 
where visual attention must be switched between the keyboard and screen. This 
evidence indicates advantages in using menus rather than function keys when 
designing systems. Menus, if well designed themselves, offer less scope for error 
and confusion. 
The most commonly occurring type of error for both age groups was mistakes (M), 
and older adults made significantly more mistakes than younger adults. These 
were errors that occurred in planning how to carry out the search. This reflects 
users' lack of familiarity with the system and its structure. Giving training prior to 
using the system may reduce errors of this type, although this is not an ideal 
solution when considering public access technologies. The users of public access 
systems are most commonly occasional users who do not wish to engage in 
training in order to use the system (Rowley & Slack, 1998). An alternative solution 
would be to provide better on screen help. This could take the form of generally 
accessible help screens, or of clearly worded error messages which provide 
directions for error recovery. This may also help in the reduction of inadvertent 
errors; if people gradually learn more about the system through help screen and 
error messages, it is likely that there will be fewer misunderstandings and 
ambiguities in their future use of the system. Because this type of error is related 
to a lack of understanding of how the system works, the age difference found may 
be related to the two groups' different levels of prior experience. Although 
members of neither group were users of this OPAC, many of the young 
participants were users of other OPACs. This would equip them with a good 
general background knowledge of how to use this type of system and the 
terminology involved. This knowledge would have enabled these participants to 
plan their searches better, and would result in fewer planning errors. 
Cases of missed information (MI) were more common among older participants, 
and may be related to the effects of ageing. Information on screen was often 
missed due to a lack of attention, a resource that is documented as showing 
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decline with age (Rogers & Fisk, 2001). Errors of perseveration (P) were also 
more common for older than younger participants. Perseveration is a common 
result of a loss of executive function, something that is common in normal ageing, 
and which would not be present in a normal young population. Perseverative 
errors in the context of computer database search may also be attributed to 
changes in memory function with age, and to confusion in using, and unfamiliarity 
with, the system. In fact, either of these error types (P and MI) may have been 
caused by a lack of familiarity with the system. Participants were not familiar 
enough with the system's layout after a short period of interaction to know just 
what to do and where to look to find information. Where perseverative errors 
occurred, this may have been related to the MI error type, with the participant not 
noticing another option available to them on screen, and therefore repeating their 
previous unsuccessful action, 'just in case' it worked on a second attempt. In the 
same vein, if a participant carried out an action that was unsuccessful they may 
have been returned to the previous screen. If they were not aware that this was 
what had happened, it would not be unreasonable to expect them to try a similar 
action again, believing themselves to be at a different start point. 
The information about the types of errors made by older adults in using an OPAC 
has more than one application. First, it may be used to guide the design of 
systems, with features that elicit high error rates requiring most attention from 
designers. In this way the amount of errors made by users in a typical interaction 
may be minimised. It could also be used in the development of training 
programmes and documentation, such that areas of the system where errors are 
most likely to occur can receive special attention to reduce error rates. Guidance 
on error recovery could also be offered, with the emphasis placed upon those 
errors that are more likely to be made. 
4.6.4. Subjective ratings - post-test questionnaire 
Subjective data are important in HCI research (Noyes & Baber, 1999), for the 
measurement of user opinion. There were few significant differences between the 
age groups in the post-test questionnaire data. Older adults enjoyed the practical 
part of the experiment significantly more than younger adults. They also had 
significantly more difficulty than younger adults did in finding the information they 
wanted and in getting the computer to do what they wanted. This is consistent 
with the higher error rate by older adults in planning (M), wrong key presses (W) 
and missed information (MI), as well as with their generally higher error rate, and 
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with their lower rate of correct response to the search questions. In addition they 
reported having had more difficulty than young adults did in using the function 
keys, finding them both confusing and hard to remember. This final finding is 
consistent with the error pattern, whereby older adults made significantly more 
errors in using the function keys (categorised as W, wrong key press errors) than 
younger adults. Notably, there was no significant difference between older and 
younger adults' ratings of the usability of the pull down menu systems, with both 
groups' ratings being quite positive. This highlights the conclusion suggested in 
the section 4.6.3 that menu systems are preferable to function keys as a means of 
option selection for all age groups. It is also consistent with the lack of a 
significant difference between the young and old groups in the rate of occurrence 
of menu errors. 
The other subjective ratings, although not exhibiting inter-group differences, also 
warrant discussion. The general computer usability questions (preceded in the 
table by'when carrying out these exercises'), relating to screen legibility, keyboard 
use etc. all received generally positive ratings (between one and two on the five 
point scale, exception for frustration, which had a mean rating of 2.5). The second 
section related to the use of the OPAC itself (questions preceded by 'I now feel 
that' in Table 24). These also received generally positive ratings of between one 
and 2.5. Relative to the other types of searches, keyword searches were rated to 
be difficult; this was confirmed by participants comments, for example one man 
who said that he interpreted the term 'keyword' as relating to some kind of 
password, and that this was confusing. Another area where participants' ratings 
were more negative, although still towards the positive end of the scale, relates to 
the display of search results, finding the screens hard to understand and difficult to 
look through. The results screens were some of the more cluttered screens in the 
OPAC, with results being listed on densely filled lines in single line-spaced format. 
This area would require attention in a system up-date, with the aim of reducing 
clutter. 
4.7. Conclusions 
Older adults are slower and have more difficulty in using computer systems than 
younger adults. This is due, in part, to the effects of ageing, and also to 
generation differences in computer experience. 
Public access technology should aim to rely minimally on training its users, instead 
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utilising good design to facilitate successful use. This study has highlighted issues 
in the use of public access technology by older adults. The use of function keys is 
a hindrance to older adult users in particular and should be avoided in favour of a 
menu based interface. In addition to this, clearer and more detailed on screen 
instructions and information about system functioning would be an appropriate 
means of assisting users in planning and carrying out searches. This would be of 
particular use in conjunction with error messages to suggest alternative courses of 
action to the system user, and to support learning. 
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Chapter 5 
Studies 4,5 and 6: 
A series of experiments to compare traditional and pull down 
menu layouts 
5.1. Chapter summary 
Three experiments which compared peoples' use of traditional and pull down 
menus are reported in this chapter. The most common means by which people 
interact with commercial software is using menus. The first two studies used the 
Internet as a data collection tool, and a third study was carried out in the 
laboratory. The aim of the studies was to determine whether there is a significant 
performance advantage of one type of menu over the other. There was a small 
advantage of traditional over pull down menus, with fewer errors in the traditional 
condition. It was also found that older adults had less computer experience than 
younger adults, and that older adults took longer to complete the task than 
younger adults did. The benefits and disadvantages of the two different menu 
types and their suitability for general use were considered. 
5.2. Introduction 
Computers are now widely used in the developed world in the home, the 
workplace and for public access functions. While those using computers at home 
and work have usually had some degree of choice in whether or not to use the 
system and often have access to training and support, this is frequently not the 
case for public access technologies. It is important for all computer technologies, 
but in particular public access systems, to be accessible to the largest possible 
spectrum of users. Various sectors of society can be expected to encounter 
difficulties in computer use; the elderly, novice computer users, the colour blind 
and those with disabilities to name but a few examples. The cultural stereotype, 
particularly of disabled and older people is that they do not wish to use the 
technology, or are not capable of so doing. This is not the case, but it is important 
that interface design takes into account their needs and requirements in order that 
they are not excluded. 
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5.2.1. Menus 
Menu systems dominate human-computer dialogue techniques. There are a 
number of alternatives to menus, such as icons, question and answer formats and 
dynamic lists, but most graphical user interfaces produced by Microsoft, Macintosh 
etc. are almost entirely menu driven (Hall & Bescos, 1995). Menu systems are 
now easy and economical to develop and implement. Although some people, e. g. 
Hall and Bescos, have suggested that menus are now overused, there are many 
advantages in their use. Norman (1991) reviewed the literature on menus, and 
identified low memory load, ease of learning and use, and reduced error rates as 
advantages of menu driven interfaces. They frequently form the main part of a 
WYSIWYG (What You See Is What You Get) interface, providing most of the 
functionality of operating systems such as Microsoft Windows. Because of this, 
familiarity can also be added to the list of advantages of using menus in systems. 
Research into menu systems as a means of option selection is quite extensive and 
a broad range of design issues have been addressed. For example, Brewster and 
Crease (1999) investigated the use of auditory feedback to assist menu users, 
while Philipsen (1994) investigated different methods for highlighting menu 
options. Other work has focused on the physical and semantic hierarchical 
structure of menus (Coll, Coll, & Nandavar, 1993; Hayhoe, 1990; Jacko & 
Salvendy, 1996; Kiger, 1984; Parkinson, Hill, Sisson, & Viera, 1988; Seppala & 
Salvendy, 1985; Shih & Goonetilleke, 1998; Sisson, Parkinson, & Snowberry, 
1986), the optimum number of items per panel (Boren, Moor, & Anderson- 
Rowland, 1997; Paap & Roske-Hofstrand, 1986; Parkinson et al., 1988) and menu 
selection techniques such as the mouse, joystick and keyboard (Karat, McDonald, 
& Anderson, 1986; Shinar & Stern, 1987). 
The studies reported in this chapter focus on the comparison of pull down and 
traditional menus. This work on menus is extended in Chapter 6 which explores 
three design issues in menus; breadth versus depth in the physical layout, mouse 
versus keyboard as the interaction device, and the effect of ambiguous versus 
natural language. 
5.2.2. Pull down and traditional menus 
The comparison of pull down and traditional menu types has been somewhat 
neglected, with much work focussing on the comparison of menus with other 
styles of interface, such as command languages (Mahach, Boehm-Davis, & Holt, 
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1995). Benbasat and Todd (1993) compared icons with text and direct 
manipulation with menus. They found no difference between the use of icons and 
text, and a speed advantage of direct manipulation over menus. This advantage, 
however, was diminished by the third and final testing session, indicating that 
there may be learning effects in menu interactions. Studies such as this one do 
not serve to indicate the basic type of menu layout that is most beneficial to the 
user. However, Carey et a/ (1996) compared traditional and pull down menu 
formats and offered clear definitions of each. Pull down menus have an initial 
main menu usually in the form of a bar or list of headings at the top of the screen, 
from which further lists of options may be seen and selected. This type of menu 
leaves the majority of the screen area for other purposes. These menus are 
usually operated using a mouse, or the 'enter and 'cursor keys on the keyboard. 
Pull down menus form the main method for option selection in most current 
Microsoft and Macintosh packages. Traditional menus, in contrast, occupy the 
whole screen. Secondary and further menu levels can also be activated and again 
take up the whole screen. Once the final option choice has been taken the screen 
is cleared for work. This type of menu is common in public access technologies 
such as cash points and multi-media information kiosks. 
The Carey et al. (1996) study used a cash point style interface to compare pull 
down and traditional menus. They found that experienced users completed menu 
search tasks faster than novice users, regardless of the menu style used, although 
there was no significant difference between the two user groups in the number and 
type of errors made. The traditional menus elicited fewer errors than the pull down 
menus for both experienced and novice users, but there was no time difference for 
task completion between the two menu types. Using subjective measures, Carey 
et al also found that users preferred the traditional style menu, with this preference 
being stronger for novices than for experienced users. They suggested that the 
fact that most cash points use traditional menus may have skewed the results in 
favour of the traditional condition due to a familiarity effect. The studies reported 
here use a task where it is expected that there will be a reduced familiarity effect: 
Studies 4 and 5 use an online questionnaire, and Study 6 an online shopping 
scenario. A further bias in favour of the traditional menu condition lies in the fact 
that it requires fewer key presses per transaction than the pull down menus. This 
is an intrinsic feature of the two menu designs - the pull down system by definition 
will require an additional action at the start to open the menu from the top of the 
screen, while the traditional menu would already be occupying the majority of the 
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screen. Hence it was impossible to remove this bias in the current studies. 
5.2.3. The Internet 
The Internet is the world's largest public access information database and the first 
two studies reported here used Internet forms as a data collection tool. Forms are 
used on web pages to gain feedback from page users. People wishing to contact 
the site owner respond to a multiple-choice format, or write their message in a text 
box. They then click a button, which automatically sends their completed form to 
the site owner's email account. This is a new means of data collection for 
research, but one that is increasing in popularity and has a number of advantages 
(Pettit, 1999). Once the study has been programmed and advertised, data are 
delivered directly to the experimenter's email account in a form that can be copied 
and pasted into a spreadsheet. As such, costs of both time and stationery can be 
kept to a minimum, and often a high number of participants can be involved over a 
short period of time. There are limitations in using the internet for this purpose, 
and these are outlined in Section 5.12.4. The third study in this series (Study 6) 
did not use the Internet for data collection. It did, however, use an Internet 
shopping scenario to give participants a context for carrying out the task. 
5.2.4. Studies 4 and 5 
Pull down and traditional menus are the direct equivalents of the response 
structures used on the web site in Studies 4 and 5; i. e. the menu and radio 
conditions, respectively. In each of these two studies, two different versions of a 
questionnaire were placed on a web site. The first, menu, condition used pull 
down menus and lists. Here the phrase 'select one' was visible in a box, and the 
user clicked on a down arrow at one side of the box to reveal the list of responses, 
then highlighted one or more using the mouse. This had the advantage of taking 
up little screen space, but list items were not always visible, and thus speculative 
exploration of options was more complicated, requiring an action to bring up the 
list as is characteristic of pull down menus. The second, radio, condition used 
radio buttons (circular tick boxes) next to each option in a list for the respondent to 
highlight their chosen response. This had the advantage that the full list of options 
was visible on the screen without having to perform an action, but in the case of 
long lists this extends the document length and may result in the system user 
needing to scroll a lot. 
These studies provided a simple comparison of pull down menus and radio 
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buttons, about which there is currently little research. ' Part one of the 
questionnaire used pull down lists or radio buttons to offer responses to a series of 
multiple choice questions about computer, Internet and email use. The questions 
and answers were simple and straightforward, and may be seen in Appendix I. 
Part two consisted of usability measures relating to part one, and a timer. The 
findings will have important implications with regard to the design of menu and 
web interfaces for use by older adults and novice computer users. 
5.3. Aim 
The primary aim of these studies was to compare pull down and traditional menu 
layouts. In the first two studies (4 and 5) this comparison was made using a 
directly comparable format; pull down lists and radio button lists on a website. In 
the third study (6) the task was made more complex by creating menu systems 
with embedded levels; participants carried out an online shopping task, selecting 
first a shop department and then an item from that department using the two 
different menu layouts. Based on the research findings of Carey et al. (1996), it 
was expected that the pull down (menu) condition would prove more difficult than 
the traditional (radio) condition as measured by a series of usability ratings. 
Second, also based on the findings of Carey et al., it was expected that there 
would not be a difference in time taken to complete the task based on response 
style, but that there would be a difference in time taken in an age comparison, with 
older adults taking longer relative to younger adults. In Study 6 there were also 
subjective ratings of preference for a menu type; here it was expected that 
participants would prefer the traditional menu layout. Further, this effect was 
expected to be more pronounced for less experienced and older participants. 
The method that was used for testing the above hypotheses was an online 
questionnaire about computer, Internet and email use. These data were analysed 
to give a computer experience measure for the participant. It was expected that 
older adults would be less experienced with computers than younger adults. It 
was also anticipated that less experienced and/or older respondents would score 
lower on the usability measures concerning their questionnaire responses. These 
experience data and any age differences found also served to supplement the 
computer experience data presented in Chapter 2. 
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5.4. Study 4: Method 
5.4.1. Design 
A between participants experimental design was used, with participants being 
randomly allocated by the web site program to one of two questionnaire 
conditions. Both questionnaires were identical, except in the way in which 
participants selected their responses. In the menu condition, pull down menu lists 
were used. In the radio condition, radio buttons next to each possible answer were 
the response method. 
5.4.2. Participants 
Participants were 237 Internet users, mostly recruited through advertisements on 
online bulletin boards, at sites aimed at older adults, and also through the 
Psychology Department participant mailing list. The age distribution of the 
participants by condition is shown in Table 25. The majority were from the UK or 
Australasia, with a minority from elsewhere in Europe and the USA. 
Condition Young Middle Old Total 
(up to 50 years) (51-60 years) (61+ years) 
Menu 37 36 48 121 
Radio 37 25 54 116 
Total 74 61 102 237 
Table 25 The age distribution for respondents in each condition 
5.4.3. Materials 
The questionnaire was written using commercial web design software, and it was 
located on one page of the University of Bristol web site (see Appendix I for a 
printed version). Data were sent from the site to the experimenter via a secure 
online questionnaire service (www. response-o-matic. com), as the University 
server was not equipped to carry out this function. 
The first section of the page consisted of questions about computer, Internet and 
email experience, and answers were given using either menus (one dimensional 
drop-down lists) or radio buttons. The responses to this section constituted the 
experience measures. The second section included 10 questions on usability 
issues in completing the first section. These were rated on a seven point Likert 
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Figure 1 Screen shot from the pull down menu condition 
Figure 2 Screen shot from the radio button condition 
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type scale from strongly agree to strongly disagree. There was also a timer with a 
text box into which participants copied the time they had taken to complete the 
form. 
5.4.4. Procedure 
On reaching the introductory web site for the questionnaire, participants clicked on 
a 'continue' button, which allocated them at random to one of the two 
questionnaire conditions. This was initially set up to give approximately a 50: 50 
split, but more questionnaires were received in the radio than in the menu 
condition. In order that the number of responses received in each condition was 
equal overall, it was changed partway through to have a 2: 1 bias towards the 
menus condition. Participants answered the questions by highlighting their 
response option using the mouse. At the end of the questionnaire was a timer, 
from which participants copied down the time they had taken to complete the form 
in a box. A small number of participants were unable to fill in this part, as the timer 
did not function if their Internet browser was not Java enabled. On clicking on the 
'submit' button at the bottom of the questionnaire, the data were emailed to the 
experimenter. Only correctly and fully completed forms were sent. If the form was 
incomplete an error message screen was displayed. This listed the omitted 
questions and requested that the respondent went back to complete them before 
resubmitting the form. Thus only fully and correctly completed questionnaires 
were sent to the experimenter. 
5.4.5. Data coding 
The number coding used for the data is consistent throughout the analysis of 
Studies 4 and 5 (see Appendix I for the questionnaire with codes). The computer 
experience questions formed the first part of the questionnaire. These responses 
were coded such that in each case a lower number indicates less experience or 
less use of computers, the Internet or email. The performance measures used in 
the questionnaire took the form of 10 usability scales and timing data. The 
usability items were rated on a seven point scale from agree to disagree, with a 
code of '1' indicating agreement, and as such a positive experience. The timer 
data are shown in seconds. 
In addition to examining the effects of the individual experience and performance 
ratings, two composite variables were calculated. The composite usability variable 
was the mean of all ten of the respondents' usability ratings. There were 
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significant correlations (using Pearson's coefficient and p<0.05) between the 
ratings, indicating that it was meaningful to combine them. There was also a 
composite experience item. Again, Pearson's correlation coefficient was used to 
verify that the items could be meaningfully combined. This item was calculated as 
the mean of the experience questions, with 'why do you not use email? ' and `who 
do you contact using email? ' omitted. The composite experience measure was 
also used to give a median split (at a score of 4.44, with this score counting as low 
experience) of the group into two levels of experience, high and low. The 
composition of the experience groups is shown in Table 26. It can be seen from 
this table that the younger participants were mainly allocated to the high 
experience group, and the majority of the older participants to the low experience 
group. 
Young Middle Old Total 
High experience 56 26 31 113 
Low experience 18 35 71 124 
Total 74 61 102 237 
Table 26 The median split into high and low experience groups by age 
5.5. Results 
The raw data for this study are in Appendix J. 
5.5.1. Effect of condition on performance 
Independent t tests were used to compare the performance measures by 
condition. The independent variable was the condition, radio or menu, and the 
dependent variables were the usability ratings, composite usability score and 
timing measure. The results for this section are shown in Table 27. There was 
only one significant effect of condition on the usability items; this was for usability 
item 10, 'the amount of scrolling required to complete the questionnaire was 
reasonable'. On item 10 there was an advantage of the menu condition, where the 
respondents rated that the amount of scrolling required was more reasonable, 
relative to the ratings made by respondents in the radio condition. There was no 
significant effect of condition on the time taken to complete the questionnaire. 
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Usability 1 t=-0.88, df=235, p>0.05 1.09 (0.34) 1.14 (0.47) 
Usability 2 t=-0.86, df=235, p>0.05 1.08 (0.28) 1.12 (0.40) 
Usability 3 t=0.855, df=235, p>0.05 1.25 (0.45) 1.20 (0.44) 
Usability 4 t=0.673, df=235, p>0.05 1.12 (0.53) 1.08 (0.30) 
Usability 5 t=-0.355, df=235, p>0.05 1.09 (0.50) 1.11 (0.41) 
Usability 6 t=-0.910, df=235, p>0.05 1.07 (0.29) 1.11 (0.34) 
Usability 7 t=-0.821, df=235, p>0.05 1.84 (1.10) 1.97 (1.19) 
Usability 8 t=-0.469, df=235, p>0.05 1.17 (0.57) 1.21 (0.52) 
Usability 9 t=-1.778, df=235, p>0.05 1.10 (0.40) 1.20 (0.46) 
* Usability 10 t=-2.500, df=235, p<0.05 1.50 (0.91) 1.85 (1.27) 
Composite 
usability 
t=-1.452, df=235, p>0.05 1.23 (0.32) 1.30 (0.39) 
Timer t=0.640, df=213, p>0.05 271.65 (135.89) 270.50 (127.26) 
Table 27 Means (and standard deviations) and t statistics for the performance 
measures compared by condition 
5.5.2. Association between age and computer experience 
The effect of age on computer experience was compared using a variety of 
statistical methods, depending on the type of data collected. Of the 11 questions 
asked, eight were compared using one way ANOVAs with age group (young, 
middle and old) as the independent variable and the question response as the 
dependent variable. The data for these questions is shown in Table 28. Post-hoc 
testing was carried out using the Tukey test for those questions where there were 
significant effects (p<0.05). For Questions 2 and 4, significant effects were 
present only between the young and old groups. For Questions 1,3,7,8 and 9 
and the composite measure, significant effects were present between the age 
group pairs young and old, and young and middle. The responses to all the 
questions where significant age effects were present indicated higher levels of 
experience or use for younger than for older adults. 
Of the three remaining questions 'Do you use email? ' (Question 6), was 
compared using the chi-squared test as the data were nominal: this question was 
answered only 'yes' or 'no'. Two members of the middle age group and four of the 
old age group responded 'no'. All other respondents said they had used email. 
The chi-squared test indicated no significant differences, (Chit=2.86, p>0.05). 
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Hence, because of the small number of people who had not used email, the 
question Why do you not use email? ' was not analysed. 
The question Who do you regularly contact using email? ' (Question 10) involved 
categorical data. The frequency and percentage occurrence of each option by age 
group is shown in Table 29. When responding to this question, participants 
marked as many options as they liked. At the bottom of the table, the mean 
number of items selected per participant in each age group is shown. The main 
differences between the age groups on this measure were that younger 
participants were less likely to be contacting new friends met online, and that older 
participants have fewer work contacts. Participants contacted, on average, around 
three of the groups of people using email. 
Question ANOVA statistics Young Middle Old 
Mean Mean Mean 
(SD) (SD) (SD) 
1. For how many years have you F(2)=10.65,4.51 3.89 3.76 
been using a computer? P<0.01 (0.71) (1.14) (1.29) 
** 2. How often do you currently F(2)=4.68, 5.92 5.87 5.66 
use a personal computer? P<0.01 (0.27) (0.34) (0.85) 
** 3. How much experience do you F(2)=9.81, 4.28 3.93 3.73 
have with personal computers? P<0.01 (0.63) (0.85) (0.90) 
** 4. How much experience do you F(2)=9.42, 3.92 3.77 3.35 
have with the Internet? P<0.01 (0.85) (0.88) (0.95) 
5. How often do you use the F(2)=2.96, 5.57 5.49 5.20 
Internet? p>0.05 (0.83) (0.96) (1.26) 
** 7. How much experience do you F(2)=12.27, 5.42 4.98 4.71 
have with email? P<0.01 (0.60) (1.04) (1.07) 
** 8. Approximately how many F(2)=25.90, 5.56 4.39 4.02 
emails do you send in an average p<0.01 (1.35) (1.58) (1.33) 
week? 
** 9. Approximately how many F(2)=10.39, 5.76 5.10 4.85 
people do you regularly contact p<0.01 (1.17) (1.40) (1.36) 
using email? 
Composite experience item F(2)=20.48, 4.77 4.38 4.14 
p<0.01 (0.41) (0.69) (0.75) 
Table 28 The means (and standard deviations) and ANOVA statistics for the 
computer experience questions compared by age group. 
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Category Young Middle Old 
Frequency Frequency Frequency 
Family 51(20.8%) 47 (24.0%) 78 (26.5%) 
Old friends 61(24.9%) 41(20.9%) 70 (23.8%) 
Online friends 13(5.3%) 21 (10.7%) 34(11.6%) 
Work contacts 55 (22.4%) 33 (16.8%) 30 (10.2%) 
Companies 43 (17.6%) 40 (20.4%) 59(20.1%) 
Other 22 (9.0%) 14(7.1%) 23 (7.8%) 
Total 245 (total/N=3.31) 196 (total/N=3.21) 294 (total/N=2.88) 
Table 29 Frequency and percentage data for the types of people contacted by email 
(Question 10) by respondent age group 
5.5.3. Effect of age on performance 
Age effects for each of the performance measures have been analysed using one 
way ANOVAs. The independent variable was age, and the dependent variables 
were the usability ratings and the timing data. The usability items were: 
I Overall the questionnaire was easy to complete 
2 It was easy to understand the questions that were asked 
3 It was easy to choose my responses from those offered 
4 It was easy to mark my chosen responses 
5 The text on the questionnaire was easy to read 
6 The instructions for completing the questionnaire were easy to understand 
7I enjoyed filling out this questionnaire 
8 The questionnaire layout was clear 
9 The questionnaire was easy to follow 
10 The amount of scrolling required to complete the questionnaire was reasonable 
These data, along with means and standard deviations for the age groups' 
responses are shown in Table 30. Where there were significant age effects these 
have been examined further using the Tukey test (p<0.05). For usability items 6, 
8,9 and 10 significant effects of age were present only between the young and old 
age groups. For usability items 3,5,7 and 8 and the composite usability item, 
there were significant differences between the young and middle, and the young 
and old age groups. For all of the usability items where significant age effects 
were present, older adults rated the item more positively than the younger adults. 
For the timing data, post-hoc testing indicated that there was only one significant 
effect, that older adults took significantly longer than younger adults did to 
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complete the task. 






Usability 1 F(2)=1.22, p>0.05 1.18 (0.58) 1.08 (0.28) 1.09 (0.32) 
Usability 2 F(2)=2.68, p>0.05 1.18 (0.48) 1.08 (0.28) 1.06 (0.24) 
** Usability 3 F(2)=5.59, p<0.01 1.36 (0.54) 1.16 (0.42) 1.16 (0.37) 
Usability 4 F(2)=0.77, p>0.05 1.15 (0.66) 1.08 (0.33) 1.07 (0.25) 
** Usability 5 F(2)=9.12, p<0.01 1.28 (0.77) 1.02 (0.13) 1.02 (0.14) 
* Usability 6 F(2)=3.78, p<0.05 1.18 (0.42) 1.07 (0.31) 1.05 (0.22) 
** Usability 7 F(2)=21.38, p<0.01 2.57 (1.29) 1.67 (1.00) 1.56 (0.90) 
** Usability 8 F(2)=10.22, p<0.01 1.42 (0.79) 1.10 (0.44) 1.08 (0.27) 
* Usability 9 F(2)=4.49, p<0.05 1.27 (0.56) 1.10 (0.44) 1.09 (0.29) 
** Usability 10 F(2)=4.84, p<0.01 1.96 (1.14) 1.70 (1.37) 1.44 (0.85) 
** Composite 
usability 
F(2)=17.95, p<0.01 1.45 (0.47) 1.21 (0.31) 1.16 (0.20) 
** Timer 
(seconds) 






Table 30 The means (and standard deviations) and ANOVA statistics for the task 
performance items compared by age group 
5.5.4. Effect of computer experience on performance 
The effect of computer experience on task performance was examined using 
independent t tests. The independent variable was experience group, low or high, 
and the dependent variables were the usability ratings, the composite usability 
rating and the timing measure. Only two significant effects of experience were 
identified. There was a significant effect upon usability item 7, which related to 
respondents' enjoyment of the task, whereby the high experience group gained 
less enjoyment than the low experience group. Additionally, high experience 
users took significantly less time than low experience users to complete the task. 
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Item t statistics Low experience High experience 
Usability 1 t=0.28, df=235, p>0.05 1.12 (0.42) 1.11 (0.41) 
Usability 2 t=0.17, df=235, p>0.05 1.10 (0.36) 1.10 (0.33) 
Usability 3 t=1.54, df=235, p>0.05 1.27 (0.50) 1.18 (0.38) 
Usability 4 t=0.89, df=235, p>0.05 1.12 (0.54) 1.07 (0.29) 
Usability 5 t=-1.30, df=235, p>0.05 1.06 (0.28) 1.14 (0.60) 
Usability 6 t=0.61, df=235, p>0.05 1.10 (0.33) 1.08 (0.30) 
** Usability 7 t=-2.64, df=235, p<0.01 1.72 (1.07) 2.12 (1.20) 
Usability 8 t=-1.08, df=235, p>0.05 1.15 (0.46) 1.23 (0.63) 
Usability 9 t=0.51, df=235, p>0.05 1.16 (0.47) 1.13 (0.39) 
Usability 10 t=-0.49, df=235, p>0.05 1.64 (1.09) 1.71 (1.14) 
Composite usability t=-0.86, df=235, p>0.05 1.25 (0.34) 1.29 (0.37) 
** Time t=4.05, df=213, p<0.01 305.99 (132.70) 235.88 (121.06) 
Table 31 Means (and standard deviations) and t statistics for the performance 
measures compared by computer experience level 
5.5.5. Further examination of the effect of age on performance 
It can be seen from Table 26 that there is a close relationship between age and 
experience in these data. Older participants were on average less experienced 
with computers than younger participants. ANCOVA was used here to examine 
the effect of age on the timer measure of performance with experience as a 
covariate. This enabled timing, a key measure of performance, to be looked at in 
more detail to establish whether there were genuine effects of age, or whether the 
differing experience levels of the age groups explains the apparent age 
differences. 
The ANCOVA data indicated that there was a no significant effect of age on the 
time measure (F(2)=1.63, ns. ). The effect of experience, however, was significant 
(F(1)=19.02, p<0.01). This additional analysis has demonstrated that the 
significant ANOVA in section 5.5.3 reflected differences in experience level 
between the age groups. 
5.6. Discussion 
The data collected constituted demographic features of the respondents, computer 
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experience ratings and usability measures for the two questiönnaire types. It was 
found that there was an advantage of the radio condition over the menu condition. 
Also, older adults were less experienced with computers, the Internet and email 
than younger adults. In addition, older adults took longer to complete the 
questionnaire than younger adults, although the older adults gave more positive 
usability ratings. These findings are discussed in more detail in the sections 
below. 
5.6.1. Effect of condition on performance 
The usability ratings and timing data formed the performance measure in this 
experiment. There was no significant effect of condition on the time taken to 
complete the task, or on the composite usability rating. Of the 10 usability items, 
only the tenth differed significantly between the conditions. This item related to the 
amount of scrolling that was required to carry out the task, and was rated more 
favourably for the menu condition. Because the menus were more compact in 
terms of the screen space they took up than the radio button lists, it is true that 
less scrolling was required in the former condition. The scores on this usability 
item reflect this. 
In general, this pattern does not emphasise a distinct superiority of one menu style 
or the other. Carey et al. did not find time differences between the two conditions, 
but significant differences between pull down and traditional menus were identified 
in the number of errors made. It was expected in the current experiment that the 
usability ratings may prove comparable to Carey et al. 's error rates and give a 
similar pattern of results whereby lower usability ratings would be made in the pull 
down (menu) than in the traditional (radio) menu condition. However, this was not 
the case. 
Carey et al found that users preferred the traditional menus, using a within 
participants design. The study reported here compared the radio and menu 
conditions between participants, and as such no direct comparison of user 
preference could be made. Usability item 7 related to enjoyment experienced 
while carrying out the task, but no significant condition effect was found. There 
was no other measure relating to user preferences in the study reported here. A 
within participants design, such as that used by Carey et al., would have been 
better suited to making this type of comparison. 
The study reported here did not include an explicit and controlled measure of the 
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errors made by respondents in each condition. There was, however, some 
indication in the data received that the error rate may have been higher in the 
menu than in the radio condition. The web site was set up so that only fully 
completed forms were submitted to the experimenter, and all forms containing 
errors of omission were automatically excluded from the study. During data 
collection it was observed that the amount of data being received in each of the 
two conditions was unequal, with around 20-25% more radio than menu forms 
being received. In order that the number of respondents in each condition was 
kept approximately equal for the purpose of analysis, a 2: 1 bias in favour of the 
menu condition was programmed into the random link generator that allocated 
participants to the conditions. The bias was removed once the ratio was again 
50: 50, but twice more during data collection there were more radio than menu 
forms and the random link generator was manipulated each time to maintain equal 
numbers in the conditions. The difference in the numbers of forms received in 
each condition was initially thought to be coincidental, but given the consistent 
pattern in the inequality of the numbers this later seemed unlikely. Although this is 
not a formal measure of error, it does provide an indication that there may have 
been higher rates of errors of omission in the menu than in the radio condition. 
This pattern would be consistent with the findings of Carey et al. 
The finding that the usability measures did not show a preference for the radio 
condition merited an explanation; two possibilities are proposed here. First, it may 
be that people who had difficulties with the form, and may thus have rated its 
usability less favourably, were frequently unable to successfully submit their data. 
Second, there is the possibility that the usability questions used here were simply 
not sensitive to the particular problems encountered by respondents. 
5.6.2. Association between age and computer experience 
Older adults had significantly less computer experience than younger adults. This 
finding is consistent with the conclusions in Chapter 2. There are a number of 
reasons why this might be the case. First, many young people use computers at 
work, and in this way accumulate a lot of experience. In comparison older adults 
are likely to have fewer tasks to carry out on a computer, and therefore spend less 
time using computers. Older people may also experience financial constraints that 
limit their computer access opportunities, particularly in terms of how long they 
spend online using Internet or email applications. 
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5.6.3. Effect of age and computer experience on performänce 
It initially appeared that older adults were significantly slower than younger adults 
to complete the experimental task. This finding is consistent with the cognitive 
ageing literature which describes increased slowness with age (Salthouse, 1998) 
and with literature about older adults' interactions with computers which shows a 
similar pattern (Czaja & Sharit, 1993; Freudenthal, 2001; Wright et al., 2000). 
However, further examination of the data revealed this apparent age effect to be 
due to the different computer experience levels of members of the age groups. 
There were significant age effects in seven of the ten usability ratings, and for the 
composite usability item. On all of these items, older adults gave a more positive 
evaluation of their interactions with the web site than younger adults did. This is in 
contradiction with the expectation that older adults would have more trouble and 
therefore give lower usability ratings than younger adults. It is possible that older 
adults, taking more time to complete the questionnaire, experienced fewer 
difficulties than younger adults who worked faster and who may have been hasty 
and made mistakes. Alternatively, the difference in usability ratings may be 
explained by the way in which participants made the ratings. Older adults may 
have been initially more apprehensive of the task of filling in a questionnaire 
online; their positive ratings may have been an indication that they did not find the 
task as hard as they had expected. In Chapter 4, a study in which older and 
younger adults carried out a series of library database searches was reported. 
Although older, less experienced, adults had more difficulty with the task than 
younger adults, making more errors and taking longer, they also gave more 
positive enjoyment ratings than the younger adults. The usability ratings in the 
current study may have been influenced by differing levels of enjoyment 
experienced by the age (and experience) groups. In essence, the older 
respondents in the current study enjoyed the task more than the younger 
respondents. This enjoyment may offer a partial explanation for the more positive 
usability ratings on other dimensions reported by the older group. 
As reported in sections 5.4.5 and 5.5.2, there was a strong association between 
age and experience level where older adults had less computer, Internet and email 
experience than younger adults. Because of this, the effects of age on 
performance discussed above can also be related to some extent to the 
relationship between experience and performance. The sample was split into high 
and low experience groups and the performance measures compared by group 
(section 5.5.4). The data in this section showed that only one of the usability 
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dimensions (enjoyment, number 7) differed significantly' between the two 
experience groups, with the high experience group enjoying the task less. This 
may be related to the novelty of the task, with more experienced people finding it 
too mundane to gain as much enjoyment as less experienced people. Members of 
the high experience group took significantly less time to complete the task. This 
latter finding is consistent with the study by Carey et al. (1996) and with other 
experiments in the literature (Czaja & Sharit, 1993; Czaja, Sharit, Nair, & Rubert, 
1998) 
In their comparison of pull down and traditional menus, Carey et al. (1996) found 
no significant difference in the amount of errors made by novice and experienced 
participant groups. This could not have been replicated here, as no direct 
measure of errors was taken. The usability ratings provided the main performance 
measure in the current study, and there were generally non-significant differences 
between novice and experienced respondents' ratings of the usability items. 
Although error measures and usability ratings cannot be subjected to direct 
comparison, it is true to say that an interface with poor usability often results in 
users making more errors (Nielsen, 1993). The non-significant effects in the 
current study and those of Carey et al. may therefore be considered to be 
somewhat comparable. 
5.7. Study 4: Conclusion 
In conclusion, this study has given an indication, albeit a tentative one, that radio 
buttons provide a means of responding to online questionnaires that is preferable 
to using pull down menus. This confirms the findings of Carey et al., who found a 
preference for traditional rather than pull down menu styles. This finding cannot, 
however, be considered to be robust because of the factors discussed in Section 
5.6.1 above. Study 5, reported below, was a replication of Study 4, with a 
modification intended to provide a better indication of error rates. In addition to the 
empirical findings of this experiment, this study has also demonstrated the use of 
the Internet as a data collection tool (Pettit, 1999). Apart from the problem of 
ensuring similar numbers of participants in the two conditions this approach to 
data collection was deemed a success. 
5.8. Study 5: Introduction 
In Study 4 the questionnaire was submitted to the experimenter only if it was fully 
completed. It was expected that differences between the two conditions would be 
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evident in the responses to the usability measures. This was not the case, with the 
usability measures giving similar results in each condition. Carey et al. (1996) 
found a difference between the two different menu conditions they compared only 
in terms of the number of errors made. In Study 4, errors of omission made in 
filling in the questionnaire would have resulted in the data not being submitted 
because all questions were programmed as compulsory. The study has therefore 
been replicated with a modification to the design of the web site. In Study 5, all 
questions in the questionnaire were made optional. The phrasing in the 
questionnaire instructions remained the same, stating that all questions were 
compulsory, but the underlying program was altered such that the data would be 
submitted when the submit button was clicked on, regardless of how complete the 
data set was. The omission data were taken in this study as a measure of 
participant error. 
5.9. Aim 
The aim of this study was first to confirm the findings of Study 4. In addition it was 
hoped that the modification made to the questionnaire would provide a third 
performance measure of the two means of response, menu and radio, in terms of 
the errors made by respondents. It was expected that these additional data would 
provide confirmation for Carey et al's finding that there is an advantage of the 
traditional over pull down menus in terms of the amount of errors made. 
5.10. Method 
5.10.1. Design 
As in Study 4, the design was between participants with random allocation to the 
conditions. The two conditions were menu (referring to one dimensional drop- 
down lists) and radio (responses given using radio buttons). See Figure 1 and 
Figure 2 for illustrations of the conditions. 
5.10.2. Participants 
Most participants were recruited through online advertisements. Around half of the 
young group were sixth form students attending an open day in the Psychology 
Department. There were 100 respondents to the questionnaire; the age 
distribution by condition is shown in Table 32. In this study, the majority of 
respondents were from the UK, with a small minority from other regions of the 
world. 
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Condition Young Middle Old Total 
(up to 50 years) (51-60 years) (61+ years) 
Menu 21 18 11 50 
Radio 23 17 10 50 
Total 44 35 21 100 
Table 32 The age distribution for respondents in each condition 
5.10.3. The questionnaire 
The questionnaire was identical in appearance to that used in Study 4 and can be 
seen in Appendix I. It differed from the original version only in the way in which it 
was programmed to send the data. While the first questionnaire delivered the data 
only if all fields had been completed, the modified version had no compulsory 
fields, and therefore delivered all data sets, regardless of whether or not they were 
complete. 
5.10.4. Procedure 
Participants were allocated to the menu or radio condition via a random link. The 
random link was expected to give an approximately 50: 50 split between the two 
conditions. Participants worked through the questionnaire and their responses 
were emailed to the experimenter when they clicked on the 'submit' button. 
5.10.5. Data coding 
The data gathered in this study were the same in structure as those in Study 4. 
Because of this, and to facilitate comparison between the two studies, the same 
statistical analyses and structure of reporting is used here as was used in Study 4. 
For details on how the data were coded, refer to section 5.4.5. Again the 
composite measures of experience and performance were calculated. Pearson's 
correlation coefficient was used to ensure that the items could be meaningfully 
combined. As a result of non-significant correlations, question one was omitted 
from the composite experience item. There were no omissions from the 
composite usability item. These new composite variables were calculated by 
taking a mean of the scores of the items composing them. Low and high 
experience groups were calculated by taking a median split (at a score of 4.25, 
with this score taken as low experience) of the composite experience measure. 
The number and age group of participants in each experience group is shown in 
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Table 33. In this study the pattern of allocation to the experience groups was 
close to 50: 50 for all age groups. This is in contrast to the distinct pattern in Study 
4, where older adults were less experienced than younger adults, with the group 
allocations reflecting this. 
Young Middle Old Total 
High experience 21 15 11 47 
Low experience 23 20 10 53 
Total 44 35 21 100 
Table 33 The median split into high and low experience groups by age 
5.11. Results 
Raw data for this study are in Appendix K. 
5.11.1. Effect of condition on performance 
Independent t tests with condition as the independent variable and performance 
ratings as the dependent variables were used to examine the effect of condition on 
performance. There were no significant differences. Notably, and unlike in the 
previous experiment, the number of questionnaires received in each condition was 
equal without any experimenter intervention. 
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Question T statistics Menu Radio 
Mean (SD) Mean (SD) 
Usability 1 t=-0.71, df=98, p>0.05 1.16 (0.37) 1.26 (0.92) 
Usability 2 t=-0.53, df=98, p>0.05 1.14 (0.50) 1.20 (0.64) 
Usability 3 t=-1.86, df=98, p>0.05 1.16 (0.42) 1.40 (0.81) 
Usability 4 t=-1.41, df=97, p>0.05 1.16 (0.43) 1.34 (0.77) 
Usability 5 t=1.00, df=95, p>0.05 1.18 (0.63) 1.08 (0.28) 
Usability 6 t=-1.04, df=98, p>0.05 1.18 (0.39) 1.32 (0.87) 
Usability 7 t=-1.71, df=96, p>0.05 1.92 (1.00) 2.33 (1.34) 
Usability 8 t=0.41, df=97, p>0.05 1.32 (0.71) 1.27 (0.60) 
Usability 9 t=-0.05, df=95, p>0.05 1.23 (0.56) 1.24 (0.52) 
Usability 10 t=-0.98, df=98, p>0.05 1.74 (1.19) 2.00 (1.46) 
Composite usability t=-1.19, df=98, p>0.05 1.32 (0.44) 1.44 (0.56) 
Timer t=-0.60, df=98, p>0.05 234.72 (107.99) 252.26 (174.60) 
Omissions (errors) t=1.46, df=98, p>0.05 0.36 (0.53) 0.20 (0.57) 
Table 34 Means (and standard deviations) for the performance measures compared 
by condition 
5.11.2. Association between age and computer experience 
Eight of the computer experience questions were compared using one way 
ANOVAs with age group as the independent variable and question response as 
the dependent variable (see Table 35). For those questions where significant age 
effects were present, post-hoc testing was carried out using the Tukey test 
(p<0.05). For Questions 2 and 5 significant age effects were only present between 
the pair young and old. For Question 3 the only statistically significant pairwise 
comparison was between the young and middle age groups. 
The question, 'Do you use email? ' (Question 6) was compared using the chi- 
squared test. Three members of the young age group and two of the middle age 
group responded 'no', with all other respondents having used email. The chi- 
squared test indicated no significant differences between the age groups, 
(Chi2=1 . 38, p>0.05). As in the previous study, insufficient respondents had not 
used email to justify analysis of the question 'Why do you not use email? '. 
The categorical data for Question 10 are shown in Table 36, with frequencies and 
percentages listed. The pattern here is very similar to that in Study 4. 
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Question ANOVA statistics Young Middle Old 
Mean Mean Mean 
(SD) (SD) (SD) 
1. For how many years have you F(2)=2.83, p>0.05 3.80 3.15 3.43 
been using a computer? (0.95) (1.44) (1.25) 
* 2. How often do you currently F(2)=3.16, p<0.05 5.41 5.66 5.90 
use a personal computer? (0.76) (0.94) (0.30) 
* 3. How much experience do you F(2)=3.09, p<0.05 3.91 3.46 3.71 
have with personal computers? (0.68) (0.99) (0.72) 
4. How much experience do you F(2)=1.22, p>0.05 3.84 3.57 3.62 
have with the Internet? (0.83) (0.88) (0.59) 
* 5. How often do you use the F(2)=3.46, p<0.05 5.09 5.26 5.90 
Internet? (1.19) (1.44) (0.30) 
7. How much experience do you F(2)=0.16, p>0.05 4.77 4.77 4.90 
have with email? (1.03) (1.03) (0.62) 
8. Approximately how many F(2)=0.52, p>0.05 4.24 4.51 4.14 
emails do you send in an average (1.64) (1.48) (1.06) 
week? 
9. Approximately how many F(2)=0.31, p>0.05 4.53 4.71 4.81 
people do you regularly contact (1.58) (1.41) (0.98) 
using email? 
Composite experience item F(2)=0.47, p>0.05 4.20 4.24 4.39 
(0.81) (0.1 1) (0.39) 
Table 35 The means (standard deviations) and ANOVA statistics for the computer 








Family 23 (22.5%) 29(26.1%) 18 (29.0%) 
Old friends 32 (31.4%) 23 (20.7%) 14 (22.6%) 
Online friends 9 (8.8%) 14 (12.6%) 13 (21.0%) 
Work contacts 11(10.8%) 13(11.7%) 3(4.8%) 
Companies 20 (19.6%) 22 (19.8%) 11(17.7%) 
Other 7 (6.9%) 10 (9.0%) 3 (4.8%) 
Total 102 (total/N=2.32) 111 (total/N=3.17) 62 (total/N=2.95) 
Table 36 Frequency and percentage data for the types of people contacted by email 
(question 10) by respondent age group 
5.11.3. Effect of age on performance 
The effect of age on the performance measures was compared using one-way 
ANOVAs with age as the independent variable and performance measure as the 
dependent variable. Table 37 shows the means and standard deviations for each 
group, and the ANOVA results. Post-hoc comparisons were made using the 
Tukey test (p<0.05). For usability items 3,7,8 and 10 and the composite usability 
measure, this indicated significant differences only between the young and middle, 
and young and old age groups. In each case, older respondents rated usability 
more positively than the younger respondents. For the timing data, again post-hoc 
testing indicated significant differences only between the young and middle, and 
between the young and old groups. Older participants took significantly longer to 
complete the questionnaire than younger participants. 
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Usability 1 F(2)=2.59, p>0.05 1.39 (0.99) 1.09 (0.28) 1.05 (0.22) 
Usability 2 F(2)=2.76, p>0.05 1.32 (0.80) 1.06 (0.24) 1.05 (0.22) 
** Usability 3 F(2)=4.97, p<0.01 1.50 (0.88) 1.14 (0.36) 1.05 (0.22) 
Usability 4 F(2)=2.79, p>0.05 1.42 (0.82) 1.14 (0.43) 1.10 (0.30) 
Usability 5 F(2)=0.95, p>0.05 1.14 (0.35) 1.06 (0.24) 1.25 (0.91) 
* Usability 6 F(2)=3.92, p<0.05 1.45 (0.93) 1.11 (0.32) 1.05 (0.22) 
** Usability 7 F(2)=9.68, p<0.01 2.67 (1.19) 1.66 (0.97) 1.75 (1.12) 
** Usability 8 F(2)=5.42, p<0.01 1.52 (0.86) 1.15 (0.36) 1.05 (0.22) 
Usability 9 F(2)=2.92, p>0.05 1.37 (0.69) 1.18 (0.39) 1.05 (0.22) 
** Usability 10 F(2)=11.65, p<0.01 2.52 (1.52) 1.43 (1.01) 1.24 (0.62) 








F(2)=0.63, p>0.05 0.34 (0.68) 0.20 (0.41) 0.29 (0.46) 
** Composite F(2)=11.98, p<0.01 1.64 (0.60) 1.20 (0.31) 1.16 (0.26) 
usability 
Table 37 The means (and standard deviations) and ANOVA statistics for the task 
performance items compared by age group 
5.11.4. Effect of computer experience on performance 
Independent t tests were used to compare respondents' performance by 
experience group. The independent variable was experience group and the 
dependent variables were the usability ratings, timing, omissions and composite 
usability rating scores. There were no significant effects of experience on the 
performance measures. 
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Usability 1 t=1.11, df=98, p>0.05 1.28 (0.91) 1.13 (0.34) 
Usability 2 t=1.41, df=98, p>0.05 1.25 (0.73) 1.09 (0.28) 
Usability 3 t=1.92, df=98, p>0.05 1.40 (0.79) 1.15 (0.42) 
Usability 4 t=1.16, df=97, p>0.05 1.32 (0.75) 1.17 (0.44) 
Usability 5 t=0.78, df=95, p>0.05 1.17 (0.61) 1.09 (0.29) 
Usability 6 t=1.73, df=98, p>0.05 1.36 (0.86) 1.13 (0.34) 
Usability 7 t=0.61, df=96, p>0.05 2.19 (1.25) 2.04 (1.34) 
Usability 8 t=0.15, df=97, p>0.05 1.30 (0.61) 1.28 (0.72) 
Usability 9 t=0.05, df=95, p>0.05 1.24 (0.48) 1.23 (0.60) 
Usability 10 t=1.50, df=98, p>0.05 2.06 (1.32) 1.66 (1.32) 
Composite usability t=1.48, df=98, p>0.05 1.45 (0.54) 1,31 (0.45) 
Timer t=0.96, df=98, p>0.05 256.62 (94.92) 228.68 (185.62) 
Omissions t=0.06, df=98, p>0.05 0.28 (0.60) 0.28 (0.50) 
Table 38 Means (and standard deviations) and t statistics for the performance 
measures compared by computer experience level 
5.12. Discussion 
5.12.1. Effect of condition on performance 
The principal aim of this study was to add confirmatory data to those of Carey et al 
and of Study 4, indicating an advantage of the traditional (radio condition) over pull 
down menus (menu condition). The omissions data taken in the current study 
provided a measure of user errors that was not available in Study 4. According to 
Carey et at, there were more errors made by users of pull down compared to 
traditional menus. This pattern was not replicated here, with a similar amount of 
errors of omission being made by respondents in each the menu and radio 
conditions. 
In Study 4, it appeared that there may be an advantage for users in the radio 
compared to the menu condition, indicated by the lower number of correctly 
completed forms received in the latter condition. The principle reason for a form 
not submitting correctly in Study 4 would have been that the respondent had 
omitted one or more questions. Although in the current study there was no 
significant difference in the number of omissions made by respondents in the two 
conditions, the pattern of reduced numbers of questionnaires in the menu 
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condition was not replicated here. It is not possible to draw cönclusions about why 
this pattern was not replicated. It may be that in Study 4 the random link generator 
did not approximate to a 50: 50 split between the conditions, while it did in study 5. 
This seems an unlikely explanation, however, since the programming code for the 
link was identical in both experiments, and over sample sizes of 237 and 100 the 
split could be expected to deviate a little, but probably not by as much as 20% as it 
appeared to do in Study 4. 
5.12.2. Association between age and computer experience 
Overall, the experience data in the current study did not show significant 
differences between the . three age groups. Although some of the individual 
experience measures differed between the groups, they were in a minority. This 
was also reflected in the distribution of participants from the three age groups in 
the two experience groups. There was no significant effect of age on the 
composite experience measure. These data are in contrast to the findings in 
Study 4. In Study 4 the mean composite experience score was 4.40, with a range 
from 1.0 to 5.56 and a standard deviation of 0.70. In Study 5 the mean composite 
experience score was 4.26, with a range of 1.25 to 5.63 and a standard deviation 
of 0.74. As such the overall experience level of the sample in Study 5 was 
somewhat lower than that of the sample in Study 4. Although the ratio of high to 
low experience group participants was similar in the middle age group in both 
studies, it was dissimilar in comparisons of the young and old age groups. In 
Study 4, the young group was mainly high experience and the old group mainly 
low experience. In Study 5 the ratios were approximately 50: 50. In the young 
group this may have been partially due to a sampling bias introduced by recruiting 
a large proportion of their number from a school and college student population 
aged in their late teens, and with low levels of computer experience. This is in 
contrast to the young group in Study 4, who were mainly in their 20s, 30s and 40s. 
It is unclear why there was a higher proportion of high experience group members 
in the old group in Study 5 compared to the old group in Study 4. These figures 
may have been impacted upon to some degree by the lower experience of the 
young group in Study 5, or be partially due to the lower number of participants for 
the old group in Study 5 (21) compared to Study 4 (102). 
5.12.3. Effect of age and computer experience on performance 
There were significant effects of age on performance for the timing measure and 
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for five of the 10 usability items, as well as for the composite measure of usability. 
Older adults' usability ratings tended to be more positive than those given by 
younger respondents. This pattern is very similar to that observed in Study 4, and 
the explanations given in Section 5.6.3 may also be applied here. 
In the current study, there were no significant effects of experience group on the 
performance measures. This is similar to the findings of Study 4. As before, it is 
not appropriate to directly compare the usability findings with the error data of 
Carey et al. The study reported here, however, included an attempt to log 
respondent errors, so that a comparison with Carey et al could be made. The 
error rating used here was in the form of omissions made in completing the 
questionnaire form. For each respondent the number of omissions made in the 
whole form was used. There was no significant effect of age or experience group 
on the number of errors of omission made in completing the form. Carey et al also 
found no significant difference between experienced and novice users in their 
menu task. The data from the current study and that of Carey et al therefore 
appear to be similar. However, the error rate in the current study was very low, 
and this floor effect may have reduced the validity of the statistical comparison. 
5.12.4. The Internet as a data collection tool 
Studies 4 and 5 reported here used the Internet as a data collection tool. This had 
advantages in economy of time and resources, but also had disadvantages. In 
Study 4 there was difficulty in interpreting the proportions in which data were 
received between the two conditions. It appeared that fewer forms were being 
correctly completed in the pull down compared to the traditional menu condition. 
This finding was based, on the assumption that the random link in the web site 
program was giving the 50: 50 split it was designed to give, and that people were 
having difficulty in correctly completing the pull down form. However, there was no 
way to' check whether equal numbers of people were being allocated to each 
condition. Also, without being present in the room with the participant, it was not 
possible for the experimenter to observe any reasons for people being unable to 
complete the form in either condition. 
In collecting data in this way there also has to be a degree of trust. All forms sent 
to the experimenter were received in good faith. Without having met the majority 
of those who completed them, and with some of these people being on the other 
side of the world, it is not possible to gauge their integrity. In particular the timer 
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measure used here introduced a problem. First, the timer did not work at all on 
some peoples' Internet browsers, and as such there were some blank data points 
submitted. Second, the timer did not record a time automatically, rather the 
participant was instructed at the end of the questionnaire to copy the time from the 
timer into a text box. It is not clear whether this may have introduced a bias with 
some participants possibly entering a time which they considered to put them in a 
more favourable light. 
Further to these issues, there is an additional problem in the experimenter's ability 
to understand the respondents' perception of the task. In a study where the 
participants attend a laboratory, the experimenter can ensure through clear 
explanations and questioning whether the participant understands the instructions 
and is able to do what is required of them. In any remotely administered study, 
whether it is on the Internet or in the form of a pen and paper questionnaire, there 
is no way that the experimenter can make this judgement. It is therefore 
particularly important that instructions given are clear and concise, and that the 
task itself is simple enough that it can be reasonably expected that most people 
will be able to complete it successfully. 
5.13. Conclusion 
The combined results of Studies 4 and 5 do not offer any conclusive data which 
confirm the advantage in terms of error rates of traditional over pull down menus 
found by Carey et al. Although the Internet is a useful data collection tool, its 
limitations have been demonstrated here. 
5.14. Study 6: Introduction 
The third study in this series compared traditional and pull down menus with 
embedded levels. Rather than having one list of items from which the participant 
must choose as in Studies 4 and 5, here participants had to make two decisions 
from related lists, i. e. choosing a shop department and then the item to buy from it. 
The current study was a comparison of pull down and traditional menus similar to 
that of Carey et al., and included a number of design features aimed to overcome 
some of the difficulties encountered in Studies 4 and 5, and to enable comparison 
with more of Carey et als' findings. One of the criticisms of Carey et als' work is 
that there may have been a bias towards traditional menus in the cash point 
system they used in their experiment. As most cash points use a traditional menu 
layout, there may have been a familiarity effect giving an artificial preference for 
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traditional menus in their work. The menus used in Studies 4 and 5 were multiple 
choice answers to questions about computer experience. This was a very simple 
task with simple single panel menus. The use of an embedded menu level in 
Study 6 was intended to make the task more complex and realistic, and to reduce 
the possibility of floor effects. 
For this experiment an online shopping scenario was chosen as a preference over 
Carey et als' cash point set up. Online shopping is a more recent addition to our 
environment than are cash points, although shopping per se is a task that is very 
familiar to most adults in the developed world. In addition, online shops use many 
different layouts using various kinds of menus and functions; there is not a set 
format, unlike for cash points which use traditional menus. Because of these 
factors it is less likely with the shopping scenario used here than in a cash point 
scenario that there will be a familiarity bias of one or other menu type for the 
domain as occurred in Carey et als' study. 
The current study was an experiment carried out in the laboratory. A within 
participants design was used making it possible to gain a rating of preference for 
the menu types from participants. This was not the case in the two previous 
studies. The performance measures in Studies 4 and 5 were usability ratings and 
a timer, with the addition in Study 5 of a count of errors of omission. These 
measures proved to be either insensitive to differences between the two menu 
conditions, or to indicate that the conditions did not differ significantly. Two groups 
of measures, objective and subjective, were used in the current study. A timing 
measure, a count of the number of steps through the menus per trial and a score 
of correct answers comprised the objective measures recorded by the computer 
during the experiment. Subjective ratings of the participants' experiences were 
also made using questionnaires. 
5.15. Aim 
Relative to Studies 4 and 5, the current study was more similar in design to that of 
Carey et al. It was designed to extend the findings of Studies 4 and 5, and to 
enable better comparison of respondents' subjective ratings of the two menu 
styles by using a within participants design. It was expected that this study would 
replicate Carey et als' finding of an advantage of the traditional over the pull down 




There were two conditions - traditional and pull down menus. A within participants- 
design was used, with all participants carrying out both conditions. The order of 
the conditions was counterbalanced, with half the participants in each age group 
carrying out the traditional condition first and the other half carrying out the pull 
down condition first. 
5.16.2. Participants 
Participants were 32 adults, 16 in each the young and old age groups. The mean 
age of the young groups was 20.88 years (range 18 to 34) and the mean age of 
the old group was 69.94 years (range 62 to 79). All participants had experience of 
using computers. 
5.16.3. Materials 
Participants completed a series of questionnaires throughout the experiment (see 
Appendix Q. The pre-test questionnaire (Questionnaire 1) concerned general 
computer experience. After each of the two computer sessions, the participant 
was given a questionnaire (numbered Questionnaire 2 and Questionnaire 3 
respectively) about their experience in that session; these asked how easy the 
menus were to use, and how the participant had found their responses. At the end 
a further questionnaire (Questionnaire 4) asked that participants compare the two 
conditions; they were asked to rate which menu style was quickest to use, easiest 
to use, most suitable for the task and which they liked more. 
The computer program was written in Microsoft Visual Basic 5.0. An online 
shopping scenario was described. Participants were given one item at a time to 





Target Item: Perfume 
Figure 3 Screen shot from the traditional menu condition 
Cookware 
® Bubble bath 
Clothing Flannel 
Food hall Lipstick 
Furniture 
Sports goods Shampoo 
Toys Shaving foam 
Talcum powder 
Target Item: Perfume 
Figure 4 Screen shot from the pull down menu condition 
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followed by a list of seven items for each department. ' Both lists were in 
alphabetical order. In the traditional condition, the menus were positioned in the 
centre of the screen, with the second level of the menu appearing in the same 
location as the first and thus obscuring it. There was a back button at the bottom 
left of the screen to allow participants to return to the previous menu level. This is 
a standard layout for traditional menus. In the pull down condition the menus 
pulled down from the word 'Start' positioned at the left of the bar at the top of the 
screen. The second level of the menu appeared to the right of the first level. No 
back button was necessary in this condition, as the participant could go back to 
the previous level of the menu by moving the mouse onto the menu panel. The 
pull down menus were in standard Microsoft Windows format. In both conditions 
the menus were black 14 point lettering on a grey background. In each condition 
there were 49 trials, and the target word remained visible throughout each trial at 
the bottom right of the screen. 
The departments and items used for the word lists in the practice and 
experimental trials are given in Appendix L. These word list categories were 
verified by five people who were asked to say in which department they would 
expect to find each item. All five scored 100%, putting the items into the 
departments in which they were found in the experiment. None of these people 
took part in the experiment itself. 
5.16.4. Procedure 
On arrival in the laboratory, participants were given the pre-test questionnaire. 
They were then given an opportunity to practice the computer task with a smaller 
word set. Participants carried out 12 practise trials. They then carried out the 
computer trials for their first condition. This was followed by completion of the 
second questionnaire (Questionnaire 2) that concerned the block of trials they had 
just completed. The participant then carried out the computer trials for their 
second condition, followed by the third questionnaire (Questionnaire 3) about the 
second block of trials. Finally they completed Questionnaire 4, which described 
the two conditions and asked that the participant compare them on four 
dimensions. 
5.16.5. Data coding 
The computer experience ratings were taken from Questionnaire 1. In all cases, a 
smaller number relates to lower experience levels or success. Bivariate 
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correlations using Pearson's coefficient were used in an attempt to calculate a 
meaningful composite measure of experience which could be used to divide the 
participant group into two groups of high and low experience. It was possible to 
make this division in Studies 4 and 5, but in this study it was not possible to make 
a meaningful composite measure of experience (see section 5.17.3 below for 
details). As such, no statistical comparisons by experience groups have been 
made with these data. 
For the performance measures, the trial and step times were measured in 
seconds, with a lower figure representing a more successful trial. The minimum 
number of steps that could be taken to complete any of the trials was two, with 
more steps indicating more errors as the participant worked towards a response. 
The maximum number of correct trials per participant per condition was 49, with a 
lower score indicating that the participant made an error at the end of the trial in 
selecting the incorrect item. 
In the post-trial questionnaires (3 and 4) seven items were rated by each 
participant on a5 point Likert type scale. The coding used in the results section 
here was reversed compared to the numbers given in the questionnaire in the 
appendix. A low number in this section was indicative of difficulty for items 1-4 
and rarity for items 5-7. 
5.17. Results 
The raw data for this study are in Appendix M. 
5.17.1. Effect of age and condition on objective performance measures 
Mixed design ANOVAs were run with age group as the between participants 
variable and condition as the within participants variable. The four performance 
measures (mean time per trial, number of steps per trial, mean time per step and 
number of correct responses) were compared by condition in separate ANOVAs. 
The means and standard deviations for these data are shown in Table 39 and the 
ANOVA statistics are in Table 40. 
There were significant main effects of age and condition on the mean time taken 
per trial. Older participants were significantly slower than younger participants 
were, and the pull down menu condition took significantly longer to complete than 
the traditional menu condition did. There was also a significant interaction effect 
here, whereby older adults were slowed relatively more in the pull down condition 
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compared to the traditional condition than were younger adults. There were also 
significant main effects of age and condition on the mean number of steps taken 
per trial. Older adults took more steps than younger adults to complete each trial, 
and the pull down menu condition required more steps for completion than did the 
traditional menu condition. Again there was a significant interaction effect. Here, 
there was no difference in the mean number of steps taken to complete the trials 
in the traditional menu condition, but in the pull down menu condition older adults 
took more steps than younger adults to complete the trials. One further significant 
main effect was present in these data, whereby older adults gave significantly 
fewer correct answers than younger adults did. The mean number of correct 
answers for the older group was 48.34, and for the younger group was 48.75 (out 
of a maximum of 49). 









Mean trial time 6.59 (1.28) 9.57 (3.35) 7.50 (1.13) 14.14 (5.54) 
Number of steps 2.05 (4.70) 2.03 (3.61) 3.15 (0.34) 3.95 (0.75) 
Time per step 3.19 (0.57) 4.69 (1.63) 4.26 (6.87) 3.91 (1.04) 
Number correct 48.56 (0.89) 48.44 (0.63) 48.94 (0.25) 48.31 (0.87) 
Table 39 Means (and standard deviations) for the task performance measures by 
age and by condition 
Effect 
Measure , Age group Menu type Age group x menu 
type 


















Number correct F(1,30)=4.36, F(1,30)=0.51, F(1,30)=2.03, 
p<0.05 p>0.05 p>0.05 
Table 40 ANOVA statistics for the computer task performance measures 
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5.17.2. Effect of age and condition on subjective performance 
measures 
Mixed design ANOVAs were used to compare the participants' subjective ratings 
of the two conditions. The between participants variable was age group, and the 
within participants variable was condition. The seven questions asked in both 
Questionnaires 2 and 3 in relation to each condition were compared in separate 
ANOVAs. The questions are referred to by the following numbers in Table 41 and 
Table 42: 
1 The menu set up was easy to use 
2 It was easy to work out where the target item would be found from the target name and 
the names of other menu items 
3 It was easy to explore the menus by trial and error 
4 It was easy to learn the positions at which items were located as I worked through the 
trials 
5I found the target item by exploring the menus by trial and error until I saw it 
6I found the target item by working out from its' name and the names in the menu where 
it was likely to be found 
7I found the target item by remembering its' position in the menu layout from previous 
trials 
Only two significant effects were present in this part of the data. There was a main 
effect of age on Question 7, with older participants rating this as more rare than 
younger participants did. In addition there was a significant interaction of age and 
condition for Question 3. Here, young participants rated this item as harder in the 
traditional menu condition than in the pull down condition, and harder than the 
older adults did in either condition. 
The overall pattern of the data here should also be noted. Participants generally 
found the menus easy to use (item 1) and found the three suggested means of 
searching easy as well (items 3-5). Participants tended to use semantic 
information in the word lists most in finding the answer (item 6) followed by 
reliance on their memory (item 7) particularly for the young group. They were 
least likely to use trial and error to search the menus. 
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Measure 
Traditional Pull down 
Young Old Young Old 
mean (SD) mean (SD) mean (SD) mean (SD) 
1 4.50 (0.73) 4.56 (1.03) 4.62 (0.50) 4.56 (0.73) 
2 4.38 (0.50) 4.63 (1.02) 4.63 (5.00) 4.63 (5.00) 
3 3.88 (1.15) 4.60 (0.91) 4.81 (0.54) 4.47 (0.92) 
4 4.06 (1.12) 4.31 (1.08) 4.31 (0.70) 4.19 (0.98) 
5 1.38 (0.72) 1.63 (1.36) 1.56 (0.89) 1.38 (0.89) 
6 4.56 (1.03) 4.13 (1.50) 4.19 (1.33) 4.38 (1.20) 
7 2.69 (1.14) 2.06 (1.34) 3.25 (1.29) 2.19 (1.28) 




Age group Menu type Age group x menu type 
1 F(1,30)=0.00, p>0.05 F(1,30)=0.11, p>0.05 F(1,30)=0.11, p>0.05 
2 F(1,30)=0.41, p>0.05 F(1,30)=0.88, p>0.05 F(1,30)=0.88, p>0.05 
3 F(1,29)=0.57, p>0.05 F(1,29)=3.76, p>0.05 F(1,29)=6.66, p<0.05 
4 F(1,30)=0.04, p>0.05 F(1,30)=0.12, p>0.05 F(1,30)=1.10, p>0.05 
5 F(1,30)=0.02, p>0.05 F(1,30)=0.02, p>0.05 F(1,30)=0.77, p>0.05 
6 F(1,30)=0.94, p>0.05 F(1,30)=0.10, p>0.05 F(1,30)=2.55, p>0.05 
7 F(1,30)=4.75, p<0.05 F(1,30)=2.38, p>0.05 F(1,30)=0.96, p>0.05 
Table 42 ANOVA statistics for the subjective ratings 
In Questionnaire 4, participants expressed a preference for either pull down or 
traditional menus on four different dimensions. These were: 
1 quickest to find the target word (quickest) 
2 easiest to find the target word (easiest) 
3 most suitable for the task (suitable) 
4 liked the best (liked) 
Chi squared tests were used to identify whether older and younger adults differed 
in the types of menus they preferred on the four dimensions (see Table 43). There 
were significant effects for items 1,3 and 4, but not for Question 2. For items 1,3 
and 4, older adults preferred the traditional menus and younger adults preferred 
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the pull down menus. 
Item Chi squared statistics Young Young Old Old 
Pull down Traditional Pull down Traditional 
1 quickest Chi =15.18, df=1,13 32 14 
P<0.01 
2 easiest Chi =3.14, df=1,10 65 11 
p>0.05 
3 suitable Chi =12.70, df=1,12 42 14 
p<0.01 
4 liked Chi =12.50, df=1,13 33 13 
p<0.01 
Table 43 Totals and chi squared data for the preferences given in questionnaire 4 
5.17.3. Association between age and computer experience 
Bivariate correlations using Pearson's coefficient (p<0.05) were used to establish 
which computer experience questions from Questionnaire 1 could be meaningfully 
combined. Two composite variables were created by taking the mean of their 
component questions, with the remaining three items being analysed separately. 
The variables are listed below: 
Single question variables: 
Years of computer use 
Using computers is frustrating 
It is easy to find the information I want on a computer 
Composite item 1- general 
I am an experienced computer user 
Using computers is enjoyable 
Using computers makes everyday tasks easier 
It is easy to get the computer to do what I want 
Composite item 2- interface 
Computer displays are easy to understand 
The letters on the keyboard are easy to read 
The keyboard is easy to use 
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The mouse is easy to use 
The screen is easy to read 
Independent t tests were used to compare the computer experience levels of the 
two age groups. These data are shown in Table 44. There was no significant 
difference between the age groups in the number of years they had been using 
computers. There was also no significant difference between the age groups in 
the frustration with computers that they experienced. However, there were 
significant differences between the groups in the way they rated their computer 
experience, with older adults giving more negative ratings for the single item 'it is 
easy to get the computer to do what I want' ('ease of use' in the table), and the two 
composite items. 




Years of use t=-0.55, df=30, p>0.05 8.25 (4.12) 9.44 (7.59) 
Frustration t=-0.55, df=30, p>0.05 3.00 (1.03) 3.19 (0.91) 
* Ease of use t=2.22, df=30, p<0.05 3.25 (0.93) 2.56 (0.81) 
* Composite 1 t=2.44, df=30, p<0.05 3.50 (0.77) 2.95 (0.45) 
** Composite 2 t=2.86, df=30, p<0.01 4.35 (0.35) 3.81 (0.67) 
Table 44 Means (and standard deviations) and t statistics for the experience ratings 
by age group 
Key * p<0.05, ** p<0.01 
5.18. Discussion 
5.18.1. Effect of age and condition on objective performance measures 
The computer task performance measures in this study were the mean time per 
trial, mean number of steps per trial, mean time per step and the number of 
correctly answered trials. For mean trial time there were significant effects of age 
and menu type, and also a significant interaction. Older adults took longer to 
complete the trials. Trials also took longer in the pull down than in the traditional 
menu condition. For the traditional menu condition, older adults took around 50% 
longer than the younger adults, but in the pull down condition they took around 
twice as long. While younger participants did experience a time advantage of the 
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traditional condition, this advantage was small, while for the older adults the 
advantage of the traditional condition in terms of time taken was large. Carey et al 
(1996) hypothesised that novices, who are to some extent comparable to the older 
group here, would be quicker on the traditional than the pull down menus, but that 
this difference would not be present for the experienced users. In fact they found 
no time difference for completing the menu tasks for either age group. They did 
find, however, that novice users were slower than younger users overall. In the 
current study time differences between the menu types were found for both age 
groups, with traditional menus eliciting shorter times than pull down menus. 
Although here the old and young group can be compared to Carey et als novice 
and expert groups, the comparison is limited in validity as both groups in the 
current study had computer experience, and as such the old group cannot be 
categorised as true novices. 
A similar pattern was repeated for the number of steps taken. There was a 
significant main effect for both age group and condition, with older adults taking 
more steps than younger adults, and more steps being taken for the pull down 
than for the traditional condition. The significant interaction indicated that while 
older and younger adults took a similar number of steps in the traditional menu 
condition, in the pull down condition older participants were more disadvantaged 
relative to younger participants, requiring more steps to complete the trial. The 
minimum number of steps taken in a trial was two, with any steps above this 
number being errors - unnecessary to complete the trial successfully in the most 
efficient way. Carey et al found that traditional menus elicited fewer errors than 
pull down menus, and found no evidence for their hypothesis that experienced 
users would commit fewer errors than novices would. The difference in error rates 
between the menu types is replicated in the current study, although the effect was 
present here only for the older age group. In relation to the second point that 
experienced and novice users committed errors with the same frequency in Carey 
at al. s work, again there is a problem of comparing the age groups used in the 
current study with the experience groups used by Carey et al. In the current study 
older participants, who were less experienced than younger participants, did 
commit more errors. This does not replicate Carey et als' finding of non- 
significance. 
A further measure of error was taken in the current study, that of the number of 
correctly completed trials. Here, there was a significant effect of age, with older 
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adults giving more incorrect responses than younger adults. There was no 
significant condition effect. However, the mean score attained was above 48 out 
of a possible 49 for all groups. This ceiling effect, a result of the simplicity of the 
task, makes it difficult to make valid group and condition comparisons. 
5.18.2. Effect of age and condition on subjective performance 
measures 
The post trial questionnaires used in this study had no equivalent in Carey et als' 
work. The first four items related to ease of use of the menus. On these 
questions the ratings were generally high reflecting that both menu styles were 
easy for both age groups to use. There was one significant difference here, with 
young participants finding the traditional menus hard to search by trial and error 
compared to their rating for pull down menus and to the older adults rating of both 
menu types. There is no apparent reason why this should have been the case. 
The final three items on the post trial questionnaires related to how participants 
searched the menus. This indicated that a semantic search - working out where 
the target item would be from the other items in the menu - was the most used 
search method. This was as expected, as the word lists used were very logical in 
their structure, having been rated as such by five independent raters, and that they 
related to an everyday task with which it was expected that all participants would 
be familiar. The next most frequently used search technique was a reliance on 
memory for where the items had been seen before, and the least used technique 
was trial and error searching. Older adults relied significantly less on memory than 
younger adults, according to the questionnaire ratings. This is consistent with the 
literature on ageing, where it is reliably shown that memory worsens with age 
(Baeckman et al., 2001). As a result of this deterioration, not only may the 
memory be less reliable, but older people may tend to develop other methods of 
carrying out tasks which rely less on memory, as appears to have been the case 
here. 
The final questionnaire asked that participants rated their preference of menu style 
on four dimensions. Carey et at found a preference for the pull down style for 
experienced users, and for the traditional style for the novice users. This was 
replicated here on three of the four dimensions, if the comparability of the old and 
young groups here with the novice and experienced groups of Carey et at. is 
accepted. This pattern applied to the participant ratings of which menu type was 
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quicker to use, most suitable for the task, and most liked. The fourth dimension, 
which menu type was easiest to use, did not differ significantly between the age 
groups. 
5.18.3. Association between age and computer experience 
Computer experience was rated in this study by a written questionnaire. Members 
of the two age groups reported the same number of years of computer experience 
and similar levels of computer frustration. Three other measures of computer 
experience were compared, and these all exhibited age differences with older 
adults reporting more negative or fewer experiences than younger adults. On the 
ease of use measure, older adults found it harder than younger adults did to find 
the information they wanted on computers. They also rated themselves more 
negatively on the first composite measure that included general computer use 
items, such as enjoyment, experience level and ease of use. The interface 
measure (composite item 2) also indicated a more negative rating from older 
adults. This item concerned the use of the mouse, keyboard and display. Older 
adults may be expected to have some difficulties with interaction devices. Motor 
performance, vision and coordination may worsen with ageing, impacting upon the 
use of such devices. Overall, there were significant age differences on three of 
the five items analysed, which included 10 of the 12 experience measures in the 
questionnaire. This pattern of the quality and quantity of computer use declining 
with age mirrors that in Study 4 and in the literature. These data indicated that the 
older group here was less experienced than the younger group. Comparisons with 
Carey et als' novice and experienced groups are therefore legitimate. It should be 
noted, however, that Carey et als' groups were novice and experienced; here the 
low experience group was not made up of novices. 
5.19. Conclusion 
This study has demonstrated a number of points. First, that older adults were 
more disadvantaged in their use of pull down menus compared to traditional 
menus, relative to younger adults. This was true of both the time taken to 
complete the task, and the number of steps required to do so. The type of 
searching used by participants in handling the two different menu structures was 
the same - most searching was carried out using semantic knowledge. This was 
possible because of the strong semantic consistency within the menus in this 
experiment. Finally, older users preferred to use traditional menus, and younger 
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users preferred pull down menus. This was consistent with the findings of Carey 
et al. Overall, this study has demonstrated an advantage of traditional over pull 
down menus, particularly for older and less experienced computer users. 
5.20. Studies 4,5 and 6: General conclusions 
The three studies reported here were all designed to make a comparison of 
traditional and pull down menu systems. Studies 4 and 5 used the Internet as a 
data collection tool -a technique for research that is relatively new. This proved 
to have limitations, in particular it did not enable the same level of control as a 
laboratory study would, and made the examination of errors made and the 
problems experienced by participants difficult. Study 6 was a controlled laboratory 
study. Although the results of these three studies are not entirely consistent with 
each other and with those of Carey et al., there are common features which may 
be considered to be robust. Older age groups in the studies had lower levels of 
computer experience than younger age groups. This pattern was weakest in 
Study 5, but reasons for this are suggested in the discussion (section 5.12.2). 
Overall, there seems to be an advantage of traditional over pull down menus, with 
fewer errors in the traditional condition in Study 6, and possibly also in Study 4, 
depending upon the interpretation taken of the differing response rates in the two 
conditions. In addition, older adults generally reported equal or better self rated 
performance than younger adults, although they did take longer to complete the 
experimental tasks in all three studies. 
In addition to the issues examined here, there are other factors to be considered in 
deciding between traditional and pull down menu styles in any application. For 
some applications only , one menu style may be suitable for practical reasons. 
Although there does seem to be an advantage of traditional menus in terms of 
speed of use and reduced error rates, for older and less experienced computer 
users in particular, this type of menu takes up much more screen space than pull 
down styles. In many interfaces this will be impractical, particularly when a lot of 
information must be available on screen. However, if everything else is equal, it is 
suggested that traditional menus should be used in interface design and especially 




An experiment comparing menu features: physical structure, 
language structure and interaction device 
6.1. Chapter summary 
Pull down menus are commonly used in software as a means of option selection. 
The current study compared three menu features; interaction device, physical 
structure of the menu and the type of language used. The mouse and keyboard 
were chosen for comparison, being the two most widely used interaction devices. 
Some evidence was found indicating an advantage of using the mouse; this was 
inconclusive, however, and further work on the use of these and other interaction 
devices by older people is needed. Three physical menu structures ranging from 
broad to deep were compared. Consistent with the literature, an advantage of 
broader menu structures was found; they produced fewer errors and faster 
response times compared to deeper structures. Two different semantic structures 
of the menus were compared, using ambiguous versus natural language 
categories. An advantage of natural language categories was observed, with this 
being related to the use of different search tactics than those used in interactions 
with semantically ambiguous menus. Effects of age and level of computer 
experience of participants were identified; older and less experienced people 
made more errors and were slower to complete the task. 
6.2. Introduction 
Technology is becoming increasingly common in our everyday environment, 
making it more important than ever that people are able to interact easily and 
successfully with computers. It is important that every aspect of the human- 
computer interface is designed to produce the best possible set up to facilitate the 
success of the user. In Chapter 4 an exploratory study on using an online public 
access catalogue to look up library books was reported. This included an analysis 
of user errors. It was found that pull down menus produced fewer errors in 
interactions than function keys (cf. Joyce, 1989). Pull down menus are present In a 
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lot of computer software, and often form the principal means by which a system 
user interacts with the system. Although pull down menus elicit more errors than 
traditional menus (Carey et al., 1996; and see Chapter 5), they are often preferred 
by software developers because they take up little screen space when not in use. 
The current study examined some features of pull down menus in more detail. 
Three features of menu design and interaction were examined. First, a comparison 
of the mouse versus the keyboard as the menu interaction device. Second, the 
effect of the breadth and depth of the menu system on performance. Third, the 
influence of language on performance, comparing natural to ambiguous language. 
Each of these features will be discussed in turn. 
In Chapter 5, experiments comparing traditional and pull down menus were 
reported. It was concluded that there was an advantage of traditional over pull 
down menus. However, when designing a practical interface traditional menus are 
not always a viable option due to the additional screen space which they take up 
relative to pull down menus. Study 6 (the third study in Chapter 5) was similar to 
the study reported here in the way that participants interacted with the system and 
carried out the task. Both studies involve menu systems in which the participant 
must locate and select a target word. In study 6 there were ceiling effects where 
participants tended to make very few errors in the responses they gave to the 
search questions. This was partly because the target word remained visible on 
screen throughout the trial; as such participants had a low memory load and could 
concentrate fully on the task. In the current study the search word was presented 
once, immediately prior to the trial, with participants having to rely on their memory 
thereafter. It was hoped that this additional memory load would prevent the 
occurrence of ceiling effects here. 
6.2.1. Interaction devices 
An interaction device is the means by which, coupled with the right software, the 
user can input data into a computer and issue instructions to it. There are a 
number of devices that may be used. All have advantages and disadvantages, 
and may be more suitable for some tasks than for others. The two most commonly 
used are the mouse and keyboard (Baber, 1997); these are supplied with most 
desktop PCs. In selecting the most appropriate device for a task, a number of 
factors must be taken into consideration. The device must be suitable, physically 
and psychologically, for the user, e. g. arthritic hands may hinder keyboard use, as 
may unfamiliarity with the key layout. The device must also be suitable for the 
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environment -a mouse will require a flat surface on which to run, while speech 
input will require minimal background noise. In addition the device must be 
suitable for the task - for text input a keyboard will be preferable to a mouse. 
Although the study reported here compared only the mouse and the keyboard as 
means of interacting with menu systems, some alternative interaction devices are 
briefly described and evaluated in this section. 
Humans are very skilled at using speech for everyday communication (Rudnicky, 
Hautpmann, & Lee, 1994), and at interpreting not only the language itself but also 
additional cues. Verbal communication is multilayered with context, emotion and 
tone affecting its interpretation. In computer speech-based interfaces these cues 
are not used, and as such a lot of the intrinsic advantages of the use of spoken 
language are lost (Cook, 1999). Speech input has been compared with input via 
the keyboard and mouse (Molnar & Kletke, 1996). The study concluded that the 
speech interface produced performance impairments and generated more 
negative attitudes compared to the use of the mouse and keyboard. These 
findings applied to both novice and expert user groups. Although speech input is 
currently little used and produces dissatisfactorily high error rates, it has the 
potential to provide a very intuitive interaction style in the future. 
Pen based interfaces are another style that mimics an activity with which humans 
are already familiar in an everyday context. Like speech based interfaces, this 
apparent advantage is reduced by the limitations of the machines with which the 
interaction takes place (Frankish, 1999). In an experimental investigation of the 
use of pen-based interaction devices, problems with recognition accuracy of letters 
and words were identified. In addition, post test questionnaires indicated that the 
technology had been frustrating and time consuming to use, although the 
principles of its use were easy to understand, reflecting the intuitive nature of this 
type of interface (Frankish, Hull, & Morgan, 1994). 
The use of gesture, such as the use of a touch screen, is a further example of an 
alternative to the use of the mouse and/or keyboard for interaction with computers. 
Again, gesture is used in human-human interactions and has, albeit culturally 
dependent, semantic meaningfulness (Morris, 1994). Gestures may be used in 
human-computer interaction to convey large amounts of information, such as 
language, cursor movements, positions and locations (Koons, Sparrell, & 
Thorisson, 1993). Two-dimensional gesture is a component of mouse and 
keyboard use, while three-dimensional gesture may be communicated to a 
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computer by means of a glove device. The problems with the use of hand 
gestures in this context include the lack of precision and accuracy of hand 
movements, and difficulties in quantifying such movements (Salem, 1999). There 
are also problems of recognition accuracy, as for the pen and speech interfaces. 
Although this may be a suitable means of interaction for simple actions or for job 
that mimic everyday tasks, for interactions that must be highly accurate, alternative 
devices may be more appropriate. 
Both the mouse and the keyboard can be used for a large proportion of the 
operations necessary to carry out tasks on computers, including navigating 
through, and selection of options from, menu systems. These devices are also 
cheap, easy to install, run on widely available software, and are familiar to all 
computer users and also to many other naive members of the population. 
Because of this, and because they are the most commonly used interaction 
devices, this experiment made a comparison of these two devices only. 
The mechanical computer mouse, used more commonly than the optical mouse, 
has a number of advantages and disadvantages. It is an inexpensive device, and 
once the user is accustomed to it, operations can be carried out without looking 
away from the screen (Noyes, 1999). This is of particular relevance to older users, 
as the ability of the eye to accommodate is usually reduced in old age. Hence, the 
act of focussing alternately on a screen and an interaction device, may be harder 
for older people. A device that does not require this would therefore be 
advantageous to this sector of the population. The main disadvantage, particularly 
with reference to older users, is the requirement for fine motor movements, good 
hand-eye coordination and steady hands. 
There are various types of keyboard, but this study focused on a standard 
QWERTY keyboard of the type that is included with most PCs today. There are 
three main ways in which a keyboard may be used for menu option selection 
(Shinar & Stem, 1987); to manipulate a cursor using the arrow keys, or to key in 
either a number or a letter that corresponds to the desired option. Shinar and 
Stern found that selection using a number was the least effective method, and 
using a letter the most effective. Although the cursor keys were initially the fastest 
means of option selection for novice users, this advantage was eliminated by 
practice to give an advantage of the letter keys for this group. In the keyboard 
condition of the study reported here, pre-determined letter keys and the enter key 
were used by participants for option selection. This type of keyboard entry 
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requires some familiarity with the layout of the keys, 'particularly for fast 
performance (Norman, 1991). 
There is extensive research comparing the use of mice and keyboards for various 
computer tasks, and examining the advantages and disadvantages of each. 
There is, however, very limited work in this area that focuses on age effects or, 
more specifically, on older adults. With ageing, physical problems may arise that 
interfere with the use of interaction devices. In particular arthritic hands may make 
it hard to make fine movements such as those required for the use of the mouse 
and keyboard. Also declines in spatial abilities may have a negative effect upon 
an older peoples' success in using a mouse (Czaja, 1997). The task of learning to 
use a mouse has been compared for young and old age groups (Charness, 
Bisman, & Elliot, 1995). The old group made more errors than the young group, 
with positioning the cursor appearing to be particularly problematic. Ellis et al. 
(1991) investigated the use of a computerised health risk appraisal by older adults, 
making a comparison of the mouse and keyboard as the interaction device. 
Overall more effective use of the system was made using the keyboard. They also 
highlighted the problems of older people with hand trouble in using the mouse. It 
was suggested that a touch screen might have provided a preferable interface, 
overcoming many of the problems of the mouse and keyboard. Casali (1992) 
compared the use of five interaction devices (mouse, cursors on a keyboard, 
trackball, tablet, joystick) by people with hand and arm function impairments. 
Although the participants were not all elderly, the types of problems they exhibited 
would be present in most older samples. The data showed that all five devices 
could be used successfully by the participants using a variety of coping strategies. 
The mouse, trackball and tablet were faster to use, while follow up work showed 
that the keyboard and joystick had the advantage of producing fewer errors (Casali 
& Chase, 1993). 
It was predicted that the mouse would facilitate menu exploration more relative to 
the keyboard. The mouse enables the user to 'hover over possible options to see 
the next level of the menu easily. This is a feature the keyboard does not offer. It 
was expected that trials using the mouse would involve taking longer routes (with 
more steps) to reach an answer, but that each step and the whole trial would take 
less time. It was also expected that older adults with little or no experience of 
computers would have difficulty with the co-ordination required for mouse use and 
with finding the letter keys in the standard keyboard layout, and that these 
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problems would produce poorer task performance for this group. 
6.2.2. Menu structure 
Several research groups have explored the physical structure of menus, in terms 
of their breadth and depth, as well as the related issue of the optimum number of 
items per menu panel. Deep menus are defined as those with embedded levels, 
while broad menus have fewer embedded levels (Jacko & Salvendy, 1996). If the 
same number of items is to be displayed, a broad menu will need to have more 
items per menu panel. The basic structure of the menus compared in this study 
by breadth and depth was that of a tree; an initial panel will lead to two or more 
further panels and so on. There are other physical menu structures that may be 
used as alternatives, such as pie menus, linear sequences, and cyclic and acyclic 
networks (Shneiderman, 1986). In his review paper, Shneiderman stated that 
several authors find the optimum number of items per panel to be between four 
and eight, and the optimum number of levels to be between three and four. Where 
more items must be displayed than would be possible in a structure of such limited 
size are required, it is necessary to compromise on at least one of these 
guidelines in order to accommodate the needs of the system. 
There were few empirical studies examining the depth / breadth trade off in menu 
structure design by 1980. Prior to this time, work had been based on the existing 
literature on user characteristics coupled with intuition (Snowberry, Parkinson, & 
Sisson, 1983). Miller (1981) carried out one of the earlier empirical studies into 
this issue. A comparison of four variations of menu structure ranging from 
extremes of broad to deep was made. The two menus in the middle of the 
spectrum were found to give the greatest performance advantage in terms of 
errors and speed. Snowberry et al (1983) followed on this work examining the 
depth / breadth trade-off in the same four menu structures. They found the same 
pattern for the speed data as did Miller, with the two mid-depth / breadth menu 
structures producing the fastest search times. However, when a further factor 
examined in Snowberry et als' work, categorical structure, was taken into 
consideration, the speed data assumed a linear pattern with an advantage for the 
broadest menu structure above either of the middle structures. Performance 
accuracy was also best in the broad menu condition, with this effect being 
unaltered by the factoring in of the categorisation variable. Attempts to improve 
performance on the deepest menu structure by giving additional instructions to 
attend to areas where errors were known to occur and in allowing more task 
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practice, did not facilitate better performance; it appeared that depth was a strong 
determinant of speed and accuracy regardless of interventions. 
The consensus in later literature is generally in favour of broad menus, and in 
some cases of an intermediate (neither the broadest nor the deepest examined) 
structure. Seppala and Salvendy (1985) compared parallel and hierarchical menu 
structures in a computerised flexible manufacturing system. Within the 
hierarchical structures examined, an increase in both time to task completion and 
errors made was found as the number of levels in the structure increased; an 
advantage of broad over deep menus. Sisson et al. (1986) compared four 
different depths and breadths of menus under conditions of differing 
communication time with the computer. Where communication rates were most 
rapid, broader menus resulted in the fastest task completion times. With reduced 
communication rates the intermediate menu structures produced faster task 
completion times. Taking into consideration the fact that communication rates in 
most computer systems are now fast, particularly compared to those in the mid 
1980's, this study provides further support for an advantage of broad menus. 
Jacko and Salvendy (1996) reported that deep menus are perceived as more 
complex by users, that they produce more errors and that they take longer to 
navigate through, compared to broad menus. They explained their findings as 
being linked to a theory that perceived task complexity was influenced by short 
term memory load. In deeper menus there would be a higher short term memory 
load, and therefore a higher perceived task complexity. 
When more items must be available within a menu system than optimum 
performance conditions allow, it is necessary to compromise on recommended 
limits to either breadth or depth. Kiger (1984) found that depth should be 
minimised only as far as is possible when applying a maximum breadth of eight or 
nine items per panel. In general the optimum or maximum number of items per 
menu panel is taken as being in the region of four to eight (Lee & MacGregor, 
1985). However, with the addition of either user experience or optimal 
organisation of menu options, the optimum number of items per panel has been 
suggested to be between 16 and 78 (Paap & Roske-Hofstrand, 1986). 
Work examining the breadth and depth of auditory menus has also been carried 
out, although this type of menu task will place different demands on the user than 
a visual task would. Dunlap (1998) found that two or fewer menu levels and four 
or fewer items per menu resulted in optimum performance. Boren et al. (1997) 
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confirmed this work, finding that users of a telephone answering system preferred 
the four item, three level menus, and that response times were faster in this 
structure and in an eight item, two level structure, compared to a two item, eight 
level structure. They observed that there would be a heavy reliance on short term 
memory where a lot of items or levels were in use. It would be expected that in a 
visual task such as that carried out in the current study and those reviewed earlier 
in this section, the optimum number of both items and levels would be increased. 
In a visual task people would have to rely less on their memory to keep track of the 
options available as the information remains available to them on screen to refer 
back to. 
A number of papers found the optimum menu structure to be that with a breadth of 
eight and a depth of two (Kiger, 1984; Miller, 1981; Snowberry et al., 1983). In the 
current study this was equivalent to the broadest of the three structures under 
examination. The menu structures used in the current study never exceeded eight 
items per panel or three panels in depth. It was predicted in this study that the 
data would confirm the dominant pattern in the literature; that there is an 
advantage of speed and accuracy in interactions with broad menus compared to 
deep menus. Because broader menus have more items per panel, it was also 
predicted that the step time would be higher for broad compared to deep menus, 
i. e. that although overall performance would be faster in the broad menus, that 
there would be fewer steps taken through the menu systems and more time taken 
per step to complete the task. 
6.2.3. Language 
The current study compared natural and ambiguous language categories. 
Shneiderman (1986), in a review paper, defined the primary task of the menu 
designer as the creation of a 'sensible, comprehensive, memorable and 
convenient semantic organisation'. This aspect of menu design is considered by 
Shneiderman to be more important than the development of the physical structure. 
In addition it has been shown that the larger a menu structure, the more 
pronounced the effect of semantic meaningfulness (Lee & Latremouille, 1980). 
Liebelt et al. (1982) compared meaningfully and non-meaningfully organised 
language structure and found that in the former condition the time taken to select 
an option was significantly reduced, as were error rates. McDonald et al. (1983) 
compared semantically meaningful categories of word groups, namely animals, 
foods, minerals and cities, in menus to random and alphabetic categories. They 
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found the shortest response times in the semantically meaningful condition. 
McDonald et als' findings were confirmed in later research, with categorically 
organised menus producing responses that were faster and required fewer 
keystrokes (steps) compared to alphabetical and randomly arranged menus 
(Hollands & Merikle, 1987). This effect increased in magnitude with increasing 
levels of user familiarity with the word categories. Hollands and Merikle suggested 
that the effect identified by McDonald et al was present due to the familiarity that 
participants had with the word groups used, and that with less familiar word groups 
the effect would be reduced. The finding that semantic categories are superior to 
other means of categorisation is not undisputed. For example, Card (1982) found 
an advantage of alphabetical lists over categorical and random organisations. In 
general though, the advantage lies with semantically meaningful list structures, 
possibly coupled with alphabetical list ordering. Eliasen et al. (1997) examined 
library database menu use by undergraduate students. It was found that adding 
more description to the menu item headings assisted library users in more efficient 
navigation of the menus, as did making more logical groupings of the menu 
options. 
Coll et at. (1993) also suggested that the physical layout of a menu is secondary to 
conceptual layout in its influence on performance. They state that the layout of 
computer interfaces should be organised in such a way that it mirrors human 
thought processes. As such, in developing categories for use in menus the 
categories we hold in our own schemata should be referred to and applied. The 
conclusions of this work were that alphabetical and categorical ordering were 
equally good in terms of the time taken by users to task completion. The decision 
to use one or other of these systems was suggested to be dependent upon the 
individual system requirements; where categorical relationships are important for a 
task a categorical layout should be used, alternatively a dictionary style layout may 
be attained using alphabetical ordering. 
In the current study, natural and ambiguous language structures were compared. 
In the ambiguous condition the individual words used were all familiar to 
participants, although some of the terms and categories used were ambiguous. In 
the natural language condition, participants were expected to be able to find the 
target word within the minimum number of steps in most trials, through the use of 
semantic cues. In the ambiguous language condition it was not possible to work 
out the location of the target word using semantic cues for a lot of the trials. 
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Because of this, participants were expected to make more trial and error 
exploration of the menus, and to rely on their memory of the layout from previous 
trials to locate the target in the ambiguous condition. It was predicted that the 
ambiguous word categories would produce slower response times and more 
errors in the form of extra steps compared to natural categories. 
6.3. Aim 
The aim of this experiment was to study the effect of the menu design features 
described above on performance in menu interactions by older adults. Old and 
young adults' performance in carrying out the task were compared, with the older 
adults group being divided into participants with high and low levels of computer 
experience. It was predicted that older adults and less experienced computer 
users would take longer both to complete each trial and for each step within each 
trial. In addition, older adults and less experienced computer users were expected 
to give more incorrect responses, to take more extra steps per trial and to carry 
out fewer trials with the minimum number of steps compared to younger adults. 
Although it is unlikely that a design feature that helps older users would hinder 
younger people, a young control group has been included to confirm that this is 
the case here. The findings may be applied in computer software design, of both 
public access systems and of other computer interfaces, in order to increase the 
usability of the system. 
6.4. Method 
6.4.1. Participants 
Participants were 64 adults aged 60 to 84 years and 32 adults aged 18 to 31 
years. The older adults group was split into two levels of computer experience, 
high and low, based on pre-test questionnaire responses. There were 32 
participants in each group, with a mean age for the high experience group of 69.38 
years, and for the low experience group, 70.66 years. The young group consisted 
only of people experienced with computers, and had a mean age of 22.75 years. 
The National Adult Reading Test (NART) error scores of the three groups were 
10.2 for the old, high experience group, 25.5 for the old, low experience group, 
and 14.0 for the young group. 
6.4.2. Design 
Four comparisons were made in this study. The effect of age and computer 
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experience on menu use was compared between participants. The effect of three 
different levels of menu breadth and depth on performance was compared within 
participants. Structure one was the deepest structure, and three the broadest; the 
three structures are illustrated in Appendix N. The final level of each menu 
displayed possible target words in groups of three. In structure one this was 
preceded by two choices at each of three levels; in structure two by four choices at 
one level and two choices at the next; and in structure three by eight choices at 
one level. 
The use of the mouse and the keyboard was compared between participants. The 
screen layout and task were the same for the mouse and keyboard conditions; the 
only difference was that in the keyboard condition one letter of each word in the 
menu was underlined. This was the letter the participant had to press to select the 
word. In the mouse condition the mouse was used for all functions. In the 
keyboard condition, participants used the letter keys to select words, and the left 
cursor to go back a step in the menus. 
The effect of natural compared to ambiguous language on search performance 
was also compared between participants (see Appendix N for the word lists used). 
In the ambiguous language condition there were two sets of words, such that each 
set was used for 48 trials (blocked), and each of the 24 possible target words 
appeared twice. In the natural language condition there were four sets of words, 
each of which was used for 24 trials (blocked), with each of the 24 possible target 
words appearing once. In both natural and ambiguous language conditions the 
trials were separated into four blocks. The order in which the blocks of word sets 
were presented was counterbalanced. In each block there were eight trials with 
each of the three menu structures. 
Participants were allocated at random to one of four experimental conditions 
based on the between participants' variables. These were mouse and natural 
language, mouse and ambiguous language, keyboard and natural language and 
keyboard and ambiguous language. 
6.4.3. Materials 
Participants completed pre- and post-test questionnaires (see Appendix N for the 
materials used). The pre-test questionnaire included demographic details and 
questions about computer experience. The post-test questionnaire concerned the 




Figure 5 Screen shot showing beginning of trial 
Figure 6 Screen shot showing deepest menu structure (1) 
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Figure 7 Screen shot showing intermediate menu structure (2) 









to find the responses and their preferences of the three menu 'structures. 
The experiment was programmed using Microsoft Visual Basic 5.0. Each 
participant carried out a series of practice trials and 96 experimental trials. In each 
trial the target word appeared on the screen, and the participant selected 'start' 
once they had read it. They then entered the menu system and worked through it 
to give a response. For each trial the data recorded were the time taken for the 
trial in milliseconds, the number of steps taken through the menus to reach a 
response, and whether or not the response given was correct. The time taken per 
step and the number of trials per participant where the optimum route (minimum 
number of steps) was taken to complete the trial were calculated. 
6.4.4. Procedure 
Participants attended the laboratory in pairs, and were allocated at random to one 
of the four conditions. Both participants in a pair were in the same condition. 
Initially the participant completed a questionnaire giving demographic details and 
information about their level of computer experience. The NART was then 
administered. This was followed by the computer practice session, consisting of 12 
trials. Each participant operated a computer, and the experimenter gave verbal 
instructions and explained the task. A small proportion of the older adults carried 
out two blocks of practice trials, if they were not comfortable with the task after the 
first block. 
The task itself was then performed. The participants worked independently of each 
other, and in silence. They were allowed to take a break between each of the four 
blocks if they wished. The post-test questionnaire was administered after the 
computer task was completed. 
6.4.5. Data coding 
The data that were collected from the computer program for each participant was 
as follows: 
" The mean time taken per trial, with a faster time indicating a better performance. 
" The number of trials where the minimum possible number of steps through the menus 
were taken; this was referred to as the number of optimum trials, because to take the 
minimum number of steps indicated that the trial was completed using the optimum route 
through the menus. 
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" The mean number of extra steps taken through the menu system per trial was also 
recorded, with fewer extra steps indicating a better performance. The number of extra 
steps has been used for analysis rather than the number of steps. This was because the 
minimum number of steps needed to complete a trial varied according to the menu 
structure, so the number of extra steps provided a more accurate measure of errors. 
" The time taken per step was calculated by dividing the trial time by the total number of 
steps taken in that trial. 
" The number of trials where the correct response was given was recorded. 
The older adult participants were split into high and low experience. Bivariate 
correlations using Pearson's coefficient (p<0.05) were used to verify that 
correlations between the experience questions from the pre-test questionnaire 
were sufficient that the items could be meaningfully combined. Of the pre-test 
questionnaire items (see Appendix N) 'using computers is frustrating' and 'the 
letters on the keyboard are easy to read' were omitted due to non significant 
correlations with the other items. The mean of the remaining experience items 
was taken as the composite experience measure. The division of the older 
participants into high and low experience groups was carried out after the testing 
session, and thus after the participant had been allocated to a condition. As such, 
each of the four condition groups was split at the median into high and low 
experience, in order that the number of participants from each group completing 
each condition was equal. 
6.5. Results 
The raw data for this study are in Appendix 0. 
6.5.1. Incorrect responses 
The primary measure of success in the computer task was whether or not 
participants gave the correct target item at the end of the search. Participants 
scored a mean of 88.59 correct of a possible 96. Related t tests were used to 
compare participants' performance according to whether or not the trial had a 
successful outcome. Descriptive statistics and the means for these tests are 
shown in Table 45. There were significant differences present for all four 
performance measures. All of these indicated that performance was faster and 
with fewer errors (measured as extra steps) for correct than for incorrect trials. 
Because this factor has been confirmed to have a significant effect on the other 
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performance measures, the remainder of the analyses reported included the data 
for correct trials only. The data for incorrect trials have not been analysed 
because in the case of most participants it accounted for very few trials. 
Measure t statistics Correct mean (SD) Incorrect mean (SD) 
Trial time t=-4.78, df=95,13425.14 (8275.21) 20617.29 (18115.41) 
P<0.01 
Number of steps t=-2.05, df=95,4.79 (1.79) 6.34 (7.89) 
P<0.05 
Step time t=-2.59, df=95,2971.96 (1917.27) 3353.48 (2695.41) 
p<0.05 
No. of extra steps t=-2.73, df=95,1.80 (1.80) 3.74 (7.45) 
P<0.01 
Table 45 Means (and standard deviations) and T statistics comparing performance 
measures for correct and incorrect trials 
The effect of the independent variables age / experience group, interaction device 
and language condition upon the number of correctly completed trials using 
ANOVA. There was a significant main effect of age / experience group 
(F(2)=10.36, P<0.01; Means: old low experience = 82.72, old high experience = 
88.75, young = 94.31). Post hoc testing using the Tukey test indicated that the 
only significant pairwise comparison was between the young group and the old low 
experience group. There was also a significant main effect of interaction device; 
more correct responses were given in the mouse condition than in the keyboard 
condition (F(1)=6.82, P<0.01; Means: mouse = 91.48, keyboard = 85.71). In 
addition there was a significant main effect of language condition on the number of 
correct answers (F(1)=18.62, P<0.01; Means: ambiguous = 84.08, natural = 
93.10). 
6.5.2. Interaction device 
A multivariate ANOVA was carried out with age / experience group and interaction 
device as the independent variables and the performance measures as dependent 
variables. The means and standard deviations for the data are shown in Table 46 
and the ANOVA statistics are in Table 47. There were significant main effects of 
age / experience group on all four performance measures. Post hoc testing was 
carried out using simple main effects analysis. For trial time significant differences 
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were present between the young group and each of the' old groups. Older 
participants took longer than younger participants to carry out the trials. For step 
time significant differences were present between all pairs of age / experience 
groupings. The young group took the least and the old low experience group took 
the most time per step. For the number of extra steps taken again significant 
differences were present only between the young group and each of the old 
groups, and not between the two old groups. Younger participants took fewer 
extra steps than did members of the older groups. For the number of trials 
completed by the optimum route through the menus a significant difference was 
present only between the young and the old low experience groups. Here younger 
participants produced more optimum trials than the old low experience 
participants. There were also significant main effects of interaction device upon all 
four measures. In the mouse condition the trial time and step time were shorter, 
there were more extra steps and fewer optimum trials relative to the keyboard 
condition. Significant interactions between age / experience group and interaction 
device were present for the step time and number of extra steps measures only. 
These are illustrated in the Figures 1 and 2. 
Measure Keyboard Mouse 
mean (SD) mean (SD) 
Young Old high Old low Young Old high Old low 
Trial time 8864.95 17360.26 22172.70 5825.70 12464.52 13862.69 
(2364.12) (7014.22) (10315.63) (1822.35) (6785.38) (6326.77) 
Step time 2333.13 4251.69 5895.15 1248.93 1921.22 2181.62 
(335.48) 
, 
(l 225.27) (2186.58) (252.05) (522.78) (491.46) 
No. of 0.74 0.91 0.67 1.76 3.35 3.34 
extra (0.74) (0.94) (0.71) (0.91) (2.08) (2.20) 
steps 
No. 72.31 65.81 62.31 36.19 19.56 21.94 
optimum (19.62) (21.23) (24.53) (19.92) (16.76) (17.60) 
trials 
Table 46 Means (and standard deviations) for the performance measures by age I 
experience group and interaction device 
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Effect 
Measure Age / experience Interaction device Group x Device 
group 
Trial time F(2,90)=23.09, F(1,90)=16.85, F(2,90)=1.37, 
p<0.01 p<0.01 p>0.05 
Step time F(2,90)=35.04, F(1,90)=116.58, F(2,90)=11.91, 
p<0.01 p<0.01 p<0.01 
No. of extra steps F(2,90)=3.62, F(1,90)=50.47, F(2,90)=3.22, 
p<0.05 p<0.01 p<0.05 
No. optimum trials F(2,90)=3.71, F(1,90)=99.42, F(2,90)=0.512, 
p<0.05 p<0.01 p>0.05 
Table 47 ANOVA statistics for the performance measures by age / experience group 
and interaction device 
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Figure 9 Graph to illustrate the significant interaction effect of age / experience 









. 92 E 0.5 
0 
-ý-Young 
-f- Old high exp 
f Old low exp 
Figure 10 Graph to illustrate the significant interaction effect of age I 
experience group and interaction device on the number of extra steps taken 
6.5.3. Menu structure 
A mixed design ANOVA was carried out with menu structure as the within 
participants independent variable, age / experience group as the between 
participants independent variable, and the four performance measures as the 
dependent variables. The descriptive statistics for these data are shown in Table 
48 and the ANOVA statistics in Table 49. Post hoc pairwise comparisons were 
carried out using simple main effects analysis (p<0.05). There were significant 
main effects of age / experience group on trial time and step time only. For trial 
time there were significant pairwise differences between the young and each of 
the old groups. Younger participants completed trials faster than members of the 
older groups did. For step time significant effects were present for all pairwise 
comparisons, with older, less experienced participants having longer step times 
than younger or more experienced participants. There were significant main 
effects of menu structure on all four of the performance measures. For trial time 
all pairwise comparisons were significantly different, with trial times being longest 
for structure one and shortest for structure three. For step time all pairwise 
comparisons were significantly different, with structure three producing the longest 
times and structure one the shortest. The number of extra steps taken differed 
significantly between all pairs of structures, and the number of optimum trials 
differed significantly only between the pairs structures one and two, and one and 









Old high experience Old low experience 
Trial time 8416.21 (3001.14) 17048.42 (7903.06) 20756.96 (12437.69) 
Step time 1580.50 (530.34) 2751.41 (1233.65) 3627.55 (2189.49) 
No. of extra steps 1.27 (0.98) 2.25 (2.14) 1.99 (2.24) 




Old high experience Old low experience 
Trial time 7763.04 (3014.94) 15853.43 (9127.47) 18810.82 (10230.31) 
Step time 1721.24 (583.73) 2939.08 (1432.26) 3794.20 (2117.49) 
No. of extra steps 1.53 (1.25) 2.48 (2.54) 2.33 (2.56) 




Old high experience Old low experience 
Trial time 5871.23 (1978.34) 11857.47 (5302.68) 14424.04 (7171.25) 
Step time 2071.24 (769.95) 3577.95 (1858.59) 4677.18 (3057.15) 
No. of extra steps 0.97 (0.85) 1.68 (1.56) 1.68 (1.81) 
No. optimum trials 18.72 (9.40) 13.91 (10.69) 13.63 (10.44) 
Table 48 Means (and standard deviations) for the performance measures by age I 
experience group and menu structure 
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Effect 
Measure Age / experience Menu structure Group x Structure 
group 
Trial time F(2,93)=19.49, F(2,186)=53.88, F(4,186)=3.05, 
p<0.01 p<0.01 p>0.05 
Step time F(2,93)=14.22, F(2,186)=83.32, F(4,186)=4.03, 
p<0.01 p<0.01 p<0.01 
No. of extra steps F(1,93)=2.27, F(2,186)=21.74, F(4,186)=0.46,, 
p>0.05 p<O. 01 p>0.05 
No. optimum trials F(1,93)=1.97, F(2,186)=7.65, F(4,186)=1.58, 
p>0.05 p<0.01 p>0.05 
Table 49 ANOVA statistics for the performance measures by age / experience group 
and language type 
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Figure 11 Graph to illustrate the significant interaction effect of age / experience 
group and menu structure on step time 
6.5.4. Language 
A multivariate ANOVA was run on these data with language type and age / 
experience group as between participants independent variables and the four 
performance measures as dependent variables. The means and standard 
deviations for these data are in Table 50 and the ANOVA statistics in Table 51. 
There were significant main effects of age / experience group for trial time, step 
time and the number of extra steps taken. Post hoc testing for these effects was 
carried out using simple main effects analysis. For trial time the only significant 
difference was between the young and the old low experience group. For step 
time there were significant differences between the young group and each of the 
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old groups. For the number of extra steps there was a significant difference only 
between the young group and the old high experience group. Older and less 
experienced participants took longer times and more steps for each trial than did 
younger or more experienced participants. There were significant effects of 
language type on trial time, number of extra steps and number of optimum trials. 
In the ambiguous language condition participants took longer to complete the 
trials, more steps to complete the trial and completed fewer trials with the optimum 
number of steps compared to participants in the natural language condition. There 
was one significant interaction effect of age / experience group and language 
condition; that of trial time. This is illustrated in Figure 4. 
Measure Ambiguous Natural 
mean (SD) mean (SD) 
Young Old high Old low Young Old high Old low 
Trial time 9093.80 19874.67 24069.36 5596.85 9950.11 11966.03 
(2115.40) (5851.92) (9318.43) (1685.10) (4609.46) (4278.89) 












No. of extra 1.94 3.42 3.18 0.56 0.85 0.81 
steps (0.64) (2.01) (2.28) (0.72) (0.89) (0.98) 
No. 43.00 27.88 25.88 65.50 57.50 58.38 
optimum (14.82) (19.72) (16.56) (31.43) (31.87) (30.71) 
trials 
Table 50 Means (and standard deviations) for the performance measures by age 
experience group and language type 
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Effect 
Measure Age / experience Language type Group x Language 
group 
Trial time F(2,90)=34.45, F(1,90)=62.07, F(2,90)=5.72, 
p<0.01 p<0.01 p<0.01 
Step time F(2,90)=14.33, F(1,90)=2.90, F(2,90)=0.67, 
p<0.01 p>0.05 p>0.05 
No. of extra steps F(2,90)=3.61, F(1,90)=53.40, F(2,90)=1.63, 
p<0.05 p<0.01 p>0.05 
No. optimum trials F(2,90)=2.35, F(1,90)=29.92, F(2,90)=0.33, 
p>0.05 p<0.01 p>0.05 
Table 51 ANOVA statistics for the performance measures by age / experience group 
and language type 
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Figure 5 Graph to illustrate the significant interaction effect of age / experience group 
and language type on trial time 
6.5.5. Subjective ratings 
The first set of subjective ratings in the post-test questionnaire concerned search 
style. Three styles were described; trial and error, semantic searching and use of 
memory for spatial layout from previous trials. Each was rated for the ease with 
which the search style could be carried out, and for the frequency with which it 
183 
was used. These were compared for interaction device and language using the 
Mann Whitney test, and for age / experience group using the Kruskal-Wallis test 
(see Table 52). Interaction device had no significant effect upon either how easy 
the search methods were perceived to be, or on how much they were used. For 
language condition there were four significant effects. In the ambiguous language 
condition it was perceived to be significantly harder to use semantic searching and 
memory for spatial layout compared to in the natural language condition. In the 
ambiguous condition trial and error searching was used more frequently and 
semantic searching less frequently than in the natural language condition. There 
were two significant effects of age / experience group on the questions, whereby 
younger adults used trial and error searching significantly less than, and memory 
for spatial layout significantly more than, older adults. 
Item Interaction device Language Age / experience 
group 
Ease of semantic U=1022.5, p>0.05 U=421.5, p<0.01 chi =0.99, df=2, 
search p>0.05 
Ease of trial and U=958.0, p>0.05 U=1035.0, p>0.05 chi =0.46, df=2, 
error search p>0.05 
Ease of spatial U=1035.0, p>0.05 U=703.5, p<0.01 chi =0.11, df=2, 
search p>0.05 
Use of semantic U=959.0, P>0.05 U=689.5, p<0.01 chi =3.73, df=2, 
search p>0.05 
Use of trial and error U=1026.0, p>0.05 U=493.5, p<0.01 chi =8.16, df=2, 
search p<0.05 
Use of spatial U=1055.0, p>0.05 U=965.5, p>0.05 chi =16.56, df=2, 
search p<0.01 
Table 52 Mann Whitney (interaction device and language) and Kruskal Wallis (age / 
experience group) data for the post test questionnaire about ease of use and actual 
use of different search styles 
The second group of subjective ratings in the post-test questionnaire concerned 
peoples' preferences for the three menu structures based on perceived ease of 
use, speed of use and personal liking. These were analysed using the Chi squared 
test (see Table 53). There was no significant difference between the observed and 
expected values for the ratings of ease of use of and personal liking for the menu 
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structures. There was a significant difference for perceived speed of use, where 
menu structure three (the broadest) was most, and structure one (the deepest) 
least, frequently perceived to be the fastest to use. 
Item Chi squared statistics 0123 
Menu style quickest to chit=11.08, df=2, p<0.05 27 16 17 36 
use 
Menu style easiest to use chi2 =2.08, df=2, p>0.05 21 23 22 30 
Menu style liked the best chi2 =7.50, df=2, p>0.05 21 15 27 33 
Table 53 Frequencies and chi squared statistics for menu structure preference 
(listed as 0 [no preference stated] and preferences for structures 1,2,3) 
6.6. Discussion 
This study compared features of pull down menu systems; namely interaction 
device, physical structure and the language type. The influence of these variables 
on performance was examined, and compared for groups with differing ages and 
levels of computer experience. 
Effects of participants' age and computer experience level were found. Older 
participants took significantly longer than younger participants for each step and 
for each total trial. This is consistent with most work in the cognitive ageing 
literature which finds that older people show a generalised slowing of information 
processing (e. g. Salthouse, 1985). Further, older participants gave fewer correct 
responses than younger participants. However, there is no information here to 
indicate the cause of wrong responses. From observational data and from 
comments made after taking part in the study, it is postulated that older adults 
sometimes forgot the target word during searching and had to take a guess to 
complete the trial. In future work it would be valuable to follow up each incorrect 
trial with a question; what went wrong? Was the target work forgotten and a guess 
taken, or could the target word not be found, so a wrong answer was chosen to 
end the trial and move on to the next one? Incorrect responses were most 
common for the low experience older group and least common for the younger 
group. Less experienced computer users probably had to give more attention to 
interacting with the computer, leaving a smaller proportion of limited attention and 
working memory resources for remembering and finding the target word. This 
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hypothesis is strengthened by information from peoples' subjective ratings of 
search style. Older adults relied on their memory for the spatial layout of the menu 
less than younger adults did, and instead used trial and error searching more than 
younger adults. This may be an indication that older adults had insufficient 
resources to build up a spatial mental model of the menu layout in addition to 
remembering the target word and operating the computer. 
6.6.1. Interaction device 
The use of the mouse and keyboard as devices for interacting with menus was 
compared. It was found that, compared to using the keyboard, use of the mouse 
resulted in shorter trial and step times, more extra steps being taken, fewer trials 
being completed in the optimum number of steps and more correct responses. 
This is broadly indicative of an advantage of the mouse over the keyboard in terms 
of speed of performance and response accuracy. 
Taking a step through a menu using the keyboard may be harder than it is using 
the mouse; this was reflected in the data with fewer extra steps taken in the 
keyboard than in the mouse condition. These data suggest that when using the 
keyboard, participants planned their route through the menu more carefully, thus 
making less route errors (and therefore less error corrections), but taking longer to 
complete each step and the trial. The longer step and trial times for the keyboard 
condition may have been due in part to a lack of familiarity with the location of 
keys. When using the mouse people could explore speculatively, hovering over 
items to see the next level of the menu, and therefore took more steps. It is also 
possible that the extra steps taken in the mouse condition could have been due to 
difficulty in accurately using the mouse to select items. This suggestion is 
supported by the fact that fewer trials were completed in the minimum (optimum) 
number of steps in the mouse condition. This is reflected in the interaction effect 
illustrated in figure 1; the less experienced older adults took longer per step than 
the high experience older adults did only in the keyboard condition and not in the 
mouse condition. 
There were more incorrect responses in the keyboard than in the mouse condition. 
This may be due to an increased working memory load when using the keyboard 
and having to locate the different letters, resulting in more participants forgetting 
the target word before trial completion. This suggestion is backed up by 
observational data and participants comments. In addition, because keyboard 
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trials took longer than mouse trials, there may have been some additional decay of 
the memory for the target word over this extra time. Casali and Chase (1993) 
found that fewer errors were made with the keyboard than with the mouse, but this 
pattern is the reverse of that found here in terms of correct response rates. 
However, extra steps taken per trial can also be considered to be errors, and in 
the current study more extra steps were taken in the mouse than in the keyboard 
condition, supporting Casali and Chase's finding. 
It was suggested in the literature that people may experience fundamental 
problems in using the mouse and keyboard (Charness et al., 1995; Czaja, 1997). 
No such problems were observed during this experiment. Keyboard novices had 
occasional trouble in finding letters, but observations did not highlight this as 
providing a major hindrance to performance apart from increasing step and trial 
times. Some novices also had initial trouble with using the mouse and with using it 
to point accurately. Any major problems here were overcome during the practice 
trials, with the participants reporting being comfortable with the mouse during the 
experimental trials. This was reflected in the interaction effect between age / 
experience group and interaction device illustrated in Figure 1. 
The data from the current study indicate an advantage of the mouse over the 
keyboard for menu interactions for the participant groups concerned. This 
advantage is not, however, unequivocally demonstrated, and is not consistently 
present in the literature. More work is required here to compare the use of the 
mouse and the keyboard, in particular for older computer users, and also to 
examine the use of other interaction devices. It should also be considered that the 
suitability of an interaction device is task and environment dependent. 
6.6.2. Menu structure 
The three menu structures ranging from deep to broad were compared. The third 
structure, the broadest, was found to result in trials being completed faster, with 
slower step times, fewer steps being taken and more optimum trials. This finding 
is consistent with the consensus in the literature that broader menus improve 
performance (Jacko & Salvendy, 1996; Seppala & Salvendy, 1985; Snowberry et 
al., 1983). The advantage of broad menus was greater for older less experienced 
participants (see Figure 3). Although previous work about menu structure has 
based its findings on a young participant group, it appears from the current study 
that the use of broad menus is advantageous for older adults to at least the same 
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extent as for younger user groups. 
Error rates in using the menus are indicated here in the measure of the number of 
extra steps taken per trial, and in the number of optimum trials. Both these 
measures indicated the lowest error rates for the broadest menu structure (3). 
This supports the findings of Jacko and Salvendy (1996). The faster trial times for 
the broader menu are also consistent with Jacko and Salvendys' findings. The 
trial times were lower for the broad structure in the current study partly because 
fewer errors were made; where errors are made in a task, extra time is taken to 
correct them. Longer step times in trials using the broadest menu structure can be 
attributed to the number of options per panel. Where a set number of options 
must be displayed in a menu system, the use of broader menus necessitates the 
use of more items per menu panel. This in turn increases step times as users 
have more options to read and consider before making their selection. 
Participants also made subjective ratings of the three menu structures. There were 
no significant preferences overall for any of the three structures based on ease of 
use or liking. Participants did, however, perceive the broadest menu structure to 
be fastest to use. The quantitative data examined above indicated an advantage 
of broader menus, with these menus producing faster and more error free 
performance. In the absence of any user preferences for deeper menus, in terms 
of their ratings for how much they liked using them, it can be concluded that for 
people of all three age / experience groups compared here the use of broad 
menus is preferable to the use of deep menus. 
6.6.3. Language 
There were significant effects of language condition upon participants' trial times, 
the number of extra steps they took, the number of trials completed in the optimum 
number of steps and the number of trials where the correct response was given. 
The natural language condition had an advantage over the ambiguous language 
condition, with faster trials, fewer extra steps, more optimum trials and more 
correct answers. 
Participants' completed subjective ratings about their search style, and these 
differed as a function of language type. The ambiguous word set was rated as 
harder to search semantically, and as harder to recall the spatial layout of from 
earlier trials than the natural language word set. The ambiguous word set was 
designed to be semantically inconsistent, and this inconsistency would impact 
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negatively on memorability. The natural language condition was designed such 
that it was clear from the menu headings where the answers would be located; as 
such semantic searching was used here. Where semantic searching is possible 
(ie. with natural categories) it was the preferred search style compared to trial and 
error and relying on memory for spatial layout. In the ambiguous word condition, 
poor semantic consistency and memorability resulted in participants relying more 
on trial and error searching. 
The findings about search styles may be used to explain the timing and error 
measures. In the ambiguous condition where inefficient trial and error searching 
had to be used, participants were more likely to produce long trial times and to 
make errors both along the way and in the response they gave. This may be due 
to an increased working memory or attentional load in this condition that may 
result in target words being forgotten during searching. In addition, some incorrect 
responses may have occurred when the participant was simply unable to find the 
target word due to its illogical placement in the menu structure. In the natural 
language condition the simple language facilitated searching relative to the 
ambiguous language condition, and participants produced faster times and fewer 
errors. The clear advantage of natural language over ambiguous language in 
menus found here supports the findings of other researchers (Liebelt et al., 1982; 
McDonald et al., 1983; Shneiderman, 1986). 
6.7. Conclusion 
A number of features of menu design have been examined in this study, and the 
following conclusions drawn. First, that even for people who have not used a 
mouse before this may be a preferable interaction method compared to the use of 
the keyboard, although more work is needed to verify this. However, the 
practicality of offering a mouse for use with a public access system is 
questionable. It is suggested that alternative pointing devices such as trackballs 
and touch screens may offer similar advantages over the keyboard as a menu 
interaction device as the mouse. Second, broad menus with fewer levels of 
embedding are faster to use and produce fewer errors. It is therefore 
recommended that software developers should try to avoid the use of complex 
physical structures in menus in order to improve system usability. Third, 
ambiguous language used within a computer system has a negative effect on 
performance, producing more errors and slower search times than when 
semantically consistent categories are used. Ambiguous language should be 
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avoided in system design. Although this study confirmed the findings of other 
research groups, the work reported here included data collected from a wider age 
range than previously studied. These design recommendations therefore support a 




Design guidelines for public access computers with particular 
consideration given to the needs of older adult users 
7.1. Chapter summary 
The literature review and studies carried out were intended to lead towards a set 
of computer software design guidelines. The particular focus of these guidelines 
was the design of public access technology, and the use of technology by older 
adults. This chapter is presented in two sections. First, there is a brief warning 
about the application of generalised guidelines and the ways in which guidelines 
may be applied appropriately and inappropriately. Second there is a summary of 
the design guidelines arising from this research. All of the guidelines have been 
introduced in other sections of this thesis, although some are discussed in more 
detail here. Finally there are some concluding comments. 
7.2. The nature of guidelines 
Many organisations have prepared sets of guidelines for the design of their own 
products or of particular types of system. These guidelines may be accessed in 
books and journals and, perhaps most usefully, on the Internet where recent 
updates may be available. HCI design guidelines are developed in two main 
ways; commonly through intuition based upon related theoretical literature and 
also through verification work with real users (Abascal & Nicolle, 2001). Although 
guidelines are intended to be sensitive to issues of usability they are often not user 
friendly themselves, including as many as a thousand rules (Nielsen, 1993). In 
addition the guidelines are frequently not straightforward to apply, and may be 
interpreted as anything from an informal rule of thumb to a formal hard and fast 
rule (Abascal & Nicolle, 2001). The team whose job it is to use such guidelines 
must be well trained and experienced in their application. It may seem desirable 
to the team for guidelines to take the form of step-by-step, 'cookbook-style' 
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(Preece et al., 1994) instructions. However, it is generally better if higher level 
guidelines are provided, thus forcing the designer to consider the context and 
special circumstances of their system, and to make considered design decisions, 
rather than blindly applying a list of instructions (van Nes, 2001). 
There are various ways' in which guidelines may be structured in order that they 
are easy to understand and apply. Some sets of guidelines have focused on very 
general categories of people, such as a certain age group, e. g. the elderly, or 
having a particular named condition, for example diabetes (Stopford, 1987). 
These labels may be ambiguous with members of different age groups and people 
with various conditions not necessarily all having the same limitations (Petrie, 
2001). Such guidelines often provide very general rules relating to broad 
categories of people which are difficult for the designer to successfully and 
meaningfully apply. The World Health Organisation (WHO) International 
Classification of Functioning and Disability (ICIDH) guidelines (World Health 
Organisation, 1999) are based on structural categories of affected organs and 
body parts, with the severity of limitations being described as complete, severe, 
moderate, mild and none. These categories provide the designer with little 
information unless they already have a good understanding of the limitations 
concerned and about the ways in which people cope with these limitations in 
everyday life. The five levels of severity are particularly hard to put into context, 
with these general terms being open to a degree of individual interpretation. 
Alternatively guidelines may be presented using a functional classification of 
impairments of the potential users. In this type of classification the functions of the 
abilities of people are considered. Rather than considering the eye as a physical 
entity, for example, this type of classification considers for what it is used. The 
various ways in which function can be impaired may be considered in turn, 
alongside the impact of these impairments on real world tasks. There are various 
advantages to the use of a functional classification over the alternatives described 
above (Petrie, 2001). First, it describes features of the whole population rather 
than singling out older or disabled people as separate categories. It enables a 
better understanding of the types of temporary and permanent impairments 
experienced by everyone, some caused by illness or accident, and others by 
immediate circumstances, such as setting a burglar alarm after turning the lights 
out. Second, it avoids the masking of individual differences within populations that 
may occur by placing all older people in one category and defining them as a 
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heterogeneous group. Third, the functional approach leads towards the provision 
of meaningful quantitative information about the dimensions. This would not be 
possible in the consideration of more general, heterogeneous groups, such as 
hard of hearing people. Fourth, this system enables older and disabled people to 
be considered together. It presents a continuum upon which all people, with any 
degree of impairment, from any source, may be located. 
Public access technology users encompass a broad range of people. They may 
be of different ages and backgrounds, and have different requirements of the 
system. The following guidelines have been developed with older people in mind; 
but they are not intended as guidelines for any specific group of users. In order 
that a public access terminal is maximally used it should be accessible to the 
highest possible proportion of the population. So, although the guidelines have 
been developed with a definite leaning towards older adults, they are not expected 
to be detrimental to the usability of the system for other user groups. 
7.3. Design guidelines 
Based upon the existing literature described in earlier chapters, a series of design 
guidelines for public access technology based on older adult users has been 
developed. It should be noted that the term public access technology 
encompasses a broad range of systems and applications, from cash points to the 
Internet. For the design of any individual technology in which these guidelines are 
involved their appropriateness should be verified using representative samples of 
potential users. Study 1 demonstrated that people who are young and old, male 
and female, interact with public access technology, and as such should be 
included in verification work. 
7.3.1. First impressions 
The first challenge of a public access terminal designer is to persuade people to 
use the system; this was highlighted as an important consideration by professional 
ergonomists in Study 2. This is of particular importance for people who are 
unused to technology and computer use, such as older adults. The user must be 
able to understand what the machine offers. One of the best ways to achieve this 
is using a demonstration sequence that runs continuously while the machine is not 
in use by a customer (Maguire, 1999). This could present a simulated interaction, 
and has been shown to be an effective way to attract interest in games machines. 
A prominent start key should be visible to allow the user to interrupt the sequence 
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and start their own transaction. This type of presentation must conform to the 
output guidelines described in Section 7.3.7 below. It may also serve to offer 
instructional information (see Section 7.3.9), enabling the user to start to anticipate 
what they want to achieve in using the system and how to go about it. 
7.3.2. Customisable user interfaces 
One of the key ways in which applications can be made accessible to the widest 
possible group of users is to allow individuals to tailor the interface to their needs 
and abilities (Gulliksen, Harker, & Steger, 2001). A customisable user interface 
allows system users to pre-set certain system features to settings that facilitate 
their use of the system. This would be most easily implemented in technologies 
such as cash points where users identify themselves before commencing 
transactions; in this type of system, the log in process could act as security and 
also activate user preferences. If a user profile must be set up at the start of each 
session it is less useful than where it can be saved and activated by the user. It 
has been shown that novice users may not set up any customisation options in 
case something goes wrong (Jorgensen & Sauer, 1990). Simple decisions, such 
as large versus small display size, or visual versus auditory output could be 
offered at the start of each transaction, being selected by a button press or menu 
selection (Gill, 2001). 
The features that may be customised could include display features such as the 
font style and size, colours, brightness, cursor style and graphic style. 
Characteristics of inputs and outputs could also be variable (Thoren, 1998). For 
example the volume, pitch and frequency of auditory outputs could be changed to 
accommodate the user's hearing capabilities and the level of background noise. 
The sensitivity of input devices such as the mouse may be calibrated to suit the 
user's dexterity. Some public access systems, such as cash points, have 
customisable menus. They may identify which items an individual uses most 
frequently or users may explicitly inform the system of where they would prefer 
items to be located. The favourite items would be placed in more prominent menu 
positions than more occasionally used items. 
Older adults are more likely than younger people to have some kind of physical or 
cognitive limitation that could effect their use of public access technology. In 
particular they are more likely to experience multiple hindrances to successful 
interactions with computer systems, and the effect of these will be cumulative. A 
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customisable system that can be adapted to accommodate individuals' limitations 
will be of particular value for older users. 
7.3.3. Standardisation 
A second key way in which older people can be helped to use public access 
technology successfully is through standardisation of interfaces, and consistency 
between different interfaces (Gill, 2001). Standardisation can help to reduce 
memory load and to make new systems easier to learn; this will be of particular 
importance for older users whose memory and ability to learn may be reduced. 
Standardisation was highlighted in Study 2 as being important for public access 
technology design. Mistakes may be made through the inappropriate transfer of 
knowledge from one task to another (Trewin & Pain, 1999a). For example, on a 
cash point the usual way of colour coding buttons is red for cancel, yellow for clear 
or correct and green for enter or proceed (Gill, 1998). If this coding was altered 
error rates could be expected to increase. In the same way the layout of controls 
such as numeric keypads should be standardised (see 7.3.6.1 Keyboards). It 
should be borne in mind here, as in relation to other aspects of design, that what is 
logical to the designer and what they consider to be a standard format may not be 
the same as the view of other sections of the user group. Verification of design 
decisions should be made with older adults as well as with other sections of the 
user group (Velasco & Vereist, 2001). 
7.3.4. Identifying the user 
Many public access systems, such as cash points, require that the user identify 
themselves before commencing any interaction. This is often by the insertion of a 
card and entering of a PIN (personal identification number). This logging in 
process can be problematic for many users. Swipe card readers require quite high 
levels of dexterity to swipe the card in the correct way; many older adults find 
these difficult to use (Gill, 1998). A card reader where the card is inserted into a 
slot and later removed is less likely to produce difficulties. Naive users may have 
difficulty in finding where to insert their card; a flashing light around the slot has 
been shown to assist with this task (Gill, 2001). Where there are difficulties with 
dexterity a funnel shaped insertion area helps the user to guide the card 
successfully into the slot. The problem of correctly orientating the card may be 
resolved by the incorporation of a notch into card design (European Standard 
EN1332-2). The location of the notch relative to the orientation of card insertion in 
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relation to different machines must be standardised for this to be beneficial. 
The recall and entering of the PIN number can be problematic for a wide range of 
people. People with long term memory problems may need assistance to 
remember PINs and passwords (Petrie, 2001). People with memory difficulties, 
and therefore many older adults (Baeckman et al., 2001), may also need longer to 
recall and input their PIN. As the person enters their PIN, auditory (a beep for 
each key press) and visual (an X for each key press) feedback will allow the user 
to follow their progress. 
7.3.5. Controls 
Any controls, e. g. volume, screen brightness etc., that people will need to use 
should be located and identified in such a way as to be available to most people. 
They should be in locations where they can be reached with minimal stretching by 
those with mobility difficulties, and by people who are short in stature or confined 
to a wheelchair. The layout of controls in relation to each other may be influenced 
by principles of human perception such as proximity and similarity, as described in 
Section 1.4.2.4. Controls that will be used most often should be located in more 
central or prominent positions, with those that are infrequently required being 
located in more out of reach positions where they will not be in the way of normal 
usage (Bailey, 1982; Poulson, 2001). 
People with reduced mobility in their hands, possibly from arthritis or general 
weakening, are likely to have difficulty with buttons that turn or twist, for example 
knobs to adjust volume or screen brightness. Such problems with mobility and 
dexterity are most common among older people. Controls may be more usable if 
they slide or push (Thoren, 1998). They should be well spaced out so that they 
can be easily grasped without confusion, and so that other nearby controls will not 
be accidentally activated. The markings on controls should be clear; text should 
be large, sans serif and sufficiently contrasting in colour from the background 
(Dillon, 1994), and texture may be used such that the function of controls and the 
way in which they should be used may be identified by touch. This will be of value 
in particular to people with visual impairments, and also for older adults for whom 
accommodation (adjustment of focus distance when shifting between a screen and 




The choice of input device is dependent on a number of factors. Some devices 
are not suitable for some environments; a mouse requires a flat surface on which 
to run, speech input requires minimal background noise. Other devices are not 
suitable for some people; the mouse requires dexterity, touch screens require the 
person to be able to reach. Yet other problems may arise from the type of task to 
be completed; text input, although possible with most devices, is easiest with a 
keyboard or high quality speech recognition system. Any task requiring large text 
inputs must take this limitation into account. Study 7 compared the use of the 
mouse and keyboard for menu use; an advantage of the mouse was found, 
although further verification work is required here. The choice of input device must 
be made according to the specifics of the system with which it is to be used; it is 
not possible to prescribe a universally 'ideal' device. In order that situational and 
individual differences are catered for it may be beneficial for a system to offer a 
choice of two or more devices where practicalities allow. 
The visibility on screen of the input information itself is also important. If a person 
is entering a sequence of letters or numbers it should be clear to them where on 
the screen their information is appearing. The input may be distinguished from 
other system information by colour, font or size, or by its location in a highlighted 
box area (Maguire, 1999). 
7.3.6.1. Keyboard 
The keyboard is one of the most commonly used computer input devices. It is 
used in some form in many public access technologies. The most commonly used 
keyboard layout is the QWERTY, although some public access systems use an 
alphabetical layout. Other systems use customised keypads, such as those found 
on cash points that feature only numbers and a limited number of specialised 
function and cursor keys. The standardisation of keyboard layouts is perhaps one 
of the more crucial factors here. For example, there is no single standard layout 
for numeric keypads (Gill, 1998), with some reading top to bottom (telephone 
layout) and some reading bottom to top (calculator layout), and with the location of 
the zero key varying. The standardisation of this layout across all public access 
systems would assist people in using the system. It was suggested by Gill that the 
telephone layout is the more suitable one for this type of application. 
People with visual impairments may have problems with the use of a keyboard; 
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many causes of visual impairment are age related and as' such the older age 
group will include relatively more people with this type of difficulty than will younger 
age groups. The keys themselves should have a matt finish and a pale colour for 
maximum visibility. The letters or numbers printed on them should have the 
maximum possible contrast with their background; alternatively they may be 
internally illuminated. They should be printed in a sans serif font which is easier to 
read than other styles, and the print should be as large as possible; a 4mm 
minimum is recommended (Gill, 1998). Although a novice typist must be able to 
read the names on the keys, some more experienced keyboard users will wish to 
touch type. This will be facilitated by the presence of tactile identification on the F, 
J and 5 keys, as is standard on most keyboards. The identification of key 
groupings may also be problematic for a person with a visual impairment. The 
letter and number keys should be distinguished from the other types of keys by 
their location or colour. Frequently used keys, such as enter, may be made easier 
to find using distinct shape or colour. 
Difficulties with dexterity, common with ageing, may also result in problems with 
using keyboards (Thoren, 1998). To maximise the ease with which people can 
press individual keys it is recommended that there is a gap between keys of at 
least 2.5mm; it is easy for a user to make an error by inadvertently pressing one 
key while using another (Carmichael, 1999). Keys should also be either raised or 
recessed by at least 2mm such that they are tactually discernible. Tactile 
feedback (such as a 'snap' action) for key presses assists users in knowing that 
they have used the key correctly (Ekberg & Roe, 2001). Key travel should also be 
considered: they must move sufficiently far that it is clear to the user when they 
have been depressed, without moving so far that typing speed is reduced (Rowley 
& Slack, 1998). 
Many keyboards have a key repeat feature, so that if the key is held down the 
computer registers multiple pressings. This will be a problem for people who 
move slowly or who have irregular hand movements, and should be de-activated 
or customisable (Ekberg & Roe, 2001). The pressing of keys simultaneously or in 
quick succession, such as the use of `shift', may also be a problem where dexterity 
is poor. If the requirement for simultaneous key presses cannot be avoided, the 
delay between the pressing of the two keys may be lengthened or adjustable to 
take this into account. Configuration software is available for this purpose. 
Providing duplicate keys may also reduce problems with simultaneous key 
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presses, as can an option for serial, rather than simultaneous, ' presses. 
7.3.6.2. Pointing devices 
The mouse is the most commonly used pointing device (Baber, 1997). It can, 
however, prove problematic for older people to use. Some older adults have 
difficulties with fine motor movements and may have shaky hands. Participants in 
Studies 6 and 7 used the mouse to carry out menu tasks. Although all were 
successful in completing the tasks, some had difficulties using the mouse, 
especially early on as they were getting used to it. Some found it very hard to 
move the mouse accurately. This will be particularly true for tasks where the 
target is small, making it necessary for the movement to be more accurate. In 
addition, for novice mouse users and those with difficulties with dexterity, it may be 
hard to hold the mouse still while clicking a button (Brownlow et al., 1989; Studies 
6 and 7 reported here). This problem may be solved by the . replacement of 
the 
mouse with a track ball. Because a trackball device remains stationary on a 
surface, and may even be built into a kiosk design, the cursor will not move when 
the user tries to press a button. 
Because of the potential problems in accurately moving any pointing device 
(mouse, trackball, joystick, touch pads, touch screens etc. ) for older people, where 
possible users should be allowed to use the keyboard or an alternative device for 
pointing (Thoren, 1998). It is also possible to alter the configuration of a mouse or 
other pointing device in relation to the computer software. In this way the cursor 
on the screen may be made to move more slowly in relation to the speed of 
movement of the mouse (Trewin & Pain, 1999a). 
Computer mice have one or more buttons with which the user carries out functions 
such as making selections. Declines in memory with ageing may produce 
difficulties remembering which button carried out which function. The introduction 
of double clicking for additional functions may produce more confusion. The 
design of public access software should minimise the number of different mouse 
button press styles required. Memory for which buttons and click styles carry out 
which functions may be supported by either on screen cues or labels on the 
mouse buttons themselves. 
7.3.6.3. Touch screens 
Touch screen technology provides an apparently simple means of option selection 
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for public access technology. However, some degree of skill is needed for this 
type of interface, and it can take some practice for users to become good at using 
them. Touch screen technology can be quite sensitive to the type of touch made; 
some are somewhat insensitive and others are oversensitive, some only register 
the touch on the removal of the finger from the screen. Clear instructions are 
needed for touch screen users to understand how to make their touch compatible 
with the system (Gill, 2001). Touch screens are increasingly used in public access 
technology; people are growing more familiar with them, and are generally 
comfortable using them (Maguire, 1999) 
The design of touch screens must ensure that the area to be touched is sufficiently 
large and separate from other screen areas. Older adults in particular who may 
have arthritic or shaky hands will perform better with larger targets. In addition 
there may be problems of parallax, where the viewing angle and any space 
between the touch area and the screen makes the active part of the touch screen 
appear out of line with the on screen button or symbol. This should be controlled 
wherever possible (Baber, 1997). As for other input devices, feedback is 
important for touch screen users. This should be auditory or visual; tactile 
feedback is not viable here. 
7.3.6.4. Intuitive devices 
More intuitive input devices, such as speech- and pen-based interfaces, may be 
more suitable for older and novice computer users. It is important that the quality 
of the software is high and that recognition accuracy is good, and current software 
limitations make this questionable. For home computer use the machine can be 
taught to understand one person's handwriting or voice, thereby increasing 
accuracy, but the very nature of public access technologies make this inapplicable. 
For the future intuitive devices may be beneficial, but at present they pose more 
problems than they solve in all but the most basic interfaces. 
7.3.7. Output 
System output is usually in the form of sound or visual displays. Although in the 
past sound output has been limited to noises such as beeps and buzzes, 
advances in technology and reductions in its cost have made speech output 
increasingly viable. Many older people experience some loss of vision or hearing. 
The inclusion of both auditory and visual output would enable each user to choose 
which they use (Thoren, 1998). The technology is now available for both forms of 
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output to give the same, complete, information. There are practical issues to be 
considered, though, especially with the use of speech output. For example, a 
speaking computer in a quiet library may disturb other people and a speaking cash 
point may present a security risk. These problems may be reduced by the location 
of terminals in side rooms or individual booths where space allows. Alternatively 
telephone handsets or headsets may be used for audio output (Gill, 2001); their 
location should be standardised such that they can be easily located. Inductive 
coupling for hearing aid users and amplification should be incorporated into 
handset design. The use of speech technology could vastly improve the 
accessibility of systems, not only for older people, but also for those with 
disabilities or literacy problems. 
As well as routine outputs consistent with the function of the system, it is often 
necessary for a terminal to issue a warning to the user. Warnings should be 
issued in more than one form; auditory, visual or tactile (Noyes & Baber, 1999). 
Auditory warnings should be of a volume, pitch and frequency that can be 
perceived easily by the user; possibly this should be customisable. Visual 
warnings should appear in a screen area where they are likely to be noticed. All 
types of warnings should be present for long enough to be noticed; a warning that 
disappears too quickly is of little value. This problem may be controlled by the 
user having to indicate that they have noted the warning before it disappears. 
7.3.7.1. Sound output 
Sounds can be used to indicate the occurrence of events. As well as helping 
those with visual difficulties, they give extra information to all system users. A 
sound to indicate a screen change, key press or error helps the user to keep track 
of their progress, even if they are looking away from the screen or are distracted 
by surrounding events at the time. Sound is only useful if it is audible though; pure 
tones tend to be more easily masked by background noise (Charness & Bosman, 
1996). This can be a particular problem with public access terminals that may be 
located in busy surroundings. Ideally sounds should be between 1-2kHz, with the 
addition of reverberation for warnings (Charness & Bosman, 1992). Many older 
adults have some deterioration in their hearing relative to younger adults. This 
may make the choice of volume for sounds difficult, unless customisation is 
possible. In the case of noises (as opposed to speech), it is often not possible to 
increase the volume to a sufficient level for people who are particularly hard of 
hearing. However, extending the duration of a sound at a lower volume increases 
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the chance of its being heard, without the need for very loud noises. The tones 
used in computer packages to signal different things should made easily 
discriminable from each other by the use of large temporal gaps and using distinct 
frequencies while avoiding the higher, less easily audible, frequencies (Kline & 
Scialfa, 1997). 
Older people often experience a decline in their general ability to hear, but the 
degree of hearing loss experienced does not necessarily enable the prediction of 
changes in the ability to understand speech. Because speech is very complex but 
transient in nature, the ability to perceive speech may reduce relatively more than 
the ability to hear single sounds (Moore, 1989). Listening to speech in non-optimal 
circumstances, with background noise or when the speech itself is poorly recorded 
or is a simulated voice, older people have particular problems with understanding. 
Where speech is to be used to provide important output, synthesised speech 
should be avoided in favour of high quality recordings of real speech. Older adults 
with hearing impairments are likely to have better hearing at lower frequencies; a 
deeper male voice is likely to be more audible than a female voice (Gill, 2001). 
7.3.7.2. Visual display units 
Some characteristics of the monitor or display itself can have a big impact on its 
usability. The screen should have a non-glare surface; older adults will be 
particularly hindered by glare. It should also be in a location where reflections on 
the screen from windows or electrical lights will not be problematic. The monitor 
should have a high quality, stable display, without flicker (Stewart, 1976). The 
brightness and contrast of the screen should be easily adjustable by the user, as 
should the angle at which the monitor is mounted. While it is important that the 
illumination level of the screen is sufficient, it is important that it is not so high as to 
produce glare. 
Many older adults have reduced visual capacity of some sort, with the most 
common being the need for reading glasses (long sightedness). One of the basic 
problems that there may be with reading computer displays is with the distance of 
the display from the eyes. The majority of older adults wear glasses for reading, 
and many also wear different glasses for distance work, such as driving, or have 
bifocals. The standard distance of a monitor from the user is intermediate; this 
can produce the problem that older users who do not regularly use computers 
simply do not have the right glasses (Gill, 1998). A display that can be moved 
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closer to or further from the user would be beneficial, as would the option to make 
the information on the display larger when needed. Where users at different 
heights, e. g. tall people standing and people in wheelchairs, are using the same 
display there may be parallax problems in lining up function keys with text on 
screen. This may be remedied by the addition of lines on the screen linking each 
line of text to the relevant button. 
7.3.7.3. Text 
Text will be used not only on screen, but also for signage and instructions and to 
label keypads. Good legibility will improve usability for all users, but may be 
crucial to whether an older or visually impaired person can use the terminal at all. 
Large type improves legibility for most people, with a 16 point type being 
recommended. The actual font size used must be decided according to the 
individual requirements of the system; while a large font is preferable, it must not 
be so large that extensive scrolling through screens of information is necessary. 
The weight of type also affects legibility. A medium or bold font is recommended; 
lighter fonts may not be visible at all to users with low vision, while very heavy 
fonts may appear blurred because the centres of the letters are small. 
The choice of the font itself is also critical. Although serif fonts are considered by 
some to be easier to read, sans serif fonts benefit those with low vision. Where 
information is present on screen it may be possible to give the user a choice of 
fonts; otherwise sans serif fonts are recommended. The Tiresias font (Gill, Silver, 
& Sharville, 1998) was developed to benefit people with low vision, including the 
elderly. It is sans serif and designed for maximum distinction between similar 
symbols, such as the number 1, the lower case letter L (I) and the upper case 
letter I. There are various forms of the font; the Screenfont is designed for 
pixelated display media such as conventional monitors, while the Pcfont has 
thinner letters such that more information may be presented on each line of a 
small display without loss of legibility. Mixed case text is usually easier to read 
than text consisting only of capital letters, which should be avoided (Reid, 1985). 
7.3.7.4. Icons 
Much of the information about the legibility of text is also applicable in the use of 
icons and cursors. The main consideration for icon design must be that their 
meaning is clear to users. This can be verified by presenting icons to naYve users; 
methodologies for icon verification are available (Kacmar & Carey, 1991). 
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Meaningful icons are advantageous over arbitrary ones, producing reduced error 
rates and better delayed recognition (Blankenberger & Hahn, 1991; Lansdale, 
1988) and recall. This makes meaningfulness pertinent in the design of public 
access systems as many people will be only occasional users. A well designed 
set of icons will also be distinct from each other, with this also enhancing 
memorability (Carmichael, 1999). In order to verify that icons are distinctive and 
have a suitable level of clarity to the user, designers may use a filter to simulate 
poor visual conditions (Kline, 1994). The size of icons should be variable to 
accommodate variations in visual ability. 
7.3.7.5. Contrast and colour 
Text and icons should always be in good contrast to their background; this is made 
easier with a plain, rather than patterned, background. A patterned background 
will interfere with the distinctiveness of character boundaries, effectively producing 
a blurring effect (Carmichael, 1999). Research into luminance contrast which can 
affect the distinctiveness of text has indicated an optimum of 2: 1 (van Nes, 1984). 
Dark characters on a light background are less susceptible to blurring (Cushman & 
Crist, 1987). 
In terms of colour displays, there is little evidence for any particular colour 
combinations being advantageous, beyond those preferred by individuals 
(Carmichael, 1999). Work on first impressions of screen appearance (Daniel & 
Krueger, 1993) found that older and younger participants preferred saturated 
colour displays above monochrome, pastel shades and monochrome with small 
areas of colour highlight. Where colour is used it should be to distinguish 
functionally different sections of the program; the use of garish colours to attract 
attention may serve only to confuse users. Some particular colour combinations 
will be disadvantageous to certain user groups. It will be prudent to avoid 
combinations involving red and green, the colours most likely to be affected in 
colour blindness. With ageing there may be a tendency to a yellowing of the lens 
in the eye (Corso, 1981); colour distinctions where this may have a negative effect 
should be avoided. In addition, colour distinctions between blue and violet, blue 
and green and orange/yellow and white, and any other subtle colour differences 
should be avoided for older adults (Petrie, 2001). 
7.3.7.6. Layout 
The layout of text, icons and other information on a visual display is largely 
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dependent on the type and amount of information to be displayed. For most 
people, and particularly for older adults, items in the centre of a display, and 
therefore in the centre of the visual field, are easiest to read (Kline & Scialfa, 
1997). While more commonly older adults suffer losses to the periphery of the 
visual field, some experience detriment in the centre; in such cases it may be 
useful in a customisable interface to allow the important elements of the display to 
be displayed at the top, bottom or side of the screen. Where large amounts of text 
are to be displayed sufficient space must be left between each line. Tightly 
packed text can make it hard for the reader to transfer from the end of one line to 
the start of the next (van Nes, 1986). While highlighting screen areas or segments 
of text can be beneficial and draw the user's attention, too much highlighting may 
clutter the screen and distract from the information being presented. 
A screen should preferably contain only a single activity or message, again to 
avoid clutter (Carmichael, 1999). Where there is more than one piece of 
information, the separate pieces should be blocked into meaningful chunks. If, on 
the other hand, a piece of information is too large to fit on one screen, the way 
connecting screens are linked requires consideration. Numbered screens with the 
option to move forwards and backwards through the information offer a suitable 
solution. As for text, icon groupings should be arranged such that clutter is 
minimised and that information is meaningfully chunked. Petrie (2001) suggested 
that the mean distance between the centre of one group of related icons and the 
next should be at least three times the mean distance between objects within each 
group. 
7.3.8. Navigation 
Cognitive declines with ageing have a wide-ranging impact on software use. 
Difficulties with working memory and attention can result in disorientation, 
especially when using complex systems. The structure of the interface should 
therefore be simple and clear to the user (Maguire, 1993), in particular by the 
existence of a single start point which may be referred to as the home page, main 
menu or start screen. Each screen within a system should be identified by a 
concise and clearly worded heading in order that the user can maintain an idea of 
where they are within the system. Czaja (1997) suggested that Windows 
operating systems will be suitable for older users because they place low 
demands on memory. However, problems may arise because of the reliance of 
such a system on spatial skills. 
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Basic controls can be used to allow navigation through a wide variety of systems 
(Maguire, 1999), thereby allowing users to transfer knowledge between different 
public access technologies. There should be a 'home'/'restart' key that allows the 
user to return to the initial system screen. A 'back' key can be used to go back 
one step in the transaction. This may be of particular use to older adults as an aid 
to memory; in the case of confusion or error it would be easily possible to go back 
a step to verify what had just taken place. 'Enter'/'select'/'ok' can be used to 
choose an item from a menu, to acknowledge awareness of a warning or on 
screen message, or to signify the end of text input. Where screens of information 
are presented to the user the keys 'next' and 'previous' will be necessary to enable 
forward and backward navigation. The system should automatically reset after a 
couple of minutes if there is no input. This maximises the likelihood that a new 
user will arrive at the terminal and see the intended first screen rather than the 
remnants of another user's transaction. The time before resetting should be long 
enough that it does not occur when the user is reading output or planning their 
next step. 
Particularly if the structure of a system is complex, involving a lot of different 
screens and options, it may be useful to provide an indication of the users 
whereabouts in relation to other parts of the system. This may be in the form of a 
stylised map, or in verbal information such as 'screen 3 of 8' (Carmichael, 1999). 
The provision of continuous feedback and progress updates can help people to 
get their bearings within a system. Users will benefit from on-screen cues 
summarising what they have done, and the likely next step they will need to take 
(Petrie, 2001). Another option that could assist people with cognitive impairments 
is audio leadthrough (Gill, 2001). Section 7.3.9 gives some guidance about 
suitable formats for instructions. 
Where users must provide a series of pieces of information it is recommended that 
these are requested by the system one at a time as a separate prompt, rather than 
using a form filling layout on screen that may prove confusing (Maguire, 1999). In 
this way inputs can be kept simple and confusion is limited. This would also 
minimise screen clutter. 
7.3.8.1. Menus 
Study 3 examined older and younger adults' use of an OPAC. The pattern of 
errors that was recorded showed low error rates for both age groups in menu 
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interactions. This provides evidence that menus are a satisfactory means by which 
people can be expected to interact with a public access computer system. Menus 
have also been shown to be a good means of interaction in other studies 
(Benbasat & Todd, 1993; Joyce, 1989; Mahach et al., 1995; Norman, 1991; 
Poulson, 2001). 
Studies 4,5 and 6 and Carey et al. (1996) compared the use of traditional versus 
pull down menus systems. The data from these four studies indicated that 
traditional menus are preferable to pull down menus, particularly for older adult 
users. However, in system design pull down menus are often a more practical 
choice, taking up less screen space. Both of these factors require consideration in 
selecting which menu style to incorporate into a system. 
Study 7 made a comparison of different menu features. It was demonstrated that 
the mouse may be a better choice of interaction device than the keyboard. Further 
work is needed to verify this however, and consideration must also be given to 
what device can be practically used with a public access system. It was also 
shown in Study 7 that broader menu systems give performance advantages over 
deeper systems. Czaja, Guerrier, Nair and Landauer (1993) found that older 
adults computer performance was enhanced where menu systems were simple 
and navigation through different levels was not required, supporting the finding 
from Study 7. This requirement necessarily interacts with the number of items in 
each menu panel, and the number of items that should be displayed in the menu. 
The optimum number of items per panel is around the region of 8 (Kiger, 1984; 
Lee & MacGregor, 1985). Further, it was demonstrated in Study 7 that the 
language used in menus should be natural and unambiguous. It follows from this 
that any technical terms or categorisation of items that is used in menus should be 
verified with a sample of the usage population to ensure that it can be clearly 
understood. 
7.3.8.2. Cursors 
The design of cursors on screen can lead to confusion. Many standard packages 
use an arrow, for example, Microsoft Windows. While experienced computer 
users know that the point of the arrow is the area that a mouse click selects, this 
will not necessarily be the interpretation of an older person. Anecdotal evidence 
from Carmichael's (1999) work indicated that older people find arrow shaped 
cursors confusing. The conventional use of an arrow is to point to something `over 
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there' rather than to indicate an immediately proximate item. The older adults in 
his research suggested that a 'bomb sight' design (a circle or square with a vertical 
cross marked through it) would be preferable for them. The size of cursors will 
affect their visibility. While a large cursor will be more visible, if it is a solid graphic 
it will obscure a portion of the screen. This problem may be solved through the 
use of cursors that are opaque, that are line drawings, or that have a reverse video 
effect on their background (Carmichael, 1999), although at the present time there 
is a paucity of data in this area. A further issue in the use of cursors is how a 
person knows that the cursor is over the correct item before making their selection. 
This may be achieved through the use of a highlight or some other visual change 
in the item or cursor when it is over a target. Older adults may experience a 
decline in their dynamic visual acuity; for such people it is necessary for cursor 
movement (and the movement of any other items on screen) to be slowed down to 
facilitate tracking (Petrie, 2001; Trewin & Pain, 1999b). 
7.3.8.3. Highlighting 
Where users must be guided through a complex series of interactions, the layout 
of the screen can provide guidance. Highlighting may be used to indicate the 
screen area where attention should be focused. This may be used to indicate an 
area where an error has been made, or to show the next area from which a 
selection must be made. Highlights may take the form of movement, changes in 
brightness or colour, or the underlining or emboldening of text (Philipsen, 1994). 
Empirical work on the effectiveness of different styles of icon for older users would 
be of value. Care should be taken that the highlighting method chosen does not 
reduce the legibility of text or the clarity of icons. For example, text is much harder 
to read when it is moving rather than static; text should be highlighted using colour 
or brightness changes. In addition, the number and size of highlighted areas 
should be limited, such that visual clutter is kept to a minimum (Carmichael, 1999). 
7.3.8.4. Timing 
If time critical tasks are involved in the use of a system, increasing the time 
allowed, either as a customisable feature for older users, or for everyone, will 
reduce the likelihood of timeouts that can be very frustrating for users (Petrie, 
2001). The need for this must be balanced against security issues; for example 
with cash points allowing long periods of time for transactions may make the 
system more vulnerable to crime. 
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7.3.9. Instructions and assistance 
Public access systems are often used by computer novices and by system 
novices. Training sessions are not usually offered for public access systems 
(Rowley & Slack, 1998), although there is evidence that they could be beneficial 
and that uptake would be high (Morrell & Echt, 1997; Rogers & Fisk, 1997; Rogers 
et al., 1997). This section considers the types of information that could be made 
available to users, rather than issues that would be considered in training 
sessions, were they to be offered. 
The first piece of information a system user needs is what the machine does and 
how to use it. This information is most commonly given in the form of labels on the 
machine casing or above it. Labels and other instruction cards should be located 
where they will not be physically worn away or faded by the sun. If they are in a 
vulnerable position it is important that they are regularly checked and replaced. 
Most instructions for using the machine, such as cues for giving information, are 
likely to be presented on screen. Screen design guidelines are applicable here 
(see Sections 7.3.7.2 to 7.3.7.6). 
In many cases there is no one on hand to give assistance should the user 
encounter problems, but help can be offered in the form of hard copy located by 
the terminal or as online help pages. Online help screens generated as 
appropriate according to the user's location within the system may be most 
appropriate as paper documentation may be heavy and bulky to use, and there 
may be no suitable location for its storage. Online help must be easy to reach; 
one standard key or pointer location should take the user to the help screens from 
any location. Ideally the symbol for help should be a question mark or the word 
help (Maguire, 1999). Help pages should conform to the same guidelines as any 
on screen information. Paper copies of simple instruction leaflets or cards with 
step by step guidelines may be preferred by some users; they would provide a 
static form of assistance that can be referred to easily and at any time. Such 
materials should be available in large print versions. 
The style in which instructions and help information is presented is very important. 
The sentences used should be simple and concise (Gill, 1998), and use language 
that is easy for naive users to understand (Thoren, 1998). The language used 
should always be verified with naive users (Carmichael, 1999), rather than being 
deemed by an expert designer to be acceptable. For example, the term 'Enter 
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your PIN' may be clear to many, but the alternative phrase 'Key in your personal 
number now' reduces ambiguity and is more comprehensible by people unfamiliar 
with the jargon (Gill, 2001). The information should be task-oriented and context 
related (Maguire, 1999), rather than system oriented. Throughout the users 
session with a machine it is helpful to provide progress information, and also to 
indicate clearly to the user when their transaction is complete. Providing only the 
information that is needed at a particular stage of a transaction in a concise form 
makes it more likely that users will read the information, rather than being put off 
by lengthy instructions. The clarity of written instructions may be enhanced, in 
particular for novice users, by the use of clear diagrams and pictures to illustrate 
the task. 
Study 3 showed that errors in planning OPAC searches were more common for 
older than for younger participants. As such the provision of online support to 
assist users in planning their interaction may be helpful, in particular for people 
who are easily confused, for example where there are working memory deficits 
(Petrie, 2001). Following the formation of a plan, on screen cues could reduce the 
necessity to rely on prospective memory. 
7.4. Summary of the guidelines 
9 Create a good first impression, demonstrating what the system can offer the 
potential user. 
"A start key should be prominently displayed such that users can easily see how 
to start using the system. 
" Make features of the interface customisable where possible. Personalising 
customisation such that user preferences can be recalled for future uses is 
preferable. 
" Standardise the user interface; both within the system, and relative to other 
similar systems. 
" Locate the most important controls in the most easy to reach locations, and ones 
that will be more rarely used in unobstructive places. 
" Take care to select an input device that is suitable for both the task and the 
environment. A device that suits one system and function may not suit another. 
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" Offer both auditory and visual output where possible. 
9 Speech output will be more audible if the voice is male and the speech is not 
synthesised. Noises that are output should be easily distinguishable from each 
other. 
" Text should be mixed case and the size and style of font must be carefully 
chosen to suit the system. 
" Icons should be meaningful, and large enough to be easily identified. 
" Items presented on screen should be in good contrast to their background. 
Patterned backgrounds can make text and pictures appear blurred and should be 
avoided. 
9 Avoid screen clutter. 
" Locate items that are more important or more likely to be used in the centre of 
the screen. Group items according to function to enable them to be located easily. 
" Facilitate navigation by providing clear instructions. The user can be helped to 
understand their location within a system through the use of diagrams or'page' 
numbers. 
9 Display a 'home' or're-start' key so that users can easily return to the start of the 
system. 
" Menus are a good means of interacting with computers. Avoid the use of lots of 
embedded levels and putting more than eight or nine items in each menu panel. 
" Where instructions are provided use clear, concise sentences and unambiguous 
language. Consider offering training to system users and potential users. 
" All of these guidelines should be verified with relation to both the system and 
user group prior to their application. 
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7.5. Conclusion 
The guidelines presented in this chapter have been developed through literature 
review and from the experimental work described in chapters two to six. These 
guidelines are not intended to be for older adults exclusively, rather they include 
the needs of older adults while also being of relevance to other users. When 
considering the design of public access technologies in particular, it is important 
that they are accessible to all. It is expected that design guidelines with an 
emphasis on older adults will not negatively affect younger users of a system. 
Older people experience various changes as they age, and these changes can 
impact upon computer use. It is not possible to define a typical array of age 
related difficulties. They may include cognitive limitations, such as declines in 
memory or attention, changes in sensory abilities and mobility restrictions. 
Individual differences in the older sector of the population are larger than amongst 
younger people, and designing for older adults must take into account many 
potential limitations. It should be noted, however, that none of the age related 
changes that can occur will be exclusive to older people. People of all ages may 
have permanent or temporary disabilities, e. g. dyslexia, a sprained wrist or lost 
glasses, that could affect their ability to interact with computers. The factor that 
distinguishes older from younger people in design terms is that they are more 
likely to be experiencing declines in more than one ability. The cumulative effect 
of this is greater than the sum of the parts, and can result in significant difficulties, 
in particular when learning new tasks such as how to use a computer. 
However, the majority of older adults are fully able to live independently, and many 
hold senior roles in society. This does not appear to be consistent with the 
patterns of multiple declines that may be experienced at this time of life. The 
ability to carry out everyday tasks at a high level is not always closely related to 
abilities per se. Experience is accumulated throughout life, and this enables 
people to develop ways of carrying out tasks that suit them and that compensate 
in the case of declines in other abilities. Older adults have the advantage of 
having more experience, and this is a valuable resource. In particular, the amount 
of experience that people have in relevant domains, e. g in using an OPAC, 
experience with computers and libraries, can have a greater impact upon 
performance than age itself. This was demonstrated in Study 4. 
One of the challenges when studying the effect of age upon performance is to 
212 
separate age effects from those of experience. As people age they not only 
experience changes in their cognitive abilities, they also accumulate experience. 
The compensatory effect of experience for other age related declines may mask 
the effect of ageing. If both age and experience are measured within an 
experiment, regression techniques or analysis of covariance (ANCOVA) may be 
used to factor out the effect of experience, enabling the measurement of pure age 
effects. This, however, is dependent upon the accurate measurement of the 
appropriate areas of experience. 
Some older adults will have poor sensory and cognitive functioning, but at the 
same time may be interested in computers and experienced in their use. Others 
may be functioning at a high level, but not have relevant life experience to support 
computer use. Other users of a given computer system will be of different ages 
and experience levels. The types of guidelines that help different people will not 
always be the same. Those presented here are general guidelines with an 
emphasis on older adults. It is hoped that the guidelines will be inclusive; that 
while helping older adults they do not provide any disadvantage to other system 
users. Many different people with varied levels of functioning and of experience 
will hope to use one system; inclusive design is therefore a great challenge. To 
take this into account, the two basic design guidelines of standardisation (Section 
7.3.3) and customisation (Section 7.3.2) will be of particular value. 
The literature work presented in this thesis has consolidated much of the existing 
literature on older adults' use of computer systems. The empirical work has 
extended existing knowledge about public access system design and about older 
adults' use of computers and similar technologies. The first study, the 
questionnaire survey about use of technology and computer use and attitudes 
provided up to date information on this subject for the UK. Previous surveys had 
focused on the USA or upon younger people. The second study surveyed 
ergonomists' views on the design of public access systems, and refined ideas 
about which usability attributes are important in the design of this type of system. 
In the third study older and younger adults carried out book searches on an 
OPAC. As well as measurements of speed and response accuracy, an analysis of 
the errors made was carried out. This highlighted the kinds of problems that can 
arise in using this type of system, and some differences in the areas where errors 
occur between the age groups compared. These three studies combined provided 
an introduction to issues in the design of public access technology. The next four 
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studies concerned the design of menus, a common means by which people 
interact with computer systems. Although there has been extensive research into 
menu design and use, very little had previously focused on the needs of older 
computer users. These studies demonstrated some key similarities and 
differences between older and younger samples in menu use. For example, both 
older. and younger adults performed better in using broader compared to deeper 
menus (Study 7), while younger adults tended to prefer using pull down menus, 
while older adults expressed a preference for traditional menus (Study 6). More 
work is required to extend these findings and to refine our knowledge about the 
needs of members of different age groups in terms of menu design. 
The fact that the population is ageing, and that technology is ever more 
widespread makes it more important than ever that older adults are explicitly 
included in the design of human-computer interfaces. The work presented here 
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Appendix A Questionnaire used in study 1 
Technology Questionnaire 
Thank you for offering to complete this questionnaire. All your answers will be treated 
with the strictest confidence. If you do not want to answer any particular question, just 
leave it blank and move on to the next one. 
For many of the questions you are asked to indicate your response by marking the box 
next to it. Please do this by marking the box with a bold X in black pen. If you wish to 
alter your response, black out the whole box and mark an X in the replacement one you 
have selected. 
Example: 
High O Cl Cl 0 EI Low 
High O Cl Cl 0   Low 
If you would be interested in further participation in this study, write your name and 
address in the space below: 
Name: 
Address: 
Once you have completed the questionnaire, please return it to: 
Mary Sheard, 
University of Bristol, 
Department of Experimental Psychology, 




Technology Use Questionnaire 
Section 1- About You 
Age: Sex: Female / Male 
Indicate the highest level of education you have attained: 
13 No secondary School 
0 Some secondary School 
O GCSE, 0 Levels / Equivalent 
0A Levels / Equivalent 
If other please describe. 
O Vocational Qualifications 
(eg: nursing diploma) 
O University Level (eg: BSc. ) 
O Higher Degree (eg. MA) 
O Other 
What is or was your occupation? 
What is your state of health? 
O poor O fair 0 good 13 excellent 
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Section 2- About Technology 
For each of the following, please indicate if the item is a form of technology which 
you have used. For each item which you have used, you should also complete the 
4 scales described below for success, enjoyment, experience and competence. 
Respond to each by marking a box on the response sheet, as shown below: 
High O00 13 13 Low 
Success: Whether you achieve what you want when using this technology. 
Enjoyment: Whether you like using this technology. 
Experience: How much you have used this technology. 
Competence: How good you rate yourself to be at using this type of technology. 
Microwave Oven 
Success High Cl 
Enjoyment High Cl 
Experience High O 
Competence High Cl 
Video cassette recorder 
Success High O 
Enjoyment High O 
Experience High O 
Competence High 0 
Use OO Do Not Use 
O O O O Low 
O O O O Low 
0 0 0 O Low 
O O 0 O Low 
Use OO Do N ot Use 
0 O O O Low 
0 0 0 O Low 
O 0 O O Low 
cl O O O Low 
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Cashpoint (ATM) Use OO Do Not Use 
Success High O O 0 O O Low 
Enjoyment High 0 O 0 O O Low 
Experience High 0 O O 0 O Low 
Competence High O O O O O Low 
Vending machine Use OO Do N ot Use 
Success High O 0 O O O Low 
Enjoyment High 0 0 O 0 0 Low 
Experience High O 0 O 0 0 Low 
Competence High 0 0 0 0 O Low 
Telephone answering machine Use OO Do N ot Use 
Success High 0 Cl 0 O 0 Low 
Enjoyment High O O 0 0 0 Low 
Experience High 0 0 0 0 O Low 
Competence High 0 0 O 0 0 Low 
Mobile phone Use 00 Do N ot Use 
Success High O 0 O 0 O Low 
Enjoyment High 0 O 0 0 O Low 
Experience High O O 0 O O Low 
Competence High O O 0 O 0 Low 
Fax machine Use OO Do N ot Use 
Success High 0 O O O 0 Low 
Enjoyment High 0 O 0 0 0 Low 
Experience High 0 O O O 0 Low 
Competence High 13 0 13 0 13 Low 
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Video camera Use OO Do Not Use 
Success High O 0 O Cl O Low 
Enjoyment High 0 O O O 0 Low 
Experience High 0 0 0 O O Low 
Competence High O O O 0 0 Low 
Electronic calculator Use 00 Do Not Use 
Success High 0 0 O O 0 Low 
Enjoyment High 0 O 0 O O Low 
Experience High 0 0 O O 0 Low 
Competence High 0 0 O O 0 Low 
Hi-fi / stereo Use 00 Do N ot Use 
Success High 0 0 O O O Low 
Enjoyment High 0 O 0 0 Cl Low 
Experience High O 0 0 O O Low 
Competence High 0 13 0 Cl 0 Low 
Section 3- about computers 
Have you ever used a computer? Cl yes 13 no 
If you have never used a computer, turn to section 4. 
How have you learned your computing skills? Tick all that apply. 
O friend / colleague 0 written documentation 
O online help 0 self taught 
O technical support staff O other 
If other please describe. 
O unsure 
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How often do you use a computer? 
O daily 
Omore than once a week 
O weekly 
O more than once a month 
If other please describe. 
O less than once a month 
O less than once a year 
13 other 
Please rate your agreement with the following statements about your experiences 
with computers: 
I am an experienced computer user. 
strongly agree OO0O O 
Using computers is enjoyable. 
strongly agree O000 O 
Using computers makes everyday tasks easier. 
strongly agree 0000 O 
Using computers is frustrating. 
strongly agree O000 O 
Computer displays are easy to understand. 
strongly agree 00OO O 
It is easy to find the information I want on a computer. 
strongly agree 000O O 
It is easy to get the computer to do what I want. 
strongly agree 000O 0 
The letters on the keyboard are easy to read. 
strongly agree 00OO 0 
The keyboard is easy to use. 











The mouse is easy to use. 
strongly agree O 
The screen is easy to read. 
strongly agree 13 
OO 13 13 
00 13 13 
strongly disagree 
strongly disagree 
Please complete the following section about what you have used computers for. 
As in section 2, for each function you have used, fill in the scales for success, 
enjoyment, experience and competence. Refer to page 2 for the scale keys. 
Word processor 
Success High O 
Enjoyment High O 
Experience High O 
Competence High O 
Databases, inc. CD-ROMs 
Success High 0 
Enjoyment High O 
Experience High O 
Competence High 0 
Spreadsheet 
Success High Cl 
Enjoyment High 13 
Experience High Cl 
Competence High 0 
Use 0O Do Not Use 
O O O O Low 
O 0 O O Low 
O 0 O O Low 
0 0 O 0 Low 
Use OO Do N ot Use 
0 O O O Low 
O O O O Low 
O 0 O 0 Low 
O O O 13 Low 
Use M C3 Do Not Use 
O Cl Cl O Low 
0 O 0 0 Low 
0 0 O O Low 
O Cl 0 O Low 
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Programming 
Success High O 
Enjoyment High O 
Experience High O 
Competence High O 
Internet / world wide web 
Success High O 
Enjoyment High O 
Experience High O 
Competence High 13 
Desktop publishing 
Success High O 
Enjoyment High O 
Experience High O 
Competence High 13 
Electronic mail 
Success High O 
Enjoyment High Cl 
Experience High 0 
Competence High 0 
Games 
Success High O 
Enjoyment High Cl 
Experience High Cl 
Competence High 0 
Use 00 Do Not Use 
O 0 O O Low 
cl O O O Low 
0 O O O Low 
cl 13 13 13 Low 
Use C30 Do Not Use 
O 0 O O Low 
0 0 O O Low 
O 0 0 O Low 
O 0 O O Low 
Use OO Do N ot Use 
O O O O Low 
O 0 O O Low 
O O 0 O Low 
0 O 13 13 Low 
Use 0 Cl Do Not Use 
O 0 O 0 Low 
O 0 O O Low 
O 0 O O Low 
O 0 O O Low 
Use OO Do N ot Use 
O O O O Low 
O 0 O O Low 
O 0 0 O Low 
13 0 O O Low 
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Library databases 
Success High 0 
Enjoyment High 0 
Experience High Cl 
Competence High 0 
Other (please describe) 
Success High O 
Enjoyment High O 
Experience High O 
Competence High 11 
Section 4- for everyone 
Use 013 Do Not Use' 
O O O O Low 
0 0 O O Low 
O O O 0 Low 
cl O O 0 Low 
O O O 0 Low 
O O O O Low 
O O O O Low 
O 0 13 0 Low 
Please complete this section whether or not you use computers. It consists of a 
list of statements concerning your attitudes to computers. Rate how strongly you 
agree or disagree with each of them by marking the appropriate box on the scale 
beside it. 
I feel comfortable with computers. 
strongly agree 00O00 strongly disagree 
Using computers is more important for men than women. 
strongly agree 0000O strongly disagree 
Computers will never replace the need for working human beings. 
strongly agree 00OOO strongly disagree 
More women than men have the ability to become computer scientists. 
strongly agree O0O0O strongly disagree 
Learning about computers is a worthwhile and necessary subject. 
strongly agree 00 13 13 O strongly disagree 
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Computers turn people into just another number. 
strongly agree 0O0OO strongly disagree 
The use of computers is lowering our standard of living. 
strongly agree 000O0 strongly disagree 
Computers control too much of our world today. 
strongly agree 00OOO strongly disagree 
Reading or hearing about computers would be (is) borin g. 
strongly agree 00O0O strongly disagree 
I know that if I worked hard to learn about computers I could do well. 
strongly agree 0OO00 strongly disagree 
Using computers is more enjoyable for men than it is for women. 
strongly agree 0OO00 strongly disagree 
Computers are making the jobs done by humans less important. 
strongly agree 00O00 strongly disagree 
Computers make me nervous. 
strongly agree O000O strongly disagree 
Life will be (is) harder with computers. 
strongly agree 00O0O strongly disagree 
I don't want to know more about computers. 
strongly agree 000O0 strongly disagree 
Working with computers is more for women than men. 
strongly agree 000O0 strongly disagree 
Computers would be (are) fun to use. 
strongly agree O00O0 strongly disagree 
I don't feel confident about my ability to use a computer. 
strongly agree 0O000 strongly disagree 
Women can do just as well as men in learning about computers. 
strongly agree OO0O0 strongly disagree 
Everyone could get along just fine without computers. 
strongly agree O000O strongly disagree 
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Computers are dehumanising. 
strongly agree 0OOOO strongly disagree 
Computers are not too complicated for me to understand. 
strongly agree 0OOO0 strongly disagree 
Our world will never be completely run by computers. 
strongly agree OOOOO strongly disagree 
I think I am the kind of person who would learn to use a computer well. 
strongly agree OOOOO strongly disagree 
It is not necessary for people to know about computers in today's society. 
strongly agree 0OOO0 strongly disagree 
People are cleverer than computers. 
strongly agree O0OOO strongly disagree 
Computers are too fast. 
strongly agree O0OOO strongly disagree 
People will always be in control of computers. 
strongly agree 00OOO strongly disagree 
I think I am capable of learning to use a computer. 
strongly agree 0OOOO strongly disagree 
Learning about computers is a waste of time. 
strongly agree 00O0O strongly disagree 
Computers are confusing. 
strongly agree O0OO0 strongly disagree 
Computers will make the work done by people more difficult. 
strongly agree 0OOO0 strongly disagree 
Soon our lives will be controlled by computers. 
strongly agree OOOOO strongly disagree 
Computers make me feel stupid. 
strongly agree 00OOO strongly disagree 
Given a little time and training, I know I could learn to use a computer. 
strongly agree O0 13 0 13 strongly disagree 
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Section 5- about your use of libraries 
Please describe where your nearest library is: 
How often do you use a library? 
O daily O yearly 
O weekly O never (please indicate why below) 
0 monthly 
What do you use the library for? Please mark all that apply. 
O study 
Cl finding information 
O hobbies 
Cl borrowing books 
0 pleasant place to sit 
Cl job 
O child's / grandchild's homework 
O reading newspapers / magazines 
O meeting place 
13 other (please describe below) 
Have you ever used a computerised library catalogue? 
Yes OO No 
If you have used a computerised library catalogue: 
(a) when and where? 
(b) have you experienced problems finding what you want? 
If you have not used a computerised library catalogue: 
(a) Why not? 
(b) Would you like to try it? 
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Do you have any preference for the kind of catalogue you like to use? 
0 Prefer traditional card catalogue 
O Prefer computerised catalogue 
Cl No preference 
If you needed an item from your local library, how would you most likely try to 
locate it? Mark one option only. 
O Ask a member of staff 
O Refer to the computer catalogue 
O Refer to the card catalogue 
O Look along the shelves 
O Other (please describe below) 
If you prefer and / or use a traditional card catalogue, how could you be persuaded 
to try using a computerised system? 
Either mark one of. 
OI already use a computerised system 
OI could not be persuaded to use a computerised system 
Or mark as many of the following as apply to you: 
OI would use the computers if I was offered a short training course 
OI would use the computers if I could easily get help in case I get stuck 
OI would use the computers if written instructions were available 
OI would use the computers if they were more user friendly 
OI would use the computers if I trusted their accuracy 
OI would use the computers if I had any need to 
13 Other (please describe below) 
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Appendix B Study 1- data (CD ROM 'study I data. xls') 
The data for study 1 are given in file 'study 1 data. xls' on the attached CD ROM. 
Each numbered row represents a participant. The key below indicates the content 
of each column. 
Key: 
A- age group (1=young, 2=middle, 3=old) 
B- sex (1 =female, 2=male) 
Use of technologies and computer applications (I =yes, 2=no): 
C- microwave 
D- video cassette recorder 
E- cash point 
F- vending machine 
G- answer phone 
H- mobile phone 









R- Internet / VVWW 





W- technology success 
X- technology enjoyment 
Y- technology experience 
Z- technology competence 
AA - computer enjoyment 
AB - computer experience 
AC - computer competence 
AD - quality of computer use 
AE - quantity of computer use 
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AF - attitude - comfort 
AG - attitude - efficacy 
AH - attitude - gender equality 
Al - attitude - dehumanisation 
AJ - attitude - interest 
AK - attitude - utility 
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Appendix C Biographical information for respondents in study 2 
A- Are you an ergonomics professional? Coded as Y for yes and N for no. Note: 
all respondents were involved in ergonomics. Those who did not consider 
themselves to be ergonomics professionals were three ergonomics students (15, 
17,20) and an occupational physician who was a registered member of the 
Ergonomics Society (13). 
B- Number of years as an ergonomics professional. 
C- Is your work in industry (I), academia (A) or both (B)? Coding given in 
brackets. 
D- Brief description of areas of interest in ergonomics. 
A B C D 
1 Y 6 B product design; anthropometry; HCI; pleasurable 
as ects of product use 
2 Y 18 B displays; automation; cockpits; control rooms; 
alarms; distributed systems; human error; accidents 
3 Y 5 I industrial design; manufacturing ergonomics; work 
physiology; stress 
4 Y 1.5 I DSE ergonomics; manual handling; ergonomic work 
environment layout; risk assessments 
5 Y 7 I control theo ; teleoperation 
6 Y 10 I zero-gravity ergonomics; vehicle ergonomics; 
posture; task analysis; maintenance and 
accessibili ; training 
7 Y 9 I workplace design; product design; interface design; 
anthro omet ; cab design 
8 Y 1 I usability and layout of driver cabs / aircraft cockpits 
etc and the development of new equipment for these 
9 Y 11 I HCI; human reliability assessment; posture 
assessment; task analysis; workload determination 
10 Y 2 I anthropometry / workspace layout; HCI; functional 
allocation; systems integration; human factors 
'integration 
11 Y 6 B application to product development area: methods, 
HCI, anthro omet , new concepts, automotive 12 Y 17 I task analysis; human error; workload; human factors 
integration 
13 N n/a B upper limb disorders; manual handling; noise; 
vibration; thermal stress 
14 Y 35 B process control and large scale information systems, 
such as air traffic control, command and control 
systems etc. 
15 N n/a A musculoskeletal injuries; physiology; health and 
safety; human factors of accidents (human error); 
task analysis 
16 Y 2 I systems analysis, design and control; automotive 
design; biomechanical movement analysis 
17 N n/a B vehicle ergonomics; military ergonomics; virtual 
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environments (JACK) 
18 Y 30+ I anthropometry; HCI; workload; organisational 
ergonomics 
19 Y 3.5 A HCI; vehicle ergonomics 
20 N n/a B cognitive ergonomics; control rooms; work 
organisation; automation implementation 
21 Y 10 I workstation design; ergonomic input throughout the 
design process (user trials, audits, focus gp [sic. ] 
etc ; HCI; H&S; training needs analysis 
22 Y 1 I have MSc with ageing and disability as a module; 
more recent work on submarines 
23 Y 28 I HCI 
24 Y 20+ I HCI; task analysis; system design; system 
requirements; HFI; perception 
25 Y 18 I control centres and control systems; ergonomics 
design development; workstations and equipment 
design; HCI; driving cabs 
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Appendix D Experiment materials for study 2' 
[Part 1 of experiment pack] 
Thank you for offering to take part in this study. 
First you should complete the stapled section. Full instructions are 
included. You should not open the envelope marked part two until you 
have completed part one. 
Once you have completed both sections, please return the pack to: 
Mary Sheard 
University of Bristol 





Respondent Biographical Information 
Are you an ergonomics professional? Yes / No 
If no, what is your occupation? 
...... ...... . ..... ........................ ..... . ...... ... . ..... ... ... 
Number of years as an ergonomics professional ......... 
Is your work mainly in industry or academia? Circle the relevant response 
Industry Academia Both 
Brief description of areas of interest in ergonomics: 
e. g. anthropometry, HCI etc. 
.. 92.0.......... 0...... 0.00... 29... 0... 000.6... 0...... 
...................................................... 
.. 0............. 0.00.. 59.0... 0.0.9..... 09.60..... 00.. 0 
... 0.5..... 04...:.. 89....... 0.60.... 00......... 0... 0.. 
....................................... 
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Imagine you are involved in the design of a public library computer 
database system. This system will enable users to check library stock 
availability and their own borrower record. It will be available for use 
by all visitors to public libraries within a council district. 
First list the features of (1) the user group and (2) the usage 
environment, that you consider to be important in the design of this 
type of system. Fill as many or as few spaces as you require. 
The user group: 
1 
.............................................................. 2 








.............................................................. 12 .............................................................. 
The environment 
1 .............................................................. 2 .............................................................. 3 .............................................................. 4 .............................................................. 5 ......................:....................................... 6 .............................................................. 7 .............................................................. 8 .............................................................. 9 .............................................................. 10 .............................................................. 11 .............................................................. 12 .............................................................. 
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The list below represents a number of factors that yoü may wish to 
consider in the design of this type of technology. Please rank them in 
order of importance, writing 1 next to the most important and listing the 
others in decreasing order of importance. You may attribute one 
number to more than one item if you believe them to be of equal 
importance. If you think any are not relevant to the design of this type 
of system, mark them with an X. A set of cards listing the factors is 
enclosed for you to use to help you construct a ranking. If there are 
other factors which are not in the list but which you think should be 
considered, please add them at the bottom. 
Rank Feature 
Usefulness 
Learnability (initial performance) 
Efficiency (long term performance) 
Error rates 
Memorability (ease of remembering after a period of 
disuse) 
First impressions 
Advanced feature usage 
Satisfaction or likability 
Flexibility (the extent to which the product can be 
applied to different kinds of tasks) 
Evolvability (how well does the system adapt to 
changes in user expertise) 
Consistency (e. g. in style and layout between 
functions) 
Does not cause frustration 
Once you have completed this task, open the envelope marked 'Part 
2'. You may refer back to the responses you have just made, but 
please do not alter any of the answers you have given in part one after 
starting part two. 
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Sheet of sort cards included in the pack. The cards were presented cut up, so that 
they could be used to assist the respondent in ranking the factors. 
Does not cause frustration 
Learnability (initial performance) 
First impressions 
Consistency (e. g. in style and 
layout between functions) 
Usefulness 
Memorability (ease of 
remembering after a period of 
disuse) 
Flexibility (the extent to which Evolvability (how well does the 
the product can be applied to system adapt to changes in user 
different kinds of tasks) expertise) 
Advanced feature usage 
Error rates 
Satisfaction or likability 
Efficiency (long term 
performance) 
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Part two [study 2 experiment pack, presented in envelope] 
The population of the UK is approximately 60 million. In 1996 9.3 million of 
these were aged over 65, of whom 1.1 million were aged over 85. Over 34 
million people in the UK are members of public libraries, and a large 
proportion of these are aged over 65. Many people in this age group are 
not experienced with computers and other forms of technology. The majority 
of public libraries now have on-line public access catalogues which replace 
the traditional card catalogues. 
Re-examine the ranks you gave to the usability functions in part one, 
bearing this information in mind. Consider the physical and cognitive effects 
of the normal ageing process in addition to the other user and 
environmental features you wrote down. 
Had you explicitly considered this age group in the rankings you attributed 
to the usability factors in part 1? 
Yes / No 
With the benefit of the information given above, would you change the 
rankings that you made in part one? 
Yes / No 




Learnability initial performance) 
Efficiency (long term performance) 
Error rates 
Memorability (ease of remembering after a period of 
disuse) 
First impressions 
Advanced feature usage 
Satisfaction or likability 
Flexibility (the extent to which the product can be 
applied to different kinds of tasks) 
Evolvability (how well does the system adapt to 
changes in user expertise) 
Consistency (e. g. in style and layout between 
functions) 
Does not cause frustration 
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Appendix E Study 2- data (CD ROM 'study 2 data. xls') 
The data for study 2 are given in file 'study 2 data. xls' on the attached CD ROM. 
Each numbered row represents a participant. The key below indicates the content 
of each column. 
User features listed (1=listed, blank=not listed): 
A- computer experience - general and specific 
B- language, literacy, education, abilities, intelligence 
C- disabilities 
D- non-specific age reference 
E- specific reference to old age or wide age range 
F- vision 
G- user objectives and needs from the system 
H- anthropometry 
- diversity of demographics, inc. gender, race 
J- confidence, motivation, willingness to use the system 
K- other / miscellaneous 
Environment features listed (I =listed, blank=not listed): 
L- light, inc. screen glare 
M- location, inc. privacy, security and proximity to book areas 
N- access (inc. for disabled) and space 
O- workstation design and facilities 
P- noise 
Q- help availability, people, paper screen 
R- heat, humidity, airflow 
S- software features 
T- hardware features 
U- other / miscellaneous 




Y- error rates 
Z- memorability 
AA - first impressions 
AB - advanced feature usage 
AC - satisfaction / likeability 
AD - flexibility 
AE - evolvability 
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AF - consistency 
AG - does not cause frustration 
AH - whether participant adjusted their rankings for part 2 (1 =yes, O=no) 
Second rankings of usability features: 
Al - usefulness 
AJ - leamability 
AK - efficiency 
AL - error rates 
AM - memorability 
AN - first impressions 
AO - advanced feature usage 
AP - satisfaction / likeability 
AQ - flexibility 
AR - evolvability 
AS - consistency 
AT - does not cause frustration 
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Appendix F Comments made by participants in study 2 
Comments are listed with participant numbers, and quoted exactly. 
As I work in education and am constantly telling students to design in the 
interests of everyone, not just themselves, I think I consider elderly users, 
but as I'm not that old, how can I be sure? 
2I did a free thinking approach to the user factors then thought about 2nd 
order issues related to computer knowledge, age, education etc. 
4 The only thing I have thought of since completing Part 1 is the range of input 
devices available, i. e. touchscreen, mouse, keyboard etc. 
What would be the most user-friendly option for the elderly population 
. considering that a deterioration in manual 
dexterity may be apparent? 
I think either a keyboard or excellent touchscreen (i. e. one with a very good 
interface). 
Excellent system feedback is essential. 
6I should have remembered to put perceptual and motor performance level 
and its variations as a feature of the user group. 
9 The only difference I would associate with an older age group is to ensure 
that the user-interface allows larger fonts and brighter contrast - like 
Windows does. This could be described as tailorability - which does not 
occur in your list. 
10 Rating the usability characteristics proved very difficult as many of them 
have the same rating. I tried to group them into initial usability factors, then 
longer term issues and finally advanced features. 
I didn't quite understand what you wanted on the environment section 
though. 
It may also be worth considering the other usability heuristics in the 
analysis. Particularly when considering those elements concerning the 
willingness to try and experimentation i. e. clearly marked exits + error 
messages, also the provision of feedback. 
12 Any product, especially one that is used voluntarily, must be useful, and 
easy to use. Therefore the focus is clearly on what it should achieve in 
order to be useful, and how it will be used and by whom. The priorities in 
any good ergonomics application should be the same regardless of who is 
the user. That is to match functionality and capability. 
13 A useful exercise. 
Although I thought about the older population in my initial responses I did 
not actively consider them when ranking the features of usability i. e. I did 
not realise just how important the issue is and should be considered in al 
public design issues. 
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17 In my selection I took into consideration that users with different amounts of 
experience with computers would have to be taken into account. 
Following your prompt, I think that evolvability is a good idea, as this will aid 
the more computer literate users and limit frustration of the more frequent 
users and experts. 
18 I thought that your provision of cards to help sort the order was very good. I 
normally have to make them myself. I future I will provide them. 
Hope the project goes well. Please feel free to contact me if you need any 
help. 
21 It's v. diff. to rank in order of importance when you have av large user gp to 
deal with. Many are equally important. However, if you are dealing with 
older users, willingness to use computers, error rates, satisfaction / likability 
are extremely important as is memorability. 
Items such as advanced feature usage become a lower priority. 
22 I'd be interested to know the results! 
I did do the ageing and disability module in the MSc Ergonomics course at 
Loughborough. (Run by Colette Nichols at HUSAT) This made me aware of 
the ageing population. 
24 The additional focus you added will obviously affect the designs - although 
the range of abilities one ought to consider is pretty wide anyway - but the 
criteria (usefulness, learnability etc. ) are the same. 
How easy it is to meet those criteria with a practical design will of course 
vary with the (range of) abilities and experiences considered. 
The one group I did not consider are those who use technology because it 
is 'fun'. I assumed this system would be used by people whose main 
concern is using the library and the books within it, but who need to use the 
system as a byproduct activity. 
25 Ranking of features is an artificial exercise - during a design concept 
development the various features will be considered in unison. The design 
process is a series of compromises, in some cases some less obvious 
features can actually be key to the success of the system. 
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Age Sex M/F 
Highest level of education reached (tick one): 
Q No secondary school Q Vocational qualifications 
E. g. Nursing diploma 
Q Some secondary school Q University level, e. g. BSc 
Q 0' levels, GCSEs or equivalent Q Higher degree, e. g. MA 
Q A' levels or equivalent Q Other (please describe) 
What is, or was, your occupation? 
Have you ever used a computer? 
Q Yes Q No 
If yes, do you consider yourself to be an experienced computer user? 
Q Yes 'Q No 






Please indicate why not: 
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What do you use the library for? Please tick all that apply. 
Q Study Q Job 
Q Finding information Q Child's / grandchild's homework 
Q Hobbies Q Reading newspapers / magazines 
Q Borrowing books Q Meeting place 
Q Pleasant place to sit Q Other (describe below) 
Have you ever used a computerised library catalogue? 
Q Yes Q No 
If yes, do you consider yourself to be an experienced user? 
Q Yes Q No 
Have you ever used the specific computerised library system that is used by Bristol City 
Council libraries, which you see on the screen in front of you? 
Q Yes Q No 
If yes, do you consider yourself to be an experienced user? 
Q Yes Q No 
What kind of library catalogue do you prefer to use? 
Q Computerised 
Q Card 
Q No preference 
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How would you locate a item you needed from your local library? 
Q Ask a member of staff 
Q Refer to the computer catalogue 
Q Refer to the card catalogue 
Q Look along the shelves 
Q Other (please describe) 
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Task instructions 
First I will give you a short training session to show you how to use the 
library database. 
You will then be given some items to look up on the computer. 
Try your best to find the answer to each question, and point out the 
information required on the screen. 
If you get stuck on a task, you can press F11 to take you back to the 
start screen. You may have up to three attempts to find each item, 
after which you should move on to the next one. 
At the end of each search, press F11 to go back to the start ready to 
look for the next item. 
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Search questions 
The questions were presented on cards one at a time, in the order given here: 
1 Find the titles of two books written by Jonathan Kellerman. 
2 Look for a book called `Internet Navigator. Which library branch holds a 
copy of this book? 
3 Look for three books about dietary fibre. Find the FULL title of each. 
4 Find the book 'On the Beach' by Nevil Shute. Which two library branches 
hold the 1990 edition? 
5 At what shelfmark would books about woodcarving be found? 
6 At what shelfmark would books about the economy of west Africa be found? 
7 Look for a book with the words 'primitive' and 'boomerang' in the title. What 
is the original publication date, and what is the publication date of this 
edition? 
8 What was the year of publication of Ann M. Martins' first book? 
9 In the database, how many references are there to'Pride and Prejudice' by 
Jane Austen? 
10 At what shelfmark would you find 'Awakenings' by Oliver Sacks? 
11 Who wrote a book called `Famous Musicians'? 




Please indicate your agreement or disagreement with each of the following statements by 
marking the box which most closely corresponds to your opinion: 
When carrying out these exercises: 
strongly strongly 
agree neutral disagree 
I enjoyed myself Q Q QQ Q 
became frustrated Q Q QQ Q 
The display was easy to understand Q Q QQ Q 
could easily find the information I wanted Q Q QQ Q 
I could easily get the computer to do what I wanted QQQQQ 
I could easily read the letters on the keyboard QQQQQ 
I could easily use the keyboard Q Q Q Q Q 
The screen was easy to read Q Q Q Q Q 
The letters on the screen were too small Q Q Q Q Q 
There was too much glare on the screen Q Q Q Q Q 
The menu system was hard to operate Q Q Q Q Q 
The function (F) keys were confusing QQQQQ 
I now feel that: 
A book search by title is difficult Q Q Q Q Q 
A book search by author is easy Q Q Q Q Q 
A book search by author and title is difficult Q Q Q Q Q 
A book search by author and keyword is easy Q Q Q Q Q 
A book search by keyword is difficult Q Q Q Q Q 
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A book search by subject is easy 
Choosing what type of search to use is easy 
Looking through the pages of search results is difficult 
Understanding the instructions on the screen is easy 
Remembering what function (F) keys to use is difficult 
strongly strongly 
agree neutral disagree 
Q Q QQ Q 
Q Q QQ Q 
Q Q QQ Q 
Q Q QQ Q 
Typing in the right information is easy 
The way in which search results are displayed is difficult 
to understand 
There is too much to read on the screen 
The computer responds too slowly 
I would be willing to use this system to satisfy my own 
enquiries 
The training given at the start of the session was helpful 
0 D O O D 
D O D O 0 
O O O O 0 
O O O C3 O 
0 0 0 0 0 
0 0 0 0 O 
0 0 0 D O 
Please describe any complaints or problems with the system: 
Please describe any particular strengths of the system: 
Please describe any improvements to the system which would help you to use it better: 
Thank you for taking part in this experiment. 
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Appendix H Study 3- data (CD ROM 'study 3 data. xls') 
The data for study 3 are given in file 'study 3 data. xls' on the attached CD ROM. 
Each numbered row represents a participant. The key below indicates the content 
of each column. 
A- age group (I =young, 2=old) 






































AJ - 11 
AK-12 
Occurrence of errors by category: 
AL - perseveration 
AM - inadvertent error 
AN - typing error 
AO - menu error 
AP - wrong key press 
AQ - mistake 
AR - non-optimum action 
AS - missed information 
AT - verbal intervention 
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Appendix I Printed version of the online questionnaire used in studies 4 and S. 
The numbers in bold italics next to each response represent the coding used in the data 
analysis. 
Computer Usage Questionnaire 
Thank you for expressing an interest in filling in this computer usage 
questionnaire. 
If you would be interested in receiving a report about peoples responses to 
this questionnaire, please enter your email address in the box below. The 
report will be sent to you as an email attachment. Your email address will 
not be used for any purpose other than to send you the report, and will not 
be passed to third parties. 
You must fill in all the multiple choice questions. 
Name: 
Email address: 
How old are you? 
120 or under 
2 21 to 30 
3 31to40 




8 81 to 90 





Where do you live? If you have dual nationality, please select 
the region in which you currently live. 
I United Kingdom 
2 Other Europe 
3 North America 




For how many years have you been using a computer? 
1 less than 1 year 
21 to 2 years 
33 to 5 years 
46 to 10 years 
5 11 or more years 
How often do you currently use a personal computer? 
6 most days 
52 to 5 times a week 
4 about once a week 
3 about once a fortnight 
2 about once a month 
1 less than once a month 
How much experience do you have with personal computers? 
1 almost none 
2 very little 
3 some 
4 quite a lot 
5 extensive 
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How much experience do you have with the Internet? 
9 almost none 
2 very little 
3 some 
4 quite a lot 
5 extensive 
How often do you use the Internet? 
6 most days 
52 to 5 times a week 
4 about once a week 
3 about once a fortnight 
2 about once a month 
I less than once a month 
Do you use e-mail? 
2 yes 
I no 
Remember, you must fill in all questions, even if they do not 
seem to apply to you. 
Why do you not use email? Mark all that apply. 
1 question not applicable -I use email 
2 too expensive (phone bills) 
3 do not know others with e-mail to write to 
4 too difficult or complicated 
5 lack of computer access 
6 do not want to use e-mail 
7 other 
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How much experience do you have with email? 
I do not use e-mail 
2 almost none 
3 very little 
4 some 
5 quite a lot 
6 extensive 
Approximately how many e-mails do you send in an average 
week? 
I do not use e-mail 
2 none 
31 to 5 
46 to 10 
511to20 
6 21to50 
7 51 to 100 
8 101 or more 
Approximately how many people do you regularly contact 
using e-mail? 
1 do not use e-mail 
2 none 
31 to 2 
43 to 5 
56 to 10 
611to20 
7 21 or more 
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Who do you regularly contact using e-mail? Mark all that 
apply. 
1 do not use e-mail 
2 family members 
3 old friends 
4 new friends met through the Internet 
5 business contacts 




This is the final section of the questionnaire. The following statements 
concern the section of questionnaire about computer and e-mail usage 
which you have just completed. Please indicate how strongly you agree or 
disagree with each statement by marking one of the boxes to the right of the 
statement. 
trongl some slightly 
either 
9ree lightly some hat 
trongl 
what agree or 
isagr isagr isagr 
agree agree isagr e e e e 
Overall the questionnaire was 1 2 3 4 5 6 7 
asy to complete 
It was easy to understand the 1 2 3 4 5 6 7 
uestions that were asked 
It was easy to choose my 1 2 3 4 5 6 7 
responses from those offered 
It was easy to mark my chosen 1 2 3 4 5 6 7 
responses 
he text on the questionnaire was 1 2 3 4 5 6 7 
asy to read 
The instructions for completing the 
questionnaire were easy to 1 2 3 4 5 6 7 
understand 
I enjoyed filling out this 1 2 3 4 5 6 7 
questionnaire 
he questionnaire layout was clear 1 2 3 4 5 6 7 
The questionnaire was easy to 1 2 3 4 5 6 7 
ollow 
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The amount of scrolling required t 
complete the questionnaire was 1234567 
easonable 
(timer here) 
Please enter the time above in the boxes now. Please make sure that you put 
a number in each box - your questionnaire cannot be successfully submitted 
if there are empty fields. 
Minutes and seconds 
If you have any comments about any aspect of this questionnaire, please 
enter them in the form below: 
(text box here) 
Click on submit to send your responses. 
Click on reset to clear the form and start again. 
(submit and reset buttons here) 
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Appendix J Study 4- data (CD ROM 'study 4 data. xls') 
The data for study 4 are given in file 'study 4 data. xls' on the attached CD ROM. 
Each numbered row represents a participant. The key below Indicates the content 
of each column. 
A- age group (1=young, 2=middle, 3=old) 
B- condition (1 =menu, 2=radio) 
C- experience group (I =low, 2=high) 
Experience questions: 
D- for how many years have you been using a computer? 
E- how often do you currently use a personal computer? 
F- how much experience do you have with personal computers? 
G- how much experience do you have with the Internet? 
H- how often do you use the Internet? 
- do you use email? 
J- how much experience do you have with email? 
K- approximately how many emails do you send in the average week? 
L- approximately how many people do you contact regularly using email? 
M- number of categories of people contacted using email 
N- composite experience item 
O- usability item 1 
P- usability item 2 
Q- usability item 3 
R- usability item 4 
S- usability item 5 
T- usability item 6 
U- usability item 7 
V- usability item 8 
W- usability item 9 
X- usability item 10 
Y- composite usability item 
Z- timer 
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Appendix K Study 5- data (CD ROM 'study 5 data. xls') 
The data for study 5 are given in file `study 5 data. xls' on the attached CD ROM. 
Each numbered row represents a participant. The key below indicates the content 
of each column. 
A- age group (1=young, 2=middle, 3=old) 
B- condition (1 =menu, 2=radio) 
C- experience group (1=low, 2=high) 
Experience questions: 
D- for how many years have you been using a computer? 
E- how often do you currently use a personal computer? 
F- how much experience do you have with personal computers? 
G- how much experience do you have with the Internet? 
H- how often do you use the Internet? 
- do you use email? 
J- how much experience do you have with email? 
K- approximately how many emails do you send in the average week? 
L- approximately how many people do you contact regularly using email? 
M- number of categories of people contacted using email 
N- composite experience item 
O- usability item 1 
P- usability item 2 
Q- usability item 3 
R- usability item 4 
S- usability item 5 
T- usability item 6 
U- usability item 7 
V- usability item 8 
W- usability item 9 
X- usability item 10 
Y- composite usability item 
Z- timer 
AA - omissions 
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Appendix L Experiment materials used In study 6 
Pre test questionnaire 
Name 
Date of birth // 
Highest level of education reached 
Have you ever used a computer? (please circle) YES / NO 
Describe the approximate frequency with which you use a computer. tick the answer 
which applies to you 
Daily 
More than once a week 
Weekly 
More than once a month 
Less than once a month 
Less than once a year 
Rate your agreement with the following statements about your experience with 
computers. Circle the number corresponding to your opinion: 
I am an experienced computer user 
Strongly agree 12345 Strongly disagree 
Using computers is enjoyable 
Strongly agree 1,2345 Strongly disagree 
Using computers makes everyday tasks easier 
Strongly agree 12345 Strongly disagree 
Using computers is frustrating 
Strongly agree 12345 Strongly disagree 
Computer displays are easy to understand 
Strongly agree 12345 Strongly disagree 
It is easy to find the information I want on a computer 
Strongly agree 12345 Strongly disagree 
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It is easy to get the computer to do what I want 
Strongly agree 1234 
The letters on the keyboard are easy to read 
Strongly agree 1234 
The keyboard is easy to use 
Strongly agree 1234 
The mouse is easy to use 
Strongly agree 1234 
The screen is easy to read 
Strongly agree 1234 
5 Strongly disagree 
5 Strongly disagree 
5 Strongly disagree 
5 Strongly disagree 
5 Strongly disagree 
IF YOU HAVE NEVER USED A COMPUTER: 
Do you know what a computer 'mouse' is? YES / NO 
Are you familiar with the QWERTY keyboard layout, used on most computers and 
typewriters? 
YES / NO 
280 
Post test questionnaire 
Please answer the following questions about the computer task you have just 
carried out. If you do not understand any of the questions, please ask for It to be 
explained to you. 
Respond to the statements as though they relate to your OVERALL experience. Do 
not worry if they apply to only some trials, but answer them IN GENERAL. 
The mouse was easy to use 
Strongly agree 12345 Strongly disagree 
It was easy to work out where the target item would be found from the target name 
and the names of other menu items 
Strongly agree 12345 Strongly disagree 
It was easy to explore the menus by trial and error 
Strongly agree 12345 Strongly disagree 
It was easy to learn the positions at which items were located as I worked through 
the trials 
Strongly agree 12345 Strongly disagree 
I found the target item by exploring the menus by trial and error until I saw it 
Often 12345 Rarely 
I found the target item by working out from its' name and the names in the menu 
where it was likely to be found 
Often 12345 Rarely 
I found the target item by remembering its, position in the menu layout from 
previous trials 
Often 12345 Rarely 
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Now think back to the two kinds of menus that you used. These were: 
Traditional menus (the menus that were in the middle of the screen) 
Pull down menus (the menus that you 'pulled-down' from the top left corner of the 
screen). 
In which type of menu did you feel it was QUICKEST to find the target word? Please 
circle the appropriate response 
Traditional Pull down Don't know 
In which type of menu did you feel it was EASIEST to find the target word? Please 
circle the appropriate response 
Traditional Pull down Don't know 
Which type of menu did you feel was most SUITABLE for the task? Please circle the 
appropriate response 
Traditional Pull down Don't know 
Which type of menu did you like best? Think about which you would like to use 
more often. Please circle the appropriate response 
Traditional Pull down Don't know 
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Word lists used for the practice trials 













Word lists used for the experimental trials 
Cookware 20 Chopping board 
48 Frying pan 
32 Knife 
4 Mixing bowl 
27 Salt cellar 
9 Saucepan 
43 Wooden spoon 





10 Shaving foam 
29 Talcum powder 
Clothing 24 Blouse 






Food hall 34 Bread 
23 Chocolates 
42 Coffee beans 
36 Pasta 
6 Roast ham 
47 Salmon 
15 Salted peanuts 
Furniture 31 Bookshelves 
8 Bunk beds 
39 Chest of drawers 
19 Coffee table 
11 Dining table 
28 Settee 
2 Wardrobe 
Sports goods 14 Dart board 
7 Exercise bicycle 
37 Football 
33 Shuttlecocks 
49 Snooker cue 
16 Swimming goggles 
25 Tennis racket 
Toys 45 Barbie doll 
5 Building blocks 
13 Colouring book 
22 Lego 
17 Play dough 
41 Teddy bear 
26 Train set 
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Appendix M Study 6- data (CD ROM 'study 6 data. xls') 
The data for study 6 are given in file 'study 6 data. xls' on the attached CD ROM. 
Each numbered row represents a participant. The key below indicates the content 
of each column. 
A- age group (1=young, 2=old) 
B- years of computer use 
C- frustration with computer use 
D- ease of computer use 
E- composite experience measure I 
F- composite experience measure 2 
Pull down menus (G-Q) 
G- trial time 
H- number of steps 
I- time per step 
J- number of correct trials 
Post test ratings: 
K- the menu set up was easy to use 
L- it was easy to work out where the target item would be found from the target name 
and the names of other menu items 
M- it was easy to explore the menus by trial and error 
N- it was easy to learn the positions at which items were located as I worked through the 
trials 
O-I found the target item by exploring the menus by trial and error until I saw it 
P-I found the target item by working out from its' name and the names in the menu 
where it was likely to be found 
Q-I found the target item by remembering its' position in the menu layout from previous 
trials 
Traditional menus (R-AB) 
R- trial time 
S- number of steps 
T- time per steps 
U- number of correct trials 
Post test ratings: 
V- the menu set up was easy to use 
W- it was easy to work out where the target item would be found from the target name 
and the names of other menu items 
X- it was easy to explore the menus by trial and error 
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Y- it was easy to learn the positions at which items were located at I worked through the 
trials 
Z-I found the target item by exploring the menus by trial and error until i saw it 
AA -I found the target'item by working out from its' name and the names in the menu 
where it was likely to be found 
AB -I found the target item by remembering its' position in the menu layout from previous 
trials 
Post test questionnaires (1 =pull down, 2=traditional): 
AC - which menu style was quickest to use 
AD - which menu style was easiest to use 
AE - which menu style was most suitable for the task 
AF - which menu style was preferred 
286 
Appendix N Experiment materials used in study 7 
Initial questionnaire given to all participants 
Questionnaire 
Name 
Date of birth 
Highest level of education reached 
Have you ever used a computer? (please circle) YES / NO 
IF YOU HAVE USED A COMPUTER: 
Describe the approximate frequency with which you use a computer. tick the answer 
which applies to you 
Daily 
More than once a week 
Weekly 
More than once a month 
Less than once a month 
Less than once a year 
Rate your agreement with the following statements about your experience with 
computers. Circle the number corresponding to your o pinion: 
I am an experienced computer user 
Strongly agree 1,2345 Strongly disagree 
Using computers is enjoyable 
Strongly agree 12345 Strongly disagree 
Using computers makes everyday tasks easier 
Strongly agree 12345 Strongly disagree 
Using computers is frustrating 
Strongly agree 12345 Strongly disagree 
Computer displays are easy to understand 
Strongly agree 12345 Strongly disagree 
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It is easy to find the information I want on a computer 
Strongly agree 12 3 4 5 Strongly disagree 
It is easy to get the computer to do wh at I want 
Strongly agree 12 3 4 5 Strongly disagree 
The letters on the keyboard are easy to read 
Strongly agree 12 3 4 5 Strongly disagree 
The keyboard is easy to use 
Strongly agree 12 3 4 5 Strongly disagree 
The mouse is easy to use 
Strongly agree 12 3 4 5 Strongly disagree 
The screen is easy to read 
Strongly agree 12 3 4 5 Strongly disagree 
IF YOU HAVE NEVER USED A COMPUTER: 
Do you know what a computer 'mouse' is? YES / NO 
Are you familiar with the QWERTY keyboard layout, used on most computers and 
typewriters? 




The aim of the task is to find a word in the menu system. 
A word will appear on the screen. This is the word you are to find - the 
target word. Underneath it there will be a grey button (box) with the 
word 'start' on it. You must remember the word, and use the mouse to 
click on the start button. 
Once you have done this the target word will disappear from the 
screen, and on the left side of the grey bar at the top of the screen you 
will see the word 'start'. Click on this word using the mouse, and a list 
of between two and eight words will appear below it on the screen. 
This is the first part of the menu system. 
On the pink card you will see that there are three different menu 
layouts. Each layout contains the same set of target words. In layout 
three the target words are in level two, while in layout one they are in 
level four. 
To select an item from the menu list you must either hold the mouse 
cursor over it, or click on it using the mouse cursor. 
If an item on the menu has a small arrow to its' right, this means that 
when you select it a new sub-section of the menu will appear. 
If a menu item has no arrow to its' right, this is one of the target words. 
There are no further levels of the menu to be revealed beyond it. 
If you want to move back a level (towards the left of the screen) move 
the mouse cursor to the part of the menu you wish to move to. 
Once you have clicked on a target word, you will be told whether or not 
you clicked on the correct target word. 





The aim of the task is to find a word in the menu system. 
A word will appear on the screen. This is the word you are to find - the 
target word. Underneath it there will be a grey button (box) with the 
word 'start' on it. You must remember the target word, and then press 
the 's' key to start. 
'Once you have done this the target word will disappear from the 
screen, and on the left side of the grey bar at the top of the screen you 
will see the word 'start'. You must press the 'Alt' key (marked with a 
red star) followed by the 's' key. A list of between two and eight words 
will appear below the word start on the screen. This is the first part of 
the menu system. 
On the pink card you will see that there are three different menu 
layouts. Each layout contains the same set of target words. In layout 
three the target words are in level two, while in layout one they are in 
level four. 
Each item in the menu will have one letter underlined. To select a 
word, press the letter key corresponding to this. 
If an item on the menu has a small arrow to its' right, this means that 
when you select it a new sub-section of the menu will appear. 
If a menu item has no arrow to its' right, this is one of the target words. 
There are no further levels of the menu to be revealed beyond it. 
If you want to move back a level (towards the left of the screen) 
through the menus, use the left cursor (arrow) key. 
Once you have selected (by pressing a letter key) a target word, you 
will be told whether or not you chose the correct target word. 



































Instruction card for ambiguous language condition 
Mouse Task 
12 
The task you are about to carry out is exactly the same as the practice 
task. 
You will be given a target word to find in the menu system. 
Use the mouse to navigate through the menus, and click on the target 
word. 
There are four blocks of 24 words to find. The words in the first two 
blocks are all the same. There is a different set of words for the last 
two blocks. 
At the end of each block a message will appear on the screen to 
indicate the start of a new block. You may take a break at this point. 
If you have any difficulties, or do not understand what you are meant 
to be doing, please ask. 
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Instruction card for natural language condition 
Mouse Task 
3456 
The task you are about to carry out is exactly the same as the practice 
task. 
You will be given a target word to find in the menu system. 
Use the mouse to navigate through the menus, and click on the target 
word. 
There are four blocks of 24 words to find. Each block uses a different 
set of words. 
At the end of each block a message will appear on the screen to 
indicate the start of a new block. You may take a break at this point. 
If you have any difficulties, or do not understand what you are meant 
to be doing, please ask. 
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12 
Instruction card for ambiguous language condition 
Keyboard Task 
The task you are about to carry out is exactly the same as the practice 
task. 
You will be given a target word to find in the menu system. 
Use the keyboard to navigate through the menus, and select the target 
word. 
There are four blocks of 24 words to find. The words in the first two 
blocks are all the same. There is a different set of words for the last 
two blocks. 
At the end of each block a message will appear on the screen to 
indicate the start of a new block. You may take a break at this point. 
If you have any difficulties, or do not understand what you are meant 
to be doing, please ask. 
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3450 
Instruction card for natural language condition 
Keyboard Task 
The task you are about to carry out is exactly the same as the practice 
task. 
You will be given a target word to find in the menu system. 
Use the keyboard to navigate through the menus, and select the target 
word. 
There are four blocks of 24 words to find. Each block uses a different 
set of words. 
At the end of each block a message will appear on the screen to 
indicate the start of a new block. You may take a break at this point. 
If you have any difficulties, or do not understand what you are meant 
to be doing, please ask. 
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m/post 
Post test questionnaire for mouse condition 
Questionnaire 
Please answer the following questions about the computer task you have just 
carried out. If you do not understand any of the questions, please ask for it to be 
explained to you. 
Respond to the statements as though they relate to your OVERALL experience. Do 
not worry if they apply to only some trials, but answer them IN GENERAL. 
The mouse was easy to use 
Strongly agree 12345 Strongly disagree 
It was easy to work out where the target Item would be found from the target name 
and the names of other menu items 
Strongly agree 12345 Strongly disagree 
It was easy to explore the menus by trial and error 
Strongly agree 12345 Strongly disagree 
It was easy to learn the positions at which items were located as I worked through 
the trials 
Strongly agree 12345 Strongly disagree 
I found the target item by exploring the menus by trial and error until I saw It 
Often 12345 Rarely 
I found the target item by working out from its' name and the names in the menu 
where it was likely to be found 
Often 12345 Rarely 
I found the target item by remembering its' position in the menu layout from 
previous trials 
Often 12345 Rarely 
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With reference to the PINK sheet illustrating the menu structures: 
In which structure was it QUICKEST to find the target word? Please circle the 
appropriate response 
23 no preference 
In which structure was it EASIEST to find the target word? Please circle the 
appropriate response 
23 no preference 
Which structure did you like best? Please circle the appropriate response 
23 no preference 
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Post test questionnaire for keyboard condition 
Questionnaire 
Wpost 
Please answer the following questions about the computer task you have just 
carried out. If you do not understand any of the questions, please ask for It to bo 
explained to you. 
Respond to the statements as though they relate to your OVERALL experlenco. Do 
not worry if they apply to only some trials, but answer them IN GENERAL. 
The keyboard was easy to use 
Strongly agree 12345 Strongly disagree 
It was easy to work out where the target item would be found from the target name 
and the names of other menu items 
Strongly agree 12345 Strongly disagree 
It was easy to explore the menus by trial and error 
Strongly agree 12345 Strongly disagree 
It was easy to learn the positions at which items were located as I worked through 
the trials 
Strongly agree 12345 Strongly disagree 
I found the target item by exploring the menus by trial and error until I saw lt 
Often 12345 Rarely 
I found the target item by working out from its' name and the names In the menu 
where it was likely to be found 
Often 12345 Rarely 
I found the target item by remembering its' position in the menu layout from 
previous trials 
Often 12345 Rarely 
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With reference to the PINK sheet Illustrating the menu structures: 
In which structure was it QUICKEST to find the target word? Please circle the 
appropriate response 
23 no preference 
In which structure was it EASIEST to find the target word? Please circle the 
appropriate response 
23 no preference 
Which structure did you like best? Please circle the appropriate response 
23 no preference 
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Words used in menus in Study 7 
Natural categories. Four sets: 
SPt 1 
Non-living Tools Garden tools Hoe 
Rake 
Spade 
Home tools Spanner 
Hammer 
Screwdriver 
Non-living Kitchenware Electrical kitchenware Toaster 
Microwave 
Kettle 
Non-electrical kitchenware Plate 
Saucepan 
Spoon 
Living Animals Domestic animals Dog 
Cat 
Hamster 
Wild animals Lion 
Tiger 
Elephant 







Places Countries African countries Zimbabwe 
Ethiopia 
Mozambique 
European countries Germany 
France 
Spain 
Places Cities British cities London 
Birmingham 
Newcastle 
Non-British cities New York 
Sydney 
Tokyo 
Man-made Vehicles Public vehicles Bus 
structures Train 
Tram 
Private vehicles Car 
Van 
Motor cle 
Man-made Buildings Habitations House 
structures Flat 
Bungalow 





Hobbies Sports Team sports Football 
Rugby 
Netball 
Individual sports Swimming 
Darts 
Jogging 
Hobbies Not sports Crafts Sketching 
Embroidery 
Knitting 
Music Piano playing 
Concerts 
Singing 
Jobs Manual Outdoor manual jobs Landscape gardening 
Building 
Tree surgeon 
Indoor manual jobs Factory worker 
Cleaner 
Porter 
Jobs Not manual Professional non-manual jobs Doctor 
Accountant 
Lawyer 




Clothing Outdoor clothing Outdoor footwear Boot 
Shoe 
Wellingtons 
Outdoor wear Coat 
Hat 
Gloves 
Clothing Indoor clothing Clothing - tops Shirt 
Blouse 
Jumper 
Clothing - bottoms Skirt 
Shorts 
Trousers 
Household items Furniture Bedroom furniture Bed 
Wardrobe 
Drawers 
Lounge furniture Settee 
Coffee table 
Sideboard 







Ambiguous categories. Two sets. 
Cof I 










Letters to lawyer 
Will 
Work Business Projects Blueprints 
Managers reports 
Presentations 
Accounts Annual report 
Invoices 
Payroll 
Work People Clients Now clients 
Address list 




RI A+ 9 






Restaurant People Staff Staff list 
Training 
Recruitment 
Clientele Corporate accounts 
Bookings 
Address list 
Factory Office manager Accounts Invoices 
Bank details 
Debt collection 
Legal Lawyer details 
Equal opportunity policy 
Cases In progress 
Factory Floor manager Personnel Promotions 
Courses 
Shifts 
Equipment Maintenance programme 
Upgrades 
Health and safe 
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Categories used for practice trials. 


















Substances Liquids Edible liquids Water 
Tea 
Milk 




Appendix 0 Study 7- data (CD ROM `study 7 data. xls') 
The data for study 7 are given in file 'study 7 data. xls' on the attached CD ROM. 
Each numbered row represents a participant. The key below indicates the content 
of each column. 
A- age / experience group (I =old low experience, 2=old high experience, 3=young) 
B- interaction device condition (1 =keyboard, 2=mouse) 
C- language condition (1 =ambiguous, 2=natural) 
D- number of correct trials 
E- mean trial time 
F- mean trial time, correct trials only 
G- mean trial time, correct trials only, menu structure I 
H- mean trial time, correct trials only, menu structure 2 
1- mean trial time, correct trials only, menu structure 3 
J- mean step time 
K- mean step time, correct trials only 
L- mean step time, correct trials only, menu structure 1 
M- mean step time, correct trials only, menu structure 2 
N- mean step time, correct trials only, menu structure 3 
O- mean number of extra steps taken 
P- mean number of extra steps taken, correct trials only 
Q- mean number of extra steps taken, correct trials only, menu structure 1 
R- mean number of extra steps taken, correct trials only, menu structure 2 
S- mean number of extra steps taken, correct trials only, menu structure 3 
T- number of optimum trials 
U- number of optimum trials, menu structure 1 
V- number of optimum trials, menu structure 2 
W- number of optimum trials, menu structure 3 
Post test questionnaire items: 
X- ease of semantic search 
Y- ease of trial and error search 
Z- ease of spatial search 
AA - use of trial and error search 
AB - use of semantic search 
AC - use of spatial search 
AD - which menu was quickest to use 
AE - which menu was easiest to use 
AF - which menu did you like using 
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