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Abstract
A one-sided classiﬁer for a given class of languages converges to 1 on every language from the class and
outputs 0 inﬁnitely often on languages outside the class. A two-sided classiﬁer, on the other hand, converges
to 1 on languages from the class and converges to 0 on languages outside the class. The present paper investi-
gates one-sided and two-sided classiﬁcation for classes of recursive languages. Theorems are presented that
help assess the classiﬁability of natural classes. The relationships of classiﬁcation to inductive learning theory
and to structural complexity theory in terms of Turing degrees are studied. Furthermore, the special case of
classiﬁcation from only positive data is also investigated.
Crown copyright © 2004 Published by Elsevier Inc. All rights reserved.
1. Introduction
Consider the problem of determining whether a language A over N, the set of natural numbers
{0, 1, 2, . . .}, satisﬁes a certain property. Let A denote the class of all languages over N that satisfy
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the given property. The question of classiﬁcation can then be stated thus: if one is given data about
A, can one determine if A∈A.
We briefly discuss the various approaches to the study of classiﬁcation in the literature. One of the
earliest attempts was the design of ﬁnite automata to decide whether an inﬁnite string (representing
the characteristic function of a language) belongs to a given ω-language or not [9,24,36]. But the
restrictive computational ability of these ﬁnite automata led Büchi [9] and his successors to consider
non-deterministic automata. The present paper takes the alternate approach of choosing Turing
machines as classiﬁers. In fact this approach had already been initiated by Büchi and Landweber
[10,23].
Smith and Wiehagen [35] introduced a model of classiﬁcation analogous to the Gold model of
learning [8,17,27]. The (recursive) classiﬁerM sees longer and longer preﬁxes  of the characteristic
functionof a languageA∈A1∪A2∪· · ·∪Ak andguesses on each input somenumber h∈{1, 2, . . . , k}
to indicate that A∈Ah. These guesses are supposed to converge, for each set A∈A1∪A2∪· · ·∪Ak ,
to a value h such that A∈Ah. Smith, Wiehagen and Zeugmann [32] extended this study in various
ways.
Ben-David [6] and Kelly [22] also interestingly studied classiﬁcation. They call a class classiﬁ-
able iff there exists a (not-necessarily recursive) functional that indicates in the limit for every A
whether or not it belongs to a given class A. They obtained topological conditions for classiﬁable
classes. Gasarch et al. [16] extended this study and obtained relations between the Borel hierarchy
on classes—which is induced by the space {0, 1}∞ with product topology—and the query hierarchy
obtained by allowing a certain number of quantiﬁer-alternations during querying a teacher on the
target set A.
Later Stephan [34] investigated the limits of (recursive) classiﬁers. He considered classiﬁcation
of languages with respect to one single class A and used the following two natural models of clas-
siﬁcation: Two-sided classiﬁcation which is the recursive counterpart to Ben-David’s classiﬁcation
in the limit and one-sided classiﬁcation which is already implicit in the notion of reliable inference
(on languages inside the class the learner converges to an index for the language and on languages
outside the class the learner makes inﬁnitely many mind changes). These two notions of classes are
very natural and coincide with the 2 and 2 classes studied by recursion theorists [18,26,29,30].
Our study derives from these models which we present next. But, ﬁrst some notation.
We take a classiﬁer to be a total recursive function mapping {0, 1}∗ to {0, 1}. We let M , N , and H
range over classiﬁers. Calligraphic letters range over classes, A, B range over sets and U ranges over
oracles. We take ,  to range over ﬁnite strings, interpreted as preﬁxes of characteristic functions
of sets.    means that (x)↓= (x) for all x∈dom(); where (x)↓ stands for  being deﬁned
at x and (x)↑ stands for  being undeﬁned at x.M() denotes the guess issued by classiﬁerM on a
preﬁx   A of the input-set A.
Two-sided classiﬁcation: For all languages A: M() = A(A) for almost all   A.
HereA(A) is 1 if A∈A and 0 otherwise, that is, classes and sets are identiﬁed with their characteristic
function. “Almost all   A” means “all but ﬁnitely many   A.” Two-sided classiﬁcation may
be considered to be too strong a requirement. In some applications it is sufﬁcient if the classiﬁer is
able to signal the inclusion of a language in a given class, but only provides a weaker signal if the
language is not in the class. Stephan [34] introduced the notion of one-sided classiﬁcation to model
this idea.
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One-sided classiﬁcation: For all languages A: if A∈A, then M() = 1 for almost all   A; if A /∈A, then
M() = 0 for inﬁnitely many   A.
We normally letM and N range over two-sided classiﬁers and letH range over one-sided classiﬁers.
The notion of one-sided classiﬁcation is reasonable since the classiﬁer outputs 0 inﬁnitely often
thereby guaranteeing that the classiﬁer never locks onto an incorrect conjecture.
In the present paper, we restrict our investigation to classiﬁcation of recursive languages. Certain-
ly, assuming an algorithmic view of the universe, it is unlikely that nature generates non-recursively
enumerable languages. The restriction, then, to recursive languages may be supported by the fact
that practical examples in computer science are always recursive. Thus, our classiﬁers can be relied
upon if they are never expected to deliberate upon non-recursive languages. Hence, in the sequel, the
statement “for all languagesA” in the above two definitions is replaced by “for all recursive languag-
es A.” So, we ignore non-recursive sets everywhere and set-theoretic notions like the complement
of classes are adapted to the recursive universe: A = {recursive A : A /∈A}.
The present paper may also be seen as closing the gap between Stephan’s abstract work [34]
and the more concrete approach of Smith et al. [32] and Wiehagen and Smith [35]. Before we be-
gin a formal presentation of the results, we give an informal tour of the various sections in the
paper.
In Section 2, we introduce the basic definitions and give preliminary results about two-sided and
one-sided classiﬁcation for classes of recursive languages. We give concrete classes of languages
that can be two-sidedly and one-sidedly classiﬁed. In particular we observe that one-sided classes
are closed under ﬁnite monotone Boolean combinations and two-sided classes are closed under
all ﬁnite Boolean combinations. We also show that every uniformly recursive family of languages
is one-sidedly classiﬁable. Additionally, if the family is discrete, then it is also two-sidedly classiﬁ-
able. As a consequence of this result, the class of pattern languages is two-sidedly classiﬁable. As a
contrast, however, the class of regular languages is only one-sidedly classiﬁable.
Although, from [35] we already know that learning and classiﬁcation are, in general, incompa-
rable, in Section 3, we provide some pleasant links between learning with bounded mind changes
and classiﬁcation. We show that for the concept of exact PEx-learning, a class is identiﬁable with a
(generalized) bound on the number of mind changes iff it is two-sidedly classiﬁable. For the notion
of Ex-learning a weaker version of this correspondence still holds.
In Section 4we show that classes identiﬁable in the limit from informants can be reliably identiﬁed
iff they are one-sidedly classiﬁable.Wealso investigate conditions underwhich reliable identiﬁcation
in the limit and two-sided classiﬁcation are linked.
The characteristic function of a language conveys both positive and negative data about the lan-
guage. In Section 5, we argue that it may not be realistic to assume the availability of both positive
and negative data in practice. The experience from empirical studies of learning is that negative data
is not always readily available and even when it is available, it is often tedious to obtain. Motivated
by such concerns, we also investigate two-sided and one-sided classiﬁcation from only positive data.
Following the practice in inductive inference literature, wemodel positive data as texts. As expected,
we show that classiﬁcation from texts is very difﬁcult. As a simple consequence of our result, the
class of pattern languages is not even one-sidedly classiﬁable from texts.
Not deterred by the difﬁculty of classiﬁcation from texts, we investigate a weaker version of
classiﬁcation for text presentation, called partial classiﬁcation, that yields some positive results.
A class A is partially classiﬁable just in case there exists a machine that on texts for languages in A
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outputs exactly one guess inﬁnitely often and on texts for non-members of A does not output any
single guess inﬁnitely often. The motivation here is that a partial classiﬁer gives a weak signal if the
language belongs to the class and refuses to give any signal if the language is not a member of the
class being classiﬁed.We show that partially classiﬁable classes can be deﬁned in terms of their index
sets: A is partially classiﬁable iff its index set {e : We is recursive and We∈A} is 3. Furthermore,
this general criterion turns out to be independent of the data-presentation: the partially classiﬁable
classes are the same for presenting positive data only and presenting positive and negative data at
the same time. Most classes considered in practical applications, for example, the class of pattern
languages, have a 3 index set and are therefore partially classiﬁable.
In Section 6, we investigate structurally the computational limits of classifying recursive lan-
guages. In particular, we investigate the “computational distance” between one-sided and two-sided
classiﬁcation by determining the kind of non-recursive information that yields a two-sided classiﬁer
for a class that was otherwise only one-sidedly classiﬁable. This gives insight into what it takes for
a class of interest to be two-sidedly versus one-sidedly classiﬁable. We show that access to a high
oracle is sufﬁcient to construct a two-sided classiﬁer for a one-sidedly classiﬁable class. We also
establish that in some cases the power of a high oracle is necessary as there are classes for which any
two-sided classiﬁer has high Turing degree. We adapt Post’s notion of creative set to describe the
one-sidedly classiﬁable classes that are effectively not two-sidedly classiﬁable. We call a one-sidedly
classiﬁable classA creative just in case there is a uniformly recursive sequence of languagesA0,A1, . . .
such that for each one-sided classiﬁerHe, the language Ae is a counterexample to the hypothesis “He
classiﬁes A.” The analogy between the two notions of creativity turns out to be quite striking. We
give examples of creative classes and show that a creative class is two-sided only relative to a high
oracle. We discuss some interesting results about one-sidedly classiﬁable classes of intermediate
complexity and compare our results with the more abstract study of classiﬁcation by Stephan [34]
in which a classiﬁer has to behave correctly on non-recursive languages, too.
Finally, in Section 7, we consider classiﬁers that, instead of guessing 0 or 1, output programs
that converge in the limit to 0 or 1. Such programs may be viewed as generators of trial and error
guesses and classiﬁers that output such programs may be viewed to be of somewhat lower quality
(compared to the classiﬁers that directly guess 0 or 1). We consider two kinds of such classiﬁers:
Ex-style requiring that the sequence of programs converge to a single program that has the correct
guess of 0 or 1 in the limit and BC-style requiring that the sequence of programs eventually contain
only programs that have the correct guess of 0 or 1 in the limit. We show that the notion of Ex-style
classiﬁcation nicely coincides with two-sided classiﬁcation. We also show that every one-sided clas-
siﬁer has a BC-style classiﬁer. We conclude with insightful, structural characterizations of BC-style
classiﬁcation.
2. Basic definitions and results
Formally, a one-sided classiﬁer is just a {0, 1}-valued function on strings and the languages
accepted by this classiﬁer are those where the classiﬁer converges to 1.
Deﬁnition 2.1. A classiﬁer H is an algorithm that on every string  outputs a number 0 or 1.
H classiﬁes a class A one-sidedly just in case
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• if A∈A, then H() = 1 for almost all   A;
• if A∈A, then H() = 0 for inﬁnitely many   A.
The classiﬁerH is furthermore two-sided iff the statement “for inﬁnitely many” in the second clause
can be strengthened to “for almost all”. Note that in this definition the variable A ranges over only
recursive sets. If A has a one-sided classiﬁer, then A is called a one-sided class, if A has a two-sided
classiﬁer, then A is called a two-sided class. As every two-sided classiﬁer is also one-sided, every
two-sided class is also one-sided.
There is an effective list of classiﬁers He such that for each one-sided class there is some He
classifying it one-sidedly and for each two-sided class there is some He classifying it two-sidedly.
Let ϕe be an acceptable numbering of all partial recursive functions [26, Section II.5] and assume
in the following a ﬁxed numbering 0, 1, . . . of all binary strings. For the following definition of
one-sided classiﬁersHe, let ϕe(x) just be interpreted as ϕe(x) so that all classiﬁers can be represented
by partial recursive functions.
He() =
{
ϕe() for the longest    such that
ϕe() outputs 0 or 1 within || steps;
0 if there is no such ;
The advantage of the He compared to the ϕe is that they are more well-behaved while still having
most desired properties with respect to universalness. In particular, the following properties hold.
• The He are a uniformly recursive family of total functions {0, 1}∗→{0, 1};
• Every He is a one-sided classiﬁer for some class which is called He from now on;
• If ϕe (interpreted as a function on binary strings) is a one-sided classiﬁer for a class A then
He = A.
• If ϕe is two-sided so is He. In particular, every two-sided class has a two-sided classiﬁer He.
In the sequel, we will considerHe instead of the underlying ϕe as a list of all potential classiﬁers and
the two-sided classiﬁers among these He play a similar role as the total recursive functions within
the list of all partial recursive functions ϕe. The ϕe will stand for normal functions N→N in the
sequel since whenever reference is needed to some acceptable system of one-sided classiﬁers, the
system of the He will be used.
One-sided classes are closed under ﬁnite monotone Boolean combinations and two-sided classes
are closed under all ﬁnite Boolean combinations. Although this fact is a direct corollary from that
fact that one-sided and two-sided classiﬁcation are the2 and2 classes restricted to recursive sets,
the proofs are nevertheless included for the sake of completeness.
Fact 2.2. A classA is two-sided iffA andA are one-sided classes. If classesA,B are one-sided, so are
A∪B and A ∩ B. If a class A is one-sided, so is the class B = {B : B is a ﬁnite variant of some A∈A}.
Proof. The direction (⇒) of the ﬁrst statement is obvious. For the reverse direction (⇐), let H ′ be
a one-sided classiﬁer for A and let H ′′ be one for A. LetM() = 0; having already deﬁnedM() for
some ∈{0, 1}∗, we extend the definition inductively toM(a) for a = 0, 1 as follows:
M(a) =
{
H ′(a) if H ′(a) /= H ′′(a);
M() otherwise.
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We claim that M is a two-sided classiﬁer for A: If a recursive set A is in A, then H ′ converges on
A to 1 while H ′′ outputs on A inﬁnitely many 0s. So there are inﬁnitely many   A with H ′() = 1
and H ′′() = 0 but only ﬁnitely many   A with H ′() = 0 and H ′′() = 1. SoM will converge to 1.
Similarly M will converge to 0 on any recursive set A∈A.
For the second statement, let H ′ be a one-sided classiﬁer for A and H ′′ be a one-sided classiﬁer
for B. Now A ∩ B has the one-sided classiﬁer
H() =
{
1 if H ′() = 1 and H ′′() = 1;
0 otherwise.
It is easy to see that H outputs on A inﬁnitely many 0s iff either H ′ or H ′′ does. So H converges on
A to 1 iff both H ′ and H ′′ converge on A to 1. The case A∪B is a bit more involved. The following
fact is used in deﬁning the machine:
H outputs on A in total at least n 0s if H ′ and H ′′ both output on A in total at least n 0s.
This informal idea can be turned into an algorithm as follows: let
nM() = |{   :M() = 0}|
for each machine M ∈{H ,H ′,H ′′}, H() = 1 and
H(w) =
{
0 if nH ′(w)>nH() and nH ′′(w)>nH();
1 otherwise.
It is easy to see that H outputs inﬁnitely many 0s iff both H ′ and H ′′ output inﬁnitely many 0s.
Therefore, H converges on a set A to 1 if at least one of the machines H ′ and H ′′ converges to 1.
The classiﬁer for B in the last statement is constructed such that it outputs on B at least n 0s iff
the classiﬁer for A outputs on each set of the form a0a1 . . . anB(n+ 1)B(n+ 2) . . . at least n 0s. 
Given a recursive function A(x, y), let Ax = {y : A(x, y) = 1} and A be the class {A0,A1, . . .}. Such a
class A is called a uniformly recursive family. Angluin [3] initiated the study of learning uniformly
recursive families from texts. After the introduction of monotonicity constraints many papers have
considered the learnability of these families from texts and informants [20,37,38]. A classA is closed
iff for each A /∈A there is a   A such that no B∈A extends . The ﬁrst part of the next fact is
also an immediate consequence of the fact, that uniformly recursive families are 2 classes [29]:
A∈A ⇔ (∃x) (∀y) [A(y) = Ax(y)].
Fact 2.3. Every uniformly recursive family is one-sided. If it is also closed, then it is two-sided.
Proof. As in the proof of Fact 2.2 let nH () = |{   : H() = 0}|, H() = 1 and
H(w) =
{
1 if w  Ax for x = nH ();
0 otherwise.
The intuitive idea behind H is to check the sets A0,A1, . . .; whenever Ax turns out to be different
from A, H outputs a 0 and moves on to Ax+1, otherwise H outputs 1 as long as Ax and A appear to
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be equal. So H converges on every set Ax to 1 making (at most) x 0s and outputs inﬁnitely many 0s
for all A /∈A.
Assume now the same algorithm for a closed class A and let A /∈A be recursive. Then there is
  A such that no Ax extends . In particular w  Ax for all   , all x and almost all w  A. If
follows that H(w) = 0 for almost all w  A. So H is already a two-sided classiﬁer for A. 
Example 2.4. The immediately preceding results yield the following examples.
• C = {A : A is coﬁnite} is one-sided, but not two-sided.
The classiﬁer is H(w) = w.
• D = {1∞, 01∞, 001∞, 0001∞, . . .} is two-sided.
The classiﬁer M outputs 1 if ∈0∗1+ and 0 otherwise.
• E = {A : A has ﬁnite and even cardinality} is one-sided, but not two-sided.
The classiﬁer H() outputs 1 iff the number of 1s in  is even and 0 iff this number is odd.
• F = {A : the formula (A) is true} is two-sided.
Here (A) means that  is a Boolean combination of atomic expressions of the form c∈A for
constants c and A being the only free variable representing the input-set A of the same name. For
example, (A) = [5∈A ∨ [3 /∈A ∧ 4 /∈A]]. Such formulas (A) can be evaluated after having seen
a sufﬁciently long part of the input and from then on the classiﬁer outputs 1 if (A) holds and 0
if (A) does not hold.
• G = {graph(p) : p is a polynomial} is one-sided, but not two-sided.
G and R below are uniformly recursive families and, hence, have the one-sided classiﬁer from
Fact 2.3.
• P = {A : A is a pattern language} is two-sided.
This is due to the fact that the class of the pattern languages is both closed anduniformly recursive.
• R = {A : A is regular} is one-sided, but not two-sided.
There is also a prominent class which is not one-sided: the class {A : ϕmin(A) computes A} of the self
describing sets. But this class has a one-sided complement. Furthermore, note that the class D is
uniformly recursive and two-sided but not closed. So the converse direction of the implication in
Fact 2.3 does not hold.
3. Two-sided classiﬁcation with bounded mind changes
An Ex-learner ﬁnds for every set A in the class A to be learned in the limit an index e such that
ϕe computes the characteristic function of A. More formally, A is Ex-learnable iff
(∀A∈A) (∃e) (∀∞  A) [M() = e ∧ ϕe = A],
where ϕe = A stands for “ϕe computes the characteristic function of A.” Each outputM() for some
  A is called a guess or a hypothesis ofM forA. IfM(a) /= M() (with ∈{0, 1}∗ and a∈{0, 1}) then
one says thatM makes amind change.While Gold [17] only required that for each A∈A the number
of mind changes is ﬁnite and thusM stabilizes on a hypothesis after reading ﬁnitely many data-bits,
Ba¯rzdin¸š and Freivalds [7] introduced the notion of bounded mind changes where the number of
mind changes has to respect a uniform constant bound for all A∈A. Case and Smith [14] applied
this notion also to notions like learning with anomalies. Freivalds and Smith [15] generalized the
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concept of mind change bounds by using constructive ordinals [30]; this concept is equivalent to the
second type in the hierarchy below. See [2,19] for examples of natural classes learnable with ordinal
mind change bounds.
The basic idea to implement mind change bounds is to equip the learner with a counter and to
require that this counter must change its current value to a lower one whenever the learner makes
a mind change, that is, CountM(a) = CountM() ifM(a) = M() and CountM(a)<CountM()
if M(a) /= M(). In the more concrete cases, the counter starts with a natural number, say 5, and
goes down with every mind change, for example, from 5 to 4, then from 4 to 3 and so on. But
whenever the counter reaches 0, it cannot be decreased further and therefore the total number of
mind changes is at most 5. The more abstract realization of Freivalds and Smith [15] use counters
which range over constructive ordinals. These can be counted down only ﬁnitely often since the
ordinals are well-ordered and thus enforce that the learner converges to a hypothesis always. In the
context of inductive learning Sharma et al. [31] have considered the following four types of bounded
mind changes whose definitions can be directly adapted for classiﬁcation and where Q denotes the
permitted range of counter values.
ﬁrst type: constant bound. The counter can take as value only a natural number.
second type: ordinal bound. The counter is a rational number which is always member of a well-
ordered subset Q of the rationals.
third type: linear bound. The set Q of permitted rational numbers has no recursive decreasing
inﬁnite sequence but may have a non-recursive one.
fourth type: general bound.The setQ of permitted counter values is equippedwith apartial ordering
 such that there are no recursive inﬁnite descending chains.
A ﬁfth type where Q may have a inﬁnite recursive descending chain is just the same as having no
restriction at all. In the context of classiﬁcation, this ﬁfth type is equivalent to one-sided classiﬁca-
tion. Note that each such definition requires that the set Q of possible counter values is recursively
enumerable and the ordering on Q is recursive with domain Q.
Theorem 3.1. For a class A the following is equivalent:
(a) A can be classiﬁed using a classiﬁer with bounded mind changes of the second type;
(b) A can be classiﬁed using a classiﬁer which converges on every set—also on every non-recursive set;
(c) A can be classiﬁed using a classiﬁer of the fourth type with the additional requirement that the
partially ordered set Q of counter-values does not have any decreasing inﬁnite sequence—also no
non-recursive one.
The proof of this theorem is similar to that in the case of inductive inference [31]; so it is omitted
here. The next theorem, however, is quite different to that setting since there are inferable classes
which do not have bounded mind changes of the fourth type; an example for such an inferable class
is the class of all ﬁnite sets.
Theorem 3.2. Every two-sided class has a mind change bound of the fourth type.
Proof. LetM be a two-sided classiﬁer for A. Then let Q contain the string  and all strings a with
∈{0, 1}∗, a∈{0, 1} andM(a) /= M(). The ordering is just given by  iff  is a proper extension
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of . FurthermoreM assigns to each mind change on each input a the string a∈Q as the counter
for the mind change. It remains to show that Q has no descending recursive sequence: Assume that
01 · · · would be such a sequence. Each string k has length at least k and all k coincide on
their common domain: so they have a recursive limit A given by A(x) = x+1(x). M makes at “the
end” of each k a mind change, thusM makes inﬁnitely many mind changes on A in contradiction
to the fact that M is a two-sided classiﬁer for A. So the theorem follows. 
The next theorem again transfers directly from the case in inductive inference [31].
Theorem 3.3. The hierarchy given by the four notions of bounded mind changes is proper.
For the restrictive notion of Popperian explanatory identiﬁcation (PEx), a strong relation between
learnability with bounded mind changes and classiﬁability is established. Recall that PEx-learning
[11,14]means that the learner Ex-identiﬁes the class with the additional requirement that any guess—
also on illegal data—is an index of a total recursive function. This has some consequences as the one
that it can be checked immediately whether a guess is consistent with the data seen so far, that is,
whether ϕe(x)↓= A(x) for all those x where the learner has already seen the data A(x). Furthermore
M learns a class A exactly iffM converges only on sets in A to a correct program; on recursive sets
outside A either M diverges or converges to a program which computes something else.
Theorem 3.4. Let A be exactly PEx-learnable. Then A is two-sided iff A can be exactly PEx-learned
with bounded mind changes of the fourth type.
Proof.For the ﬁrst direction letN be an exact PEx-learner forAwhich respects amind change bound
of the fourth type. In other words,N outputs always indices of total functions,N converges on every
recursive set A to some hypothesis e and this hypothesis e is an index of the characteristic function
of A iff A∈A. Now the classiﬁer M is based on checking whether the N()th recursive function
coincides with the already known part of the characteristic function of the set to be classiﬁed.
M() =
{
1 if ϕN()(x) = (x) for all x∈dom();
0 otherwise, that is, ϕN()(x) /= (x) for some x∈dom().
Since the guessesN() are always total programs,M is recursive. FurthermoreN converges on every
recursive set to a ﬁxed program and soM also converges on this recursive set either to 1 if this last
program is a program for the set or to 0 otherwise. So the convergence of M follows from that of
N . By the exactness, M classiﬁes A correctly.
For the other direction letM be a two-sided classiﬁer andN be a PEx-learner forA. Furthermore
let e be an index of some function inA. Now the new exact PEx-learner respecting the mind change
bound of the fourth type works as follows:
H() =
{
N() if M() = 1;
e otherwise, that is, M() = 0.
If A∈A then H converges on A to the same program as N and so identiﬁes A. If A /∈A then M
converges on A to 0 and so H on A to e. So H converges on all recursive sets (the others are not
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considered for mind change bounds of the fourth type). Furthermore H converges to a program
for some set in A while A /∈A, so H is exact. 
This result could be improved to stating that A is two-sided via a classiﬁer respecting mind change
boundsof the kth type iffA is exactlyPEx-learnable via amachine respectingmind changeboundsof
the kth type. Nevertheless the result depends on the fact that every PEx-learnable class is one-sided.
Replacing PEx by Ex, only a weaker version holds.
Theorem 3.5. Every two-sidedly classiﬁable and Ex-learnable class can be Ex-learned with bounded
mind changes of the fourth type, but some two-sidedly classiﬁable and Ex-learnable classA cannot be
Ex-learned with bounded mind changes of second type.
Proof. The construction of the PEx-learner H from a two-sided classiﬁer M and an PEx-learner
N in the previous theorem can be carbon copied in order to construct an Ex-learner H from a
two-sided classiﬁer M and an Ex-learner N . Again H respects mind change bounds of the fourth
type.
For the second statement, consider a simple set S = {a0, a1, . . .}. Recall that a simple set is a
recursively enumerable set whose complement is inﬁnite but does not contain any inﬁnite re-
cursive set [28]. Let A = {A : |A| is ﬁnite and even and A ⊆ S}. A two-sided classiﬁer on input
 checks ﬁrst whether (ak) = 1 for some ak ∈dom() with k ||. If so, then the classiﬁer out-
puts 0. Otherwise the output is 1 if the number of all x with (x)↓= 1 is even and is 0 if this
number is odd. Since no inﬁnite recursive set is disjoint from S , this two-sided classiﬁer for A is
correct.
On the other hand A cannot be learned with bounded mind changes of second type. Let M
be an inductive inference machine which learns A satisfying a mind change bound of the sec-
ond type. For each set A∈A let q(A) be the minimal qi output during the inference of A. The set
{q(A) :A∈A} has a minimum qj since it is well-ordered. qj = q(A) for some ﬁxed set A. Now A has
ﬁnite and even cardinality and there is some   A such that M() is an index for A and M has
output qj while reading this . Since S is inﬁnite there are x, y∈S − A− dom() andM has to infer
A∪{x, y}. Since also   A∪{x, y},M has to make a mind change after  and also output a rational
qi <qj . So q(A∪{x, y})<qj in contradiction to the choice of qj and such a machine M does not
exist. 
The following result shows a connection of exact learning with bounded mind changes and one-
sided classiﬁcation. The converse of Theorem 3.6 does not hold since the class of all self-describing
sets is a counter-example as mentioned in Example 2.4.
Theorem 3.6. If A can be exactly Ex-learned with bounded mind changes of the fourth type, then A
is one-sided. Furthermore some class, namely the class of all self-describing sets, is Ex-learnable with
bounded mind changes of the ﬁrst type but is not one-sided.
Proof. Assume that M is a learner for A which respects mind change bounds of the fourth type,
that is, which converges on every recursive set A to some program; this program is a program for
A iff A∈A. Now the classiﬁer H for A is speciﬁed as follows:
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H outputs at least n 0s for an input-set A iff there is mn such that the index e = M(A(0)A(1) . . . A(m))
computes the ﬁrst n+ 1 values of A: ϕe(0)↓= A(0), ϕe(1)↓= A(1), . . ., ϕe(n)↓= A(n).
It does not matter that this condition is not recursive but recursively enumerable only, since H is
not required to output the nth 0 immediately but only after some suitable time. IfH outputs ﬁnitely
many 0s, then M does not converge to an index e which computes A; so H classiﬁes A correctly to
be inside A. If H outputs inﬁnitely many 0s, then M converges to a program e which coincides on
arbitrary long preﬁxes with A, thus computes A. So H classiﬁes again correctly A to be outside A.
The class {A : ϕmin(A) computes A} of the self describing sets from Example 2.4 can be learned
with bounded mind changes, namely without any mind change: The learner waits for the ﬁrst 1 to
appear in the characteristic function and then outputs the position of this 1 as an index for A. In
the following, the proof that A is not one-sided, is included since this fact was mentioned but not
proven in Example 2.4.
The index set of the self describing sets is	2: e is an index of a self describing set if ϕe is total and
ϕe outputs 0 on input x<e and 1 on input e. It can be shown that this index set is also	2-complete.
But ifAwould be one-sided via some recursivemachineM then also the complement of the index
set of all self describing functions would be	2 yielding a contradiction: Given e, e is not the index
of a self-describing function iff M outputs inﬁnitely many 0s on every set beginning with 0e1, that
is, iff for each n there is an m such that M outputs on all strings in 0e1 · {0, 1}m at least n 0s. 
4. Reliable learning and one-sided classiﬁcation
A learnerM is said to reliablyEx-learn a classA [25] of languages ifM converges on all A∈A and
furthermore, wheneverM converges on a recursive language A to an index e (whether A∈A or not),
then the function ϕe is the characteristic function of the set A. There are further variants of reliable
learning, but we picked the above definitionwhere the learner has to be reliable only on the recursive
sets while nothing is said about its behaviour on the non-recursive sets. Furthermore, M exactly
REx-learns A iff M diverges on all recursive sets in A. The reader may observe that an exactly
reliably Ex-learned class is also in some sense classiﬁed since convergence indicates membership in
the class and divergence indicates membership in its complement. Hence, it might be expected that
there are interesting links between reliable learning and classiﬁcation.
Theorem 4.1. Let A be Ex-learnable. Then A is exactly REx-learnable iff A is one-sided.
Proof. (⇒): LetA be exactly REx-learnable. The classiﬁer outputs 0 if the learner changes its mind
and outputs 1 if there is no mind change. Whenever the learner converges to an index, then the
classiﬁer outputs only ﬁnitely many 0s and thus accepts the language. Whenever the learner does
not converge to an index, that is, the language does not belong to A, then the classiﬁer rejects the
language by outputting inﬁnitely many 0s. So the classiﬁer accepts just the languages in A and is
correct.
(⇐): IfA is Ex-learnable and one-sidedly classiﬁable, then a mind change can be introduced into
the learning algorithm by padding at every place where the classiﬁer outputs 0, that is, if the learner
outputs for  and w the same guess e, but the classiﬁer outputs a 0 for w, then the learner’s output
at w is replaced by an equivalent but different index for the characteristic function computed
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by e. This does not effect convergence on A∈A since there these new mind changes are inserted
only ﬁnitely often. But if A /∈A, then the classiﬁer outputs inﬁnitely many 0s which induce inﬁnitely
many mind changes on the modiﬁed learner; so this modiﬁed learner diverges. Thus the modiﬁed
learner is reliable, that is, it converges on a recursive A if and only if it learns A. Furthermore, the
learner is exact since it learns exactly the languages in A. 
The reader may have observed that in the above proof of Theorem 4.1, at no point the guesses are
evaluated. Therefore this result can be translated to similar notions as long as the following two
conditions are satisﬁed: padding is available and inﬁnitely many mind changes (as in the notion of
behaviourally correct learning) are not permitted.
Case et al. [12] introduced the notion of learning limiting recursive programs or “trial-and-error-
guesses” in the context of learning functions. We adapt this notion to identiﬁcation in the limit of
limiting programs for characteristic functions of recursive languages. According to this criterion of
learning, a learner has to converge on the characteristic function of every language A∈A to a total
program e in two variables which computes A in the limit:
(∀x) (∃y) (∀z>y) [A(x) = ϕe(x, z)].
We denote by LimEx the class of recursive language classes that can be learned in the above sense.
Reliable LimEx identiﬁcation is then a variant of the above criterion in which the learner is required
to converge to a limiting program for every A∈A and has to make inﬁnitely many mind changes
for all recursive B /∈A. Since LimEx satisﬁes the two conditions above, Theorem 4.1 also holds for
learning limiting recursive programs.
Theorem 4.2. Let A be in LimEx. Then A is exactly reliably LimEx learnable iff A is one-sided.
The definitions of reliable learning and bounded mind changes conﬂict since the ﬁrst one requires
inﬁnitely many mind changes on sets outside A while the second one requires also in this case
ﬁnitely many mind changes. This artiﬁcial conﬂict can be removed via permitting a special symbol
“?” to indicate non-convergence which also does not count as additional mind change: an exact
REx-learner respecting ordinal mind change bounds of the fourth type would then on recursive
sets A∈A converge to an index e for A and on recursive sets A /∈A converge to the special sym-
bol? Such a learner can be directly translated into a two-sided classiﬁer which outputs 1 if the
learner outputs a hypothesis and which outputs 0 if the learner outputs? So one gets the following
corollary.
Corollary 4.3. If A can be exactly REx-learned by a machine with bounded mind changes of the
fourth type, then A is two-sidedly classiﬁable. Furthermore, every two-sided class A∈Ex is exactly
REx-learnable with bounded mind changes of the fourth type.
5. Classiﬁcation from only positive data
Within all previous sections, the source of information was the characteristic function of the
set A to be classiﬁed, that is, the input for the classiﬁer at stage n is the preﬁx A(0)A(1) · · ·A(n) of
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the characteristic function of A. Besides this mode of data-presentation, called informant, learning
theorists also consider often the case, where the classiﬁer or learner sees a text, that is a list of the
elements of A as input. In order to compare classiﬁcation from text with the standard classiﬁcation
in the other sections, this standard method is referred to as “classiﬁcation from informant” within
the present section.
Gold [17] introduced this notion of identiﬁcation from text which is also known as “identiﬁca-
tion from positive data” [3]. Formally a text for a language A is an inﬁnite sequence of numbers
and the symbol “#” such that each element of A appears at least once and no non-element of
A ever appears in the sequence. Analogously to Gold’s notion of inference, we can deﬁne clas-
siﬁcation from texts: a one-sided classiﬁer for A, upon being fed a text for some language A,
converges to 1 iff A∈A. As in the case of standard classiﬁcation, one has that a two-sided clas-
siﬁer satisﬁes the additional constraint that it converges to 0 on every text of every recursive set
A /∈A.
Example 5.1. Every class F of all languages satisfying the formula (A) as deﬁned in Example 2.4
is two-sidedly classiﬁable from text.
Proof. The classiﬁer is relatively easy and for each input  evaluates (range()). Since  accesses
the set A only at a ﬁnite number of places, all sufﬁciently long   T for a given text T satisfy
x∈range() ⇔ x∈A for the x where  evaluates A(x). For example, if (A) = (3∈A ∧ 4 /∈A), then
all sufﬁciently long   T satisfy 3∈range() ⇔ 3∈A and 4 /∈range() ⇔ 4 /∈A. So the result of
evaluating  on range() for these  is the same as for evaluating  on A. 
Theorem 5.2. If A and B are both two-sidedly classiﬁable from text and a ﬁnite set belongs to A iff it
belongs to B, then A = B.
Proof. Assume that A and B are both two-sidedly classiﬁable from text, that each ﬁnite set
belongs to A iff it belongs to B and that A is an inﬁnite and recursive set. Furthermore, let M1
classify A and M2 classify B from text and let a0, a1, . . . be a recursive enumeration of A. Now
deﬁne inductively over k a text T = a0#n0a1#n1a2#n2 · · · such thatM1(a0#n0a1#n1a2#n2 · · · ak#nk ) =
M2(a0#n0a1#n1a2#n2 · · · ak#nk ) for all k; the numbers nk must all exist sinceM1 andM2 classify each
ﬁnite set {a0, a1, a2, . . . , ak} in the sameway and thus converge on each text a0#n0a1#n1a2#n2 · · · ak#∞
to the same value. So both,M1 andM2, take on T inﬁnitely often the same value and both converge
on T ; therefore both converge to the same limit-value and A is in A iff A is in B. 
One might ask whether the following chain-condition on two-sidedly classiﬁable A must hold.
Whenever an ascending chain A0 ⊂ A1 ⊂ · · · belongs to A so does some inﬁnite set.
The following counterexample gives a negative answer to this question.
Example 5.3. Consider the class A = {A :A ∩ S = ∅} where S is a simple set, that is, where S is a
recursively enumerable set with an inﬁnite complement that does not contain any inﬁnite recur-
sive subset. This class A contains an inﬁnite ascending chain of ﬁnite sets but no inﬁnite recursive
set.
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Proof. The simple set S has a recursive enumeration a0, a1, . . . and the two-sided classiﬁer M just
checks whether the text seen so far intersects an approximation of S:
M() =
{
0 if ak ∈range() for some k ||;
1 otherwise.
Now let S = {b0, b1, . . .} (where the sequence b0, b1, . . . is of course not recursive). Then {b0}, {b0, b1},
{b0, b1, b2},. . . forms this ascending chain of sets in A. But A has no inﬁnite member since every
inﬁnite and recursive set intersects S . 
Furthermore, Theorem 5.2 does not hold for one-sided classiﬁcation. An example is A as the class
of all ﬁnite sets and B as the class of all sets. Obviously B can be classiﬁed one-sidedly from text
by always outputting 1. For A the algorithm is a bit more difﬁcult: H() = 1 and H(w) is 1 if
w∈range() and 0 if w /∈range(). Thus if the text is for an inﬁnite set, then inﬁnitely often a new
element is added and so H outputs inﬁnitely often a 0. If the text is for a ﬁnite set, then only ﬁnitely
often w is a new element and so the classiﬁer converges to 1.
Theorem 5.4. There is no non-empty class A that is one-sidedly classiﬁable from text and contains
only inﬁnite languages. In particular the class P of all pattern-languages is not classiﬁable from text.
Proof. Assume that A contains an inﬁnite set A = {a0, a1, . . .}, but A does not contain ﬁnite sets.
Furthermore, let H be a classiﬁer which is correct on texts of all ﬁnite sets. Then there is a text
T = a0#n0a1#n1a2#n2 · · · such that H(a0#n0a1#n1a2#n2 · · · ak#nk ) = 0 for all k since H must output
on each text a0#n0a1#n1a2#n2 · · · ak#∞ for each ﬁnite set {a0, a1, . . . , ak} inﬁnitely many 0s. So A has
a text T such that H outputs on T inﬁnitely many 0s. Thus H is not a one-sided classiﬁer for A and
A is not one-sided.
The adaptation to P uses the fact that there is an inﬁnite pattern language A and that every
pattern language which contains two different elements already is inﬁnite. Thus the construction
to show that P is not one-sided via H starts with a0a1#n1 and then proceeds in the same way. 
Indeed the construction can be strengthened to prove the existence of some kind of locking-set: If
A can be one-sidedly classiﬁed from text and if A∈A is inﬁnite, then there is a ﬁnite set F ⊆A such
that every recursive set B with F ⊆B⊆A belongs toA. Similarly ifA is two-sidedly classiﬁable from
text, also each inﬁnite set A /∈A has a locking set F ⊆A such that no recursive set B between F and
A (F ⊆ B⊆A) belongs to A. Using this fact it is possible to show that one almost natural property
does not hold for classiﬁcation from text: Inﬁnite one-sided classes sometimes do not have inﬁnite
two-sided subclasses.
Theorem 5.5.The inﬁnite classA = { {0, 1, . . . , a} : a∈N} is one-sidedly classiﬁable from text but every
subclass B ⊆ A which is two-sidedly classiﬁable from text is ﬁnite.
Proof. First, it is necessary to show that A is one-sidedly classiﬁable from text. This is witnessed by
the one-sided classiﬁer M given by M() = 0 and
M(w) =
{
0 if w /∈range() or range(w) is not of the form {0, 1, . . . , a};
1 otherwise.
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Let B be a subclass of A which is two-sidedly classiﬁable from text. Then N is not in B since N is
not in A andN has a locking set F . F has a maximum b and so no set {0, 1, . . . , a} with ab is in B;
thus B is ﬁnite. 
The preceding theorems showed the limitations of classifying from text. So it is suitable to look for
a weaker convergence criterion in order to make it possible to classify more realistic classes from
text.
Deﬁnition 5.6. A machine H classiﬁes a class A partially from text iff H on any text T for any set
A outputs an inﬁnite sequence of numbers such that A∈A iff exactly one number appears in the
output inﬁnitely often and A /∈A iff no number appears in the output inﬁnitely often.
It is easy to see that every class which can be one-sidedly classiﬁed from texts can also be partially
classiﬁed from texts. But there are classes which can be partially classiﬁed but cannot be one-sidedly
classiﬁed from text. Indeed the partially classiﬁable classes A can be characterized in terms of their
index sets {e : We∈A }. Here We is the eth recursively enumerable set with respect to a ﬁxed accept-
able numbering of all recursively enumerable sets, for example, with respect to the numbering of the
domains of the partial recursive functions: We = {x : ϕe(x)↓ }. Since the intersection of two 3 sets
is a3 set and since the index set {e : We is recursive} is a3 set, one can ignore those indices ewhere
We is not recursive. Theorem 5.7 holds indeed even also for all classes of recursively enumerable sets;
it is to a certain extent just the counterpart of the fact, that the class of all recursively enumerable
sets can be learned from text under the criterion of partial identiﬁcation [27].
Theorem 5.7. A class A is partially classiﬁable from text iff its index set {e : We∈A} is 3.
Proof. (⇒): Assume thatM classiﬁesA partially from text. The sets We have all a uniform enumer-
ation ae,0, ae,1, . . . which might contain the pause symbol # in order to deal with the empty set and
indices where it is unknown whether the corresponding set is empty or not. Now the predicate
(∃x) (∀y) (∃z>y) [M(ae,0ae,1 . . . ae,z) = x],
witnesses that the index set of A is 3.
(⇐): For the converse direction one uses the fact that one can make the ﬁrst quantiﬁer to have
either one or zero solutions. More precisely, there is a recursive predicate P such that
We∈A ⇔ (∃ exactly one x) (∀y) (∃z) [P(e, x, y , z)];
We /∈A ⇔ (∀x) (∃y) (∀z) [¬P(e, x, y , z)].
The predicate P can be obtained by using an m-reduction f from the 3 set {e :We∈A} to {e :We is
coﬁnite} [33, Corollary IV.3.5] and then letting
P(e, x, y , z) ⇔ x, x + 1, . . . , x + y∈Wf(e), z ∧ (x = 0 ∨ x − 1 /∈Wf(e),y).
Furthermore, let E be a recursively enumerable set which contains for every recursively enumerable
set A exactly one index e with We = A. Such a set exists since one can obtain it as the range of the
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translation of a Friedberg numbering into the given acceptable numbering. Now one deﬁnes that a
classiﬁer H outputs a number coding the pair 〈e, x〉 at least n times iff there is a preﬁx  of the text
such that
• ||n and e is enumerated into E within || steps;
• range() ∩ {0, 1, . . . , n} = We,|| ∩ {0, 1, . . . , n};
• (∀yn) (∃z ||) [P(e, x, y , z)].
If a number representing the pair 〈e, x〉 appears inﬁnitely often in the output of H , then the ﬁrst
and second conditions imply that the given text is a text for We and e∈E while the third condition
implies that x witnesses thatWe∈A. So only sets A∈A are considered byH to be inA and it remains
to show that H indeed outputs on texts of them one number inﬁnitely often.
Let A∈A and T be a text for A. Furthermore, let e be the index of A in E and x be the cor-
responding unique number such that (∀y) (∃z) [P(e, x, y , z)]. For given n, let   T be so long that
e is enumerated into E within || stages, all elements of A up to n have appeared in  and have
been enumerated into We,|| and every yn has a witness z || such that P(e, x, y , z) holds. Then
it follows that 〈e, x〉 is output at least n times and as a consequence, 〈e, x〉 is output inﬁnitely often.
By the preceding paragraph, any further pair 〈e′, x′〉 is output inﬁnitely often only if e′ ∈E, We′ = A
and (∀y) (∃z) [P(e′, x′, y , z)]. As these three conditions imply e′ = e and x′ = x, the uniqueness of the
inﬁnitely often output number is guaranteed and the proof is completed. 
Every uniformly recursively enumerable class has a3 index set, that is, every class for which there
is a recursive function f with A = {Wf(0),Wf(1), . . .}. In particular the classes C, D, E , G, P , and
R and all classes F from Example 2.4 have a 3 index set. Thus they can be partially classiﬁed.
Assume now that M is a one-sided classiﬁer for A working on informants. Then
We∈A ⇔ (∃x) (∀yx) [M(We(0)We(1) · · ·We(y)) = 1]
⇔ (∃x) (∀yx) (∀t) (∃s>t) [M(We,s(0)We,s(1) · · ·We,s(y)) = 1],
which is a3 condition. SoA is partially classiﬁable from text. The converse does not hold since the
class of all inﬁnite languages is not one-sidedly classiﬁable from informant but has a 3 index set.
Corollary 5.8. IfA is one-sidedly classiﬁable from informant, thenA is partially classiﬁable from text.
The converse does not hold.
So partial classiﬁcation is very powerful. It is even so powerful, that themethod of data-presentation
does not matter.
Theorem 5.9. A class A can be partially classiﬁed from text iff A can be partially classiﬁed from
informant.
Proof. Only the direction “informant ⇒ text” has to be shown, since the other one is obvious.
Within this proof, the fact that only the behaviour on the recursive sets We matters, is crucial—
otherwise one could consider a class consisting only of sets of the form {2x : x∈A}∪{2y + 1 : y∈K}
where K is the halting problem; this class could be partially classiﬁed from informant iff the in-
dex set {e : (∃A) [We = {2x : x∈A}∪{2y + 1 : y∈K} ∧ We∈A] } is 4, which is much more powerful
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than3. Now letA be a class with3 index set. The following predicate assigns to every e an index
of the complement e′ and can be satisﬁed only for recursive sets We:
We′ = We ⇔ (∀x, s) (∃t >s) [We′,t(x)+ We,t(x) = 1].
Now a set We is in A iff it has a complement We′ and there is a u such that the partial classiﬁer
outputs on the characteristic function of We—which is veriﬁed to be correct using We′— inﬁnitely
often this u. Formally,
We∈A ⇔ there are e′ and u such that
• (∀x, s) (∃t >s) [We′,t(x)+ We,t(x) = 1]
• (∀y) (∃xy) (∃t) [0, 1, . . . , x∈We,t∪We′,t ∧M(We,t(0)We,t(1) · · ·We,t(x)) = u].
This is an 3 predicate and thus A is also partially classiﬁable from text by Theorem 5.7. 
While every class, which is one-sidedly classiﬁable from text, either contains or is disjoint to an
inﬁnite class which is two-sidedly classiﬁable from text, this does not longer hold for partial classi-
ﬁcation versus one-sided classiﬁcation.
Theorem 5.10. There is a classA partially classiﬁable from text such that any inﬁnite class B which is
one-sidedly classiﬁable from text is neither a subclass of A nor of A.
Proof. Bi-immune sets are sets E such that neither E nor E have an inﬁnite recursive subset. Jock-
usch [21] showed that such sets exist in every hyperimmune Turing degree, in particular there is a
bi-immune 2 set. Relativizing this one obtains that there is a 3 set E such that neither E nor E
have an inﬁnite 2 subset. Fix such an E. Now the class A is deﬁned by
A∈A ⇔ max (A) exists and is in E.
Note that max (A) exists iff A is ﬁnite and not empty. Thus A contains all ﬁnite non-empty sets A
with max (A)∈E.
As the set E is a 3 set, there is a recursive predicate P such that e∈E iff (∃x) (∀y) (∃z)
[P(e, x, y , z)]. Furthermore, if We has a maximum x′ then We satisﬁes the condition (∃x′′) (∀y ′) [{x′}
⊆ We,x′′+y ′ ⊆ {0, 1, . . . , x′}]. Thus one can combine these formulas and obtain the following charac-
terization:
We∈A ⇔ (∃x, x′, x′′) (∀y , y ′) (∃z) [P(e, x, y , z) ∧ {x′} ⊆ We,x′′+y ′ ⊆ {0, 1, . . . , x′}].
It follows that A is partially classiﬁable from text.
So it remains to show that no inﬁnite one-sided class B is contained either in A or in A. So let B
be any given class and let H be a one-sided classiﬁer for B. If the subclass {B∈B : B is ﬁnite} is a
ﬁnite class, then this subclass is one-sidedly classiﬁable and coincides with B by Theorem 5.2. Thus
the case that B has only ﬁnitely many ﬁnite sets is uninteresting and one from now on considers
the case where B contains inﬁnitely many ﬁnite sets. As only ﬁnitely many sets of natural numbers
have the same maximum, the set C = {x : (∃D∈B) [x = max(D)]} of the maxima of ﬁnite sets in B
is inﬁnite. The following formula witnesses that C is a 2 set:
x∈C ⇔ (∃
∈{0, 1, . . . , x}∗) (∀k) [H(
xk) = 1].
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As C is inﬁnite, C has also an inﬁnite 2 subset A. This set A is neither a subset of E nor of E. So B
has ﬁnite sets with maximum inside E and ﬁnite sets with the maximum outside E. Thus B is neither
a subclass of A nor a subclass of A. 
A similar result does not hold for one-sided versus two-sided learning from text. Indeed for every
one-sidedly text-classiﬁable class A there is a subclass B of either A or A which is inﬁnite and two-
sidedly classiﬁable from text. This is due to the fact that the set {x : {x}∈A} is enumerable relative to
K and has either aK-recursive inﬁnite subset or is disjoint to aK-recursive inﬁnite set. This set—call
it B in both cases—deﬁnes the class B = {{x} : x∈B} which is inﬁnite, two-sidedly classiﬁable from
text and is either a subclass of A or of A.
These remarks complete the study of classiﬁcation from text and for the remaining part of the
paper, classiﬁcation is considered to be classiﬁcation from informant without explicit notice.
6. Structural properties of classiﬁcation
Soare [33] contains an extensive study on the relation between recursively enumerable and recur-
sive sets. As Stephan [34] has already noted, the situation of one-sided versus two-sided classiﬁcation
is similar to that of recursively enumerable versus recursive sets. This relationship not only holds in
the settingof classifying all sets but also in the settingof thepresent paper of classifying recursive sets.
This section shows that if only recursive sets are to be classiﬁed, then the analogy with recur-
sively enumerable versus recursive sets is even more striking. Turing degrees, an important tool
for studying recursively enumerable sets, also turn out to be useful in analyzing the complexity of
one-sided classiﬁcation. The next result shows that—similarly to Stephan’s general setting [34]—
every one-sided class is two-sided relative to a sufﬁciently complex oracle.
An oracle U is Turing reducible to V (written: U T V ) iff U can be computed by a machine
which has access to a database containing V by the membership-queries “Is x∈V ?” For an oracleU
the relativized halting problem U ′ to U is deﬁned as U ′ = {e : ϕUe (e)↓ } where ϕUe is the eth partial
U -recursive function. U is high iff K ′T U ′. Note that this definition differs slightly from Soare’s
definition [33, Deﬁnition IV.4.2] since he considers only oracles U T K and so deﬁned “K ′ ≡T U ′”
instead of “K ′T U ′”. An alternative characterization is that there is a function u recursive relative
toU which dominates every total recursive function f in the sense that (∀∞x) [u(x)>f(x)]. Adleman
and Blum [1] showed that high oracles play a significant role in inductive inference: The class of all
recursive sets is Ex-identiﬁable relative to U iff U is high. Theorems 6.1 and 6.5 show that the high
oracles play a similar special role in classiﬁcation.
Theorem 6.1. For each high oracle U , every one-sided class A has a two-sided classiﬁer which is
recursive relative to U.
Proof. Let H be a one-sided classiﬁer for a class A of recursive sets. Furthermore let u be a func-
tion recursive relative to U which dominates every recursive function. Now the two-sided classiﬁer
is deﬁned as follows where nH () denotes as in Fact 2.2 the number of preﬁxes    withH() = 0.
The idea is now to repeat each 0 of H a large but ﬁnite number of times such thatM still converges
to 1 if H does but M converges to 0 if H only diverges.
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If u(nH ())> ||, then let M() = 0 else let M() = 1.
If A∈A, then there is only a ﬁnite number n of preﬁxes   AwithH() = 0. Almost all preﬁxes  of
A have length at least u(n). So ||u(n)u(nH ()) andM() = 1 for these preﬁxes . If A /∈A and A
is recursive, then also the function fA(n) = min{m : nH (A(0)A(1) . . . A(m))n} is recursive and thus
u dominates fA. There is an n with u(m)>f(m) for all mn. In particular whenever a preﬁx   A
has at least the length u(n), then u(nH ())>fA(nH ()) || andM() = 0. SoM converges on every
recursive set outside A to 0 and M is two-sided. 
Nevertheless there are hard problems, that is, there are one-sided classesAwhich require that every
two-sided classiﬁer for A has high Turing degree. The Turing degree of a machineM is the Turing
degree of the set {x : M() = 1 for the xth binary string } where the definition of this set is based
on some canonical enumeration of all binary strings.
Theorem 6.2. If M two-sidedly classiﬁes the class C = {C : C is coﬁnite}, then M is not recursive and
the Turing degree of M is high.
Proof.Consider themachineH given byH()= 1 andH(a)=a for all ∈{0, 1}∗ and a∈{0, 1}. ThisH
is a one-sided classiﬁer for C. Assume now thatM is a (not necessarily recursive) two-sided classiﬁer
for C. It is shown that the index set I = {e : We is ﬁnite} can be computed relative to M in the limit
and thus the Turing degree of M must be high. Let We,s be a uniformly recursive class of ﬁnite sets
enumerating the sets We and let
Ae(s) =
{
0 if We,s+1 /= We,s;
1 otherwise, that is, We,s+1 = We,s.
So Ae is coﬁnite iffWe is ﬁnite, that is, I(e) = 1 iff Ae∈C iffM converges on Ae to 1. Furthermore, the
sets Ae are uniformly recursive and soM converges on every set Ae. So I(e) = limn M(Ae(0)Ae(1) . . .
Ae(n)) and I is recursive in the limit relative toM . The Turing degree ofM is high and in particular,
M is not recursive. 
A recursively enumerable set E is called creative [33, Deﬁnition II.4.3] iff there is an effective proce-
dure which disproves for every e the hypothesis “We = E” by a counterexample f(e), that is, either
f(e)∈E − We or f(e)∈We − E. The name “creative” derives from the fact that such an f creates
a new element f(e)∈E outside We whenever We ⊆ E. This concept is adapted to the context of
classifying recursive sets.
Deﬁnition 6.3. A one-sidedly classiﬁable class A is creative iff there is a uniformly recursive array
A0,A1, . . . such that for each one-sided classiﬁer He the set Ae is a counterexample to the hypothesis
“He classiﬁes A.”
The next theorem shows that there is a creative class, namely the class of all coﬁnite sets. So this
class is effectively not two-sided.
Theorem 6.4. The class C of all coﬁnite sets is creative.
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Proof.Let inductively Ae(0) = 0 and Ae(n+1) = He(Ae(0)Ae(1) · · ·Ae(n)). IfHe converges on this set
to 1, then it is coﬁnite and not in C. OtherwiseHe does not converge to 1 and outputs inﬁnitely many
0s. Then also Ae is coinﬁnite and belongs to C. So Ae proves that He is not an one-sided classiﬁer
for the complement of C. C is creative since its complement is effectively not one-sided. 
All creative sets are 1-equivalent to K and have in particular the same Turing degree as K , that is,
belong to the greatest recursively enumerable Turing degree. So it is natural to ask how complex
are the creative classes. The next theorem shows that there is indeed an analogous result that only
the high oracles allow them to be two-sidedly classiﬁed.
Theorem 6.5. Every creative class is two-sided only relative to high oracles.
Proof. Let A be a creative class and let M be a not necessarily recursive two-sided classiﬁer for A.
Furthermore, let A0,A1, · · · be a uniformly recursive family of sets such that each Ae witnesses that
He does not classify A. Thus Ae∈A iff He converges on Ae to 1.
It is easy to code an inﬁnite array of machines Hf(e) such that the machines are independent on
the actual input A and that Hf(e) outputs on any input A inﬁnitely many 0s iff We is inﬁnite. This
can be achieved easily by
Hf(e)() =
{
0 if We,||+1 /= We,||;
1 otherwise, that is, if We,||+1 = We,||;
where one assumes without loss of generality that the approximation We,s to We satisﬁes We,s
⊆ {0, 1, . . . , s} and that therefore |We,s| can be computed from e and s. The classiﬁer Hf(e)() takes
into consideration only the length || but not whether (x) = 0 or (x) = 1 for the x∈dom().
ThereforeHf(e) behaves on all sets A in the same way. Furthermore, ifWe is ﬁnite, then these ﬁnitely
many elements have all shown up at some stage s andHf(e)() is 1 for all  being longer than s. IfWe
is inﬁnite, then |We,s+1|> |We,s| for inﬁnitely many s and Hf(e) outputs on each set A inﬁnitely many
0s. So it holds that
We is ﬁnite ⇒ Af(e)∈A ⇒ M converges on Af(e) to 1;
We is inﬁnite ⇒ Af(e) /∈A ⇒ M converges on Af(e) to 0.
So usingM it can be computed in the limit whetherWe is ﬁnite or inﬁnite and thus the Turing degree
of M must be high. 
While the preceding results mainly dealt with creative classes, the following one deals with several
degrees of non-creativeness. First it is shown that there are one-sided classes of intermediate com-
plexity: they are two-sided relative to some non-high oracle but not relative to the empty oracle. In
particular they are also not creative by Theorem 6.5.
Theorem 6.6.For eachU such thatK is recursive relative toU andU is recursively enumerable relative
toK there is a one-sided classA such that, for every oracle V , there is a two-sided V -recursive classiﬁer
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forA iff U is recursive relative to V ′. In particular there are intermediate one-sided classes; these are
neither two-sided nor creative.
Proof. Since U is recursively enumerable relative to K , there is a uniformly recursive sequence
U0,U1, . . . of sets such that
(∀x) [x∈U ⇔ (∀∞y)[x∈Uy ] ].
Now let
A = {A : A = 0x1∞ for some x∈U }.
Using the sequence U0,U1, . . . it is possible to give the following one-sided classiﬁer for A:
M() =
{
1 if  = 0x1y and x∈Uy ;
0 otherwise.
If x∈U , then x is also in almost allUy andM outputs 1 on almost all inputs 0x1y , that is,M classiﬁes
0x1∞ to be in A. If x /∈U , then x is also not in inﬁnitely many Uy and it follows that M(0x1y) = 0
for inﬁnitely many y . Thus M classiﬁes 0x1∞ not to be in A. It is furthermore easy to see that M
classiﬁes every input of a form different from 0x1∞ also not to be in A, so M is indeed a one-sided
classiﬁer for A.
Relative to any oracle V , it is equally difﬁcult to classify two-sidedly the set {x, x + 1, . . .} (with
the characteristic function 0x1∞) and to compute U(x) in the limit. From this fact it follows that
there is some two-sided classiﬁer N recursive relative to V iffU is recursive relative to V in the limit,
that is, iff U T V ′. Since there are oracles U which are enumerable in K and properly between K
and K ′ (K <T U <T K ′), the corresponding classes A are neither two-sided nor creative. 
Recall that a set is immune iff it does not have an inﬁnite recursive subset. For classes, there are two
kinds of immunity-properties:
• For a class A there is no uniformly recursive array A0,A1, . . . of pairwise different sets such that
{A0,A1, . . .} ⊆ A.
• No inﬁnite two-sided class B is contained in A.
The following theorems investigate the extent to which one-sided classes and their complements
satisfy these requirements. But, the ﬁrst result shows that a one-sided class and its complement can
never be simultaneously immune.
Theorem 6.7.LetA be a one-sided class.Then there is a uniformly recursive arrayA0,A1, . . . of pairwise
distinct sets such that the class B = {A0,A1, . . .} is two-sided and either B ⊆ A or B ⊆ A.
Proof. If there is a string such that every recursiveA   is inA, then the array given byAe = 0e1∞
forms a two-sided subclass of A.
Otherwise it is possible to construct such an array outside A. Let H be a one-sided classiﬁer for
A. For each e deﬁne Ae = limn n by 0 = 0e1 and n+1 being the ﬁrst proper extension of n with
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H(n+1) = 0. Since each n is preﬁx of some A /∈A there is always such an extension n+1 and the so
deﬁned sets Ae are uniformly recursive. Furthermore, H outputs on every Ae inﬁnitely often 0 and
thus no Ae is in A.
It remains in both cases to show that the class B is two-sided. The algorithm is in both cases the
same, the  in it is the empty string in the second case and the common preﬁx in the definition of
the Ae in the ﬁrst case. Let
M() =
{
1 if 0e1    Ae for some e;
0 otherwise.
If the set to be classiﬁed is some Ae, thenM outputs 1 for all inputs beyond the preﬁx 0e1 and thus
M converges on Ae to 1. Otherwise the set A to be classiﬁed is different from all Ae. Either no 0e1
is preﬁx of A and then M always outputs 0 or some preﬁx 0e1
 is a preﬁx of A but not of Ae. In
this case alsoM() = 0 for all inputs beyond this preﬁx. SoM always converges to the correct value
and is a two-sided classiﬁer for B. 
Theorem 6.8. There is an inﬁnite two-sided class A which contains no subclass B = {A0,A1, . . .} con-
sisting of a uniformly recursive array of pairwise distinct sets.
Proof. Let U be an immune set below K . Then A = {0x1∞ : x∈U } is two-sided but each uniformly
recursive array A0,A1, . . . of sets in A is ﬁnite since {x : (∃e) [0x1  Ae]} is a recursively enumerable
subset of U and therefore ﬁnite. 
The next theorem states that there is something analogous to simple sets which are recursively
enumerable and coinﬁnite but intersect every inﬁnite recursive set.
Theorem 6.9. There is an inﬁnite one-sided class such that its complement has no two-sided inﬁnite
subclass.
Proof. Let U be a set which is enumerable relative to K but whose inﬁnite complement does not
have an inﬁnite K-recursive subset, that is, U is a set which is simple relative to K .
Now the class
A = {A : A ∩ U /= ∅}
is inﬁnite but its complement does not have an inﬁnite two-sided subclass. 
It is well-known that every inﬁnite recursively enumerable set has an inﬁnite recursive subset. Ste-
phan [34] showed that this easy observation does not generalize to one-sided classiﬁcation versus
two-sided in his model which requires correct classiﬁcation of non-recursive sets. Furthermore
Theorem 5.5 shows something similar for classiﬁcation from texts. Since the classiﬁcation of only
recursive sets from informants is more well-behaved than the two previously mentioned settings,
the following problem might still have a positive solution.
Problem. Does every inﬁnite one-sided class have an inﬁnite two-sided subclass?
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7. Classiﬁcation by ﬁnding trial-and-error programs
Baliga, Case, Jain, Sharma, and Suraj studied in several papers [4,5,12] the concept of learn-
ing (or using) limiting or mind-changing programs (equivalently, K-recursive programs) instead
of ordinary programs for classes of recursive functions. This concept transfers quite naturally to
classiﬁcation: Instead of guesses 0 and 1, the classiﬁer produces a sequence of programs such that
each of these programs converges in the limit to either 0 or 1 which then stands for the guess of the
classiﬁer. More formally such a classiﬁer assigns to every input  a primitive recursive program e
such that L(e) = limn ϕe(n) exists and is either 0 or 1. As in inductive inference there are two notions
of convergence.
• Ex-style classiﬁcation: For every recursive set A, the classiﬁer outputs for almost all   A the
same guess e and L(e) = A(A).
• BC-style classiﬁcation: For every recursive set A, the classiﬁer outputs for almost all   A an
index e such that L(e) = A(A).
Theorem 7.1. Ex-style classiﬁcation and two-sided classiﬁcation coincide.
Proof. It is easy to see that outputting a constant 0 or 1 can be transferred into outputting a pro-
gram which converges in the limit to 0 or 1, respectively. So only the direction to transfer an Ex-style
classiﬁer into an two-sided classiﬁer for the same class is interesting. Given an Ex-style classiﬁerM
the new two-sided classiﬁer N is deﬁned by N() = ϕM()(||). Since M always outputs indices of
primitive recursive functions,N is total. Assume now that A is recursive. ThenM outputs for almost
all   A the same index e. Furthermore ϕe(n) = A(A) for almost all n. It follows that N() = A(A)
for almost all   A. 
Theorem 7.2. Every one-sided class has a BC-style classiﬁer.
Proof. By Theorem 6.1 every one-sided class is classiﬁable two-sidedly relative to a high oracle, in
particular it has a K-recursive classiﬁerM . By the Limit-Lemma [26, Proposition IV.1.17], there is a
primitive recursive functionN such thatM() = limx N(, x). Using the Substitution-Theorem there
is a primitive recursive procedure assigning to each  an index e() for the function f(x) = N(, x).
This index e() is then the output of the BC-style classiﬁer which classiﬁes the same sets asM . 
It is easy to see that the concept of BC-style classiﬁcation is closed under complementation. Thus the
inclusion of one-sided classiﬁcation into a BC-style classiﬁer is proper. The proof of Theorem 7.2
showed already that every class which is two-sided relative to the oracle K is already BC-style
classiﬁable. This can be extended to a characterization of BC-style classiﬁcation by the following
theorem.
Theorem 7.3. For a class A of recursive sets the following is equivalent:
(a) A is BC-style classiﬁable.
(b) A is two-sided relative to K.
(c) Both index sets {e : We is recursive and We∈A} and {e : We is recursive and We∈A} are 3.
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Proof. It sufﬁces to show (a⇒ c) and (c⇒ b).
Given a BC-style classiﬁer M , the following 3 predicate describes the set of all e on which M
converges to c:
A(We) = c ⇔ (∃x) (∀yx) (∀s) (∃ts) [ϕM(We,t (0)We,t (1)...We,t (y))(t) = 1].
SinceM converges on every recursive setA, the intersection of these predicates with a3 predicate
deﬁning that We is recursive gives the transition from (a) to (c).
For every 3 set E there is a K-recursive predicate P such that e∈E ⇔ (∃x) (∀y) [P(e, x, y)]. Let
P0 and P1 the corresponding P ’s for the 3 formulas for membership and non-membership of
recursive sets We in A. Now the K-recursive two-sided classiﬁer M for A works as follows:
On input,markall (e, x)asdisqualiﬁed if eitherWe(y) /= (y) for somey∈dom()or (∃y , y ′ ||) [¬P0(e, x, y) ∧
¬P1(e, x, y ′)]. Find the ﬁrst pair (e, x) not yet disqualiﬁed and output 0 if (∀y ||) [P0(e, x, y)] and 1 otherwise.
For any recursive setA, the following holds: IfWe /= A then all pairs (e, x) are eventually disqualiﬁed.
If We = A, then there is an x such that either P0(e, x, y) or P1(e, x, y) holds for all y . Then this pair
(e, x) is never disqualiﬁed and thus, for almost all   A, there is the same ﬁrst pair (e, x) which is
not disqualiﬁed. So there is a unique c∈{0, 1} such that (∀y) [Pc(e, x, y)]—this c is just A(A). If  is
long enough, then also the y with ¬P1−c(e, x, y) is bounded by || and M() outputs c. So M is a
two-sided K-recursive classiﬁer for A. 
So it follows that every BC-style classiﬁable class is also partially identiﬁable, but the converse does
not hold since there are classesAwhere {e : We is recursive andWe∈A} is3 but {e : We is recursive
and We /∈A} is not.
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