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1. IPU’TRODUCTION 
Although the analytic theory of linear difference equations dates back to an 
1885 memoir of Poincare, continuing work essentially began around 1910 with 
publication of several papers of G. D. Birkhoff, R. D. Carmichael, J. Horn, 
and N. E. Norlund; see, for instance, [l, 2, 4, 51. Since that time, C. R. Adams, 
M7. J. Trjitzinsky, and others have carried on the development of the theory; 
numerous contributions have been made in recent years by TV. A. Harris, Jr., 
P. Sibuya, and H. L. Turrittin; see, for instance, [7-9, 16-171. The monographs 
of Norlund [14] and L. M. Milne-Thomson [13] give a comprehensive account 
of earlier work, and references to more recent literature are given in the surrey 
paper of Harris [S]. 
The similarity between difference equations and differential equations has 
been noted by many investigators; for instance, Birkhoff [3] pointed out that the 
analytic theory of linear difference equations provides a “methodological pattern” 
for the “essentially simpler but analogous” theory of linear differential equations. 
In this paper, we apply a projection method which has been useful in the treat- 
ment of analytic differential equations [6, 101 to obtain existence theorems for 
convergent factorial series solutions of analytic difference equations. Our setting 
is similar to that used by Harris [7] in the development of a Frobenius method 
for constructing solutions of difference systems of the form 
where 
(.z - 1) d-,y(z) = a(z) +), (1.1) 
A-,y(x) = y(z) - y(z - I), 
and -g(x) is an n x n matrix whose elements admit convergent factorial series 
* Research supported by NSF Grant MCS 76-08229 and by a University of Missouri 
Faculty Research Grant. 
-1 Current -%ddress: Department of Mathematics, University of Southern California, 
Los Angeles, California 90007. 
345 
0022-0396/78/0293-0345$01.00;0 
Copyright C 1978 by hademic Press. Inc. 
:\I1 rig!lts of reproduction in sny form r~‘~erw.d. 
346 FITZPATRICK AND GRIMM 
expansions. Our methods are completely different from those used in [‘7J, and 
our results include existence theorems for solutions of a class of q-difference 
equations [2] as well as for equations of the form (1.1). 
2. PRELIMINARIES: FACTORIAL SERIES 
In this paper, factorial series play a role similar to that of power series in the 
theory of ordinary differential equations. Since computations with factorial 
series are neither so familiar nor so elementary as the corresponding computa- 
tions with power series, we summarize results which we shall use from the 
theory of factorial series. Further details and additional results may be found in 
the monograph of Nijrlund [15]. We also define here a Banach space of functions 
with convergent factorial series representations. 
A series of the form 
(2.1) 
is called a factorial series. The domain of convergence of the series (2.1) is a 
half-plane, {a: Re z > ~1; y is called the abscissa of convergence off. The series 
converges absolutely in a half-plane {x: Re x > 01, where CT, the abscissa of 
absolute convergence, satisfies y < u < y + 1. The series (2.1) represents a 
holomorphic function in the interior of its half-plane of convergence, with the 
possible exceptions of poles at the nonpositive integers. 
The form of series (2.1) can be simplified by introducing the factorial function, 
,z@), defined by 
29 = z(x - l)(% - 2) *.* (z - k + 2)(s - k + 1) 
if k is a positive integer, and 
2(k) = lpx - ~)r-w 
if k is a negative integer. Thus the series (2.1) can be written as 
f(z) =- f. + f f,+,k!(x - 1)(-“-l’. (2.2) 
Ii=0 
By a theorem of unique development [13], any function which has a factorial 
series expansion of the form (2.2) has a unique expansion of this form. 
The tram-formation. (z, z + 1). The function f defined by (2.2) also admits 
a representation of the form 
cc 
f(x) = fo + c (fi +f2 + .*. +fk+l) k!,+-l). 
li=O 
(2.3) 
SOLUTIONS OF DIFFERENCE EQUATIONS 347 
If yr denotes the abscissa of convergence of the transformed series, then yr < y3 
if y > 0. Equation (2.3) is a special case of the transformation (,z, x -t ntj; 
see [13]. 
The tmmformatio~~ (x/q, z). Let o > 1 be the abscissa of absolute conver- 
gence of (2.1) and let q > 1. Then 
is well-defined for Re z > y, where y represents the abscissa of convergence 
of (2.1). It is advantageous to express f (p) as a factorial series of the form (2.2). 
To this end, note that for each nonnegative integer K (see [lSj), 
(1 - P)” = f &Q(l _ Q”, (2.4) 
s=k 
where 
For each E > 0, there exists a positive constant M such that 
0 GfP(4) <&. s = 1, 2,... 
Using the binomial expansion, a straightforward calculation shows that 
(ljq)‘“k! 
+ + liq) . . . (a + fqq) = ‘-‘-l(’ - ‘l”)’ ‘k 
(2.5) 
(2.6) 
(2.7) 
Because of the inequality (2.6), it is permissible to substitute (2.4) into the 
integral of (2.7) and to integrate term by term. This yields 
(l/q)7Lk! -__~ 
z(z + l/q) ..a (z + k/q) 
Thus 
!f&p(q)s!(z - lj’-“-r’ I < If&r / $p(q).s!(o - Ipl), 
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and from (2.8) it follows that 
The series 
converges, since p > 1. Hence the double series 
(2.10) 
is absolutely convergent for Re x > cr. Interchanging the order of summation 
in (2.9), we arrive at 
j-cqz) = f. + f f. g,+,k@ - l)-), (2.11) 
where 
&,l = fld%) + h@‘(d + *. + fktl4qq). (2.12) 
A Banach space for factorial series. Let X(S) denote the set of all complex- 
valued functions which have factorial series expansions absolutely convergent 
for Re z 3 S > 1. For h E X(S), 
h(x) = h, + f h,+,k!(z - 1)(-“-r), 
h=O 
(2.13) 
define 
I! h I/ = ( ho ] + i 1 h,,, I k!(S - l)‘-k-1’. 
k=O 
With addition and scalar multiplication defined on X(S) in the usual way, 
(X(S), // . 11) is a Banach space isomorphic to P. Let Xn(S) represent the set of all 
n-vector functions f =f(a) whose components are elements of X(S). For 
f(z) = (fl(~),f”(~),...,fn(x))=, define 
It follows that (XJS), I] * li,) is also a Banach space. 
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The product of factorial series. The product of two factorial series is also 
representable by a factorial series. In particular, suppose f and g are elements of 
X(6). Then h, defined by h(x) =f(.z) g(z), also belongs to X(S), and di have 
an expansion of the form (2.13) with coefficients satisfying the equations 
h, = h,(f, ,.. , fk , go 3. .., gd, k> 1. 
Here h, represents a function linear in each of its arguments. For our purposes, 
only the explicit form of h, is needed. The explicit form of the remaining 
coefficients is given by Niirlund [15]. For convenience, we shall write 
Remark. A different formula for the coefficients of the product function 
appears in [135. H owever, the formula stated there on page 295 is in error. 
For example, it yields the expansion 
0 - 1 2 - --. 1 
x, ,R(a t 1) 
3. CONVERGENT FACTORIAL SERIES SOLUTIONS 
In this section, we obtain existence theorems for convergent factorial series 
solutions of linear difference systems. As corollaries, we obtain results for a class 
of p-difference equations analogous to functional-differential systems treated by 
Grimm and Hall [6]. The principal result is the following theorem, the proof of 
which uses a method developed by Harris, Sibuya and Weinberg [lo] for 
singular differential systems. 
THEOREM 1. Let A(z) a& B(a) b e n x n matrices whose elements belong to 
X(8), S .Y 1. Let D = diag(dl , $ ,..., d,), with each d, equal to 1 or 2, and let 
q > 1. Denote by (2 - l)(n) the matrix diag((z - l)(di),.O., (z - l)(dnj). For eaerl\J 
N su$iciently large and eaery vector-valued function 4(z) zL’ith (z - 1 j(D) A-,+(s) 
a factorial polynomial of degree N, there encists a factorial polynomial f (x; +) 
(also dependa@ upon A, B, q, and N) of degree N - 1 such that the hear difieerence 
system 
(,z - l)(D) A-&z) = A(z) y(z) i B(x) y(qs) + f(z; $1 (3.1’) 
has a factorial series solution belonging to X,(S). Further, f and y are liwav aad 
homogeneous in$, and (2 - l)cD)(y - #) == O((z - I)(-“)) as z ---t co Gz Re x > 6. 
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Pmof. For iV a sufficiently large positive integer, define L,: X,(8) -+ .X,(6) 
by 
LNY = g, y = (yl,.... y”)T, g = (gl,.*., &?y, 
yy,g = yoj + f y;+&!(z - pl), 
k=O 
gi(z) = _ f YL+& i=N tidy - dj)(-s-d+ 
If dj = 1, then 
llgj 11 = hgN I* 1 k!(6 - 1)(-“--l’ 
< & $ Iy:+l 1 k!(6 - l)(-m-1) 
h-N 
(3.2) 
(3.3) 
If dj = 2, use the transformation (2.3) on the right side of (3.2) to get 
gqz) = - 7ccg+l ((N +$ + *) + -.- + ’ 3 
k(kJ: 1) ) k!(x - P--l). (3.4) 
Thus 
Define 9(z) = (yL(qz), ya(qz),..., yn(qz))r, where 
Use the transformation (2.11) to obtain 
(35) 
-jj(,z) = yoj + ; ,r, b;+lk!(z - 1)(-‘-l), 
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where 
For each h E X((s), define 
h”(z) = / ho 1 + f j hs+l j k!(z - 1)(-k-“1’. 
k=O 
By the transformation (2.11), we obtain 
Since all #(“)(q) are nonnegative, c~+~ > j b,,, /. Thus 
i/y /I <y*(s) = yqpq < yj*(s) = /I yj 11. (3.6) 
Note that if the elements of the n x 71 matrix A(a) = (&(a)) are in X(Sj, then 
for f E X,,(S), Af E X,(S) and 
11 Afljn < ""mg j! .y 11. 
From the form of the product coefficients [15], we have 
Hence 
II Af lln < n” “y ii Gij /I i/f lIn = 
Let $ = ($I, p,..., yP)* be the function with components 
(3.3) 
~yz) = +; + 
N-2fd j 
1 k! && - djpk-lj. (3.8j 
IL=0 
Note that if (x - l)cD) A &(z) is a factorial polynomial of degree N, the com- 
ponents @ of $ must be of the form (3.8). 
Consider the functional equation in x’,(S), 
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where T,[y] = L,(,4y + Bj). For N chosen sufficiently large, according to 
(3.3) and (3.5)-(3.7), we have // TN I/ < 1. Hence (3.9) has a unique solution 
y E X,(S), where 
Y(* ; (6) = (I- TNY 6 (3.10) 
It follows from the form of the functional equation (3.9) that its factorial series 
solution (3.10) satisfies the linear difference system 
(z - lYD’ L,y(g = A(x) y(4 + B(4 Y(P) + fk; $), 
where 
N-l 
f(z; 4) = (z - l)‘n’d-,$(z) - (tz_y)Q - 1 (~4y),+,+ - lY1 
k=O 
N-l 
- (Bj)o - 1 (Bj),+,h!(z - 1)(-“-i’. (3.11) 
B=O 
Since the coefficients ofy(z; 4) are linear in the coefficients of 4, the coefficients 
of f are linear in the coefficients of 4 also. This completes the proof of the 
theorem. 
COROLLARY 1. Let d denote the number of dj zchich equal 2. Then tlze system 
(2 - l)(D) A-,y(z) = A(%) y(z) + B(x) y(qz) (3.12) 
has at least d linearly independent factorial series solutions in X,(8). 
Proof. Factorial series solutions of (3.12) may be inferred from solutions of 
the determining equation 
f(z; 4) = 0. (3.13) 
This equation represents n(N + 1) linear homogeneous algebraic equations in 
nN + cj”=, dj unknowns. Hence the corollary follows. 
Remark (i) Corollary 1 is a partial analog of a theorem of F. Lettenmeyer 
for ordinary differential systems; see [6]. 
(ii) If di = 2, j = 1, 2 ,..., n, then (3.12) has n linearly independent 
factorial series solutions. In this case, the solutions of (3.12) are analogous to 
solutions of a linear differential system which has x = CC) as an ordinary point. 
(iii) By the use of Waring’s formula (see Section 4), the case where some 
dj > 2 can be reduced to the case d? = 2 before application of Theorem 1. Thus 
Theorem 1 can be used in all cases where each dj is a positive integer. 
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(iv) A result of Harris and Turrittin [l I] on factorial series representation 
of reciprocals of factorial series permits reduction of a system of the form 
z’cF(z) L,y(x) = A(z) y(z) + B(z) y(p), 
where P, A, and 3 have factorial series .representations, and k is a positive 
integer, to a system of the type we are considering here. 
Fomal factorial series solution. 53 le now seek a solution of the equation 
of the form 
(z - 1) &Ye4 = 44Y(4 + %4Y(P) (3.14) 
j’(Z) = y. + 5 y7;+lk!(Z - 1)‘~‘i-l’, 
k0 
where A, B, and p are as in Theorem I. 
After substituting the formal solution into (3.14) and equating coefficients, we 
obtain the relations 
and for k 3 0, 
-y&k + l)! = [A,y,, + (l/q) I%,&] k! t- LTJ;i;;iyO . . ...y& 
where for each k, C:, is a linear function in each of its arguments. Further, recaf,l 
that 
From (2.5) it follows that #p’(p) = I/$=‘. Hence 
where fjz is a linear function in each of its arguments; I is the n x z iden@, 
matrix. 
These are the equations which are satisfied by each formal factorial series 
solution. If a formal solution exists, the following corollary holds. 
COROLLIRY 2. Let y(x) = yO + z:,“_, yttlk! (x - l)(-7C-L) be a formal solution 
of (3.14). Then y E X,,(6). 
Prooj. If dj = 1, j = I,..., n, then + takes the form 
N-1 
f$(z) = (b. + x +k+lk!(X - lj’-l’. 
P=O 
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In this case, the determining equation (3.13) is the system 
( (K$ l)l+A,+~B,i~*+l 
= G@ll ,..., 4x+, , B, ,..., f-b+, , (bo ,.**> AJ, R = 0, 1, 2 ,...) N - 1. 
These are the first ii + 1 equations for the existence of a formal solution. Since 
the matrices A, + B,/q”+l are uniformly bounded in norm for all k, the matrices 
on the left are nonsingular for k sufficiently large. For all such k, the coefficients 
yk+r are determined uniquely by the preceding coefficients; thus every formal 
solution is convergent. 
4. MORE GENERAL CONVERGENT SOLUTIONS 
The results of the preceding section are applied and extended here to yield 
existence theorems for more general convergent solutions of (1.1). The gamma 
function and the reciprocal gamma function [12] will be useful in representing 
such solutions. Define the reciprocal gamma function by 
(l/m4 = w(4 
This is an entire function of a. which satisfies the functional relation 
(l/T)(a) = s(l/W + 1). (4.1) 
The reciprocal gamma function is important here in light of the equation 
(2 - 1) A-&) = 1, (4.2) 
which has a solution 
Q(z) = -r(z)(l/r)‘(x). 
The digamma function Q(z) plays essentially the same role in the theory of 
linear difference equations as that played by the solution log z of zy’ = 1 in the 
theory of linear differential equations. 
Now consider the equation 
(2 - 1) L,y(z) = A(a) y(z), (4.3) 
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where A is as in Section 3. Suppose X is an eigenvalue of B, . Make the change 
of variables J@) = r(z)(l/r)(z - A) W(Z). Then 
(z - 1) o-,y(z) = (x - 1) r(z)(l/r)(z - A) W(Z) 
- (z - 1) r(x - 1)(1/r)@ - h - 1) W(Z) 
+ (z - 1) F(% - l)(l/r)(.z - x - 1) d_iZO(Z). 
Using (4.1), together with well-known properties of the gamma function, we 
write 
(2 - 1) .&g(x) = hr(x)(l/r)(x - A) W(Z) 
+ (x - h - 1) r(x)(l/r)(x - A) 4$4!(x). 
Hence, (4.3) becomes 
(,z - h - 1) A-,zu(z) = (A(z) - U) W(X). (4.4) 
The function (z - l)/(.z - h - 1) h as a factorial series expansion absolutely 
convergent for Re x >ReX+l;infact, 
This expansion is known as Waring’s formula [13]. 
ll/luitipl!; (4.4) by (z - l)/(z - h - 1). Equation (4.4) then has the form 
(2 - 1) 49J(z) = ( A, - XI + f &+,k!(x - I)‘-~~-1)) w(z). (4.2 
k& / 
The components of the factorial series in (4.5) are elements of X(/3), where 
p > max{& Re h + I>. The form of (4.5) coupled with Theorem 1 yields the 
following corollary. 
COROLLARY 3. Let n,, be the mmber of linearly independent vectors y satisjying 
A,y = Ay. The mnzber N,, of linenrb independent solutions of system (4.3) of th.e 
fow?z y(z) = r(z)(l/r)(% - A) ( ), I zu x w zere zu(2) = w. $- Cr=, w,,,k!(x - 1)(-7+1) 
is in X,&I), satis$es max(fz, , ~z,+r ,...) < NA < a,, + IZ,+-~ -1 ... . 
The proof parallels the proof of Corollary 3 in [lo]. 
Em&me of the fomal solution. For the time being, assume that 9, has no 
eigenvalues which differ from X by a negative integer. In this case, Corollary 3 
yields R,) = N,, . If n, is strictly less than the algebraic multiplicity of the eigen- 
value A, then we can show the existence of solutions of a more general type than 
those mentioned in Corollary 3. 
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Without loss of generality assume that, for equation (4.3), zero is an eigen- 
value of A, . For the present, also assume that A, has no other integer eigen- 
values. Suppose that the eigenvalue zero does not have a full complement of 
linearly independent eigenvectors. We will look for a solution of the form 
y(z) = yqz) + Q(z) y["'(z), (4.6) 
where y[rl, y[*J E X,(S). Write 
k=O 
The substitution of (4.6) into (4.3) yields 
(z - 1) Lry[ll(z) + (2 - 1)(4$(2)) y[“l(z) + (Z - 1) 52(2: - 1) L@(Z) 
= A(z) yqz) + a(x) Q(x) y[“l(z). 
If we recall (4.2) and use the identity Q(x) = l/(x - 1) + s2(x - l), ;he 
preceding equation becomes 
(z - 1) d-,y[r’(Z) + y[“l(s) + (s - 1) Q(.Z - 1) d-,yt2’(x) 
= -4(z) y”J(Z) + A(z) (-&- + L?(x - 1,) y[“‘(s). (4.7) 
Equate the coefficients of G’(z - 1) to obtain 
(2 - 1) o-~y[al(x) = ,4(2)y[21(2). 
As shown before, this equation has a formal factorial series solution. In fact, 
since il, is singular, there is a formal solution of the form 
yy + f yf~jlq~ - p-l), 
k=O 
where 
A,yp’ = 0. 
Equate the remaining terms in (4.7) to obtain 
(z - 1) L1y[l’(s) = A(z) y(l)@) + r-& A(z) - I> y[+). 
Set 
(4.8) 
+qz) = C(x) = f C,+,k!(z - 1+-+ 
k=O 
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Then equation (4.8) takes the form 
- ioy$2,(k + l)!(z - 1)(-k-1) 
Equate coefficients in the above expression. First we obtain $1 = A,#]. By 
the hypothesis on A,, there exists a generalized eigenvector $1 satisfying this 
equation. For k 3 0, we obtain 
where h, is a linear function in each of its arguments. By assumption, the 
matrices A!, + (k + 1) 1, k 3 0, are nonsingular. Hence the equation (4.3) has a 
formal soIution of the form (4.6). 
Ccwzvmgeme of the formal solution. We now introd.uce a new Banach space 
in order to prove the convergence of (4.6). Let &I, uta1 E X,(S). Then 
z&11(z) = @ + -f z.&k!(z - 1)(--L-1), 
k=O 
Z&~‘(Z) = up + i. z&k!(x - I)[-‘-‘). 
With &I and 0 we can associate the sequences (z@)~~~ and (z$I~~=~ . Defrnc 
H,2(S) = {u: u = (($1, z@])}~~~ , where &I, u[al E X,(S)}. H,,“(S) is a set of 
sequences of ordered pairs of complex vectors of dimension 12, i.e., a sequence of 
elements from Cn2. On H,“(6) define a norm by 
Under this norm, H,,*(S) is a Banach space. 
We write out (4.7) in detail. 
- qz - 1) z &$k + l)!(z - 1)(-‘-l’ 
I;=0 
(4.9) 
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= (Ayqo + 5 [(Ay[‘l)r+l + (cy[“l)k+l] k!(z - 1)(-k-l’ 
L=O 
+ Q(z - 1) 
[ 
(Ay[“l)O + f (Ay[“I)k+,K!(a - 1)‘~P-1’ . 
k0 I 
We will express (4.9) as a functional equation in H,,2(6). Define the operator 
A’: Hn2(S) --f Hn2(6) by A’u = ZJ, where 
&’ = (AU[l’)I, + (CJ2$,, 
and 
$1 = (L4”[2’)k . 
From (3.7), it follows that there exist constants Kr and K2 such that 
II A’u Iii = II P IIn + II z@’ Iln 
< JG II d1 IL + K, II u[“’ lln + k; II d2’ lln 
< WI + 1%3) II 24 112, * 
Thus A’ is a bounded operator. 
Define Jm: I&*(6) -+ Hn2(6) by Z, = J+? 
v,q = 0, k < m, 
= D,u,lk, k > m, 
where D,: C.r12 + C,z,2 is defined by D,<p = -(p[ll + pf21/k, pc21) and p = 
($11, pr21). If r = (dll, 0) is in C,a, and Y = (l/k) D,p, then 
(r[2], 0) _ /@I, rlzl) = (@I + p[ll + p[sl/k, pp]). 
But YFI = -p[“l/k, hence 
(YPI, 0) - /++I, #I) = @VI, $“I); 
i.e., D, has the property that Y = (l/k) D,p 2 (rt21,0) - kr I= p. From the 
form of D, , it is clear that there exists a constant Ii;3 such that 
- 
Let u=(s) + Q(z) v[~](zz) b e a formal solution of (4.3), and set 
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Consider the functional equation 
‘u = JmA’v + (80 , 81 , 82 )...) B.#-l ) 0, 0, 0 ,... )= (4.10) 
NOM: jj ],,,A’z~ itL < ((2Kr f Kz) K&z) jl z, It . Thus for m sufficiently large, 
J?,J is a contraction mapping. Hence equation (4.10) has a unique solution in 
H,“(6). Equating coefficients in (4.9), we have 
(y!’ - kyk’) - Q(z - 1) &?I 
= (Ay’ll)* + (Cyq + Q(x - l)(A$aQ . (4.11) 
The solution of (4.10) aIso satisfies (4.11) since ZQ,. = @,. for k < wz, and for 
k > m, vk = (l/k) D,p, with p = (A’v), . Hence (v~~I,O) - A(vFI, VP’) = 
((Add + (CvQ , (Av[~])&. Thus V(X) = G’(x) -k Q(z) Vet] is also a 
formal solution of (4.3). Since the coefficients wk of a formal solution are unique11 
determined by the preceding ones for k sufficiently larg%u, = ?.& for all k. 
Since ZI E H,“(S), the formal factorial series v[ll(z) and VP](Z) are absolutely 
convergent for Re z > 6. 
If this procedure does not yield a full complement of solutions (corresponding 
to the multiplicity of the zero eigenvalue of A,), we can obtain still other solutions 
of the form 
y(z) == y[‘l(,z) + y[“l(z) n(z) + yyx) Q,(z) + ... t yyz) Qn,(x), 
where 
f&(z) = (-l)iP@) $ (+I) (z). 
The procedure is similar to that above, but the Banach space is now Hfz+1(6), 
i.e., the elements are ordered ( j + 1)-tuples. 
We summarize the results of this section in the following theorem. 
THEOREM 2. Let A(x) be an n x n matrix whose cofptpon.e?zts are elements $ 
X(8). If the distimt eigenaalues of d, , A, ,..., A, , k < 2, do not difer by integers, 
then (4.3) has n lizearly independent solutions of the form 
Here s6 < algebraic multiplicity (A,), and each y[fi(x) is in Xir(Pi), where ,& IS- 
ma@, Re Xi + 1). 
The case in which d, has eigenvalues which differ by integers may be reduced 
to the above case by the following theorem, proved in [;rl~ 
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THEOREM 3. Let the distinct eigenvalues of A, in (4.3) be A, ,..., h, , k < TL. 
There exists a matrix function 1,’ of x, nonsingular for I/x f 0, and linear in l/z, 
such that the tmn.sfimation y = VW transforms (4.3) into a system with the sash 
properties as (4.3), 
(z - 1) L,w(x) = (<iTo + -f &+lk!(z - I)‘-“-“) w(x), 
LX0 
and where &$, has eigenvahes Al + 1, h, ,..., h, . 
By using sufficiently many transformations Vi of the type mentioned in 
Theorem 3, we finally obtain a system satisfying the hypothesis of Theorem 2. 
Hence n linearly independent solutions may be inferred no matter what the 
form of A, is. 
Remark. A result for ordinary differential equations similar to Theorem 2 
was obtained by W. Walter [18] by extending the Harris-Sibuya-Weinberg 
procedure to logarithmic solutions. 
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