ABSTRACT In this paper, an algorithm for timing synchronization, cell identity detection, and carrier frequency offset (CFO) estimation is presented for long-term evolution (LTE) systems. The proposed algorithm is robust against partial-band interference and/or jamming. It utilizes adaptive filtering to suppress the contribution of the jamming signal to the timing detection metric without using any a priori knowledge of the jamming signal characteristics. The timing detection metric is computed by minimizing the output of the adaptive filter corresponding to any received signal that does not match the signature of the LTE primary synchronization signals (PSS). The filter coefficients are updated iteratively using the recursive least squares algorithm. The frequency response of the adaptive filter at the PSS detection instant is used to weight the contribution of different subcarriers to the metrics used in cell identity detection and CFO estimation. Simulation results are presented showing the ability of the proposed algorithm to complete the synchronization process successfully even in the presence of partial-band jamming signals that cover one third of the frequency band of the LTE synchronization signals.
I. INTRODUCTION
The long term evolution (LTE) standard is the primary standard for 4G cellular technology [1] . Compared to earlier cellular communication standards, LTE offers improved coverage, enhanced system capacity, higher spectral efficiency, lower latency, and higher peak data rates in a cost effective manner [2] . In addition to its commercial use, LTE has been selected as the technology for implementing First Responder Network Authority ''FirstNet''; U.S.A's nationwide publicsafety network [3] . Significant standardization activities have been conducted to address the requirements of operating broadband public-safety wireless networks using LTE [4] . These requirements include guaranteed access, reliability, and quality of service that ensure network coverage in various operating environments.
The first set of 5G standards, 3GPP Release 15, is currently under development including new radio access technologies in the mm-wave frequency band as well as LTE-Advanced Pro specifications [5] . Nevertheless, backward compatibility of Release 15 with LTE and LTE-advanced technology is expected in the current operating bands of LTE systems (below 6 GHz). Future 5G standards are expected to find application in numerous security-sensitive use cases, e.g., machine-type communication and vehicle-to-vehicle communication. As a result, improving the physical layer security of current 4G and future 5G wireless communication systems has recently received significant attention [6] - [8] .
LTE systems are susceptible to interference [9] , [10] . For example, field measurements have been reported confirming the presence of multiple narrowband systems causing interference to the uplink and downlink of LTE Band 31 (450-470 MHz) [11] . Interference is also expected in future evolution of LTE systems. For example, license-assisted access using LTE (LAA-LTE) operates in a spectrum that overlaps with Wi-Fi in the 5 GHz band [12] . Ensuring fair coexistence between LTE and Wi-Fi has been the principal focus of LAA standardization in LTE Release 13 [13] , [14] .
LTE systems are also sensitive to jamming. Denial of service jamming attacks that render the available resources of the LTE network inaccessible to the registered UEs can be accomplished by targeting the downlink control channels. The most vulnerable control channel in the LTE downlink is the Physical Downlink Control CHannel (PDCCH) that carries the downlink control information such as the resource schedules for downlink and uplink and transmission power commands. The vulnerability of the PDDCH was illustrated in [15] where simulation results were presented showing severe deterioration in the BER of the PDCCH decoder in some fading channels.
Jamming attacks against channel estimation algorithms for OFDM-based communication systems were discussed in [16] . In the LTE downlink signal, equal-power reference symbols (RS) are inserted in every resource block to enable the receiving user equipment (UE) to estimate the channel. Classical LTE channel estimation algorithms usually employ least squares to estimate the frequency response of the channel at the locations of the RS. Interpolation is then utilized to estimate the frequency response at the remaining timefrequency resource elements [17] . The effect of jamming the reference symbols on the performance of OFDM systems was investigated in [16] where it was shown that RS-jamming is 2 dB more efficient than barrage jamming.
Security challenges in LTE systems were discussed in [6] - [8] . In addition to control channels and RS jamming attacks, synchronization channel attacks were identified as one of the major threats to LTE systems. In order for a UE to join the LTE network, it has to acquire the frame timing information, estimate the carrier frequency offset (CFO), and identify the cell [18] , [19] . The LTE downlink transmission contains two signals-the primary synchronization signal (PSS) and the secondary synchronization signal (SSS)-that are broadcasted to enable the user equipment (UE) to complete the synchronization and cell selection processes. Smart jamming attacks against LTE systems were investigated in [20] where experimental results were presented showing that targeting the LTE synchronization mechanism can cause permanent denial of service during the cell selection process.
Orthogonal frequency division multiplexing (OFDM)-the physical layer modulation for LTE downlink-is known for its sensitivity to timing and frequency synchronization errors [21] . Synchronization errors in OFDM systems destroy the orthogonality among the subcarriers resulting in severe degradation in the system performance. The sensitivity of conventional OFDM synchronization algorithms to partialband interference was studied in [22] where the authors showed that the timing metric severely degrades as the power of the interference signal increases. The effect of inter-cell interference on the performance of LTE synchronization algorithms was also investigated in [18] where it was shown that LTE synchronization algorithms are interference limited.
Adaptive synchronization for OFDM-based powerline communication systems in the presence of narrowband interference was proposed in [23] where it was assumed that the interference signal has high temporal correlation while data samples separated by a duration longer than the channel delay spread are uncorrelated. An adaptive forward linear prediction error (FLPE) filter was used in [23] to estimate the interference signal using previous received samples. The estimated interference signal was then subtracted from the received signal to yield the output of the FLPE filter. Cross-correlation between the output of the FLPE filter and the reference synchronization symbol was used to compute the timing synchronization metric. However, the algorithm in [23] can cause partial cancellation of the information contained in the LTE synchronization signals leading to errors in cell identification and/or CFO estimation.
In this paper, we present an adaptive LTE synchronization algorithm with improved robustness against partialband interference and/or jamming signals. To the best of our knowledge, this paper is the first paper to consider the problem of timing and/or frequency synchronization for LTE systems in the presence of interference or jamming. The proposed algorithm employs multiple parallel adaptive filters that eliminate the contribution of the interference signal to the timing metric. The coefficients of each adaptive filter are designed using the linearly constrained minimum variance (LCMV) criterion that minimizes the output power of the filter subject to constraints that preserve the received signal vectors corresponding to all possible PSS signatures. We convert the LCMV problem to an unconstrained optimization problem using the generalized sidelobe canceller (GSC) implementation. The adaptive GSC filter coefficients are updated iteratively using the recursive least squares (RLS) algorithm. The PSS detection metric is obtained from the outputs of the adaptive LCMV filters. The location of the PSS in the downlink frame can be estimated by searching for the maximum of the PSS detection metric over half the duration of the LTE downlink frame.
After locating the PSS, the proposed algorithm computes the weighted cross-correlation-in the frequency domainbetween the received PSS vector and the PSS signatures. The magnitude frequency response of the LCMV filters at the PSS detection instant is used to weight the contribution of different subcarriers to the weighted cross-correlation metric. As a result, the contribution of the interference signal to the cross-correlation metric is eliminated. Weighted frequencydomain cross-correlation is also employed to jointly locate the SSS and decode its information. Hence, the receiver can obtain the duplexing and cyclic prefix (CP) modes of the system, the physical-layer cell identity and the frame timing information. Frequency synchronization is performed by processing the detected PSS and SSS in the frequency domain. We present numerical simulations that illustrate the ability of the proposed algorithm to effectively eliminate partial-band interference and jamming and synchronize to the LTE system even under high interference-to-signal ratio (ISR). It is worth mentioning that the proposed algorithm does not require any preliminary coarse synchronization, e.g., by searching for the CP, before processing the received signal in the frequency domain. Instead, using the proposed adaptive filtering algorithm, the location of the PSS can be determined even in the presence of interference or jamming. Afterwards, frequencydomain processing is used to eliminate the interference and VOLUME 5, 2017 decode the PSS. Our numerical results indicate that the proposed algorithm retains a high probability of detection even when the interference signal occupies one third of the bandwidth (BW) of the LTE synchronization signals.
The remainder of this paper is organized as follows. In Section II, we briefly review some relevant features of LTE downlink synchronization signals. In Section III, we present the proposed adaptive synchronization algorithm. Our numerical simulations are presented in Section IV and, finally, the paper is concluded in Section V.
II. LTE SYNCHRONIZATION SIGNALS
In this section, relevant characteristics of LTE downlink synchronization signals are reviewed with a focus on the frequency division duplex (FDD) mode of operation. The FDD downlink transmission is arranged in frames of 10 ms duration. Each frame is divided into ten subframes and each subframe consists of two slots of duration 0.5 ms. Each slot in turn consists of a number of OFDM symbols which can be either seven or six based on the CP mode. For the normal CP mode, the first symbol has a CP of length 5.2 µs while the remaining six symbols have a CP of length 4.69 µs. For the extended mode, CP duration is 16.67 µs for each OFDM symbol. The number of OFDM sub-carriers,N , ranges from 128 to 2048, depending on the channel BW. The basic subcarrier spacing is 15 KHz, with a reduced subcarrier spacing of 7.5 KHz available for some transmission scenarios. For the 15 KHz spacing, the sampling rate isf s = 15N KHz. In order to limit the overhead, downlink transmission is scheduled in units of resource blocks (RBs). Each RB consists of 12 consecutive sub-carriers and extends over the duration of 1 slot, i.e., each RB spans 180 KHz for the duration of 0.5 ms. Two synchronization signals-the PSS and SSS-are broadcasted in the LTE downlink. The UE utilizes these signals in timing and frequency synchronization. In addition, the synchronization signals enable the UE to acquire some system parameters such as the cell identity, the CP length, and the duplexing mode. The synchronization signals are transmitted twice in each 10 ms radio frame. Fig. 1 shows the location of the synchronization signals within the LTE FDD downlink frame. The PSS is located in the last OFDM symbol of the first and 11th slot of each radio frame which allows the UE to acquire the slot boundary timing independent of the type of CP. In the FDD mode, the OFDM symbol corresponding to the transmission of the SSS immediately precedes that corresponding to PSS transmission. In contrast, when timedivision duplexing (TDD) is employed, the SSS is located 3 OFDM symbols ahead of the PSS [24] . The PSS and SSS occupy the central six RBs, irrespective of system BW, which allows the UE to synchronize to the network without a priori knowledge of its BW.
The PSS is constructed from a frequency-domain ZadoffChu (ZC) sequence of length 63, with the middle element punctured to avoid transmitting on the dc subcarrier. The length-63 ZC sequence with root r is given by
Three PSS sequences are used in LTE, corresponding to three physical-layer identities. The selected roots for the three ZC sequences are r = 25, 29, and 34 corresponding to physicallayer identities N The SSS is transmitted on the same subcarriers used for PSS transmission. The SSS is constructed by interleaving, in the frequency domain, two length-31 BPSKmodulated sequences. The two sequences defining the SSS differ between subframe 0 and subframe 5 to enable the UE to identify the frame boundary. Each of the two frequency-domain SSS sequences is constructed by scrambling and cyclic shifting of a basic maximum length sequence (m-sequence). The scrambling codes are also constructed from cyclic-shifted m-sequences [24] . The scrambling codes and the cyclic shifts depend on the physical-layer identity, N (2) ID , as well as the physical-layer cell identity group, termed N (1) ID , which is an integer between 0 and 167. The physicallayer cell identity is defined as
and is an integer between 0 and 503.
The lth OFDM symbol is generated by performing an N -point inverse discrete Fourier transform (IDFT) on the information symbols {x l (k)}N −1 k=0 and inserting CP samples before the IDFT output. The OFDM symbol is transmitted over a carrier through the channel which is assumed to be block stationary, i.e., time-invariant during each OFDM symbol. At the UE, the received passband signal is down converted to baseband. Let f denote the mismatch between the carrier frequency of the transmitter and the receiver. We can write theN × 1 received signal vectorafter CP removal-corresponding to the transmission of the lth OFDM symbol as
where
} is a diagonal matrix containing the frequency response of the channel during the transmission of the lth OFDM symbol,F is theN ×N IDFT matrix whose (n, k)th element is given by
N for n, k = 0, . . . ,N − 1, and theN ×N diagonal matrixĒ l is given by 1
whereN g is the CP length. In (3), theN ×1 vectorn l contains the samples of the interference-plus-noise received with the lth OFDM symbol whose elements are independent of the transmitted information symbols. Classical LTE synchronization algorithms start with PSS detection and decoding and proceed to SSS detection only after successful identification of the PSS sequence. Joint PSS detection and identification algorithms can operate on the received time-domain or frequency-domain samples. Time-domain algorithms search for the peak of the crosscorrelation between the received samples and the three PSS signature sequences, e.g., [25] - [28] . Reduced complexity algorithms that decouple PSS detection and identification were also proposed. These algorithms exploit the central symmetry of the PSS or cross-correlate the received signal with the sum of the three PSS signature sequences [18] , [29] .
Frequency domain PSS detection and decoding algorithms consist of two stages. First, coarse synchronisation is done to locate the boundaries of the OFDM symbols using the CP-based correlation method. Afterwards, PSS localization and identification can also be performed in the frequencydomain by computing the cross-correlation between the discrete Fourier transform (DFT) of the detected PSS vector and the ZC sequences [30] . The cross-correlation is computed using the 62 subcarriers corresponding to the active PSS subcarriers. However, in the presence of strong interference, the performance of CP-based correlation based methods severely deteriorates which renders frequency-domain PSS detection methods ineffective. In order to illustrate the effect of interference on CP-based correlation methods, the downlink of an FDD LTE system with 1.25 MHz BW and extended mode CP is simulated. We consider an interference signal occupying the band from 300 KHz to 390 KHz, i.e., the interference signal occupies approximately 10% of the bandwidth of the PSS signal. Fig. 2 shows the probability of detecting the boundary of the OFDM signal with an error less 1 The expression in (4) is valid only for the extended CP mode where all the OFDM symbols have the same CP length. than 5 samples versus the signal-to-noise ratio in the absence and presence of interference. We can see from Fig. 2 that even when the ISR is as low as 0 dB, the performance of CP-based methods severely deteriorates compared to the case when the interference is absent.
After PSS detection and decoding, classical LTE synchronization algorithms proceed to SSS detection and decoding [24] . Since the CP and duplexing modes are still unknown, the receiver has to detect the location of the SSS sequence at all possible positions, e.g., via exploiting the conjugate symmetry of SSS waveform in the time-domain [29] . Afterwards, the receiver decodes the SSS either coherently or incoherently. In the case of coherent detection, the UE obtains the channel estimate from the detected PSS [31] .
III. ADAPTIVE SYNCHRONIZATION ALGORITHM
In this section, we present a novel synchronization algorithm for LTE systems with improved robustness against partialband interference. The objective of the synchronization algorithm is to estimate the frame timing, CFO, physical-layer cell identity, CP length, and duplexing mode. This is accomplished by locating the PSS and SSS within the LTE downlink frame and decoding the information contained in them. The physical-layer identity and slot timing can be obtained from PSS processing while the physical-layer cell identity group, CP length, duplexing mode, and frame timing are obtained from SSS processing. After locating the PSS and SSS, the proposed algorithm estimates the CFO using the information contained in the received synchronization signals. The proposed algorithm can be divided into the following three parts; PSS detection and processing, SSS detection and processing, and CFO estimation. low-pass filtered baseband signal of BW 480 KHz sampled at f s ≥ 960 KHz. Since the duration of one OFDM symbolwithout the CP-is given by T = 66.67µs, the number of samples corresponding to one OFDM symbol is given by N = f s T , i.e., at f s = 960 KHz, N = 64. Recall that the synchronization signals are located on the 62 central subcarriers around the dc subcarrier, and hence, the low-pass filtered input samples contain all the transmitted information in the LTE downlink synchronization signals. It is worth mentioning that increasing the sampling rate beyond 960 KHz provides an oversampling gain at the cost of increasing the computational complexity of the proposed algorithm [32] .
The PSS processing algorithm can be divided into two main stages. In the first one, M parallel adaptive LCMV filters are used to suppress the output corresponding to the received signal vectors that do not correspond to PSS transmission. The algorithm utilizes the outputs of these adaptive filters to detect the location of the PSS signal within the received LTE downlink signal. In the second stage, the physical-layer identity is estimated by finding the ZC sequence that has the highest ''weighted'' cross-correlation with the detected PSS sequence in the frequency-domain.
1) ADAPTIVE FILTERING AND PSS LOCALIZATION
Let y(n) denote the nth sample of the input time-domain lowpass filtered signal. Furthermore, let y(n) = [y(n), . . . , y(n + N − 1)] T represent the N × 1 vector containing the latest N samples of {y(n)} at time instant
The mth segment of the vector y(n) is linearly processed by the adaptive filter, g (m) (n), to produce the filtered output s (m) (n) which is given by
where (·) H denotes the Hermitian transpose operator and
T is the N M × 1 vector containing the coefficients of the adaptive filter at the nth time instant.
We design the coefficients of the adaptive filters using the LCMV design criterion, i.e., we minimize the output power of each filter while preserving the outputs corresponding to the transmission of any of the three possible PSS signatures. 
where R (m) (n) = E{y (m) (n)y H (m) (n)} is the covariance matrix of y (m) (n), and E{·} denotes the statistical expectation.
The above LCMV optimization problem can be converted to an equivalent unconstrained optimization problem by using the GSC decomposition of the adaptive filter coefficients [33] . In particular, let us define the Using the matrix B (m) , we can decompose the vector g (m) (n) into
is a fixed weight vector, i.e., independent of n, 1 k is the k×1 vector whose entries are all equal to 1, and the ( N M −3)×1 vector v (m) (n) contains the adaptive GSC filter coefficients at time instant n. By substituting with (8) in (7), we can convert the LCMV problem into the following unconstrained optimization problem
where the adaptive GSC weight vector that yields the optimal solution of (10) is given by
Since the covariance matrix R (m) (n) is not readily available at the receiver, we employ the RLS algorithm to estimate the adaptive GSC weight vector iteratively from the received signal samples. The RLS algorithm is initialized by setting the initial weight vector estimate asv (m) (0) = 0 N M −3 and its associated covariance matrix as P (m) (0) = δI N M −3 where I k denotes the k × k identity matrix and δ is a large number, e.g., δ = 10. Given the estimate of the filter coefficients at time instant n − 1,v (m) (n − 1), and its associated covariance P (m) (n − 1), the RLS algorithm computes the gain vector k (m) (n) as
. (12) where λ is the RLS forgetting factor that gives exponentially less weight to older samples. The filter coefficients and the associated covariance are updated respectively bŷ
where (·) * denotes the complex conjugate operator andŝ (m) (n) is the output of the mth LCMV filter at the nth time instant computed using the estimate of the optimal GSC filter coefficients at time instant n − 1, i.e.,
Note thatŝ (m) (n) is an estimate of the ideal filter output s (m) (n) in (6) as it is calculated using the weight vector estimate at time n − 1 instead of the optimum weight vector at time n.
The outputs of the M filters are combined to yield the PSSdetection metric u(n) which is given by
where | · | denotes the magnitude of a complex number. Due to utilizing the LCMV design criterion, each LCMV filter will suppress its output except when the input corresponds to one of the three possible PSS signatures. As a result, the metric u(n) can be utilized to search for the location of the PSS signal within the downlink frame. The PSS detection algorithm locates the PSS by searching for the sample index that corresponds to the maximum value of u(n) over half the frame duration, i.e., the search is performed over 5 × 10 −3 f s samples. Letn P denote the samples index corresponding to the maximum value of u(n) over the search window. The proposed algorithm declares detection of the PSS signal at n =n P if
where γ p is a predetermined threshold that can be used to control the probabilities of detection and false alarm. Remark 3: In the presence of a CFO of magnitude f , the phase deviation over the length of the PSS signature c (m),i is given by
Remark 1: The number of complex multiplication operations required to implement (12)-(15) is
. Increasing the number of segments M leads to decreasing the phase deviation due to CFO. As a result, for a given CFO, the distance between the received PSS signal and the subspace containing the protected PSS signatures decreases as the number of segments increases. Therefore, increasing the number of segments improves the robustness of the algorithm towards CFO mismatches. A detailed analysis of the effect of the number of segments on the PSS detection metric is presented in the Appendix. 2 This expression was calculated by assuming that the vectors B H (m) y (m) (n) and P (m) (n−1)B H (m) y (m) (n) are calculated first and stored. Hence, the number of multiplication operations required to calculate the filter gain in (12) is given by 2N 2 M 2 − 8N M +6 and the number of multiplication operations required to compute (13) and (14) is given by N M − 3 and ( N M − 3) 2 , respectively. VOLUME 5, 2017
2) PHYSICAL-LAYER IDENTITY ESTIMATION
Since the LCMV filtering algorithm is designed to have the same output for all possible PSS signatures, the physicallayer identity cannot be directly determined from the metric u(n). Note that due to utilizing the LCMV design criteria, the adaptive filters minimize the output resulting from the contribution of the interference signal at the PSS detection instant. As a result, the frequency response of the filters at the detection instant provides information about the power spectral density of the interference signal. Let Y P = [Y P (0), . . . , Y P (N − 1)] T denote the N -point DFT of the received vector y(n P ) at the PSS-detection instant. Also, let the N × 1 vector g denote the concatenation of the adaptive LCMV filters corresponding to the M segments at the PSS detection instant, i.e.,
Furthermore, let G = [G(0), . . . G(N − 1)] T represent the N -point DFT of g * . Therefore, the frequency response of the concatenated LCMV filter at the detection instant can be used to suppress the interference signal. The received PSS symbol on the kth subcarrier after interference suppression is computed as
The physical-layer identity can be estimated by computing the cross-correlation in the frequency domain between the interference-free received signal and the three PSS signature vectors. However, the PSS signature vectors c i should be modified to account for the effect of the interference suppression operation in (19) . Let c i,l represent the lth component of the signature vector c i of the PSS transmission corresponding to physical-layer identity i, i.e.,
T denote the N -point DFT of c i . The filtered frequency-domain signature sequence of the PSS transmission corresponding to physical-layer identity i is computed asC
Using (19) and (20), the physical-layer identity is estimated aŝ
The expression in (22) is a weighted frequency-domain crosscorrelation of the detected PSS signal with candidate PSS sequences. The weighting is done using the squared magnitude response of the concatenated LCMV filter at the detection instant in order to eliminate the contribution of the interference signal to the computed cross-correlation metric in (22) .
B. SSS DETECTION AND PROCESSING
After detecting the physical-layer identity, the CP type and the duplexing mode can be detected together with the physical-layer cell identity group. The detection is performed via weighted frequency-domain cross-correlation of all possible 168 SSS signature waveforms with the received signal at the 4 candidate locations of the SSS sequence. We assume that the power spectral density of the interference signal does not change significantly over the temporal duration between SSS and PSS transmission. Hence, the crosscorrelation weighting is done using the frequency response of the LCMV filter at the detection instant of the PSS. Given the sampling rate of the algorithm, f s , and the PSS timing ID . Similar to physical-layer identity estimation algorithm in Subsection III-A.2, the location of the SSS and the physical-layer cell identity group can be jointly estimated via weighted frequency-domain cross correlation as
where Y S,i (k) and S j (k) are given respectively by
Note that we have utilized the frequency response of the adaptive LCMV filter at the PSS detection instant to suppress the contribution of the interference signal to the cross-correlation metric in (23) . Since S j (k) ∈ {0, 1, −1} for all k, j, the number of multiplications required to compute the cross correlation metrics in (23) is only 8N real-valued multiplications.
C. CARRIER FREQUENCY OFFSET ESTIMATION
After locating and decoding the received PSS and SSS, the CFO can be estimated by joint processing of the DFT of the received PSS and SSS in the frequency domain. The proposed algorithm exploits the CFO-induced phase shift between the samples of the received PSS and the SSS to estimate the CFO [34] . The magnitude response of the adaptive LCMV filter at the detection instant is also utilized to reduce the effect of the interference signal on the CFO estimate. We can write the DFT of the lth received time-domain OFDM symbol-given by (3)-at the kth subcarrier as [34] 
is the component of the CFO-induced phase shift that depends on the location of the OFDM symbol within the downlink frame. The first term in (26) is the transmitted information symbol on the kth subcarrier multiplied by the corresponding frequency response of the channel. This component experiences an amplitude reduction and phase shift due to CFO. The second term in (26) is the inter-carrier interference caused by CFO while the third term is the interference-plus-noise at the kth subcarrier. The proposed CFO estimation algorithm exploits the phase shift induced by CFO that depends on the location of the OFDM symbol in the frame, and the frame timing information obtained from PSS and SSS detection, i.e., the difference betweenn P andn S . We utilize the frequency response of the adaptive LCMV filter at the PSS detection instant to reduce the effect of the interference signal on the CFO estimation metric. The CFO estimation metricθ is computed aŝ
where {z} denotes the phase of the complex number z and Y S (k) is the DFT of the detected SSS sequence at the kth subcarrier. Assuming that the frequency response of the channel is constant over the temporal window spanning the duration of PSS and SSS transmission, and neglecting the inter-carrier interference and the interference-plus-noise terms in (26), we can estimate the CFO as
Note that the proposed CFO estimation algorithm has a limited range of detection that depends on the temporal separation between the PSS and SSS. In particular, the maximum CFO value that can be detected is given by ±7 KHz in the case of FDD with normal CP, and ±2 KHz in the case of TDD with extended CP mode. 3
IV. NUMERICAL SIMULATIONS
In this section, the performance of the proposed adaptive synchronization algorithm is evaluated using numerical simulations. The downlink of an FDD LTE system with 1.25 MHz BW and normal mode CP is simulated. The sampling frequency for the adaptive algorithm is set to f s = 960 KHz resulting in a processing window of length N = 64 samples. Simulation results are obtained by averaging over 400 Monte Carlo runs. In each run, the cell identity is generated randomly. The synchronization algorithm is considered successful if the detected cell identity, CP mode, and duplexing mode match the true values of the system as well as the estimate of the frame start index is within the length of the CP of the first OFDM symbol. A false alarm event is declared when any of the above conditions is violated given that the threshold γ p = 0.3 is crossed during PSS search. The parameters of the adaptive GSC filter are selected as λ = 0.98 for M = 1 and λ = 0.95 for M = 2 while the RLS covariance initialization parameter δ was selected as δ = 10. Similar to [36] - [39] , we consider an interference signal composed of a superposition of modulated sinusoids. Unless stated otherwise, the interference signal is generated as a collection of seven single tones with 15 KHz spacing occupying the band from 300 KHz to 390 KHz. The interference signal is held active over the entire frame duration. In order to focus on illustrating the performance of the PSS detection algorithm, first, a frequency-nonselective channel is considered. The ISR is set to 20 dB. Fig. 4 shows the magnitude response of the proposed adaptive LCMV filtering algorithm with M = 1 3 The detection range of the algorithm can be extended by adding an integer CFO estimation stage together with the PSS localization algorithm in Section III-A.2. For example, multiple parallel adaptive filters can be used to detect the PSS location and the integer CFO where each filter is designed to preserve the integer CFO-modulated PSS signatures [35] . over the temporal duration of one LTE frame. We can see from this figure that the LCMV filter places deep nulls at the frequencies of the interference signal over the whole temporal duration of the interference signal. As a result, the interference signal is effectively blocked from the output of the adaptive filter. Fig. 5 shows the PSS detection metric, u(n), versus time over the duration of one frame. It can be seen from this figure that the metric has two peaks that are spaced 5 ms apart corresponding to the locations of the PSS within one LTE frame. Fig. 5 also shows that the adaptive filter can effectively remove the contribution of the interference signal where the peak-to-side-peak ratio is around 2.
In order to illustrate the ability of the proposed synchronization algorithm to rapidly adapt to the jamming signal, we consider a jamming signal whose frequency chirps linearly from −480 KHz to 480 KHz in a time interval of duration 10 ms. The jamming signal is present over the entire frame duration and the jamming-to-signal (JSR) ratio is set to 20 dB. The parameters of the algorithm are selected as M = 1, λ = 0.98, and δ = 10. In order to focus on illustrating the performance of the PSS detection algorithm, we also consider a frequency-nonselective channel. Fig. 6 shows the magnitude response of the adaptive LCMV filter over the temporal duration of one LTE frame. We can see from this figure that the proposed algorithm can effectively track the jamming signal by placing deep nulls at its spectral components. The PSS detection metric also showed two clear peaks that are spaced 5 ms apart similar to those observed in Fig. 5 .
Next, we compare the performance of the proposed algorithm to that of a classical non-robust LTE synchronization algorithm that employs time-domain cross-correlation with the stored PSS signature waveforms to detect the PSS location and estimate the physical-layer identity. The non-robust synchronization algorithm then searches for the SSS and decodes it by using time-domain cross-correlation with all possible SSS signature waveforms. The non-robust synchronization algorithm is implemented at a sampling frequency equal As seen from this figure, the proposed algorithm maintains a high probability of detection and a probability of false alarm almost equal to zero for all tested ISR values. In contrast, the performance of the nonrobust synchronization algorithm starts to deteriorate when the ISR increases above 0 dB. In fact, the probability of correct detection is almost zero when the ISR is 20 dB. Furthermore, there is a non-zero probability of false alarm caused by the correlation peaks generated due to interference leakage. In contrast, the constraints in the proposed LCMV adaptive filtering algorithm ensure a distortion-less response to the received PSS signal while effectively removing the interference signal. We can also notice that increasing the number of segments from M = 1 to M = 2 slightly reduces the probability of detection due to decreasing the interference cancellation capability of the algorithm. However, as mentioned in Section III, increasing the number of segments reduces the computational complexity of the algorithm and increases its robustness against PSS signature mismatches. 8 shows the root mean square error (RMSE) in CFO estimate versus ISR for different algorithms. The RMSE is computed only when the probability of detection is higher than 0.25 by averaging only over the runs in which correct detection occurred. As seen from this figure, the accuracy of the CFO estimates produced by the non-robust algorithm deteriorate rapidly as the ISR increases. In contrast, the proposed algorithm can produce a very accurate estimate of the CFO. In fact the accuracy of the CFO estimate of the proposed algorithm is better at high ISR than at low and intermediate values. This can be attributed to the fact that at high ISR, the LCMV filter places deep nulls at the interference frequencies which effectively eliminates the contribution of the interference signal to the CFO estimation metric in (28) .
In order to investigate the effect of the interference signal BW on the performance of the proposed algorithm, interference signals of various BW are created as sums of single tones with 15 KHz spacing starting from f min to f max = 390 KHz. We define the relative BW of the interference signal as BW r f max − f min 62 × 15 × 10 3 (30) which represents the fraction of PSS and SSS subcarriers affected by interference. Fig. 9 and Fig. 10 show the probabilities of detection and false alarm versus the relative BW of the interference signal at two ISR values. We can see from these figures that the proposed synchronization algorithm with M = 1 can effectively combat the interference signal even when it covers one third of the BW of the synchronization signals. When the interference power is distributed over more than one third of the BW, the proposed synchronization algorithm cannot effectively cancel the interference signal while preserving the information contained in the PSS. We can also notice from Fig. 9 and Fig. 10 that increasing the number of segments from M = 1 to M = 2 reduces the interference suppression capability of the proposed algorithm by a factor of two. This can be attributed to the reduced length of the adaptive filters when M = 2 that reduces the available degrees of freedom required to place nulls at the frequencies of the interference signal. Next, we investigate the sensitivity of the proposed algorithm to CFO. Since the proposed algorithm performs CFO estimation after PSS and SSS detection and decoding, its performance can be sensitive to CFO errors. As the CFO increases, the received PSS signal deviates more from the stored PSS signatures and the adaptive filter cancels the PSS signal instead of preserving it. The problem is more pronounced in the presence of strong interference where the adaptive filter places deep nulls at the interference signal frequencies which reduces the contribution of the corresponding subcarriers to the PSS detection metric. Fig. 11 and Fig. 12 respectively show the probabilities of detection and false alarm versus CFO at two values of ISR. We can see from these figures that increasing the number of segments from M = 1 to M = 2 significantly improves the sensitivity of the algorithm towards CFO due to reducing the maximum deviation from the stored PSS signatures by decreasing the length of the adaptive filter. We can also notice that the sensitivity of the proposed algorithm to CFO increases at higher ISR values. Fig. 13 shows the RMSE in CFO estimate versus CFO computed only over the runs in which correct detection occurred and displayed only when the probability of detection is higher than 0.25. We can see from this figure that the CFO estimate of the proposed algorithm starts to deteriorate as the CFO approaches the detection range of the algorithm. We can also see that increasing the number of segments from M = 1 to M = 2 yields improved robustness against CFO errors.
V. CONCLUSION
A robust synchronization algorithm is presented for LTE systems to detect and eliminate partial-band interference signals via adaptive filtering. The adaptive filter coefficients are designed according to the LCMV design criterion and are updated iteratively using the RLS algorithm. The proposed algorithm utilizes weighted frequency-domain correlation with stored PSS and SSS signatures to detect the cell identity, duplex mode, and CP mode. Weighted frequency domain processing of the received PSS and SSS is also utilized for CFO estimation. Simulation results have been presented to illustrate the superior performance of the proposed algorithm compared to earlier non-robust and robust synchronization algorithms. The proposed algorithm was shown to be able to successfully synchronize to the LTE downlink even in the presence of strong interference signals covering a significant portion of the BW of the LTE synchronization signals.
APPENDIX: EFFECT OF NUMBER OF SEGMENTS ON THE SENSITIVITY TOWARDS CFO MISMATCHES
In order to simplify the analysis, let us consider an additive white Gaussian channel and assume that the received signal does not contain any interference. We can write the mth segment of the N × 1 input signal vector corresponding to the transmission of the PSS from an eNodeB with physical-layer identity i as 
where the matrix E is a diagonal matrix of dimension that models progressive phase shift incurred on the received signal due to CFO f Hz and we have assumed without loss of generality that the phase shift due to CFO at the first sample of the PSS is equal to zero. In (31) 
The optimal solution of the LCMV problem in (7) can be easily found using the method of Lagrange multipliers and is given by In order to investigate the effect of CFO on the performance of the PSS detection algorithm, let us consider the value of PSS detection metric in (16) when the optimal LCMV filter is utilized and the input to the filter consists of the CFO-distorted PSS signature corresponding to physical-layer identity i. We denote this metric by u i where
By substituting with (33) in (34) and using the matrix inversion lemma, we can write u i after some mathematical manipulations as c (m),i is always greater than zero which leads to decreasing the value of u i . The decrement in the value of u i increases as the distance between the vector c (m),i and the columnspace of the matrixC (m) increases. As the number of segments M decreases, the length of each segment increases and the maximum phase shift due to CFO increases as can be seen from (32) . As a result, the distance between the vector c (m),i and the columnspace of the matrix C (m) increases with increasing the number of segments which leads to decreasing the detection metric u i . Increasing the number of segment improves the robustness of the metric u i towards CFO mismatches. Fig. 14 shows the worst-case 
