A many-body wave function can be factorized in Fock space into a marginal amplitude describing a set of strongly correlated orbitals and a conditional amplitude for the remaining weakly correlated part. The marginal amplitude is the solution of a Schrödinger equation with an effective Hamiltonian that can be viewed as embedding the marginal wave function in the environment of weakly correlated electrons. Here, the complementary equation for the conditional amplitude is replaced by a generalized Kohn-Sham equation, for which an orbital-dependent functional approximation is shown to reproduce the topological phase diagram of a multiband Hubbard model as a function of crystal field and Hubbard parameters. The roles of band filling and interband fluctuations are elucidated.
A many-body wave function can be factorized in Fock space into a marginal amplitude describing a set of strongly correlated orbitals and a conditional amplitude for the remaining weakly correlated part. The marginal amplitude is the solution of a Schrödinger equation with an effective Hamiltonian that can be viewed as embedding the marginal wave function in the environment of weakly correlated electrons. Here, the complementary equation for the conditional amplitude is replaced by a generalized Kohn-Sham equation, for which an orbital-dependent functional approximation is shown to reproduce the topological phase diagram of a multiband Hubbard model as a function of crystal field and Hubbard parameters. The roles of band filling and interband fluctuations are elucidated.
Topology provides powerful new ways of classifying the phases of solids [1] [2] [3] [4] [5] [6] [7] , and through the bulk-boundary correspondence enhances our understanding of gapless surface states [8, 9] . The intense search over the past decade for topological phases in strongly correlated systems [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] has been partly driven by the expectation that such systems might harbor exotic unknown phases of matter and partly by the desire to find examples of topological surface states that are more ideally decoupled from bulk states, as those investigated in a recent experimental study [20] of sodium iridate, predicted to be a topological insulator [11, 21, 22] . The potentially larger gap in strongly correlated insulators, as compared to typical metallic alloys, would reduce bulk contamination in surface transport experiments and could have advantages in prospective room-temperature applications [23] .
First-principles calculations of topological invariants in real materials usually rely on the Kohn-Sham band structure. This is problematic for strongly correlated materials: the topological phase determined from a mean-field band structure need not coincide with the actual topological phase inferred from the correlated many-body wave function. Although one can argue that a topological invariant cannot change as interactions are turned on adiabatically while maintaining an energy gap and the relevant symmetries, true strongly correlated topological phases could be characterized as precisely those phases that are not adiabatically connected to the noninteracting Kohn-Sham ground state.
Embedding theories have been successful in describing electronic correlations beyond standard density functionals in extended systems [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . In most embedding schemes, a real-space fragment such as an impurity site or a small set of atomic or molecular orbitals, is embedded in its surroundings. The use of a real-space fragment, typically with only local or short-range interactions, inherently limits the nonlocality and hence quasimomentum dependence that can be described. Since topological invariants depend specifically on the k-dependence of the state, either through the twisting of Bloch functions in the Brillouin zone [1] or the behavior of the many-body wave function under twisted boundary conditions [37] [38] [39] , it is natural to ask whether alternative embedding theories might be better suited to capturing momentumdependent correlations.
This Letter proposes a novel embedding theory rooted in the exact factorization (EF) methodology [40] [41] [42] , a scheme for splitting the many-body wave function into marginal and conditional probability amplitudes. Originally conceived as a way to separate electronic and nuclear degrees of freedom without recourse to the BornOppenheimer approximation, the EF method has recently undergone rapid development with applications targeting molecules [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] and solids [51] . Most relevant to the present study are the factorization of a purely electronic N -body wave function into a one-body marginal and an (N − 1)-body conditional [52, 53] and the factorization of a general wave function written as the direct product of two sets of orthogonal basis functions [54] . Here, we turn to the problem of strong electron-electron correlations, and use the latter formalism to factorize a Fock space wave function into a marginal describing the most strongly correlated degrees of freedom and a conditional describing the remaining weakly correlated part.
For the purpose of calculating topological invariants, the key advantage of an EF-based embedding formalism lies in the ability of the explicitly correlated marginal wave function to capture the k-dependent phase information of the strongly correlated electrons, which is partly lost in approaches based on Green's functions or reduced density matrices. The contribution of the weakly correlated electron bands can be adequately described through mean-field Bloch functions. Thus, we go beyond density functional theory, while avoiding empirical models and the infeasibility of including all degrees of freedom in a many-body calculation of the solid.
To apply the formalism of Ref. 54 to a many-electron wave function, we start by writing it in Fock space as a superposition of products of many-body configurations
where
|0 are constructed from orbitals belonging to mutually orthogonal sets S and D of weakly and strongly correlated orbitals; S = s 1 s 2 . . . s N S is a string of indices labeling the orbitals and similarly for D. The |S and |D factors may have varying particle numbers in each term of Eq. (1), but N S + N D = N is fixed. Following the EF procedure, the marginal factor is defined to be
and an arbitrary phase Θ D . The conditional factor
then satisfies the partial normalization condition
We thus arrive at the factorization
A criterion is needed to partition the complete set of single-particle orbitals into weakly and strongly correlated sets S and D. While different strategies are possible, here we perform the separation through a criterion involving the natural occupation number bands, i.e. the bands formed by the k-dependent eigenvalues of the onebody reduced density matrix in the Brillouin zone of the crystal. The strongly correlated orbitals are defined to be those belonging to a band whose occupation numbers satisfy f lower < f nk < f upper with judiciously chosen f lower and f upper , while the rest are called weakly correlated.
Whether it is possible to divide the natural occupation number bands in real materials by such a criterion alone is not presently known. A tendency of the occupation numbers to cluster into groups near f = 0, f = 1/2, and f = 1 can be seen in accurate calculations for molecules [49, 55, 56] . Natural occupation numbers in extended systems have only been reported for the homogeneous electron gas [57] [58] [59] , one band [60] and two band [61] Hubbard models and a hydrogen chain [62] . Deciding the question of divisibility requires accurate many-body calculations of multiband systems. Recent calculations of a multiband Hubbard model [63] used an unfolding procedure with twisted boundary conditions to form continuous bands from the discrete set of natural occupation numbers obtained from exact diagonalization [61] . The results suggest that a partitioning is indeed possible if there is a disparity in the strength of interaction felt by bands of different orbital character.
Given this choice of partitioning, our theory can be viewed as embedding a set of occupation number bands in an environment made up of all remaining bands. Keeping an entire band as a whole in the strongly correlated subspace allows us to define single-particle orbitals that feel the effects of correlations and can be transformed back and forth between k-space and real space. This is the crux of our approach. Topological invariants and many other observables are most conveniently evaluated in k-space, while there are advantages to solving the explicitly correlated many-body problem in real space if the dominant interactions are local.
A Schrödinger-like equation for the marginal factor is derived by inserting c S D = χ D Φ S |D into the original Schrödinger equation with HamiltonianĤ, multiplying on the left by Φ * S|D and summing over S and S to obtain
will be referred to as the embedding Hamiltonian. The factor H SD,S D = SD|Ĥ|S D , which can be broken down into one-body and two-body contributions, clearly induces charge fluctuations between S and D subspaces. Despite its simple appearance, the Hamiltonian in Eq. (6) is actually quite unusual in that it couples many-body configurations with different particle number, spin, etc.
The next step would be to derive the equation for the conditional factor Φ S|D , which is needed to explicitly construct H DD . However, solving the coupled equations for χ and Φ S|D in their full complexity would be tantamount to solving the original Schrödinger equation. Thus, we seek an alternative path that will determine H DD as well as the strongly and weakly correlated orbitals selfconsistently. To obtain a scheme that can be applied to real materials, we couple Eq. (5) to the following generalized Kohn-Sham (GKS) equation:
+v ext +v hxc +ŵ hxc |ψ nk = nk |ψ nk
wherev hxc =v hxc [n, ψ dk , χ] denotes a scalar multiplicative potential andŵ hxc [n, ψ dk , χ] is a nonlocal operator acting only in the subspace of strongly correlated natural orbitals ψ dk ∈ D (denoted by band index d to evoke, for instance, the d orbitals of a transition metal oxide). Botĥ v hxc andŵ hxc are functionals of the electronic density n(r), ψ dk (r), and χ D . The Hamiltonian matrix elements H DD are similarly functionals of n(r) by virtue of the Hohenberg-Kohn theorem [64] . The GKS equation can be derived by making the energy stationary with respect to variations of n(r) and ψ dk [63] .
The density is determined in a nonstandard way as
with fractional strongly correlated occupation numbers determined from the marginal factor according to f dk = χ|c † dkσ c dkσ |χ . The weakly correlated orbitals ψ nk ∈ S have occupation numbers 0 and 1, with the possible exception of orbitals with energies equal to the chemical potential, which may be fractionally occupied. In this density-functional approach, the weakly correlated orbitals become KS-like orbitals and are no longer equal to the natural orbitals. The coupling to the marginal equation enters implicitly through n(r) as well as the χ-dependence of v hxc and the matrix elements
where the energy has been partitioned as E = T s,e + v(r)n(r)dr + E hxc with an ensemble-kinetic energy functional defined through the constrained search [65] T s,e [n,
over ensembles of Slater determinants ρ s .
So far no approximations have been made. Solving Eqs. (5) and (7) self-consistently would yield the exact n(r), ψ dk (r), and χ D . To have a practical scheme, we need to specify functional approximations for v hxc (r), w hxc and H DD . For this purpose, we introduce the following approximation, which we call the Aufbau approximation, to define the conditional amplitude Φ S|D . Namely, for each configuration |D we define the Slater determinant |S built from the N S = N − N D lowest energy weakly correlated orbitals subject to the conditions that (i) theŜ z eigenvalues satisfy M S + M D = 0 and (ii) the quasimomentum eigenvalues satisfy K D + K S = 0 (additional symmetries could also be imposed at this stage). Since the multi-index D uniquely determines S as long as the weakly correlated orbitals are nondegenerate, there is a function s(D) such that S = s(D). Thus, we define
Since |S is a Slater determinant of KS-like orbitals, Eq. (11) allows us to construct H DD as well as the total energy as implicit functionals of the density. Thus, we have specified an approximation that can be applied to real materials without further functional development. The strongly correlated orbitals ψ dk can be determined either by direct minimization of the energy or by derivingŵ hxc and solving the GKS equation. Similar to many topological invariants [38] , the manybody macroscopic polarization can be evaluated in terms of the ground state of a twisted Hamiltonian, i.e. with an artificial flux [66] . In the Aufbau approximation, the many-body geometric phase of the twisted ground state is
where α is the twist parameter (flux) and u nkσ (r) is the periodic part of the Bloch function ψ nkσ (r). The first term is the many-body geometric phase formula [66] [67] [68] applied to the marginal factor, while the second term is a |χ D | 2 -weighted sum of single-particle contributions [69] .
Although solving the many-body Schrödinger equation in Eq. (5) remains a challenging task, especially in higher dimensions, it is worth emphasizing that the EF method has brought the original problem to a point where established many-body techniques can be applied, while retaining the coupling to all remaining electronic degrees of freedom of the solid. Further simplifications can be made if the marginal equation is transformed to a basis of Wannier functions constructed from the strongly correlated Bloch orbitals.
Before pursuing calculations of topological phases in real materials, it is desirable to test the theory in a case where it can be compared with benchmark calculations. To this end, we calculate the topological phase diagram of a multiband ionic Hubbard model, comprising two s bands and two d bands:
To study the behavior of bands with disparate interactions, we take the s electrons to be noninteracting. The hopping amplitudes depend on the sublattice displacement ξ according to t s,ii+1 = t s1 = t 0 − 2g s ξ for i =odd and t s,ii+1 = t s2 = t 0 + 2g s ξ for i =even and similarly for t d,ii+1 . The onsite potentials are staggered, i.e. s,i = ∆ s for i =odd and s,i = −∆ s for i =even and similarly for d . The s and d bands are coupled by a hopping term
This model has a band insulator to Mott insulator tran-sition at a critical value of the Hubbard parameter U , as observed in the corresponding single band model [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] . We also include a crystal field term
to break particle-hole symmetry. By varying ∆ sd , we control the filling of the d band and study the effect of band-filling on the quantum phase transition. We are effectively using the weakly correlated "spectator" band to dope the strongly correlated band (reminiscent of carrier doping of the CuO 2 planes in cuprate superconductors [84] ). Previous studies involving variable band-filling in multiband Hubbard models, e.g. in connection with the orbital-selective Mott transition [85] [86] [87] [88] [89] [90] and strongly correlated superconductivity [91] , have tended to treat higher symmetry scenarios with the same value of intraband U for all bands and additional interband and exchange interactions. Our main motivation is to study the effects of band filling and interband fluctuations on topological phase transitions and the macroscopic polarization. The calculation of the topological phase diagram as a function of U and ∆ sd will be a stringent test of our theory.
We start by discussing the model from the meanfield perspective. The interaction-driven spin symmetrybreaking transition upon increasing U is depicted in Fig. 1a-c . In the paramagnetic phase (Fig. 1a) , the smallest band gap is of d character even though ∆ s < ∆ d because the d gap is renormalized by interactions. At a critical value of U , the ground state changes from paramagnetic to antiferromagnetic. The occupied down-spin bands (Fig. 1c) are downshifted and their orbital character near the zone boundary changes. The gap in the dorbital up-spin bands (Fig. 1b) is instead strongly renormalized. The closing of this gap as the critical point is approached from above drives the transition to the paramagnetic phase. A different scenario is found for the crystal field-driven transition (Fig. 1d-f) , where U is held fixed and ∆ sd is increased. Here, the gap-closing defining the critical point occurs between bands of different orbital character (see Fig. 1e ).
Now we turn to the phase diagram obtained from our theory in the Aufbau approximation. Since the s band is noninteracting in our model, we can avoid solving the GKS equation. Instead, we minimize the energy of the Aufbau wave function with respect to all orbitals (strongly and weakly correlated) and χ. This procedure results in fractional occupation numbers for the weakly correlated orbitals, which can therefore no longer be identified with a noninteracting KS system with a local potential. Nevertheless, since their occupation numbers are all very close to 0 or 1 (see Fig. 3 ), the result is essentially identical to the result of solving the GKS equations with integer-occupied weakly correlated orbitals. The phase transitions signal a discontinuous change in the macroscopic polarization P = −(e/2π)γ, which is a topological invariant quantized to P = 0 or e 2 mod e by the parity symmetry of the model. Similar behavior is well known in single-orbital ionic Hubbard models in one and two dimensions [71, 73, 76] . Strictly speaking, we should identify the strongly correlated phase we observe in our finite calculations with periodic boundary conditions as a bond-ordered (BO) phase [74] , as the small finite ξ = 5 × 10 −5 we use in our calculations introduces a symmetry breaking perturbation that stabilizes the BO phase and our 12-site Born-von Karman cells are too small to distinguish the BO and MI phases [78] . The Aufbau solution agrees well with the one obtained by numerical exact diagonalization (red dots); see the Supplemental Material for further details [92] .
The BI-MI transition is reflected in the paramag-netic to antiferromagnetic mean-field phase boundaries (dashed gray curves), which roughly follow the BI to MI transition of the correlated solution. However, a second symmetry-restoring transition is reached when ∆ sd is further increased. For U = 0, the crystal field-driven transition occurs at exactly ∆ sd = 1 2 (∆ s + ∆ d ) = 1.80 eV, as correctly reproduced in the mean-field solution. The intercept deviates slightly in the Aufbau approximation, which does not become exact in the limit U → 0 because it does not capture all t sd -induced interband charge fluctuations. At the symmetry-breaking transition, the geometric phase of the down-spin d-orbital valence band γ d↓ = π/a −π/a i u dk↓ |∂ k u dk↓ dk jumps from π to 0 as ∆ sd (or U ) is increased. At the symmetry-restoring transition, γ d↑ jumps from π to 0. No such additional transition is observed in the Aufbau solution in the investigated range, although more transitions may occur when the d band is further emptied for larger ∆ sd .
The change in the topological invariant from the BI to MI phase coincides with a change in the topology of the natural occupation number bands as shown in Figure 3 . The strongly correlated occupation number bands develop a crossing at the zone boundary, which implies a natural occupation number "band inversion". We have also observed this phenomenon in the Rice-MeleHubbard, and it is similar to the purity-gap closing studied in the quench dynamics of ultracold atoms [93] . With respect to other descriptors of the transition, the natural occupation number bands have the virtues that they build in the crystal symmetries through their symmetry properties and those of the natural Bloch orbitals and they can be straightforwardly extended to probe realtime dynamics. Further studies of natural occupation number bands in quantum critical systems and in the presence of spin-orbit interactions are called for.
The solution of the embedding Schrödinger equation, where different charge states are combined into a single state vector |χ , is fundamentally different from the solution of an effective d-electron Hamiltonian with bandfilling controlled by a chemical potential. While in the former case the phase boundaries can be detected by discontinuous π-jumps, the mean-field geometric phase of the latter is blind to the paramagnetic-antiferromagnetic transition [92] . This underscores the usefulness of an EF approach built on pure states for the detection of topological phase transitions.
In summary, a novel embedding theory based on a Fock space factorization has been found to reproduce the topological phase diagram of a strongly correlated multiband system. Calculations based on the proposed Aufbau approximation, which uniquely links the weakly correlated electrons to the configuration of the strongly correlated electrons, can be expected to aid the ongoing search for novel strongly correlated materials.
Note added. We recently became aware of related work by Lacombe and Maitra that also develops an exact factorization-based embedding method. 
