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Abstract 
Given a graph G = (V, E) and a real weight for each vertex of G, the vertex-weight of a 
matching is defined to be the sum of the weights of the vertices covered by the matching. In 
this paper we present a linear time algorithm for finding a maximum vertex-weighted matching 
in a strongly chordal graph, given a strong elimination ordering. The algorithm can be specialized 
to find a maximum cardinality matching, yielding an algorithm similar to one proposed earlier 
by Dahlhaus and Karpinsky. The technique does not seem to apply to the case of general cdgc- 
weighted matchings. 0 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
The purpose of this paper is to present a linear-time algorithm for finding a maxi- 
mum vertex-weighted matching in a strongly chordal graph, given a strong elimination 
ordering. 
We consider simple finite undirected graphs G = (I’, E). The number of vertices of 
G is denoted by n and the number of edges by M. 
A subset M of edges of G(M C E) is a matching if no two edges in M are adjacent, 
i.e., share a vertex. If an edge e = VW belongs to a matching M, we say that M covers 
the vertices v and w. 
Given a real weight for each vertex of G, the vertex-weight of a matching A4 
is defined to be the sum of the weights of the vertices covered by M [6]. There- 
fore, a maximum vertex-weighted matching is one which has the maximum 
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A- LOE: 211212, ‘u19J3, vZv3,~3~4,~4’% 
Vl 213 v4 215 
Fig. 1. LOE - a lexicographical ordering of the edges of a strongly chordal graph, given a strong elimination 
ordering of its vertices. 
vertex-weight among all possible matchings of G. If all the weights are equal, a max- 
imum vertex-weighted matching is simply a maximum cardinality matching, i.e., a 
maximum matching. 
Let ~1,29,,..., v,, be an ordering of the vertices of G = (V, E). Then ei, e2, . . , e, is the 
lexicographic ordering of the edges (LOE) of G, with respect to the given ordering 
~1, ~2,. . . , V, of vertices, if for any two edges ei = ai, viz, with il < i2, and ej = vj, vj2, 
with ji <j2, we have i < j if and only if il <j,, or il = jl and i2 <j2 (see Fig. 1). 
The lexicographic ordering of edges can be extended to any ordered sets of edges: 
Given two ordered edge-sets Et = (ei,, eh,. . . , ei,), with il < i2 < . . ’ <i,, and Ert = 
(ej,,ei,,..., ejs), with ji < j2 < . . . <j,, we say that E’ is lexicographically less than 
E”(and we write E’+ E”) if there is an integer t > 0, such that ik =jk, for k = 1,. . . , 
t - 1, and ir<jt. 
For Vi, Vj E V, we denote Vi N Uj when i =j or ViVj E E (Vi adjacent to Vi). Similarly, 
for ei, ej E E, the notation ei N ej means i =j or ei adjacent to ej. If there is not ambi- 
guity, we prefer to write i-j, instead of Ui N Vj or ei N ej. We write conjunctions Of 
the adjacency relation N with other relations such as <, <, > , 2, so that, for instance, 
iFj means i-j and i>j. 
An ordering vi, ~2, . . . , v, of V is a strong elimination ordering (SEO) of G if, for 
all i, j, k and 1, with i < j, k < 1 and j -k N i N 1, we have j - 1. A graph is strongly 
chordal if and only if it admits a SE0 [2]. 
We will give a linear-time algorithm for finding a maximum vertex-weighted 
matching in a strongly chordal graph, given a SEO. We begin in Section 2 by present- 
ing an integer linear programming formulation of our problem, and discussing it in the 
context of complementary slackness. In Section 3 we describe an algorithm that solves 
our problem in this formulation. There we also prove its correctness and analyze its 
complexity. Section 4 specializes the technique to the particular problem of maximum 
matching, previously studied in [l]. 
2. ILP formulation 
Throughout this paper, we assume that G = (V, E) is a strongly chordal graph, with 
a LOE ei,e2 ,..., em, with respect to a SE0 ~1, ~2,. . , on. Let wi be the real weight 
associated to the vertex vi. TO each edge ei = vi, viz we assign the weight ci = wil + Wiz. 
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Fig. 2 
Then the vertex-weight of a matching A4 is w(M) = Ce,EM ci. We also define, for 
each i, the set Ei={e, Ijsi}. 
Lemma 1. Let MCE. Zf \MnEiI<l f or i = 1,. . . , m, then M is a matching. 
Proof. Suppose M is not a matching. Then there are two distinct adjacent edges 
ei, ej EM. Without loss of generality, we can assume j >i. Therefore j yi, that is, 
e.i E E,. Then (ei, ej} C M n Ei and, therefore, lM n Eil > 1. C; 
Lemma 2. Let M’ be a matching. Then there is a matching M, with w(M) = w(W), 
such that IMnE,IGl for i=l,...,m. 
Proof, Let M’ be a matching. If M’ satisfies the desired condition, take M =M’. 
Otherwise, let i be such that lM’C7 Eil > 1. Then there are two distinct edges ej, ek EM’, 
such that j 7 i and k 5 i. Without loss of generality, suppose j < k and ei = v~vq, with 
p <q. Then, ej = v~v,. and ek = vqvs, where q<r and PCS, because er,ez,...,e, is a 
LOE and j <k (see Fig. 2). 
Since VI, ~2,. . , v, is a SE0 and r N p N q -s, then r-s. Moreover, v,v, E E, since 
r #s. Define a new matching M” = M’ - ej - ek + ei + v,+, which covers the same 
vertices and has the same weight. Considering M’ and M” ordered subsets of E, note 
that M”+ M’, because i < j < k. 
Therefore, if IM’ n EiI > 1, for some i, it is possible to generate a new matching M” 
lexicografically less than M’ with the same vertex-weight. Repeating the process, from 
M”, by a finite number of times, we can construct a matching M lexicographically 
minimum, with w(M) = w(M’). Then for this M, we have lkf n Ejl < 1 for i = 1,. , m. 
u 
Corollary 1. Every strongly chordal graph has a maximum vertex-weighted matching 
MCE which satisJies IMnEiIdl for all i=l,...,m. 
Now we are ready to formulate our ILP model. To every edge ei assign a variable 
xi ~(0, l}. Then a solution of the following integer linear program gives a maximum 
vertex-weighted matching in a strongly chordal graph. 
(P) maximize 5 CiXi, 
I=1 
subject to c X, d 1, j=l,...,m, 
izj 
xi E (0, l}, i= l,...,m. 
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Indeed, M = {ei 1 xi = 1) is a maximum vertex-weighted matching, Note that 
w(M)=Czi cixi and IMnEi] = Cigjxi. H ence, the constraints of (P) force M to be 
a matching, and the objective function maximizes its vertex-weight. 
The linear relaxation (p) of(P) is obtained when the integrality constraints xi E (0, 1) 
are replaced by xi 2 0. The dual problem of (p) is 
m 
(D) minimize c Zj, 
j=l 
subject to Czj>ci, i= l,..., m, 
.izi 
Zj30, j= I,...,m. 
3. The algorithm 
A subset S 2 V is an independent set in G if any two vertices of S are not adjacent 
in G. With this concept in mind, we can say that a matching is an independent set of 
edges. 
We intend to show that a procedure similar to one proposed by Farber [2] for finding 
a maximum weight independent set in chordal graphs can be used to find a maximum 
vertex-weighted matching in strongly chordal graphs. 
The strategy to solve the problem consists of finding a pair of solutions that verify 
the constraints of (p) and (D), and also satisfy the complementary slackness con- 
ditions. Moreover, the solution of (p) will be integer and, therefore, an optimum 
for (P). 
The algorithm first generates a greedy solution of (6) and then uses it to find a 
solution for (P). In the first stage (dealing with the dual), the edges are scanned in 
the order ei,ez,...,e, of the LOE. When the edge ei is scanned, we assign to the 
variable zi just the minimum necessary to bring that dual constraint associated to ei 
into feasibility (possibly zero). In the second (primal) stage, we scan the edges in 
inverse order e,, e,_ 1, . . . , el . When ej is scanned, we assure that if zj >O then the 
primal constraint associated with ej should be satisfied with equality. If necessary, we 
let Xj = 1 to assure this. 
Algorithm 1. 
Input: A strongly chordal graph G, a SE0 vi,v2,. . . ,v, of G, and vertex-weights 
w,w2,...,w,. 
Output: A maximum vertex-weighted matching M = {ei :xi = l} given by a solution 
to (P). 
Construct the LOE ei, e2 , . . . ,e,,, of G with respect to vi,v2,. . . ,v, 
(*Dual Stage* ) 
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For i= 1,2,...,m do 
let e; = Vi, v,~ and ci = wi, + wi2 
Zi = max 
1 ) 
0, Ci - C Zj 
j?i 
(*Primal Stage* ) 
For j=m,m- l,...,l do 
lf CG, X, =0 and zj>O 
then x,~ = 1 
else X,j = 0 
The validity of the algorithm is established considering the duality between (p) 
and (D). 
Theorem 1. Algorithm 1 finds a maximum vertex-weighted matching. 
Proof. We clearly have Xi E (0, I}. Thus, it remains to prove that x = [Xi] and z = [zl] 
satisfy the constraints of (p) and (D), respectively, and that they satisfy the comple- 
mentary slackness conditions. 
Feasibility of dual solution: For each i, by the choice of zi, we have zi 20 and 
Ci-CjziZjdO. 
Feasibility of primal solution: If Xi =Xj = 1, clearly ei is not adjacent to ej. Since 
Xi E (0, 1 }, it follows that xi y j Xi < CiNjXi < 1, for all j = 1,2,. . . , m. 
Complementay slackness: If x~>O, then Zi >O, whence ci = cj 2 i~j. On the other 
hand, when zj > 0 then xi g j Xi 3 1 
Theorem 2. Given a SEO, Algorithm 
Proof. During the construction of the 
and equality follows from primal feasibility. 
1 halts after O(n + m) operations. 
LOE, for each t.?k with degree d(vk), we con- 
sider other O(d(vk)) vertices. So this step takes O(Ci,, d(vk)) = O(m) time. The dual 
stage can be implemented by defining, for each Uk, a counter L(k), initially zero, which 
stores (at the begining of each iteration i = 1,2,. . . , m) the sum of all variables zj, with 
j 2 i restricted to the edges incident to vk. So, when we consider ei = vi, oil, we let 
zi =max{O,q - L(it) - L(i2)) and we add zi to L(il) and L(i2). Thus, the initializa- 
tion is done in O(n) time and the iterative step in O(m). The primal stage is also 
done in linear time, provided we keep, for each uk, a flag S(k) E (0, l}, such that 
S(k) = 1 if and only if Uk is covered. Initially, we set S(k) = 0 for each Vk, which 
takes O(n) operations. Thus for each ei = vi, viz, if S(Vi, ) = S(Vi2) = 0, we let Xi = S(C,, ) = 
S(vi2) = 1; otherwise, we let Xi = 0. It follows that the iterative step is done with O(m) 
operations. C 
We note that a SE0 of a strongly chordal graph can be found in O(m log n) [4,7] 
time. Thus, the maximum weight-vertex matching can be solved in O(m log n) time 
in this class of graphs. 
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4. Maximum matching 
We now observe that when all the weights assigned to the vertices of the graph are 
equal, the problem considered is simply the problem of finding a maximum matching. 
For simplicity, let us assume that wi = 0.5, for i = 1,2,. . . , n, which implies ci = 1, 
forj=1,2,..., m. In this case, we note that the next result follows from Algorithm 1. 
Lemma 3. For all i, xi =zi. 
Proof. Since all the weights are integer values, each zi is a non-negative integer. And, 
if xi = 1, then zi >O. Hence, xi <zi. Also, as we have Cy=, (xi -zi) = 0, it follows that 
Xi =Zi, for all i. 0 
By the above considerations we can make the following simplifications in 
Algorithm 1. Since zi = max{O, 1 - cj Y izi}, we have zi > 0, that is, zi = 1, when 
zj = 0, for all j z i. Moreover, the dual stage can be expressed in terms of the primal 
variables. 
After such modifications we obtain Algorithm 2, similar to one proposed by 
Dahlhaus and Karpinsky [l], that has a structure identical to the procedure described 
by Gavril [3] for finding a maximum cardinality independent set in a chordal graph. 
Algorithm 2. 
Input: A strongly chordal graph G and a SE0 vi, 14,. . . , v, of G. 
Output: A maximum matching M of G determined by those edges ei with xi = 1. 
Construct a LOE el, e2, . . . , e, of G with respect to vi, 1.2,. . , v, 
For i= 1,2,...,m do 
If cjyiXj=O 
then xi = 1 
else Xi = 0 
Unfortunately, the algorithm cannot be directly generalized to solve the maximum 
matching problem with arbitrary weights assigned to the edges, because Lemma 2 is no 
longer valid in this case. For example, suppose that the weights of the edges in Fig. 3 
are proportional to their lengths in the drawing. Then, the single maximum matching 
is formed by the edges vi v4 e vzvs, so that the statement of Corollary 1 is not satisfied 
by the edge 211212, now considering edge-weights. 
Fig. 3. 
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5. Conclusions 
It is known that the maximum matching problem, in an arbitrary graph, can be solved 
in O(mJi;) time [5]. However, it has been shown that this complexity can be reduced 
to O(m log n) time in strongly chordal graphs. Moreover, when a SE0 is known a 
priori, the problem turns out to be linear. 
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