In this paper, we present a deep learning method for single infrared image stripe noise removal. Our method is denoted as a deep convolutional neural network (CNN) that takes the noisy image as the input and outputs the clean image. The deep CNN consists of two components: 1) image denoising, substantially removing the stripe noise but losing details, 2) image denoising and super resolution, completely eliminating the residual stripe noise and restore details. Our deep CNN exhibits excellent image denoising and detail preserving performance. Meanwhile it achieves fast speed for real-time image processing. Experiments study the relationship between model parameter settings and model performance.
Introduction
The stripe noise (SN), which gradually appears as ambient temperature changes and the camera's internal temperature increases, is an urgent problem [1] . In order to solve the problem, researchers have proposed two types of methods. One type is calibration-based method [2] , [3] , which interrupts the image operation and affects user's observation of the target, especially in military applications. Another type is scene-based method [4] - [9] , which has some limitation conditions, such as the high-precision registration and the random scene. Therefore, removing the stripe noise in a single frame by strong prior information is currently the main research direction. Recent state-of-the-art methods mostly exploit a prior information existing between adjacent columns of the image.
The midway histogram equalization (MHE) is one of the representative stripe noise removal (SNR) methods [10] . This method assumes that single columns carry enough information by themselves. The images being continuous, the difference between two adjacent columns is statistically small, implying that two neighboring histograms are nearly equal. So the histogram of each column can be transported to the midway of histograms of neighboring columns. This method works well for removing the slight stripe noise, but cannot remove the stripe noise which forms low frequency noise on the space. For instance, due to slow transformation in the time domain, stripe noise makes up the low frequency noise in the spatial domain. When we compute a new cumulative histogram for a column in the area of the low-frequency noise, the adjacent columns are always in a low-frequency area that makes no contribution to the stripe noise removal method. Therefore, the low-frequency stripe noise is retained. In addition, the histogram of each column is replaced by the midway histogram of the neighboring columns. Therefore, to a certain extent, it reduces the spatial resolution of the image and is prone to emerge ghost artifacts (see Fig. 1 ).
Similar to MHE, Total variation (TV) [11] is to add the constant to each column of the image and then minimizes the difference between two adjacent columns to optimize the constant. They exploit the information between adjacent columns to filter out the noise and their operation on the images can be considered as the row convolution kernels. Meanwhile, the method in [12] uses a convolutional neural network including some square convolution kernels to effectively restore image detail. Inspired by this fact, we consider a convolutional neural network containing image denoising (using row convolution kernels), image denoising and super resolution (using square convolution kernels). Our approach differs fundamentally from current existing methods, in that ours does not need to learn any prior information in advance and preserves details. These prior information is automatically obtained by learning.
We name the proposed model Stripe Noise Removal Convolutional Neural Network (SNRCNN 1 ). The proposed SNRCNN has some attractive properties. Firstly, our method produces superior restoration quality. Fig. 1 shows an example of a comparison with other state-of-the-art methods. Secondly, our approach achieves fast speed for real-time image processing. Compared with other methods, our method does not need to optimize the parameters, which have already been obtained through learning. Thirdly, experiments suggest that the network performance may be further boosted using more training samples, and a larger and deeper model.
In general, the contributions of this paper are as follows: 1) We propose a fully convolutional neural network for stripe noise removal. To our knowledge, it is the first to use a deep learning method to eliminate the stripe noise. 2) We pioneer the combination of image denoising and SR for stripe noise removal. Compared with the state-of-the-art methods, our method can greatly preserve details. 3) We show that deep learning can be used to solve the traditional problem of stripe noise.
Compared with the state-of-the-art methods, our method achieves superior restoration quality and speed.
The remainder of this paper is as follows. Section 2 briefly introduces the related work. Section 3 presents the deep convolutional neural network for stripe noise removal. Experiments in Section 4 study the relationship between model parameter settings and model performance. Section 5 concludes.
Related Work

Image Denoising Methods
Currently, image denoising methods mainly exploit the self-similarity property of the pixels in images. Five most representative methods are Total Variation (TV), MHE, Guided Filter (GF) [13] , Non-Local Means (NLM) [14] and Block Method of 3-Dimension (BM3D) [15] .
TV method considers that the energy function of each column is very small and the adjacent columns have the same pixel value. MHE method assumes that single columns carry enough information by themselves and two neighboring histograms are nearly equal. GF method takes the raw data as its input and guidance images, and smooths similar pixels within a row window. NLM reduces the noise of zero-mean Gaussian white noise by weighted averaging these self-similar blocks to estimate the center of the reference block. Although NLM has achieved a great denoising effect, the protection for the structural information in original images is still not enough and the time complexity is relatively high. In [15] , a three-dimensional block matching algorithm is proposed based on the similarity between image blocks. BM3D supposes that patches in a stack are variants of a same patch, and thus the variations between these transformed patches and the ideal patch (in the transformed domain) should also be sparse. The author in [17] propose an algorithm based on grayscale succession to eliminate stripe noise in infrared images. The method utilizes a local window and grayscale succession between the adjacent row pixels to obtain the parameters, which can be more accurate by setting adaptive threshold. However, the setting of the threshold depends on experience and may be reset for different infrared images.
However, in the infrared field, the details of the infrared image are weaker than that of the visible image. When we use TV, GF, NLM and BM3D methods to remove the stripe noise in the infrared images, it is easy to lose the structure information in the images.
Deep Convolutional Neural Network for Stripe Noise Removal
Deep CNNs have recently shown a huge research hotspot due to its excellent performance in image processing, such as image classification [17] , [18] , target detection [19] - [21] , face recognition [22] and super resolution [13] . Through deep learning, the network automatically learns all kinds of prior information of images and saves them in hidden layers. One of the most representative applications is image SR using deep convolutional networks [13] . Our method is also inspired by this successful implementation and uses it to cope with the problem of losing details in stripe noise removal.
Neural Network for Stripe Noise Removal
Formulation
Consider a single clean normalized image X , we first add a stripe noise of a Gaussian distribution with zero mean and standard deviation of 0.02 to obtain a noisy image. The noisy image is defined as Y . Our purpose is to get from Y the image M(Y ) that removes the stripe noise and preserve details. The function M theoretically consists of two operations: 1) Image denoising: this operation uses a layer to filter the image Y. Note that the convolution kernels in this layer are row vectors. After filtering, we get a set of feature maps, of which the stripe noise and the solution are greatly reduced. 2) Image denoising and super resolution: this operation uses two layers to process the above feature maps. Note that the convolution kernels in both layers are square. The first layer nonlinearly extracts patches from the feature maps and generate another set of feature maps, of which the stripe noise is future reduced and the solution is improved. The second layer groups together the low-noise and high-resolution feature maps to generate the final low-noise and high-resolution image. The above two operations constitute a convolutional neural network. Fig. 2 illustrates this network in detail. Next we formulate each operation.
Image Denoising:
As shown by the state-of-the-art methods, each prior information can be considered as a row convolution kernel. In our formulation, the first layer is consisted of a set of row convolution kernels that will be optimized into the network learning. Formally, the first layer is formulated as:
where W 1 stands for the filters, B 1 represents the biases and ' * ' is the convolution operation. Note that the size of each filter is c × 1 × f 1 , where c represents the number of channels of the image, the number 1 denotes the height of the filter and f 1 is the width of the filter. In this paper we only use gray-scale images for training, so c is set to 1. We adopt n 1 filters to convolve the image, and get n 1 feature maps corresponding to the filters. B 1 is an n 1 -dimensional vector, whose each bias is added to the corresponding feature map. We use an activation function called Rectified Linear Unit (max(0, x)) [23] on the feature maps. We can add more row convolutional layers to weaken the stripe noise. But it will aggravate the detail lost and thus requires more square convolutional layers to restore details at the cost of training time.
Image Denoising and Super Resolution:
The first layer generates a set of feature maps. In the second operation, we apply two convolutional layers to nonlinearly map each feature maps into the final image. The two layers are expressed as follows:
Here W 2 corresponds to n 2 filters of size n 1 × f 2 × f 2 , and W 3 contains a filter of a size n 2 × f 3 × f 3 . B 2 represents a n 2 -dimensional vector and B 3 is a c-dimensional vector. We use a set of square convolution kernels to further eliminate the residual stripe noise in the feature maps and restore the details, and generate n 2 low-noise and high-resolution feature maps. Finally, we use a filter of a size n 2 × f 3 × f 3 to produce the final image.
Interestingly, although stripe noise removal and super resolution belong to two different image processing, they can all be considered as a convolution operation. We combine them by a convolutional neural network (Fig. 2) . In this network, all the parameters are optimized by training. We detail the training in the following section.
Training
This section we detail the optimization of the network parameters
The parameters are updated by minimizing the loss between the original clean images X and the corresponding network output images M (Y ; θ). Given some sample images {Y i } and label images {X i }, the loss function is formulated as
where n stands for the number of training samples. The training results favor a high PSNR. PSNR is the most commonly used to measure the quality of reconstruction of the image, and is an approximation to human perception of reconstruction quality. Although a higher PSNR generally indicates that the reconstruction is of higher quality, in some cases it may not. We use other evaluation metrics, e.g., SSIM, NQM to measure the quality and also observe satisfactory results (see Section 4.3). We use stochastic gradient descent method to minimize the loss function. Especially, the weight parameters are updated with standard backpropagation as
where l ∈ {1, 2, 3} represents the number of the layers and i stands for iterations. g and p are gamma and power parameters, η is the learning rate and N is the number of the updated interval iterations of the learning rate. In contrast to [13] , our learning rate is decreasing with the increase of the iteration number. This is important for the model to converge. All other parameter settings remain the same as the parameter settings in [13] . Before training, given a set of original clean images, we first add the stripe noise with a Gaussian distribution to generate a set of corresponding noisy images. We randomly crop the clean and the corresponding noisy images to produce a set of small images. The size of the small clean images In the training phase, the small noisy images are used as the input images of the network and the network produces smaller output images, of which the size is the same as the size of the small label images. The loss function is calculated only by the difference between the pixels of the network output images and the label images. After training, the network can be used to remove the stripe noise in the images of arbitrary sizes. We train our model using the Caffe package [24] . The graphics card model is GTX 1080. 
Experiments
In this section, we examine the network performance to the network parameter settings. We first study the impact of the number of training samples on the network performance. Then we investigate the filter parameter settings like number of filters, size of the row convolution kernel, size of the square convolution kernel and number of layers. Finally, we compare the proposed approach with the state-of-the-art methods quantitatively and qualitatively.
Number of Training Samples
In this paper we use a small training set that contains 266 images downloaded from http://decsai.ugr.es/cvg/dbimagenes/. To compare the impact of the number of training samples on restoration quality, we randomly use half of 266 images as a smaller training set. The size of the input image in the network is f su b h = 59 and f su b w = 67. So we can get 62869 and 141132 training samples cropped from the 133-images and 266-images with a stride of 17, respectively. In order to distinguish between the row convolution kernel and the square convolution kernel, we add a box to the number of the row convolution kernel. The basic network parameters are set to f 1 = 9 , f 2 = 5, f 3 = 5, n 1 = 64 and n 2 = 32. The validation set contains 18 infrared images. The stripe noise we add on the training set and validation set is a Gaussian distribution of zero mean and standard deviation 0.02 and 0.01, respectively. We employ the MHE method as the baseline. The number of backpropagations is 10 −6 . Fig. 3 shows the average test PSNR curves using different numbers of training samples. More training samples mean that the network needs more training time to converge. So the average test PSNR of SNRCNN (trained on 133 images) is higher than that of SNRCNN (trained on 266 images) when the number of training is less than 1 × 10 5 . We can see that with the increase in the number of the training samples, SNRCNN trained on 266 images obtains a PSNR of 44.35 dB, which is higher than 44.18 dB obtained by SNRCNN trained on 133 images. The results show that the restoration quality can be further improved with more training samples, but the high-level visual promotion is not so obvious. It is possible that the 133 images have already contained sufficient structure information. In addition, using a larger training set requires more computer memory, in particular using ILSVRC 2013 ImageNet that contains 395909 images. Therefore, we use 266 images as the default training set in the following experiments.
Model and Performance Trade-offs
Obviously, the more the number of the layers of row convolution kernels is, the lower the resolution of the image is. On the contrary, too many layers of square convolution kernel need to spend more training time. So in this section, we will progressively modify the model parameters to explore the trade-off between image quality and speed. The basic network parameters are f 1 = 9 , f 2 = 5, f 3 = 5, n 1 = 64 and n 2 = 32. The number of training samples is set to 120000 for all experiments.
Filter Number:
Normally, increasing the number of filters in each layer can improve the restoration quality, at the cost of training time. We performed two experiments: (i) one adopts more filter numbers with n 1 = 128 and n 2 = 64, and (ii) the other uses fewer filter numbers with n 1 = 32 and n 2 = 16. We add the stripe noise of four different Gaussian distributions on the images in the validation set (see Table 1 ). All other parameter settings in the two experiments are consistent with Section 4.1. The results in Table 1 shows that it is not "the more the better". The network performance is also related to the amplitude and frequency of the stripe noise. It is mainly because that heavy stripe noise has great interference to image details, which are almost masked.
Size of the Row Convolution Kernel:
In general, the stripe noise can be further suppressed if we increase the width of the row convolution kernel, yet the details will be lost more. Specifically, the filter sizes in the second and third layers are fixed to f 2 = 5 and f 3 = 5, then we increase and reduce the width of the filters in the first layer to (i) f 1 = 11 ( 11 − 5 − 5) and (ii) f 1 = 7 ( 7 − 5 − 5). Table 2 shows the results calculated at 10 −6 backpropagations. We can observe that a larger width achieves higher PSNR values of 42.6718 dB and 40.9616 dB when the images have a serious stripe noise. On the contrary, when the images have a slight stripe noise, a moderate width of f 1 = 9 achieves the highest PSNR value. This is mainly because it achieves a trade-off between stripe noise suppression and detail losing. In most cases the stripe noise is slight, so the filter width in the first layer is set to 9 .
Size of the Square Convolution Kernel:
In this section, we examine the restoration quality to the size of the square convolution kernel. Specifically, we fix the width of the row convolution kernel in the first layer to be f 1 = 9 , while expanding the filter size of other layers to f 2 = f 3 = 7 and narrowing the filter size of other layers to f 2 = f 3 = 3. Convergence curves in Fig. 4 show that enlarge the filter size of square convolution kernel could grasp richer image detail to improve the network performance.
However, using a larger filter size will increase the running time. For instance, 9 − 3 − 3, 9 − 5 − 5 and 9 − 7 − 7 have 19296, 52576 and 102496 parameters, respectively. The number of parameters of 9 − 7 − 7 is almost twice that of 9 − 5 − 5 and five times of 9 − 3 − 3. By weighing network performance and running time, the filter sizes in second and third layers are set to 5.
Number of Layers:
Research in [29] shows that adding more layers moderately could improve CNN. Obviously, increasing the layer of the row convolution kernel means that a deeper structure is needed to deal with the problem of losing blur. Here, we only add a layer of square convolution kernel between the second layer and the third layer, which has 32 filters. We conduct two experiments, i.e., 9 − 5 − 3 − 5 and 9 − 5 − 5 − 5. The initial parameters of the additional layer remain the same with the second layer.
Convergence curves in Fig. 5 show that not all deeper network architectures lead to better network performance, which is also related to the filter size of additional layer. Although the 9 − 5 − 5 − 5 network shows better results than that of 9 − 5 − 5 network, it increases both the complexity of the model and the running time. In addition, when we try a deeper network (5 layers), we find that it is difficult to initialize the appropriate parameters to ensure convergence as shown in [30] .
Model and Performance Trade-Offs
Here, we show the quantitative and qualitative evaluation of our method against state-of-the-art approaches. The network we choose contains three layers with parameters f 1 = 9 , f 2 = 5, f 3 = 5, n 1 = 64 and n 2 = 32, and the training set contains 266 images. We add the stripe noise from Gaussian distributions with zero mean and standard deviation of 0.02 on the training set and add the stripe noise with three different standard deviations of 0.01, 0.015 and 0.02 on the test set. The number of backpropagations is 10 −6 . Comparisons: We compare our method with the state-of-the-art stripe noise removal approaches: 1) TV-total variation method [11] 2) GF-guided filter method [13] 3) NLM-Non-Local Means (NLM) [14] 4) BM3D-block method of 3-dimension [15] 5) MHE-midway histogram equalization [10] Test set: Color images in Set 5 [25] and Set 14 [26] contains more image detail than infrared images. Thus, if a good result is obtained on color images, better results are naturally obtained on the infrared images as well. Of course, we also use infrared image set that contains 18 images to evaluation the network performance.
Evaluation metrics: PSNR, structural similarity index (SSIM) [26] and noise quality measure (NQM) [28] are used to evaluate restoration quality. Tables 3-5 indicate that our SNRCNN achieves the highest scores and significantly outperforms other state-of-the-art approaches in all evaluation matrices. Meanwhile, Figs. 6-8 show the comparisons of different methods. We can clearly find that the results using TV method have the most serious detail lost and the lowest score. The results using GF method, NLM method and BM3D almost remove the stripe noise but loses detail, and the results using MHE method produce artifacts across the image. In contrast, our SNRCNN achieves the best reconstruction quality without artifacts and detail lost. Fig. 9 is the running time results of different approaches on the infrared image set with the stripe noise of the standard deviation of 0.01. All the methods are implemented by MATLAB. The results are obtained using the same computer (Intel CPU 3.4 GHz, 16 GB memory and GTX 1080). Note that we run our SNRCNN algorithm on the GPU and obtain the running time result. We can observe that the 9 − 7 − 7 network yields the highest score while the 9 − 3 − 3 network is the fastest. Our SNRCNN is superior to other state-of-the-art methods in performance and speed. Although our three different networks have similar running time, their training time is significantly different. Therefore, we need to consider the trade-off between training time and performance in practice.
Quantitative and Qualitative Evaluation: Results in
Running Time:
Conclusion
We have proposed a novel infrared image destriping method called SNRCNN. Our main contributions are to combine super-resolution and image denoising through deep learning network. Compared with existing state-of-the-art methods, our SNRCNN can generate more accurate and reliable destriping results while better preserving the detail of the infrared images. High-quality destriping results bear out the effectiveness of this method.
