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Summary
This thesis develops a multiscale keypoint detector and descriptor based on
the Dual-Tree Complex Wavelet Transform (DTCWT). First, we develop a
scale-space framework called the 4S-DTCWT that uses the dyadic decompo-
sition of the DTCWT but achieves denser sampling in scale by interleaving
several DTCWT trees, leading to reduced scale-related aliasing. This forms
the foundation for the rest of our work. Then, we present a new DTCWT
based keypoint detector (BTK), which exhibits improved spatial localisation
owing to the use of a more selective cornerness measure and keypoint locali-
sation in individual levels in the 4S-DTCWT. A number of scale refinement
approaches are investigated.
The improved keypoint position and scale localisation directly leads to
more robust image characterisation using DTCWT based visual descriptors.
We also present some ways of speeding up both the descriptor and the match-
ing computations. These changes make it possible to use the system in prac-
tical scenarios.
We develop a novel, fully automated framework for the evaluation of
keypoint detectors and descriptors. This includes a new dataset containing
3978 calibrated images from 2 cameras of 39 different toy cars on a turn-
table. The dataset, calibration images, inter-camera calibration, rotational
calibration and test scripts are publicly available. We establish ground truth
correspondences using a three-image setup, with fixed angular separation
between two of the three views, thus reducing the dependency on angular
separation when compared to conventional epipolar line search.
Various keypoint detectors and descriptors were compared with DTCWT
based methods using this framework. To the extent possible, we separated
v
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the evaluation of the keypoint detectors from that of the descriptors. The
main conclusions were that DTCWT based methods can achieve a perfor-
mance comparable, if not superior, to that of established methods. We also
showed that, although repeatability of keypoint detections falls off reasonably
steeply with change in viewing angle, conditioned on an associated keypoint
being detected at a reasonably correct corresponding location, descriptor
similarity is hardly affected by viewpoint variation.
Finally, we show how an evaluation that is based purely on the prior
knowledge of the geometry of the scene can be useful in eliminating the
inaccuracies involved in appearance based evaluations. This uses an enhanced
epipolar constraint that exploits both positions and scales of keypoints to
constrain the range of possible matches.
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Chapter 1
Introduction
For humans, recognising objects in visual scenes is an important everyday
task that we perform effortlessly. When we see an object for the first time, we
automatically identify and memorise its unique identifying visual properties.
When we see it again, we try to match its observed properties with those of
familiar or remembered objects. A similar approach has proved successful
for the automation of the process of image based object recognition on a
computer. In order to recognise a previously seen object, the computer has
to find its characteristic patterns in the image, and then match these against
a database of stored object patterns. Such characteristic patterns are com-
monly known as visual features. Features may be global or local. Global ones
are most useful for analysing scenes as a whole, while local ones are useful for
analysing parts of a scene giving more robustness to variations such as oc-
clusions, changes in viewpoint etc. The rapid development of digital imaging
has created many applications for object recognition and hence a need for
the development of fast and reliable approaches for the automatic extraction
and matching of local features. Local features provide a compact represen-
tation of characteristic patterns, which allows the efficient analysis of large
numbers of images. Besides being compact, such representations also need
to be distinctive enough to aid rapid recognition and discriminative enough
to avoid confusion between similar objects.
In this thesis, we focus on the problem of the detection and description of
1
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local features in images. We begin by describing the problem in more detail
and outlining the challenges involved in solving it. We then summarise our
work and provide an overview of subsequent chapters.
1.1 Problem definition
One of the fundamental problems in object recognition and retrieval is that
of matching image elements. Typically, we might want to search for an
object or a part of an object in thousands of images. A powerful approach
to this is to detect keypoints and match their image neighbourhoods [Lowe,
1999, Schmid and Mohr, 1997]. Keypoints are distinctive local image regions
that can be consistently detected despite a range of transformations of the
image. Keypoint descriptors encode the keypoint’s image neighbourhood in
a manner that is also invariant under these transformations [Lowe, 2004,
Mikolajczyk and Schmid, 2005]. Keypoints and their descriptors, together
called local features, tell us what is distinctive in the image and where it
is located. Not only does this greatly reduce the amount of data that the
system has to handle, it also retains the most informative parts of the image,
thus facilitating fast search and index in large databases. Local features
also provide suitable inputs for simple learning techniques for automated
recognition, classification and identification applications.
As local features must be recovered and matched consistently in the pres-
ence of image variation such as noise, changes in illumination and viewpoint,
the main challenges involved in defining and using them are:
Figure 1.1: An example image, the detected keypoint locations and scales
shown on the image. This image is a part of the CalTech Bike dataset
[CalTech, 2001].
2
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Repeatable localisation in space. Keypoints are defined by a spatial lo-
cation, a scale and possibly a local orientation in the image (c.f. Fig-
ure 1.1). They are usually located at or in the vicinity of a point at
which some image property changes significantly in two or more di-
rections. The image may be affected by one or more transformations
such as imaging noise, illumination changes and viewpoint variation.
The latter incorporates scale changes, translation, in-plane rotation
and out-of-plane rotation, all of which can be approximated locally as
affine transformations (at least for locally near-planar surfaces). In
the presence of such transformations, a keypoint should ideally be de-
tected in the exact corresponding location in the transformed image.
Any shifts in the location of the detected keypoint may cause the image
neighbourhoods (descriptors) to fail to match correctly.
Repeatable localisation in scale. In order to match objects that appear
at any scale in the image, multiscale keypoints are required. In these,
not only the position of the keypoint, but also its image scale, must
be distinctive. Each keypoint thus associates a scale with its position.
The scale measures the extent of the image neighbourhood of the key-
point that must be encoded in order for the keypoint to be matched
correctly. Corresponding keypoints must correspond at any relevant
transformation in both position and scale. The scale estimates must
be repeatable enough to give reliable matching and descriptions.
Robust local description. Given an accurate and stable keypoint in an
image, we need to encode its image neighbourhood in a robust way. The
description must be discriminative enough to be able to distinguish be-
tween visually different feature neighbourhoods, but consistent enough
to provide similar descriptions for similar neighbourhoods across dif-
ferent views of the same object or different object instances. It must
also be reasonably robust to position and scale localisation errors in
the detector.
These are generic requirements for local features. However, the details
vary depending on the application. For example, in the case of keypoints
3
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used in camera calibration with chess board patterns [Strobl et al., 2005], lo-
calisation accuracy is of prime importance while scale estimation is not very
important because the input consists only of corners and typical calibration
toolboxes do not use the scale of the keypoints at all. In object recognition
applications [Schmid and Mohr, 1997, Lowe, 2001, Mikolajczyk and Schmid,
2001], the distinctiveness of the keypoint is as important as the accuracy
of its spatial localisation. In mobile phone applications of object recogni-
tion [Lepetit and Fua, 2006, Rosten et al., 2010], the simplicity and speed
of keypoint matching is paramount, whereas in oﬄine panorama stitching
[Brown and Lowe, 2007, Schaffalitzky and Zisserman, 2002], the accuracy of
keypoint matching is most important, whereas speed is of secondary impor-
tance because the process is run only once. Our work focuses on the generic
requirements. We shall use the term feature characterisation to include key-
point detection, keypoint description and keypoint descriptor matching in
big databases.
1.2 Contributions
This project aims to solve two interlinked problems: The first is that of
accurate, repeatable feature characterisation. There exist other (very good)
feature characterisation methods, but they are all based on the Gaussian
scale space. As an alternative to the Gaussian pyramid, we use the Dual-tree
Complex Wavelet Transform, which has similar computational complexity
but better directional selectivity, as the basis for our work. The second
problem relates to ways of testing the performance of feature characterisation
methods. In order to create a good feature characterisation method, one
needs a reliable and informative way of testing it. Once we have this, we can
find and overcome weaknesses in the method and come up with a reliable
overall solution to the problem. Hence we created a fully calibrated dataset
specifically for the purpose of automatically evaluating keypoint methods in
a full 3D environment. The main contributions of this work are:
4
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BTK: A new wavelet based keypoint detector and descriptor
Although wavelets have proven very successful for image compression, image
coding, denoising and deconvolution, there has been little work on using them
for local feature based image matching. Similarly, although some phase-based
approaches do exist, ([Carneiro and Jepson, 2007], for example), most of the
existing work on multiscale keypoint detection is based on conventional real
representations such as Difference of Gaussian decompositions [Lowe, 1999,
Mikolajczyk et al., 2005], rather than wavelets or complex representations.
Here, we develop an approach to multiscale keypoint matching based on
the Dual-Tree Complex Wavelet Transform [DTCWT]. Our approach im-
proves upon its predecessors [Fauqueur et al., 2006, Kingsbury, 2006] in the
following ways:
• Our method is based on a densely sampled scale-space pyramid called
the 4S-DTCWT that achieves a major reduction in scale-related alias-
ing.
• We present a new keypoint detector (BTK) based on the 4S-DTCWT.
This has improved spatial localisation and better scale estimation owing
to the use of a better cornerness measure and keypoint localisation in
individual levels.
• The denser sampling in scale in the scale-space pyramid and the im-
proved scale estimates from the detector lead directly to more robust
visual descriptions. We also present some ways of speeding up both
the descriptor and the matching computation to make it more suited
to use in practical settings.
Automatic 3D evaluation of keypoint detectors and descriptors
We develop a novel, fully automated framework for evaluating keypoint de-
tectors and descriptors. This has the following advantages over previous
evaluations:
• It is based on a new dataset containing 3978 calibrated images from
two cameras of 39 different toy cars on a turn-table. The dataset, the
5
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calibration images, inter-camera calibration, rotational calibration and
the Matlab test scripts are available at http://www-sigproc.eng.cam.
ac.uk/imu.
• To the extent possible, we separate the evaluation of the keypoint detec-
tors from that of the descriptors. We also show that, conditioned on an
associated keypoint being detected at a reasonably correct correspond-
ing location, the descriptor similarity is hardly affected by viewpoint
variation. On the contrary, the repeatability of most keypoint detectors
falls off rapidly with changes in viewpoint.
• Our method of establishing ground truth correspondences differs from
conventional epipolar line search in that it is less dependent on angular
separation between the reference view and the test view because we use
a three-image setup. It is also independent of any descriptor because we
use normalised cross correlation to establish correspondences between
the reference view and an auxiliary view and they have a fixed angular
separation throughout the evaluation.
• Finally, we present an enhanced epipolar matching constraint that is
useful for eliminating the uncertainties involved in conventional epipo-
lar line search based evaluations.
The development of the keypoint detector and descriptor is described in
Chapters 3–4 and the evaluation work is described in Chapters 5–6.
1.3 Outline
In Chapter 2, we review prior work on feature detectors and descriptors.
Then we describe the Dual Tree Complex Wavelet Transform, explain its
applicability to local feature extraction and review existing work in this area.
Finally, we provide an overview of the methods used to evaluate feature
detectors and descriptors on 2D and 3D scenes. We identify the areas in
which more work is needed and use this to guide us through the remainder
of the thesis.
6
Introduction
InChapter 3, we explain the concept of scale and describe the motivation
for formation of our 4S-DTCWT scale-space. This is followed by a discussion
of the problems of and solutions for sampling in scale while keeping the
computation practical and efficient. We then introduce our new keypoint
strength measure and detail our 2D keypoint detection technique that is
based on this and the 4S-DTCWT scale-space. The remainder of the chapter
explains different methods for estimating the scale of the keypoint, presents
a qualitative evaluation of the methods discussed and finally, presents an
overview of the preferred configuration of our keypoint detector.
Chapter 4 describes our keypoint descriptor in detail and suggests ways
of improving the efficiency of the descriptor and descriptor matching compu-
tations.
Chapter 5 presents the Cambridge toy cars dataset, a new 3D dataset
that we created to facilitate appearance-based evaluation of keypoint de-
tectors and descriptors. We detail the geometry of the setup and the test
framework, followed by a quantitative evaluation of the repeatability of our
keypoint detector and descriptor alongside a selection of competing methods.
We also present quantitative results for some of the important configuration
decisions regarding the keypoint detector, as discussed in Chapter 3.
In Chapter 6, we present an alternative method for evaluating keypoint
detectors. This geometric method differs from the method used in Chapter 5
in the sense that it incorporates constraints on keypoint scale as well as spa-
tial position. We explain the problem and sketch the theory briefly, followed
by a description of the experiments and results.
Finally, in Chapter 7, we draw conclusions and discuss possible areas
for future work.
Chapters 3, 4, 5 and 6 describe the author’s work, except where stated.
Appendices B, D and E.2 describe collaborative work. The contributions of
the authors are listed in footnotes in each appendix. Appendix A has been
included for completeness. Appendices C and E.1 provide helpful implemen-
tation details.
7
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Chapter 2
Prior work
In this chapter, we review the state-of-the-art in keypoint detection, descrip-
tion and matching. We also review previous work on evaluating keypoint
methods and explain the limitations of these methods.
2.1 Feature extraction techniques
Points, lines or regions in an image that are sufficiently different from their
neighbourhoods are called key features [Marr, 1982]. They may or may not,
by themselves, give a complete visual description of an object [Marr, 1982],
but ideally the key features describe the object sufficiently for it to be distin-
guished from other objects. Feature detection is used in the early stages of
most computer vision tasks. It is usually followed by the use of some higher
level heuristics or application-specific knowledge in order to make meaningful
inference. Here we review a selection of local feature detection and descrip-
tion methods that represent the current state-of-the-art. This is by no means
an exhaustive list of the early-vision techniques used in object recognition,
however, it will suffice for the discussion of our work.
2.1.1 SIFT detector and descriptor
Scale Invariant Feature Transform [SIFT] [Lowe, 1999, 2004] is a robust in-
terest point detection, description and matching scheme. It is invariant to
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translation and rotation and handles some degree of affine variation as well.
The detector finds blob-like structures in the images that have a clear inside
and outside and that hence tend to be well-localised in both position and
scale.
Difference-of-Gaussian detector
The idea of using a scale-space representation for the analysis of images is
due to [Marr and Hildreth, 1980] and [Witkin, 1983]. In [Koenderink, 1984]
(also later in [Babaud et al., 1986] and [Lindeberg, 1994]), it was shown that,
under the constraint that no extraneous detail is generated as the resolution
is decreased, a Gaussian kernel is the only one-parameter (resolution being
the parameter) solution to the problem of creating a viable scale-space. SIFT
builds on these findings.
The scale-space representation of an image is formed by progressively
smoothing the image with a Gaussian kernel and using the difference of
these successive levels (Difference-of-Gaussian) to efficiently approximate the
Laplacian-of-Gaussian1 function. The image is also decimated by a factor of
two every time the width of the Gaussian kernel changes by a factor of two
(i.e. at each octave). If I(x, y) is the image intensity at location (x, y) in
image I andG(x, y, σ) = 1
2piσ2
exp{−(x2+y2)/2σ2} is the Gaussian smoothing
kernel of width σ, then in the scale space representation, the smoothed image
at level σ, L(x, y, σ) is given by,
L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (2.1)
where ∗ represents the convolution operator. The difference-of-Gaussian fil-
tration of the image is given by,
D(x, y, σ) = L(x, y, k σ)− L(x, y, σ) (2.2)
Note that in SIFT the input image is upsampled by a factor of two using
linear interpolation before creating the finest level of the scale-space. Local
1This approximation is best when the ratio of the width of the two Gaussians is equal
to 1.6 as shown in [Marr and Hildreth, 1980] and [Marr, 1982] (pp 62–63).
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extrema are extracted at each level separately. The scale-space extrema
(maxima and minima) detected in the DoG levels are labeled as potential
interest points.
Keypoint localisation
Next, each extremum is validated and refined by performing a detailed fit
with its neighbours in the 3D scale-space using a quadratic Taylor expansion
of the scale-space function D(x) centred on the potential interest point x =
(x, y, σ)>,
D(x) = D +
∂D>
∂x
x +
1
2
x>
∂2D
∂x2
x . (2.3)
The location of the quadratic extremum, xˆ, is estimated as
xˆ = −
(
∂2D
∂x2
)−1
∂D
∂x
. (2.4)
A keypoint is retained if the value of the scale-space function at the extremum
D(xˆ) = D +
1
2
∂D>
∂x
xˆ (2.5)
satisfies the condition |D(xˆ)| > 0.03 (i.e. has a sufficiently good contrast
with respect to the neighbourhood), otherwise it is rejected.
SIFT rejects unstable keypoints located on edges [Brown and Lowe, 2002].
To do this, the 2×2 Hessian matrix H is computed at all the candidate key-
point locations, x, using second derivatives (Dxx denotes the second deriva-
tive of D in the direction x)
H(x) =
[
Dxx(x) Dxy(x)
Dxy(x) Dyy(x)
]
. (2.6)
Then, the following criterion is tested at all candidate keypoint locations
r
(1 + r)2
=
Det(H)
Tr2(H)
≤ Threshold, (2.7)
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where r = λ1/λ2 is the ratio of eigenvalues of H2. Keypoints located on
edges have large principal curvature in one direction but a small one in the
perpendicular direction. All keypoints that do not satisfy criterion in (2.7)
are discarded. In practice, a value is set for r, (thus for r/(1 + r)2) and the
value of Det(H)/Tr2(H) computed from the Hessian is checked against this
threshold. This approach avoids having to explicitly compute the individual
eigenvalues of the Hessian [Harris and Stephens, 1988]. At this stage, each
keypoint is characterised by its location and scale.
Orientation assignment
Gradient magnitude m(x, y) and orientation θ(x, y) is computed at each
sample in the scale-space, L(x, y) for all scales σ as
m(x, y) =
√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2
(2.8)
and
θ(x, y) = tan−1
(
L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y)
)
. (2.9)
Although gradient values are only required at and around keypoints, for
efficiency reasons, they are pre-computed at all scales and all samples.
Using the observed scale σ of the keypoint, a region with full-width = 6σ
centred at the keypoint within the scale-space level L(x, y, σ) is extracted as
the neighbourhood of the keypoint. Gradient orientations within this neigh-
bourhood, weighted by a Gaussian weighting of standard deviation 1.5σ and
the respective gradient magnitudes are used to form an orientation histogram.
A separate keypoint is stored for each significant peak in this orientation his-
togram. The resulting keypoints are characterised by their location, scale
and orientation.
SIFT descriptor
To form a descriptor, pre-computed gradient magnitudes and orientations
2The quantity r/(1 + r)2 is invariant to the exact order of the eigenvalues, r can be
replaced by 1/r without changing the value of r/(1 + r)2
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in eight directions are sampled over a 16×16 sample array centred on the
keypoint location at the level closest to the keypoint scale. A Gaussian
weighting with σ equal to half the descriptor window, and centred over the
keypoint, is used to weight the gradients over a 16×16 sample array. This
weighting ensures that the gradients close to the keypoint have a greater
effect on the descriptor than those further away from it. The gradients in the
descriptor window are accumulated into a set of 4×4 orientation histograms,
each of which summarizes the information in a 4×4 sample area. Before doing
the accumulation, the 16×16 sampling array and the gradient orientations are
rotated such that the patch is aligned with the orientation of the keypoint.
The gradient histograms are then arranged into a 4×4×8 = 128-element
descriptor vector. This results in a rotation-invariant descriptor. Note that
information from only one scale, the one closest to the scale of the keypoint,
is used in the descriptor.
In order to avoid boundary effects, trilinear interpolation is used to dis-
tribute the contribution of each gradient sample into adjacent histogram bins.
In order to ensure some robustness to illumination variations, the descriptor
is normalised to unit length. If the result has any entries greater than 0.2,
then these are clipped at 0.2 and the descriptor is normalised again.
The descriptors are compared using the Euclidean distance metric. If
a pair of keypoints has ratio of closest neighbour distance to second-closest
neighbour distance less than a certain threshold (usually set to 0.6), then it is
considered to be a match, otherwise the pair is rejected. An efficient method
for nearest neighbour search of the descriptors in the 128-dimensional space
has been proposed in [Beis and Lowe, 1997].
Several modifications of the original SIFT algorithm have been proposed.
A few notable ones are PCA-SIFT [Ke and Sukthankar, 2004] (PCA based
dimensionality reduction of the SIFT descriptor), the Speeded Up Robust
Feature (SURF) descriptor [Bay et al., 2006, 2008] (based on integral images
[Viola and Jones, 2001]), and Global SIFT for augmenting location with the
SIFT descriptor’s spatial information [Mortensen et al., 2005]. An open-
source implementation of the SIFT detector and descriptor is [Vedaldi and
Fulkerson, 2008]. An elaborate description of feature detection and scale
13
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selection methods and the associated scale-space theory for continuous signals
can be found in [Lindeberg, 1998].
2.1.2 Harris-Affine & Hessian-Affine detectors
Affine-covariant detectors detect regions of elliptical or arbitrary shape whose
shape is intended to adapt to the underlying image transformations. The
Harris-Affine and Hessian-Affine detectors [Mikolajczyk and Schmid, 2004]
are two such methods that use scale-space interest points as their starting
point.
For an image I, let x be the location vector of a keypoint, and let Ix and
Ixx denote respectively the first and second derivative of I in the direction
x. Let G(σI) denote a Gaussian window of width σI and let σD denote the
differentiation scale for the Difference-of-Gaussian operation. The Harris-
Affine [HAR–AFF] detector is based on the Harris corner detector [Harris
and Stephens, 1988]. The second moment matrix,
M = σ2DG(σI) ∗
[
I2x(x, σD) Ix(x, σD)Iy(x, σD)
Ix(x, σD)Iy(x, σD) I
2
y (x, σD)
]
(2.10)
which is based on the squared gradients of the image is used to locate interest
points and subsequently to estimate the shape and extent of the interest point
region [Mikolajczyk and Schmid, 2004, Baumberg, 2000, Lindeberg, 1995].
The Hessian-Affine detector is based on the Hessian detector [Beaudet,
1978]. It uses the Hessian matrix, composed of second derivatives
H =
[
Ixx(x, σD) Ixy(x, σD)
Ixy(x, σD) Iyy(x, σD)
]
(2.11)
to locate interest points and to estimate their shape. The Hessian-Affine
[HES–AFF] detector mostly picks up blobs whereas the Harris-Affine detec-
tor mostly picks up points of high local curvature and highly textured regions.
For scale estimation, both detectors seek maxima of the Laplacian response
at the location of the interest point over a range of scales. Finally, the square
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root of the second moment matrix or Hessian matrix is used to estimate the
shape of the region around the interest point. Using the estimated shape,
the region is normalised into a circular one by a local affine warping. The
location and scale of the interest point are re-detected (refined) over the nor-
malised patch. The process is repeated until the eigenvalues of the second
moment matrix for the normalised patch are equal i.e. the differential warp-
ing is an identity matrix. If x1 and x2 are corresponding patches detected in
two different views of a scene, such that they are related by an affine trans-
formation, then each of these patches is transformed to a normalised version
by the corresponding second moment matrix as
x′1 = M
−1/2
1 x1 and x
′
2 = M
−1/2
2 x2 (2.12)
so that as a result x′2 = R x
′
1 (2.13)
i.e. the normalised versions x′1 and x′2 are related by a simple rotation R.
Thus the inputs to the descriptor calculation are affine-normalised image
patches having only rotational ambiguities. Assuming that the descriptor
calculation removes these ambiguities, the result is a keypoint detection and
description mechanism that is invariant to affine deformations of the image
and hence moderate changes of viewpoint.
2.1.3 Maximally stable extremal regions
Maximally stable extremal regions were introduced in the context of wide
baseline stereo correspondence [Matas et al., 2002]. This feature detector
aims to detect image regions that are highly resistant to illumination vari-
ations. A series of binary images is generated by thresholding the input
image. Every grey level present in the image is used as a threshold to pro-
duce one image. Regions are found in each of these images and those regions
which exhibit least variation in area across a range of successive thresholds
are marked as maximally stable extremal regions [MSER]. Rather than ex-
plicitly calculating a series of thresholded images, it makes use of an efficient
implementation of the watershed algorithm [Vincent and Soille, 1991], that
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has a complexity of O(n log log n). This strategy identifies regions enclosed
by sharp changes in intensity. Variants find light regions enclosed by dark
regions and vice versa. The minimum number of grey level thresholds over
which a region needs to persist is called the margin of the MSER detector
and is an important variable parameter [Matas et al., 2002]. Owing to the
threshold-based extraction method, these regions are tolerant to affine vari-
ations. For affine-invariant description, the detected regions are normalised
so as to have unit eigenvalues by affine warping. A SIFT descriptor is used
to describe the normalised region. Further details can be found in [Matas
et al., 2002].
This approach is capable of handling a great deal of affine variation and
has proven to be good for establishing correspondences due to its high re-
peatability. It performs very well on strongly contrasted planar regions with-
out much texture such as lettering. Usually, it performs less well on natural
scene regions containing rich multiscale texture or noise.
2.1.4 Edge-based regions & Intensity based regions
The edge based region [EBR] detector [Tuytelaars and Van Gool, 2004] uses
a Harris corner point and a pair of edges centred on the corner as pivots to
create an affine-covariant region. Edges can be extracted stably over a range
of viewpoints and illumination variation. Beginning at the pivot point, the
two edges are tracked simultaneously such that their relative speed is coupled
via affine invariant parameters, leading to a family of parallelograms with
one vertex and two edges fixed at the pivot. A further criterion using the
photometric quantities of the region is applied to select one or a few of these
parallelograms as interesting regions. A region is declared to be located at
the centre of gravity of its parallelogram and its extent is determined by the
parallelogram.
The intensity extremum based region [IBR] detector [Tuytelaars and Van
Gool, 2004] starts from an intensity extremum and evaluates an intensity
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function of the form
fI(t) =
abs(I(t)− I0)
max(
∫ t
0 abs(I(t)−I0)dt
t
, d)
(2.14)
along several rays emanating from the point. Here t is the distance along the
ray, I(t) is the intensity at distance t, I0 is the intensity at the seed point
(intensity extremum) and d is used to avoid division by zero. The method
then chooses a location extremum of fI(t) along each ray (these are typically
locations at which the intensity changes abruptly along the ray) and the set
of all such points delineates a region of arbitrary shape. For affine-covariant
behaviour and simplicity, this region is then approximated by an ellipse cen-
tred on the intensity extremum with the same second moment matrix as the
intensity based region. Intensity extrema are detected at multiple scales to
make the detector multiscale. Further details of both methods can be found
in [Tuytelaars and Van Gool, 2004].
2.1.5 DAISY descriptor
The DAISY descriptor configuration has been shown to work well in sev-
eral local image descriptor studies e.g. [Hua et al., 2007, Winder and Brown,
2007, Winder et al., 2009, Brown et al., 2011]. The basic idea is to pool
oriented gradients over circular regions arranged in concentric rings around
the interest point and to machine-optimise the descriptor parameters for
optimal matching performance. The DAISY framework comprises three es-
sential stages of processing followed by two optional ones. The first block
consists of the formation of a fixed length feature vector for every pixel in
the region being described (usually a scale normalised canonical patch using
filter-bank based gradient computations). The second block accumulates the
feature vectors into spatial bins using a Gaussian weighting. The bins are
circular and arranged around the central point in a log-polar arrangement
(similar to GLOH [Mikolajczyk and Schmid, 2005], Geometric Blur [Berg
and Malik, 2001] and Shape Context [Belongie et al., 2000, 2002]). The bins
get larger as one moves away from the centre. The bins in adjacent rings are
17
Prior work
offset by half the angular bin width. There can be variable numbers of rings
and within each ring there can be variable numbers of bins. The numbers
of rings and bins per ring are parameters that are machine-optimised for a
particular task (by maximising area under the relevant ROC curve3). The
normalisation block uses geometric length normalisation of the combined fea-
ture vector followed by a high dynamic range compression by clipping the
values in the descriptor to a pre-determined value. This is followed by an
optional Principal Components Analysis block for dimensionality reduction
and by an optional quantization and compression block for compact storage.
Further details can be found in [Winder et al., 2009], [Brown et al., 2011]
and information on the efficient computation of DAISY descriptors can be
found in [Tola et al., 2008].
2.1.6 Efficient implementations
A number of simplified and/or efficient implementations of keypoint detectors
and descriptors exist for specific applications. A few of the most notable ones
are:
• Features from Accelerated Segment Test (FAST): including the FAST
detector [Rosten and Drummond, 2005, 2006], a FASTer version [Ros-
ten et al., 2010] and its predecessor the SUSAN detector [Smith and
Brady, 1997]
• A fast keypoint recognition system for wide-baseline matching using
trained model images [Lepetit and Fua, 2006]
• Speeded Up Robust Features (SURF) [Bay et al., 2008]
• Fast SIFT-like descriptors [Tola et al., 2008]
The goal of these fast detectors and descriptors is slightly different from the
ones considered in this thesis. Methods focussing on efficiency often approx-
imate conventional feature detectors in some respect, typically being tuned
3ROC curve: Receiver Operating Characteristic (ROC) curve plots the true positive
rate against the false positive rate for a particular parameter setting in an algorithm. A
ROC curve is obtained by varying the parameter over the entire range of values.
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for the processing of large amounts of data in real time, often with minimal
resources, for example video streams. This thesis deals with conventional
feature detectors that aim to find highly repeatable and robust features in
still images with efficiency being of secondary importance for now. Of course,
any feature detector/descriptor can also benefit from platform specific imple-
mentations [Sinha et al., 2006, Heymann et al., 2007, Cabani and MacLean,
2007].
2.1.7 Discussion
Having reviewed some of the leading contemporary feature detection and
description methods, it is clear that feature characterisation methods mostly
fall into two broad categories. Either they are interest point detectors based
on repeated smoothing of an image with a Gaussian filter, or they are region
detectors exploiting luminance patterns, or in some cases they employ a
combination of both. But, there is, to our knowledge, no stable interest
point detector that is not based on the Gaussian scale space. There is ample
evidence from physiological experiments that the brain possesses orientation
sensitivity that is at least as good as 30◦ [Hubel et al., 1977, Hubel, 1995].
Computer-based recognition systems may also perform better if they possess
similar or better directional sensitivity. Derivatives of Gaussians provide
a directional resolution of 90◦ (between -3dB points, c.f. Figure 2.1-a), but
there exist other decomposition methods that provide multi-scale gradients at
finer angular resolution, such as Steerable Pyramid [Simoncelli and Freeman,
1995] and the Dual-Tree Complex Wavelet Transform [Kingsbury, 2001]. We
shall be focussing on developing an interest point detector and an associated
descriptor using one of these tools (DTCWT), in the hope of achieving more
directionally sensitive feature characterisation.
2.2 Dual-Tree Complex Wavelet methods
In this section we give an overview of the Dual-Tree Complex Wavelet Trans-
form (DTCWT) and existing work on keypoint detection and description that
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uses the DTCWT.
2.2.1 Dual-Tree Complex Wavelet Transform
The Dual-Tree Complex Wavelet Transform [DTCWT] of a 1D signal uses
two carefully designed dyadic trees to compute the real and imaginary com-
ponents of a complex analytic wavelet decomposition using only efficient real
arithmetic. The filters in the two trees are all real and Hilbert Transform
pairs of each other. In 2D, the DTCWT is designed [Kingsbury, 2001] to out-
put six analytic and directionally sensitive subbands oriented at (30d− 15)◦
for d = 1 . . . 6 (see Figure 2.1-b).
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Figure 2.1: Derivatives of Gaussian (left) and DTCWT filter responses
(right) for a step edge input whose orientation varies from 0◦ to 180◦ in steps
of 5◦. The response in the DTCWT subbands varies smoothly in accordance
with the orientation of the input step edge. The filter width (measured at
-3dB points) for DTCWT filters is about 35◦ and that for derivatives of
Gaussians is about 90◦. DTCWT filters are thus directionally more selective
than derivatives of Gaussians.
The DTCWT uses fixed rectangular partitioning of the frequency plane.
This allows a linearly separable filter design that has a linear phase response
while allowing perfect reconstruction. DTCWT has a redundancy of 4 : 1
for images. In comparison, the Steerable Pyramid [Simoncelli and Freeman,
1995] (based on the steerable filters [Freeman and Adelson, 1991]) has a
polar-steerable partitioning of the frequency plane. This has the benefit of
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being able to choose the number of orientations but the filters are not lin-
early separable. The output of the steerable pyramid has a redundancy of
8m/3 for (shift-invariant) complex filters and 4m/3 for (shift-dependent) real
filters where m is the number of orientations. Thus, the main attraction of
the DTCWT is that it is a reversible, energy-preserving, wavelet transform
that is analytic yet has a separable filter bank implementation at a limited
redundancy.
A more detailed mathematical analysis of the Dual Tree Complex Wavelet
Transform (DTCWT) can be found in [Selesnick et al., 2005]. Design of
the DTCWT, its properties and related filter design issues are discussed in
[Kingsbury, 1999].
DTCWT is particularly suitable for our application because it is approx-
imately shift-invariant, directionally selective and has a separable and hence
efficient implementation.
The wavelet coefficients (band-pass outputs) are denoted by Hk(x, y, d)
and the scaling coefficients (low-pass outputs) by Lk(x, y), where k is the
DTCWT level, d is the subband direction and (x, y) are the spatial variables.
k takes values (1, . . . , N) for anN level DTCWT and d takes values (1, . . . , 6).
2.2.2 DTCWT with improved rotational symmetry
The rotational symmetry of the DTCWT can be further improved (c.f.
[Kingsbury, 2006]) by adding a bandpass filter in each direction and doing a
phase correction to make the responses conjugate symmetric. This provides
significantly better shift invariance and orientation selectivity than conven-
tional real discrete wavelet transforms (DWTs) at lower computational cost
than a comparable steerable filter.
Although the DTCWT as described in [Kingsbury, 2001] has attractive
perfect reconstruction properties, it is not rotationally symmetric. For fea-
ture description, the perfect reconstruction constraint can be relaxed to cre-
ate a more rotationally symmetric version of the DTCWT. The 45◦ and 135◦
subband centre frequencies of the DTCWT are further away from the origin
than the other four subbands at a given scale in the frequency spectrum.
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This is because the centre of the 1D Hi filter is three times further from the
origin than the 1D Lo filter (because they both span half the bandwidth of
the input signal), so a 2D Lo-Hi filter formed from a combination of 1D Lo
and 1D Hi is closer to the origin than a 2D Hi-Hi filter by a factor of
√
32 + 32
/
√
32 + 12 =
√
1.8.
An additional bandpass filter may be added in each dimension to pull
the 45◦ and 135◦ subband centre frequencies closer to the origin by
√
1.8
[Kingsbury, 2006].
(a) Dual−Tree Complex Wavelets: Real Part
Imaginary Part
 15  45  75 105 135 165 
(b) Modified Complex Wavelets: Real Part
Imaginary Part
 15  45  75 105 135 165 
Figure 2.2: Impulse responses of the DTCWT before and after the addition of
an extra bandpass filter in each dimension and phase correction to have zero
phase at the mid-point of the responses. This results in a more rotationally
symmetric DTCWT. Figures reproduced from [Kingsbury, 2006].
Another feature of the standard DTCWT is that all six subbands may
not have zero phase at the mid-point of their responses. As described in
[Kingsbury, 2006], a phase correction of {j,−j, j,−1, 1,−1} is been applied
to make all real parts of the six subband responses even symmetric and imag-
inary parts of all the six subband responses odd-symmetric. This property
allows one to calculate responses in the opposing directions (30d−15+180)◦
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by conjugating the responses of the original six subbands, (30d− 15)◦. The
orientation of zero crossing changes in a cyclic manner across the six sub-
bands. The phase-corrected impulse responses are compared in Figure 2.2.
2.2.3 FKA Keypoint Detector
Our work builds on, and significantly improves, an earlier DTCWT based
keypoint detector [Fauqueur et al., 2006]. This earlier version (described in
this section) detects keypoints at the maxima of the “accumap” – an accu-
mulated map of responses across scale and orientation,
∑
k Ek(x, y), where
Ek(x, y) ≡
∏
d = 1..6
|Hk(x, y, d)|1/4 (2.15)
and Hk(x, y, d) is the complex DTCWT coefficient at level k, subband (orien-
tation) d and location (x, y). The moduli of the wavelet coefficients charac-
terise the oriented gradient energy at the given position and scale, so taking
their product over orientations gives a response reminiscent of a Harris (de-
terminant of oriented energy tensor) detector. Summing these responses over
all tree levels provides a degree of scale invariance. Given the (x, y) position
of an accumap maximum, the scale of the corresponding keypoint is esti-
mated by searching for the first radial distance at which the sum of outward
gradients of the accumap has a strong minimum. The gradients are com-
puted at 8 fixed radial directions at intervals of 45◦. This forms the starting
point of our work in Chapter 3 and is described in more detail there.
2.2.4 DTCWT Local Descriptor
To complement our detector we use rotation-invariant DTCWT-based “Polar
Matching Matrices” as the local visual descriptor [Kingsbury, 2006] for our
keypoints. We briefly describe this descriptor.
Polar matching matrix (P-matrix) descriptors are created from DTCWT
coefficients as follows [Kingsbury, 2006]. At a designated DTCWT level
and sampling radius, a circle of 12 points spaced 30◦ apart is placed around
the central point (keypoint), and for each DTCWT orientation, its complex
23
Prior work
DTCWT coefficient is evaluated at each point, using spatial interpolation in
the DTCWT response as necessary4. There are 12 orientations (6 spaced 30◦
apart and their complex conjugate pairs 180◦ away from these). If the result-
ing coefficients are arranged in a 12×6 complex matrix (which comprise the
central 6 columns of a standard 12×8 P-matrix) with column c (c = 1 . . . 6)
containing the coefficients whose orientation relative to the tangent to the
sampling circle at the sample direction is (30c− 15)◦, then rotations by mul-
tiples of 30◦ produce cyclic shifts within each column of the matrix, i.e.
simple phase changes of the FFT of the column. This property allows effi-
cient rotation-invariant descriptor comparison and efficient estimation of the
relative angle between the two descriptors. To produce a complete P-matrix
descriptor, matrices from several circles with different radii and/or levels can
be appended, and additional columns can be included based on the coeffi-
cients of the 12 orientations (6 conjugate pairs) at the central point at a given
level. The most conventional arrangement [Kingsbury, 2006] is a spatially-
compact local descriptor whose 12×8 matrix contains the coefficients from
the circle with radius one sample spacing at the given level, the central point
at that level, and the central point at the next level up (2× coarser). For
illumination invariance, the total energy in each P-matrix is normalised, so
that matching them produces a correlation score in the range [−1, 1]. This
forms the basis of our work in Chapter 4 and is described in more detail
there.
Other rotation-invariant descriptors include [Schmid and Mohr, 1997,
Schaffalitzky and Zisserman, 2002, Mikolajczyk and Schmid, 2005] based on
[Koenderink and Van Doorn, 1987] and [Carneiro and Jepson, 2007].
2.3 Evaluation techniques
Several studies have explored different approaches to evaluating keypoint
detectors and descriptors. Some have concentrated on scale changes [Miko-
lajczyk and Schmid, 2001, Lindeberg, 1998], while others have concentrated
4Such interpolation is reliable owing to the band-limited nature of the rotationally
symmetric DTCWT.
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more on affine variations [Mikolajczyk et al., 2005, Mikolajczyk and Schmid,
2005]. Yet others have tested the tolerance of a combination of image trans-
formations [Schmid and Mohr, 1997, Lowe, 2004]. Detailed studies on evalu-
ation techniques include [Mikolajczyk, 2002, Brown, 2005]. In the following
sections, we describe these recent studies that are most relevant to our work.
2.3.1 Evaluation of keypoints on planar scenes
A comprehensive quantitative evaluation of keypoint detectors and descrip-
tors was performed by [Mikolajczyk et al., 2005] and [Mikolajczyk and Schmid,
2005]. This framework was developed for affine-invariant (strictly, affine-
covariant) region detectors and descriptors. It is based on images of planar
scenes and deformations of images taken from a fixed camera position so that
all of the images in a set are related by planar homographies. (The depth of
scene is small compared to the distance from the camera.)
The dataset contains 6 sequences of photographs with viewpoint changes
between 0◦ and 70◦ and 10 sequences containing scale changes by factors of
1.4 to 4.5. Some sequences also have degradations like rotation, image blur,
JPEG compression, or illumination changes. The images have a resolution
of approximately 800×640 pixels, but their sizes vary within the dataset.
The ground truth homographies between pairs of corresponding images is
computed using a two step process. First an approximate homography is
estimated using manually selected corresponding points. Then the image is
warped using the approximate homography, interest points are detected and
matched automatically in the warped image and the original image. These
correspondences and the approximate homography are used to estimate a
final homography.
The performance of the region detectors is measured by the repeatability
criterion
S = 1− |µa ∩H(µb)||µa ∪H(µb)| (2.16)
where µa and µb are the two (usually elliptic) regions being compared. Here,
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H(µb) is the projection of the region µb from image B onto image A and
images A and B are related by a homography5 H. The operator ∪ denotes
the point-wise union and ∩ denotes the point-wise intersection of the two
regions and |.| denotes the surface area of the result. The overlap error S
varies between unity for no overlap and zero for complete overlap. The region
is accepted as a valid match if S < 0.4.
The descriptors are evaluated by examining the slope of precision-recall6
curves (recall versus 1-precision graphs) where
recall =
#correct matches
#correspondences
and (2.17)
1− precision = #false matches
#correct matches+ #false matches
(2.18)
The dataset and its associated evaluation framework are available for
download from [Mikolajczyk, 2005]. The availability of this dataset and
evaluation framework, its ease of use and good documentation has allowed
many detectors and descriptors to be tested against their benchmark. This
study has more or less become the standard in evaluation of keypoint detec-
tors/descriptors on planar scenes.
2.3.2 Evaluation of keypoints on non-planar scenes
Evaluations of keypoint detectors and descriptors on 3D scenes include [Fraun-
dorfer and Bischof, 2005] and [Moreels and Perona, 2005, 2007]. The ground
truth is established using purely geometric constraints in both these methods,
unlike [Mikolajczyk et al., 2005] which uses appearance as well as geometry.
The evaluation in [Fraundorfer and Bischof, 2005] uses trifocal tensors
(see Appendix A for an explanation of a trifocal tensor) to estimate the
5If the ellipses corresponding to the µa and µb are written in their 3×3 matrix repre-
sentation, then H(µb) = H>µbH.
6Precision-recall (PR) curve is a closely related alternative representation of the ROC
curve. A PR curve plots the true positive rate against the ratio of true positives to all
positives, and is usually the preferred representation in case of highly skewed datasets,
as it shows the weaknesses of an algorithm more clearly than a ROC curve [Davis and
Goadrich, 2006], [Szeliski, 2010].
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ground truth correspondences on one office scene and one sequence of two
boxes on a turn-table. Both sequences are composed of both planar regions
and 3D objects with significant depth discontinuities. The sequences contain
images taken at 5◦ intervals over a range of 90◦. This study evaluates the
performance of keypoint detectors on planar and non-planar scenes separately
but the evaluation method is the same as in [Mikolajczyk et al., 2005] and
the number of images is rather limited7.
Another recent evaluation of keypoint detectors and descriptors on 3D
scenes using calibrated images on a turn-table is [Moreels and Perona, 2005,
2007]. This study combines the evaluation of detectors and descriptors, using
ground truth estimated from the geometry as a means of verifying appear-
ance matches. The evaluation protocol uses three images, a reference image,
an auxiliary image and a test image. The corresponding location of a point
detected in the reference image is found in the auxiliary image by seeking the
best match (according to descriptor matching score) within a certain distance
from the epipolar line projected into the auxiliary image. The possible loca-
tion of the point in the test image is then determined from the intersection of
the epipolar lines of the correspondence from the auxiliary and the reference
images. Finally, a detector-descriptor pair is declared to match if there is an
appearance match for any detected point that lies within a certain distance
from the estimated location. If no correspondence is found in the auxiliary
image, the reference point is discarded and not used in any tests. The dataset
contains images of 100 3D objects on a turn-table. Some of these sequences
also contain scale and/or illumination changes. More details on this dataset
and its use for the evaluation of keypoint detectors and descriptors can be
found in Chapter 5.
While this study performs a comprehensive 3D evaluation of keypoint de-
tectors and descriptors, the associated ground truth is not straight-forward to
use. There are 13 or more different sets of calibration images and non-trivial
knowledge of a calibration toolbox is needed to compute the information (i.e.
7There are two sequences containing 19 images each. This dataset and the ground truth
correspondences became publicly available shortly after we finished making our Cambridge
toy cars dataset, which is described in Chapter 5
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the Fundamental matrix that relates any two views of an object) required
in the evaluation process8. Such challenges motivated us to create a new
3D dataset, develop a generic evaluation framework and make the ground
truth (Fundamental matrices) available to facilitate further research in this
area. We describe our evaluation framework and the evaluation based on it
in Chapter 5.
2.4 Summary
Although wavelets have proven very successful for image compression, image
coding, denoising and deconvolution, there has been little work on using
them for local descriptor based image matching. Similarly, although some
phase-based approaches do exist, e.g. [Carneiro and Jepson, 2007], most of
the existing work on multiscale keypoint detection is based on conventional
real representations such as Difference of Gaussian decompositions [Lowe,
1999, Mikolajczyk et al., 2005], not on wavelets or complex representations.
DTCWT based local features have previously appeared in [Fauqueur et al.,
2006] and [Kingsbury, 2006] with some work on evaluation.
In this thesis, we develop an approach to multiscale keypoint matching
based on the critically sampled Dual-Tree Complex Wavelet pyramid. We
also do a thorough evaluation of our method alongside other popular local
feature methods. For this purpose, we created a new 3D dataset and evalu-
ation framework, learning from the problems in earlier works on evaluation.
Finally, we consider geometric methods for evaluating multiscale keypoint
detectors.
8This is noted on the web site for the dataset http://www.vision.caltech.edu/pmoreels/
Datasets/TurntableObjects/README.txt.
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BTK keypoint detector
In this chapter, we describe a new keypoint detector based on the DTCWT.
This detector was introduced in [Bendale et al., 2010b] and the detector
is named after the authors (BTK for Bendale - Triggs - Kingsbury). We
discuss several approaches for each stage of the keypoint detector and test
the performance of these in the context of image matching. A more detailed
experimental evaluation of the final detector is presented in Chapter 5.
3.1 Scale
We begin by defining the terms scale and level in the context of keypoint
detection. Scale refers to the measure of the size of a feature in an image.
Scale is measured in pixels, but it may take sub-pixel values i.e. it is a contin-
uous variable. In practical scale-space representations, images are typically
represented at a set of fixed scale factors, called levels, at which there is a
direct mapping between the scale and the level. Each level corresponds to
a unique discrete scaling of the input image. Conversely, image features can
have any continuous scale and the accuracy of measurement of their scales
should be limited only by the image dimensions and numerical precision. On
the other hand, the keypoint responses, gradient magnitude information etc.
are available only at quantized scale values corresponding to the levels. In
the ideal case, the system would have as many levels as there can be scales,
but in practice, computation is limited so there are only a finite number of
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levels over the complete range of possible scale values.
3.2 Sampling in scale: The 4S-DTCWT
Our basic goal is to develop a DTCWT based detector that does not fire
inappropriately on edges (as illustrated in Figure 3.6) and that provides
accurate subpixel keypoint position and scale estimates that transform ap-
propriately under small translations and dilations (spatial scalings) of the
input signal. Regarding the second point, for a minimally sampled filter, the
DTCWT already provides exceptionally well modulated responses to trans-
lations owing to its complex analytic design, so no improvement is needed
here beyond accurate subpixel feature localisation. Unfortunately, the same
can not be said of scale resilience: although they are complete as a repre-
sentation, dyadic (power-of-two) wavelets are too coarsely sampled in scale
to prevent the aliasing of energy between levels under small dilations of the
input signal, and this makes dyadic scale estimation intrinsically unreliable.
To remedy this our method uses several DTCWT trees (typically 4 trees
suffice) rather than just one, interleaving them in scale to provide denser scale
sampling and using an appropriate scale-normalisation within each DTCWT
tree.
3.2.1 Scale normalisation
For invertibility the original DTCWT uses energy-preserving wavelet nor-
malisation, whereas image resampling typically aims to preserve the range
of grey-level values of the local signal, not its energy. We adopt grey-level
based normalisation to ensure that keypoint responses, detection thresholds
etc., are independent of scale. Hence we scale down the level-k DTCWT
wavelet coefficients by 2−k (i.e. 2−k/2 for each of the 2 dimensions of the
image). If Hk(x, y, d) is the wavelet coefficient at level k and location (x, y)
in orientation d, then the scale-normalised wavelet coefficient Hk(x, y, d) is
given by
Hk(x, y, d) = 2
−k Hk(x, y, d) for k = 1 . . . K. (3.1)
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In a pyramidal scale-space, there areW/2k×H/2k×6 DTCWT coefficients
at level k where W and H are the image width and height respectively.
3.2.2 Interleaved DTCWT trees
Tree 4(T4): Blue 
(Scale factor=5/8)
Tree 3(T3): Green 
(Scale factor=6/8)
Tree 2(T2): Red 
(Scale factor=7/8)
Tree 1(T1): Black  
(Scale factor=8/8)
Each consecutive 
level within a tree 
is decimated by 2
Size(L5)=0.5*Size(L1)
Scale-space  
pyramid
of 4S-DTCWT 
(8-7-6-5)
(dotted lines)
Scale-space 
pyramid
of DTCWT 
(decimation by 2)
(solid lines)
Second octave
First octave
T1 L1
T2 L2
T3 L3
T4 L4
T1 L5
T2 L6
T3 L7
T4 L8
Figure 3.1: Construction of the 4S-DTCWT using the DTCWT and scaled
images
Ideally, consecutive levels of a 4-tree pyramid would be spaced at scale
intervals of 2−1/4, but for implementation reasons it is easier to space them
at scales of [1, 7
8
, 6
8
, 5
8
] and experimentally we find 4 trees with these spacings
suffice for good results. The method thus scales the input image by these
amounts using bilinear interpolation and then evaluates separate DTCWT
trees over each replica (as usual, decimating by factors of 2 and padding the
result to an even size as needed for the calculation of further levels). If the
basic DTCWT of the image has K levels we evaluate K − 1 levels in each
of the three new trees, thus producing a pyramid with 4K − 3 levels in all.
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The construction of 4S-DTCWT is shown in Figure 3.1.
Note that the scale-normalisation is applied within each DTCWT tree.
We will refer to the resulting scale-normalised 4-tree DTCWT as the 4S-
DTCWT and denote the corresponding wavelet coefficients1 by H˜k(x, y, d).
The process of computing the 4S-DTCWT of an image is formalised in the
next few paragraphs.
Let It denote the base images for trees t = 1 . . . 4 respectively. I1 = I,
the original image, and I is scaled by factors of 7/8, 6/8 and 5/8 to produce
I2, I3, I4 respectively, using bilinear interpolation. Let Hkt(x, y, d) be the
complex wavelet coefficient at level k, location (x, y) and orientation d from
the DTCWT of image It. The complex wavelet coefficients from the four
different trees, denoted by H˜kt(x, y, d) are interleaved using the following
relations
H˜4 k−3(x, y, d) = Hk1(x, y, d) for k1 = 1 . . . K (3.2)
H˜4 k−2(x, y, d) = Hk2(x, y, d) for k2 = 1 . . . K − 1
H˜4 k−1(x, y, d) = Hk3(x, y, d) for k3 = 1 . . . K − 1
H˜4 k(x, y, d) = Hk4(x, y, d) for k4 = 1 . . . K − 1.
The coefficients H˜k(x, y, d) form the 4S-DTCWT scale-space. The sam-
pling factors and interleaving are detailed in Table 3.1. 4S-DTCWT remains
computationally efficient, requiring about 1 + (7
8
)2 + (6
8
)2 + (5
8
)2 ≈ 2.7 times
the computation required by the native DTCWT, plus the cost of the initial
image resampling.
Figure 3.2 illustrates the extent to which 4S-DTCWT improves the scale
invariance of the response function (3.4), by showing the responses arising
from a set of 2D Gaussian shaped blobs of fixed amplitude and slowly chang-
ing spatial scale.
1This is not actually a minimally sampled wavelet transform, just a method for com-
puting a scale-space pyramid.
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Figure 3.2: Scale responses to a set of images containing 2D Gaussian blobs
with fixed amplitude and varying widths (σ=4 to 16 in steps of 21/4). Each
curve shows the response for a single image, plotted as a function of pyramid
scale at the (x, y) peaks of the single scale response (3.4). Top: standard
DTCWT without scale normalisation. Middle: standard DTCWT with 2−k
scale normalisation. Bottom: 4S-DTCWT, with both scale normalisation and
denser scale sampling. Notice the extent to which 4S-DTCWT provides both
better-defined peaks and more consistent response amplitudes over scale.
This leads directly to more consistent scale estimates.
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Resize factor (1/s′k) 0.50 0.44 0.37 0.31 0.25 0.22 0.19 0.16
(as a fraction) 1
2
7
16
6
16
5
16
1
4
7
32
6
32
5
32
Level in Tree 1 (k1) 1 . . . 2 . . .
Level in Tree 2 (k2) 1 . . . 2 . .
Level in Tree 3 (k3) 1 . . . 2 .
Level in Tree 4 (k4) 1 . . . 2
Level in 4S-DTCWT (k) 1 2 3 4 5 6 7 8
Scale (s′k) 2.00 2.29 2.67 3.20 4.00 4.57 5.33 6.40
Log-Scale (sk = log2 s′k) 1.00 1.19 1.42 1.68 2.00 2.19 2.42 2.68
Table 3.1: The levels from four trees are interleaved to form the 4S-DTCWT.
Each row in the central part of the table lists the levels for one of the four
trees. The bottom part of the table lists the levels in the final ‘4S-DTCWT’
tree, the corresponding scale (on linear as well as log-scale). Each column
corresponds to a certain size (or resize factor) of the original image. For
example, Level 1 of Tree 1 corresponds to half the size of the original image,
Level 1 of Tree 2 corresponds to 7/16th the size of the original image and
so on. We do not have any responses at pixel resolution (resize factor =
1) because the DTCWT filters include a decimation by 2 operation. The
shaded region shows the first octave in each tree. The symbol (.) means
that there is no response corresponding to that resize factor. Note that each
tree contains information at different scaling factors hence interleaving them
gives us responses with denser sampling in scale.
3.2.3 How many trees are enough?
The effect of varying the number of levels per octave (the number of trees
used in the decomposition) is illustrated in Figure 3.3.
While the advantage of using 4 trees over 2 trees or a single tree is evident
(smoother responses and better scale localisation), there seems to be no real
gain in using more than 4 trees. We also need to balance the number of
features that we detect as a result of having more levels in a scale-space and
the number of levels that we need to localise all of the resulting keypoints.
In applications where speed is an important consideration and some loss in
accuracy is acceptable, a 2-tree decomposition may be sufficient.
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Figure 3.3: Scale responses for an image containing a single 2D Gaussian
blob with fixed amplitude and width (σ) = 4. Each curve shows the re-
sponse for a single image, plotted as a function of pyramid scale at the (x, y)
peaks of the single scale response (3.4) The curves have been successively
displaced by a small amount (0.04) along the y-axis for better visualisation.
The curves from bottom to top show the response for 1-tree, 2-tree, 4-tree
and 8-tree decomposition of the image. The 4-tree decomposition (red curve)
corresponds to the 4S-DTCWT. While the advantage of using 4 trees over 2
trees or a single tree is evident, there seems to be no real gain in using more
than 4 trees.
A similar study performed for SIFT using Gaussian smoothing to create
the scale-space (pp 96-97 and Figure 3 in [Lowe, 2004]) concludes
“It might seem surprising that the repeatability does not continue
to improve as more scales are sampled. The reason is that this
results in many more local extrema being detected, but these ex-
trema are on average less stable and therefore are less likely to be
detected in the transformed image. The number of keypoints rises
with increased sampling of scales and the total number of correct
matches also rises. Since the success of object recognition often
depends more on the quantity of correctly matched keypoints, as
opposed to their percentage correct matching, for many applica-
tions it will be optimal to use a larger number of scale samples.
However, the cost of computation also rises with this number, so
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for the experiments in this paper we have chosen to use just 3
scale samples per octave.”
Note that “3 scale samples per octave” in the above comment refers to
the parameter ‘s’ in SIFT. There are s + 2 Gaussian images per octave and
hence (s+ 2)− 1 Difference of Gaussian images per octave. Therefore, s = 3
for SIFT is analogous to 4S-DTCWT’s 4-levels per octave. Experimentally,
we find that 4-tree decomposition (4 levels per octave) gives the best tradeoff
between the number of detections and computational efficiency.
3.2.4 Uniform sampling in scale
Ideally, we would like to sample uniformly over the range of scales available
within an image. While this is desirable, the discrete nature of pixel grids
makes such a sampling (or a very good approximation of such a sampling),
a fairly involved task because
• The resize factors resulting from uniform sampling are often irrational
numbers and lead to fractional image sizes in the scale-space pyramid.
• The DTCWT implementation requires the inputs to be a size that is a
multiple of four.
• Any attempt to make the image sizes multiples of four involves zero-
padding the image or chopping off the image close to the edges, result-
ing in artifacts.
Further, Figure 3.4 shows that the keypoint responses obtained with non-
uniform sampling are very similar to those with uniform sampling. Therefore,
the 4S-DTCWT serves as a good approximation for the 4-tree decomposition
with uniform scale sampling. We avoid the need to rescale the DTCWT filters
fractionally by choosing resizing factors that are fractions of 8, for example
[1, 7/8, 6/8, 5/8]. While it is possible to overcome these problems and handle
images of arbitrary sizes (with non-trivial programming effort), we make do
with the solution presented here in order focus more on our main topic of
research.
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Figure 3.4: Scale responses for an image containing a single 2D Gaussian blob
with fixed amplitude and width (σ) = 4. Each curve shows the response for a
single image, plotted as a function of pyramid scale at the (x, y) peaks of the
single scale response (The top curve is displaced by a small amount (0.04)
along the y-axis for better visualisation). The red curve with circular markers
corresponds to the 4S-DTCWT, i.e. non-uniform sampling in scale, while the
blue curve with square markers corresponds to a 4-tree decomposition with
a uniform sampling in scale. Within any octave, the samples on the blue
curve are spaced evenly, while the distance between the consecutive samples
on the red curve increases progressively. The shapes of the two curves are
very similar, so the 4S-DTCWT serves as a good approximation to the 4-tree
decomposition with uniform scale sampling.
SIFT gets around this problem by keeping all levels within an octave the
same size as the base image for that octave. Thus the image sizing problems
(or edge effects) have to be handled only once per octave in SIFT. In earlier
versions of SIFT [Lowe, 1999], this problem was handled by choosing simpler
factors for scaling, e.g. 1.5 instead of
√
2 along with bilinear interpolation.
While our strategy avoids duplication of data, we have to deal with a
more severe constraint on image sizes, i.e. image size problems (or edge
effects) have to be handled anew at each level, rather than at each octave (as
in SIFT). We illustrate these differences in detail in Figure 3.5.
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Cuboidal scale-space in SIFT
L1
L2
L3
L4
L1
L2
L3
L4
L5
2
Pyramidal scale-space in 4S-DTCWT
An octave
Next octave
Base level of next octave obtained by 
downsampling the base level of last octave
Figure 3.5: Cuboidal vs pyramidal scale-space. Left : The ‘cuboidal’ scale-
space used in SIFT. The sizes of the levels are constant within an octave
Right : The ‘pyramidal’ scale-space used in 4S-DTCWT. The sizes of the
levels decrease successively within an octave. In both cases, the base image
of the next (coarser) octave is the downsampled (by 2) version of the base
image of the previous (finer) octave.
3.3 Corner strength measure
Although we tested a Harris-like single-level keypoint strength function of
the geometric-mean (GM) form
E˜k(x, y) =
6∏
d=1
|H˜k(x, y, d)|1/6 , (3.3)
we prefer to use a minimum value (Min) function
E˜k(x, y) ≡ min
d ∈ {1, ..., 6}
|H˜k(x, y, d)| . (3.4)
The differences in the two cornerness measures are illustrated in Fig-
ure 3.6. The cornerness measure adopted (3.4) is somewhat analogous to
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Figure 3.6: Different cornerness measures. Responses for the car image (top)
for two cornerness measures: Geometric Mean (GM) in the top row and
Minimum value (Min) in the second row. On left in each row, we have the
responses at three levels that are one octave apart each (upsampled to be
the same size as the finest of the three responses) and on the right, we have
the result of adding these three responses. In the last two rows, we show the
effect of squaring the responses. Notice the reduced edge responses in the
accumulated maps when Min cornerness measure is used.
using the minimum eigenvalue of the oriented energy tensor2 (Förstner de-
2The function E˜k(x, y) =
∏6
d=1 |H˜k(x, y, d)|1/3 is analogous to E˜k(x, y) =
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tector [Förstner, 1994]), as the discrete minimum over orientations spaced
by 30◦ is similar to the continuous minimum over all orientations3. Con-
versely (3.3) is analogous to using the determinant of oriented energy (Har-
ris detector [Harris and Stephens, 1988]). Overall the performance of the
two approaches is similar but the one adopted gives slightly better rejection
of false responses along edges, and is also faster to evaluate. Note that in
both cases our detector is Harris-like in the sense that it finds regions (key-
points) that have strong oriented edge energy at multiple orientations, and
thus sharply defined local autocorrelation functions. This is in contrast to
methods (Hessian, SIFT, etc.) that key on “blob”-like structures but not on
arbitrary strong 2D textures. Blobs occur less frequently than 2D textures,
although their clearly defined positions and scales do make them particularly
suitable for multiscale descriptor based matching. In practice both kinds of
detectors are useful.
3.4 Keypoint localisation for a multi-scale detector
A good keypoint detection method should be capable of handling (at least)
small dilations and shifts in the image. The detections should be distinct and
reasonably well-localised in scale and space. To ensure this, some approach
of combining information from different levels of the scale-space is necessary.
Keypoints can be localised in the accumulated map or in individual levels.
We discuss both the approaches and explain our choice of the latter.
∏6
d=1 |H˜k(x, y, d)|1/6 because one can be obtained from another as we know that the
magnitudes of the complex wavelet coefficients are positive.
3 We also attempted to estimate the angular minimum embodied in (3.4) more accu-
rately using inter-orientation interpolation and using angular Fourier expansion, but this
did not improve the resulting detector. It seems that 30◦ sampling is not fine enough to
make interpolation over the necessary 3–4 adjacent samples a reliable predictor of the true
response at intermediate orientations, but still fine enough to give good rejection of edge
responses (c.f. Figure 3.6).
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3.4.1 Localisation in accumulated map
The keypoint detection method in [Fauqueur et al., 2006] looks for points that
are characterised by a large response in the accumulated map (accumap), A1,
a multiscale accumulation of the ‘Geometric Mean’ corner strength maps.
This technique is used to combine information contained in corner strength
maps from multiple levels of the DTCWT. During wavelet decomposition,
coarser levels are created by decimating the finer level by a factor of 2. In
order to combine the corner strength information from different levels, the
coarser level accumap is upsampled by the same factor and then added to
corner response at the finer level. This combination is then treated as the
coarser level for the next step and the process continues until we reach the
original image resolution. The rationale is that the dominant features in
an image will be characterised by good persistence across levels, therefore
adding the responses at different levels should enhance the stable features and
suppress noise. The energy accumulation function Ak(x, y) for any multilevel
map is defined as,
AN−1(x, y) = ↑ E˜N(x, y) and (3.5)
Ak(x, y) = ↑
(
E˜k(x, y) + Ak+1(x, y)
)
k = N − 1, . . . 1.
where the ↑ operator represents upsampling by a factor of 2. Keypoints are
detected at strong maxima of A1. We make use of a strength threshold α,
related to the height of the highest accumap peak, to decide which maxima
are strong enough.
Limitations
It is difficult (as well as computationally demanding) to estimate the scale
because the information about the level(s) at which corner strength was
contributed is lost in the process of accumulation. This is illustrated in
Figure 3.7. We investigate some approaches to scale estimation from accu-
mulated maps in Section 3.5.1 and Section 3.5.2.
Consider a case in which two keypoints with very different scales are
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Image Accumulated Map
Level 1 Level 2 Level 3 Level 4 Level 5
Figure 3.7: Top: A test image (left) and the corresponding accumulated
map (right). The keypoints detected in the image are marked as magenta
circles. Bottom: The Geometric Mean (GM) response at five consecutive
octaves (finest level on the left). The responses have been multiplied by 2−k
(k = DTCWT level) for better visualisation. Warmer colours indicate larger
values. For example, one would expect four fine scale keypoints corresponding
to the four corners of the square and one coarse scale keypoint corresponding
to the entire square to be detected. There is good support for the square to
be identified as a coarse scale feature from levels 4-5, but the responses from
levels 1-3 determine the positions of the peaks in the accumulated map. As
a result, no coarse scale keypoint corresponding to the square is detected.
The two concentric blobs should also be detected as two separate keypoints
(one at a fine scale and one at a coarser scale) but only one keypoint is
detected because they are co-located. It is clear from the keypoint responses
at individual levels that each keypoint only exists over a limited set of scales.
located close to one another in the image. In the accumap approach, the
contribution of the finer scale keypoint will tend to dominate the location of
the peak, and hence the location assigned to both keypoints. However, for
the coarser scale keypoint, only the information related to the coarse scale
keypoint should be used to locate the coarse scale keypoint. Similarly, only
42
BTK keypoint detector
the information related to the finer scale keypoint should be used to locate
the fine scale keypoint (c.f. Figure 3.7). Further, it is well known [Lindeberg,
1993, 1998] that the location of a corner-like keypoint varies in accordance
with the scale or blur of the image. In an accumap, it is difficult both to
detect keypoints with mid-range scale reliably and to determine their exact
position and scale. Coarser scale features dominate the local height of the
accumap (and hence the scale). Fine scale features dominate the local peaks
of the accumap (and hence the spatial localisation).
3.4.2 Localisation in individual levels
We prefer to localise keypoints using individual levels, rather than accumu-
lating responses across scales. This approach, (also used in SIFT [Lowe,
2004], HAR-AFF [Mikolajczyk et al., 2005], MOPS [Brown, 2005], DOLP
[Crowley and Parker, 1984]) has the advantage that the keypoint’s detection
level changes in accordance with the scaling of the image content and it can
be used as an initial scale estimate. In this approach, each level (single-scale
response (3.4)) is searched in x-y space for a maximum to form a list of
putative detections. Optionally, this may be refined to sub-pixel accuracy.
Next, each putative detection is checked to ensure that it is also a clear local
maximum in scale (interpolating the levels below and above the detection
level where necessary). Finally, a subpixel interpolation mechanism is used
to refine these to subpixel accuracy in position and sub-level accuracy in
scale.
3.5 Scale estimation in keypoint responses at pixel res-
olution
In this section, we describe two scale estimation methods that operate on
pixel resolution keypoint response maps. The first method, Steepest gradient,
is often used in conjunction with the accumulated map approach to keypoint
localisation (Section 3.4.1) and was used in FKA detector [Fauqueur et al.,
2006]. The second method, Half-Max, will be used for keypoint localisation
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in individual levels (Section 3.4.2).
3.5.1 Steepest gradient method
This section describes the method used in the FKA detector [Fauqueur et al.,
2006] and we include it here for the sake of completeness. The scale of the
keypoint is determined by the distance from its location at which the average
negative radial gradient of the strength map has a strong maximum. This
distance is found by projecting rays outward from the keypoint location in
eight directions (multiples of 45◦) and calculating gradients along these rays
using forward differences. The distance at which the sum of the negative
gradients over the eight directions reaches a maximum is marked as the scale
of the keypoint.
This method was proposed for use with the accumap. There was an un-
derlying assumption that there is no interference between the responses of
different keypoints (i.e. the regions covered by different keypoints in the im-
age are completely non-overlapping), which is rarely the case in real images.
This problem is illustrated in Figure 3.7.
The implementation described in [Fauqueur et al., 2006] does not fully
utilise the directional properties of the DTCWT as it samples the angular
space more coarsely than the filters that make up the accumap. The scale
estimates obtained from this method are not rotation-invariant because the
directions in which the gradients are calculated are fixed. Denser angular
sampling helps mitigate this problem. For example, we tried integrating
accumap values along concentric rings centred at the keypoint to increase
tolerance to rotational changes, but this is computationally demanding.
3.5.2 Half Maximum measure
Assuming that the keypoint responses are reasonably smooth and monoton-
ically decreasing energy functions, the scale of a keypoint can be estimated
by measuring the width of the response around the keypoint. We use the
distance to the closest point at which the keypoint response falls to half of
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its maximum value as the scale estimate. This makes the method relatively
insensitive to the actual value of the response at the peak location.
The half maximum (half-max) distance is determined by performing a
search starting at the keypoint location. We move outwards from the key-
point in successive steps of the search, but within each step, the order in
which the pixels are searched is not an exact spiral. The pixels within each
ring4 are searched in a top-down then left-right fashion. Once the desired
distance has been found, we use a final verification step using mean value
over an approximately ring-shaped region to refine the estimate. This also
makes the scale estimate slightly more robust to noise.
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Figure 3.8: The search method used to search for the distance at which the
response falls to half the peak value. The central pixel (keypoint) is the one
marked ‘0’. Pixels at equal distances from the central pixel are marked by
the same colour. The numbers denote the order in which pixels are tested.
This arrangement is meant for arrays that use column-based indexing, and
the arrangement is designed to minimise cache misses.
Since there is no preferential treatment to some directions over others,
these scale estimates are more tolerant to rotational transformations. Instead
of the half-max distance, one could also use the half-power distance. This
strategy also gives fairly stable scale estimates. While the half-power scale
measure is less affected by neighbouring image features than the half-max
scale measure (by virtue of being smaller), it is affected more by the errors
arising out of finite-sized square sampling grid. The choice of half power or
half maximum point is rather arbitrary. As long as the scale estimates are
such that they encompass the feature entirely, there is no methodical way
4The set of all pixels that are at the same distance from the keypoint is referred to as
a ‘ring’ here.
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of deciding which point one should choose as the scale estimate. However,
this is a parameter that can be reliably optimised as shown in [Winder and
Brown, 2007].
Although the keypoints are detected at each level separately, the scale
estimation is still done on a pixel resolution response. The keypoint re-
sponses at all the levels have to be upsampled to pixel resolution. For large
scale keypoints, the search for the half-max distance can be slow due to the
large search regions, unless the search is explicitly constrained to the region
corresponding to the scale of the level in which the keypoint has been de-
tected. However, the size of the desired search region (at pixel resolution)
increases quadratically with the level, making the search slow for coarse-scale
keypoints. A search in a keypoint response at the detection level (no upsam-
pling) will be faster, but this significantly impacts the accuracy of the scale
estimation owing to reduced resolution of the data.
While in practice this method produces satisfactory results, we feel that
it is sub-optimal because it takes into account the keypoint response informa-
tion from only one scale at a time, necessitating some kind of non-maximum
suppression step. In the absence of any such non-maximum suppression, this
method can only be reliably used in conjunction with a detection method that
uses information from multiple scales (i.e. the keypoints should be checked
to ensure that they attain a clear maximum across scale). This is necessary
in order to avoid multiple detections very close to one another at slightly
different scales.
Non-maximum suppression:
If two keypoints are ‘close enough’, then only the stronger one (as per the
keypoint response) is kept. Typically, a simple form of non-maximum sup-
pression uses the Mahalanobis distance between the keypoints, viewed as
points in the scale-space. The Mahalanobis distance is calculated as
||xi − xj||Hi =
(
(xi − xj)>H−1i (xi − xj)
)1/2
. (3.6)
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Here, Hi is the diagonal covariance matrix such that
diag(Hi) = [(s′iσx)
2 (s′iσy)
2 (σs)
2] , (3.7)
where σx,y,s are the standard deviations of the peak in x, y, log2(scale) and
s′i is the scale in pixels of the ith keypoint. This is similar to the use of Hi
in the mean-shift process described in Section E.1. If the distance is less
than a certain threshold, we keep the keypoint with the stronger keypoint
response and discard the other one. Alternatively, the two could be replaced
by their mean (mean location and scale). However, we do not do this because
the mean keypoint is not guaranteed to be a maximum in scale-space. This
process allows all keypoints that exist within a region of size σx×σy×σs the
chance to determine a single keypoint, thereby acting as a non-maximum
suppressor.
3.6 Scale estimation in pyramidal scale-space
In this section, we describe two scale estimation methods that operate on
pyramidal scale-space responses, Damped Newton and Local Least Squares.
Both methods are used in conjunction with keypoint localisation from indi-
vidual levels (Section 3.4.2). They operate directly on the pyramidal data,
i.e. they do not require the keypoint responses to be upsampled to full pixel
resolution.
After the initial keypoint localisation stage, we have a (possibly sub-
pixel) keypoint location5 and a scale initialisation that is obtained directly
from the scale value associated with the level of the scale-space pyramid at
which the keypoint has been localised. Keypoint responses are available only
at grid locations at each level (quantised scale). Each grid point in the 4S-
DTCWT scale-space has a quantised scale s, a spatial location (x, y), and a
keypoint response associated with it. In both of the methods described below,
given the discrete maximum (grid point in scale-space) and the data at all
5The sub-pixel keypoint location at this stage is a result of 2D spatial maximum inter-
polation only.
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surrounding grid points, we are interested in estimating the sub-pixel position
and the sub-level scale in scale-space that represents a stable maximum of
the keypoint response in all three dimensions.
3.6.1 Damped Newton method
We use Damped Newton iterations to estimate the value and position of
the maximum, given keypoint responses f(xi) of a possibly-noisy keypoint
response function f(x), supplied at (possibly irregularly spaced) points xi.
The keypoint responses from within a region ±2σx× ± 2σy× ± 2σs centred
on the detection are used to initialise the process.
Every grid point has a keypoint response f(xi) associated with it and
the ith detection is denoted as xi = [xi yi si]>. We use expanding local
coordinates centred at the discrete maximum (and at its subpixel positions
at other scales). The scale coordinate is in log2(scale) and the coordinates
expand in the sense that the grid spacing at all levels is |∆x|, |∆y| = 1.
Given a 3D Gaussian smoothing kernel K(x,xi) that has the form
K(x,xi) = exp
[
−1
2
(x− xi)>Σ−1 (x− xi)
]
(3.8)
in these coordinates, the subpixel estimate is produced by optimizing the
normalized function fˆ(x)
fˆ(x) =
∑n
i=1 f(xi)K(x,xi)∑n
i=1 K(x,xi)
. (3.9)
The normalization helps to compensate for the irregular sample spacing and
it is here that the method improves on mean shift (see Appendix E.1) style
ones6. We use a Damped Newton method to maximize fˆ(x). At each itera-
tion, we obtain a new estimate of the location of the maximum using
x¯(τ + 1) = x¯(τ)− fˆ ′′−1(x¯(τ))fˆ ′(x¯(τ)) (3.10)
6Mean shift tends to converge to more densely-sampled regions even if these have lower
function values.
48
BTK keypoint detector
Spatial maxima from each 4S-DTCWT level that are also local maxima over
scale, are used to initialise the process. A small diagonal damping ζ is added
to the Hessian (fˆ ′′−1) at each step to avoid problems with singularities. The
iteration is continued to convergence |fˆ(x¯(τ + 1))− fˆ(x¯(τ))| ≤ , where  is
a small constant, typically around 10−6.
Despite its elegance, we found that this method tends to require samples
from a large number of levels (c.f. Figure 3.9), leading to high computational
loads and frequent losses of detections owing to the peak locations drifting to
much larger or smaller scales. As an alternative, we tested more local least
squares quadratic fitting methods, as described in the next section.
246 keypoints 35 keypoints
Figure 3.9: Results of using the Damped Newton process with variable num-
bers of levels, with σx,y set to 0.5 and σs set to 0.6. Left : Using three levels
(the detection level and one above and below it) Right : Using thirteen levels
(the detection level and six above and below it). We see that visually obvi-
ous features are merged or lost if the smoothing occurs over a wide range of
scales.
3.6.2 Local Least Squares surface fitting
A common form of quadratic surface fitting is least squares fitting. Although
3×3×3 least squares fitting is often used for subpixel peak finding, its results
do depend significantly on the sample chosen as centre (e.g. if several adjacent
samples have essentially the same keypoint response) and on the kind of
coordinate system used in the process. Here, we describe an adaptation of
least squares fitting for subpixel peak finding in pyramidal data. Specifically,
at each level of the pyramid we use the following steps:
• find 2D local maxima of the response function over 3×3 local patches,
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• ensure that each of the 2D local maxima attains a clear maximum in
scale with respect to the scale above and below
• extract a 3×3×3 block of scale-space function samples around the maxi-
mum by calculating the 3×3 patches at the location of the 2D maximum
at the levels immediately above and below it,
• discard 2D maxima that are not local maxima over their full 3×3×3
patch,
• use least squares to fit a local quadratic function to the function samples
on the patch, and
• use the peak of the quadratic function as the position, scale and value
of the maximum.
The quadratic fitting is done in ‘expanding’ local coordinates around the
2D maximum, using log scale for the scale coordinate and (x, y) coordinates
whose origin is the image location of the 2D maximum sample, transferred to
its equivalent subpixel location at each of the three levels, and whose available
(pyramid) samples are separated by |∆x|, |∆y| = 1 at each of the three levels.
This rather strange local coordinate system is the best one to use for many
local scale space computations. To the extent possible, it mediates between
the fact that responses typically broaden in proportion to sample spacing as
the scale changes, and the need to align corresponding image positions across
different levels. Note that the samples at different levels are offset relative
to one another and that adjacent levels are not uniformly spaced in scale in
our pyramidal scale space (c.f. Figure 3.10). The least squares fit uses the
exact position and scale values of each sample point in the expanding local
coordinates to compensate for this.
Let x = [x, y, s]> be a point represented in the local coordinates cen-
tred on the keypoint. Here, (x, y) represent the spatial coordinates and s
represents the log2 scale. We can define the quadratic function as
a+ bx+ cy + ds+ ex2 + fxy + gxs+ hy2 + iys+ js2 = q (3.11)
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Samples in a 3x3x3 
grid are included 
in interpolation 
for maximum. Candidate detection is the origin and
the coordinate system 
is defined by the 
sampling interval of the 
candidate detection's 
level
Candidate detection
at a sub-grid location 
Figure 3.10: Local least squares fitting in expanding local coordinates. The
candidate detection is the origin of the local coordinate system. The sampling
interval of the candidate detection’s level (middle red) is used as the reference
spacing for the local coordinate system. Using this local coordinate system,
the 3×3×3 grid is calculated and the keypoint responses at these grid points
are also computed. A least squares surface fit is performed on the grid of
data to determine the location of the maximum.
or, in matrix form as
d p = q (3.12)
where d = [1 x y s x2 xy xs y2 ys s2] and p = [a b c d e f g h i j]> are the
quadratic parameters.
In the 3×3×3 grid, we have 27 points. We can construct equations of
the form of (3.6.2) for each of the 27 points and collate them. Let D =
[d1; . . . ; d27] be the 27×10 matrix of d values at the 27 sample points and let
q = [q1; . . . ; q27] be the corresponding vector of keypoint responses at these
27 points. The unequal spacing of the different scales is embedded in D. The
quadratic can be re-written as
D p = q (3.13)
and the best fit quadratic is given by the least squares solution to (3.6.2)
p = D†q (3.14)
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where D† is the pseudo-inverse of D. Once the quadratic parameters of
the surface are known, we can estimate the peak location xˆ by equating
the derivatives of the surface to zero and solving the resulting simultaneous
equations,
xˆ = −H−1g (3.15)
where
H =
 2e f gf 2h i
g i 2j
 and g =
 bc
d
 . (3.16)
The solution xˆ = [xˆ, yˆ, sˆ]> is the desired sub-pixel location and sub-level
scale of the keypoint (expressed in expanding local coordinates with respect
to the initial position of the maximum).
3.7 Issues in quadratic surface fitting
The problem that we are trying to solve, least squares function fitting, can
be formulated as follows: Given points in (x, y, s), and values of the func-
tion f(x, y, s) at these points, find the parameters of a function f ′(x, y, s)
that best fits the function values f(x, y, s) at the set of points (x, y, s). Fig-
ure 3.11 illustrates a problem with such a fit to determine sub-level scale.
The quadratic does not have sufficient degrees of freedom to fit the data
exactly and the fit is influenced more by the samples on the edges of the
grid than by those at the centres. All points contribute equally but there are
more edge points on each grid (eight compared to a single central point), so
they have a greater influence on the fit. Owing to the relative breadths of
the peaks at the different scales, this causes the fitted maximum to drift to
coarser scales.
We present two ways to counter this effect. The first includes a spatial
and scale-based weighting to give the centre pixel a bigger influence on the fit.
The second ignores the edge points entirely doing a simpler 1D fit along the
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scale dimension at the subpixel 2D position of the keypoint. This assumes
that the maximum does not move much across scales and hence attempts
only to refine the scale estimate. We now discuss both of these approaches.
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Figure 3.11: Surface plots of the keypoint responses at the three scales
(denoted by the three peaks) for the original data (top), the quadratic fit
(bottom-left) and the weighted quadratic fit (bottom-right). The quadratic
fit is good at one level, but not at others. The weighted quadratic fit is good
at points close to the centre of the 3×3×3 grid. The relative heights of the
three centres of the spatial grids clearly show that the least squares fit does
not sufficiently capture the nature of the original data.
3.7.1 Weighted least squares
First consider the use of weighted least squares function fitting to put more
emphasis on the central point. If wi are the weights of the 27 points on the
3×3×3 grid, then (3.6.2) may be modified as
D˜ p = q˜ (3.17)
where D˜ = [w1d1; . . . ;w27d27] and q˜ = [w1q1; . . . ;w27q27]. We used Gaussian
weighting based on the distance of each point from the centre of the 3×3×3
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grid. The result of using such a weighting is shown in Figure 3.13. It is also
possible to use 2D Gaussian weighting with equal weights for all scales, but
this is not found to be sufficient, an additional weighting for scales is needed.
3.7.2 Spline-fit
Taking our argument one step further, we ignore the neighbouring grid points
completely, and instead fit a spline over the interpolated keypoint responses
at the location of the central point at each level. We also take the opportunity
to extend the number of levels to five. When projected to pixel resolution,
these five points have exactly the same locations. Figure 3.12 shows the
scale-space keypoint response for a Gaussian blob with σ = 22.25, a quadratic
fit on keypoint responses over three levels, and a spline-fit over the entire
curve. We see that the spline fit captures the rather asymmetric shape of the
maximum significantly better than the quadratic fit. In practice, a spline-fit
over five levels suffices. A cubic spline requires 4 points, and we want to
have the same number of points on either side of the maximum, so we use 5
points. Due to the piecewise nature of spline fitting, using additional points
would not improve the estimate of the maximum.
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Figure 3.12: Left : A scale-space response for a Gaussian blob with σ = 22.25,
a quadratic fit on keypoint responses over three levels and a spline fit. Right :
A zoomed out version of the same with a spline fit over the entire curve. The
spline-fit follows the shape of the scale response much more accurately than
the quadratic fit, thus leading to more accurate scale estimates.
The above approach assumes that the spatial location of the maximum
does not change with scale. This is true for blob-like features but less clear
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for corner-like features. The idea of using the scale at which the scale re-
sponse attains a maximum as the scale estimate for blobs was suggested in
[Lindeberg, 1998] (see Section 5.1 and Figure 5) and has since been used in
[Mikolajczyk, 2002, Mikolajczyk and Schmid, 2001, Mikolajczyk et al., 2005].
Our spline-fit method effectively does the same.
3.7.3 Discussion
Corner-like features may often shift in spatial position across scales. The
spline fit method discussed above does not account for this. To our knowl-
edge, apart from iterative spatial localisation and affine warping, no other
solution for the simultaneous refinement of spatial position and scale in the
full 3D space exists. A detailed discussion of this phenomenon can be found
in Section 6.1, Section 7 and Figure 11 of [Lindeberg, 1998]. Lindeberg used a
least squares formulation at a single scale to localise the corner. Furthermore,
he studied the problems of choosing both the size of the area over which to
perform least squares and a weighting function over this area. He also consid-
ered the problem of choosing the scale at which the single-level least squares
is performed. His suggested solution was to use a Gaussian weighting that
is proportional to the detection scale and perform a single-level least squares
at multiple scales, then choose the scale at which the residual error of the fit
normalised by the area covered at that scale is minimum.
A modification of the spline-fit described above would localise spatial
maxima separately in the five scales and use these points to do the spline-fit
instead of assuming that the spatial maxima at all five levels is at the same
location. This may give a better overall fit, but it would have the additional
computational overhead of having to search for the nearest spatial maximum
to the keypoint in each scale and it might fail entirely if suitable maxima
were not recovered.
Another option would be to use least squares with an elongated Gaussian
weighting that can be rotated about the centre of the 3×3×3 grid and choose
the weighting that best fits the data. This will allow movements in position
as well as scale, but is slightly more involved than using a single orientation.
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We have left these as future work.
3.8 Evaluation of scale estimation methods
In this section, we test the ability of the scale estimation methods discussed
above to estimate scale correctly, across a wide range of scaling of the image
content. To reduce spurious effects due to boundaries and neighbouring
features, we base our tests on an idealized case, a single 2D Gaussian blob of
fixed amplitude and variable scale located at the centre of the image. The
image is 1024×1024 and the width (standard deviation σ) of the Gaussian
is varied from 4 to 16 pixels in steps of 21/32. We expect the estimated scale
to vary linearly under changes in σ. Scale and σ are measured in the log2
domain.
Figure 3.13 shows the results. The thin pink line at 4σ is an empirically
estimated baseline. In plot (a), we show the result of using the detection
level as the scale estimate without any further refinement. This represents
the worst-case scale estimate. Any valid refinement method must do better
than this. In plot (b), we show the half maximum method, which is not
better than using the detection level. Of particular concern is the decreasing
scale estimate in response to an increasing σ. In plot (d), we have the result
for 11-level Damped Newton process, which shows an improvement over the
detection level, but the abrupt jumps between levels are still a cause of con-
cern. Plot (e) shows the result of local least squares without any weighting.
This is better than both the half-max and the Damped Newton process, but
there are still some drifts at the coarsest end within each interval of levels.
Note also that there are finer steps towards the finer end than the coarser end
within each interval of levels. Plot (f) shows the result of local least squares
with Gaussian weighting and plot (c) shows the result of doing a spline fit on
the keypoint responses at the central point from 5 levels. This is better than
our baseline result in plot (a). The estimated scale varies roughly linearly
with respect to changes in σ. All of the scale estimates are refined to their
actual value, thus overcoming the irregularities of non-uniform sampling in
scale. The spline-fit method, (shown in plot (c)) and the least squares meth-
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ods significantly improve the scale estimates and overcomes the difficulty
posed by the non-uniform sampling in 4S-DTCWT scale-space.
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Figure 3.13: True scale vs estimated scale for a variety of scale estimation
methods. The input in each case is a set of images containing 2D Gaussian
blobs with fixed amplitude and varying widths (σ=4 to 16 in steps of 21/32).
Each point in the graphs shows the estimated scale for an image with a single
Gaussian blob against the standard deviation σ of the input Gaussian blob.
Scale and σ are measured in the log2 domain. We expect the estimated scale
to vary linearly with respect to change in σ.
3.9 Qualitative evaluation
In this section, we present exemplar results for the scale estimation meth-
ods presented in Sections 3.5-3.6. The FKA detector uses Steepest gradient
method for scale estimation. The keypoints localised in individual levels in
the 4S-DTCWT scale-space use the Half-Max, Damped Newton, Local Least
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Squares or the Spline fit method for scale estimation. In order to perform
a qualitative evaluation of the above-mentioned methods, we show examples
of keypoint detection on a single image for two settings of the minimum
strength threshold α in Figures 3.14-3.18. A valid keypoint must have key-
point response greater than α×(maximum keypoint response at the level) in
order to be kept.
From Figures 3.14-3.18, we conclude that the Weighted Least Squares
method lead to a good compromise between stable scale estimates and speed
of computation. This choice is illustrated further in Section 5.4.1. With this
conclusion in mind, we present a summary of our preferred keypoint detector
in the next section.
We have also tested the repeatability (with respect to change in view-
point) for all these methods on a subset of our new 3D dataset. The experi-
mental setup is described in detail in Chapter 5, hence we defer the discussion
of the quantitative results until Section 5.4.1 in Chapter 5.
3.10 Overview of final BTK keypoint detector
The proposed keypoint detector (BTK) consists of
4S-DTCWT scale-space pyramid for denser scale sampling and reduced
scale-related aliasing errors;
Min cornerness measure for better corner localisation, reduced edge re-
sponse and speed of computation;
Maximum across scale for rejection of spurious spatial maxima;
Keypoint localisation in individual levels for better spatial localisation
and reliable initialisation of the scale estimate; and finally
Weighted least squares for keypoint location and scale refinement in ex-
panding local coordinates.
One may use the Spline fit method instead of weighted least squares for scale
refinement and obtain similar results. Spline fit method is simple but does
not include any position refinement.
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In this chapter, we have developed a scale-space framework and a multi-
scale keypoint detector based on the DTCWT. We have investigated several
scale-space localisation methods. In Chapter 5, we will show that, as a result
of this work, the BTK keypoint detector demonstrates position and scale
stability comparable to most other popular detectors. For now, we take a
minor detour and study some aspects of keypoint description and matching
in Chapter 4.
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Figure 3.14: The results of scale estimation using steepest gradient method.
Left : An image and the corresponding accumulated map. Right : The de-
tected keypoints. We see that there is considerable interference between
responses from nearby features, making it difficult to isolate the extent and
hence the scale of any given feature. See, for example, the top surface of the
car and the bonnet of the car with the digit ‘4’ on it. Well-isolated features
such as the front-left corner (above the front-left wheel) or the corner on
the bottom-rear end are not affected by any nearby features and tend to be
stable. An increase in the strength threshold should allow stronger keypoints
to be selected. Instead, owing to the non-localised responses, the strength
threshold tends to select only features in areas of high activity and leave out
isolated features (e.g. the corners next to the digit ‘4’ on the left side door
of the car). Another point to be noted is the limited range of scales detected
in the image.
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Without Non-Max Suppression With Non-Max Suppression
α
=
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Figure 3.15: The results of scale estimation using Half Maximum method.
Left : Without non-maximum suppression. Right : With non-maximum sup-
pression. As expected, increasing the strength threshold eliminates keypoints
on edges and regions of low activity (turn-table). Also, the use of non-
maximum suppression reduces the number of multiple detections of the same
feature at slightly different locations and scales, with a small computational
overhead. This method is computationally expensive relative to other meth-
ods tested that give comparable results. Nevertheless, it benefits from the
BTK detector’s denser sampling in scale and localisation of keypoints at
individual levels.
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σx,y = 0.25, σs = 1 σx,y = 0.5, σs = 1.5
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Figure 3.16: The results of scale estimation using Damped Newton process for
two different sizes of the Gaussian smoothing kernel. Left : σx,y = 0.25×Scale,
σs=1 octave. Right : σx,y = 0.5×Scale, σs=1.5 octaves. All keypoint re-
sponses within a region 2.5×σ contribute to the Damped Newton process.
We see that the keypoints retained after the Damped Newton process are
much better localised in space and scale as compared to the steepest gra-
dient method and the Half-Max method, i.e. there are fewer instances of
the detector firing multiple times for a single feature. Furthermore, it be-
haves well under changes of strength threshold and generates a good spread
of detection scales. Finally, we note that a larger smoothing kernel results
in better separated keypoints in scale and space. The Damped Newton pro-
cess has a computational complexity that is linear in the number of initial
detections. It is faster than the Half-Max method for similar numbers of
keypoints.
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Figure 3.17: The results of scale estimation using the Spline fit method.
Left : Detection Level is used as scale Right : Detection level is refined using
spline fitting. We see that the keypoints found by the spline fitting method
improve the scale estimate over the detection level. For example, note the
keypoints on the bottom right corner of the front screen, the keypoints are
found at multiple scale initially, but refined to the same scale after spline
fitting. Also note that at the rear left corner of the car, several keypoints for
the corner-like feature converge to similar scales.
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Figure 3.18: The results of scale estimation using the local least squares
and weighted least squares methods. Left : Least squares Right : Weighted
least squares. We see that the keypoints found by the local least squares
quadratic fit are well localised in space and scale. The least squares method
gives similar results to spline fit method, but has some position refinement
capability embedded in it, hence is preferable.
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Keypoint descriptor and matching
To complement our detector we use the Polar matching matrix, a rotation-
invariant local visual descriptor based on the DTCWT [Kingsbury, 2006]. We
briefly present this descriptor, then adapt it for use with the BTK keypoints.
4.1 12×8 P-matrix descriptor
Polar matching matrix (P-matrix) descriptors are created from DTCWT co-
efficients as follows [Kingsbury, 2006]. At a designated DTCWT level and
sampling radius, a circle of 12 points spaced 30◦ apart is placed around
the central point (keypoint). For each DTCWT orientation, the complex
DTCWT coefficients are evaluated at these points using spatial interpola-
tion1. At each point 6 independent orientations at intervals of 30◦ (and
their complex conjugate pairs along diametrically opposite directions) are
available. The resulting coefficients are arranged in a 12×6 complex ma-
trix. Within this matrix, column c contains the coefficients whose orienta-
tion, relative to the tangent to the sampling circle, at the sample position is
(30 c− 15)◦.
Rotations of the image by multiples of 30◦ thus produce cyclic shifts
within each column of the matrix, i.e. simple phase changes of the FFT of
the column. This property allows efficient rotation-invariant descriptor com-
1Such interpolation is reliable owing to the band-limited nature of the rotationally
symmetric DTCWT.
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(2x scale)
1
2345
6
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8 9 1011
12
Figure 4.1: The construction of our 12×8 P-matrix descriptor. The arrange-
ment is the same as in [Kingsbury, 2006], but we base the descriptor on the
4S-DTCWT. The small numbers (and the orientations of the arrows) denote
the subband selected at each sampling location. Each column is composed of
a set of rotationally symmetric samples. The figure is taken from [Kingsbury,
2006].
parison and efficient estimation of the relative rotations between matching de-
scriptors. To produce a complete P-matrix descriptor, matrices from several
circles with different radii and/or wavelet scales (tree levels) can be appended,
and additional columns can be included based on the coefficients of the 12
orientations (6 conjugate pairs) at the central point at a given level. One
of the most common arrangements [Kingsbury, 2006] is a spatially-compact
local descriptor whose 12×8 matrix contains the coefficients from the central
point at the scale of the keypoint in the first column, the coefficients from the
ring at the scale of the keypoint in the next 6 columns (which is composed
of the the 12×6 arrangement described above), and the central point at the
next level up (wavelets 2× coarser) in the eighth column – see Figure 4.1.
For illumination invariance, the total energy in each P-matrix is normalised
to one, so matching them produces a correlation score in the range [−1, 1].
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4.2 Support for finer scale sampling
To use this descriptor with our detector, we need to adapt it to subpixel
position and scale estimates. We use the 4S-DTCWT for the descriptors as
well as the detector so raw coefficients are available at steps of around 21/4 in
scale and at integer locations at these scales. Given a keypoint, we lay out a
circle of subpixel sample points corresponding to its exact subpixel location
and scale (the circle having unit radius at this scale). We then build the
12×8 P-matrix descriptor by taking wavelet coefficients from the discrete 4S-
DTCWT level whose scale is closest to the keypoint scale and using subpixel
interpolation to estimate the wavelet responses at the designated sample
points. For the 8th column, we use the level 2× coarser. The descriptor is thus
evaluated using wavelet coefficients from the nearest discrete scale, but at
sample points corresponding to its exact subpixel position and (continuous)
scale. We will refer to the 12×8 4S-DTCWT P-matrix descriptor as ‘BTK
descriptor’.
The BTK descriptor has some similarities to other modern descriptors
such as SIFT and DAISY [Winder and Brown, 2007]. It is based on oriented
energies at a set of spatial positions, it incorporates multiple scales and good
illumination invariance, and it has an effective (and original) mechanism for
handling the orientation degree of freedom. Although (with the current de-
tector) it is not affine-invariant, like SIFT it tolerates small errors in keypoint
positions and scales and small affine deformations relatively well. Figure 4.2
illustrates that under increasing affine deformations, BTK descriptor match-
ing scores show degradations similar to those for SIFT, but perhaps slightly
less rapid degradation at small deformations.
4.3 12×15 P-matrix descriptor
Figure 4.3 shows a 12×15 arrangement giving an alternative BTK descriptor.
This consists of two rings at radii r and 2r at the keypoint scale, the central
point at the keypoint scale and at scales 2× coarser and 2× finer. This allows
slightly more tolerance to shifts away from the keypoint while encoding some
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Figure 4.2: Descriptor mismatch under affine deformations. SIFT and
BTK descriptors are computed and matched over identical (Difference-of-
Gaussian) keypoints for increasing affine distortion (vertical shear) of a Graf-
fiti image from the Oxford dataset [Mikolajczyk et al., 2005]. Top row : The
two plots (a-b) show histograms of the resulting SIFT distances (0 is best)
and DTCWT correlation matching scores (1 is best). Bottom row : The two
plots (c-d) show histograms of the rank of the correct match using these
respective distance metrics for ranking. In all cases, darker colours indicate
higher bin counts with darkness proportional to log(count). Note that the
distribution of ranks for BTK is similar to that for SIFT.
additional spatial information into the descriptor. The 12×15 descriptor
exhibits better tolerance to shifts in the outer ring as compared to the inner
ring, while allowing a richer description at a small computational overhead.
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Figure 4.3: Comparison of different configurations of the BTK descriptor.
The dots represent the sampling points and the rings represent the size of
the sampling circle at pixel level. The ring with a radial line has a radius
equal to the scale of the keypoint. The experimental setup is the same as in
Figure 4.2. Figure 4.2-(d) is the same as Figure 4.3-(a).
4.4 Fast descriptor computation
We wish to calculate descriptors centred at subpixel locations using a cir-
cular pattern, which we call the descriptor grid. The available DTCWT
responses are on a rectangular grid, called the response grid. We estimate
the complex-valued DTCWT coefficients on the descriptor grid by interpo-
lating values from the response grid separately in each subband. We use the
method of Kingsbury [Kingsbury, 2006]. The interpolation must be band-
limited and localised within the support region in 2D frequency space of the
subband being interpolated. If the centre frequency of support region of the
subband being interpolated is {ω1, ω2}, the band-limited interpolation may
be performed as follows (c.f. [Kingsbury, 2006]):
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For each keypoint, do
For each subband, do
1. A frequency shift by −{ω1, ω2}, i.e. complex multiplication
by e−j(ω1x1+ω2x2), at each point (x1, x2) on the response grid.
2. Bi-cubic interpolation to estimate responses at the descriptor
grid points (y1, y2) given the responses at response grid points
(x1, x2).
3. An inverse frequency shift by ω1, ω2, i.e. complex multiplica-
tion by ej(ω1y1+ω2y2), at each point (y1, y2) on the descriptor
grid.
End
End
Note that Step 1 involves a W/2k×H/2k complex multiplication2 while
the complex multiplication in Step 3 involves 13 points for a 12×8 descriptor.
Each subband at any level of the DTCWT can be interpolated independently
of all other subbands and levels. The number of keypoints in an image is
usually much greater than the number of levels in the pyramid so there are
many keypoints per level. Obviously, they share the first step in the bandpass
interpolation process described above. Further, this step is independent of
the exact location of the descriptor grids on the response grid (i.e. it is
independent of (y1, y2)). Therefore, it is more efficient to concatenate all the
descriptor grids into one long list, so that Step 1 is performed only once per
subband at each level.
These fairly straight-forward modifications produce a very significant
speedup in the descriptor computation (c.f. Table 4.1). The timings are
taken on the same machine (2.4 GHz Intel CPU with 2GB RAM) and aver-
aged over multiple runs of each method. The measurement is always between
1-10 seconds for fast method and between 1-10 minutes for the old method.
2Typically, the keypoints occupy a sufficient proportion of the image, that isolating
just the points that are needed for interpolation on the response grid is not worthwhile.
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The measurement is divided by the number of runs and the number of to-
tal keypoints to obtain the time for each descriptor. Both the methods are
implemented in Matlab.
Total keypoints 103 104 105
Old method 5.7 ms/kp 5.69 ms/kp 5.67 ms/kp
Fast method (1 level) 2.1 µs/kp 1.05 µs/kp 0.97 µs/kp
Fast method (10 levels) 15 µs/kp 2.08 µs/kp 1.06 µs/kp
Fast method (35 levels) 39 µs/kp 5.63 µs/kp 1.55 µs/kp
Fast method (100 levels) 110 µs/kp 11.49 µs/kp 2.08 µs/kp
Table 4.1: Time required to calculate descriptors for a total of 103, 104 or
105 keypoints. The time taken by the fast method depends on the number
of different levels at which the keypoints exist and on the total number of
keypoints. Each entry in the table lists the time taken to compute a single
descriptor. For example, if there are 100 keypoints each at 10 different levels
(a total of 1000 keypoints), then each descriptor is computed in 15 µs by the
fast method.
Realistically, even if one has a 10 mega-pixel image, the maximum number
of octaves covered in the scale-space of such an image would be about nine3.
In the 4S-DTCWT framework, this leads to at most 36 levels, so we have
highlighted the most realistic scenario in Table 4.1, which lists timings for 35
levels. The case where there are 100 different levels is unrealistic at present,
but included here for reference.
4.5 Fast descriptor matching
In this section, we describe the modifications we made to the FFT based
algorithm proposed in [Kingsbury, 2006] for keypoint matching. First, we
introduce some notation. We then describe the FFT based method (Pair-
wise method), followed by a description of our proposed method (Anglewise
method) and finally, a comparison of the two methods.
3If maximum possible image dimension is less than 212 = 4096 and the coarsest level
is at least 23 = 8 wide, then we can go down about 9 octaves
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Notation
For any matrix A, we denote it’s element-wise conjugate by A∗, it’s real part
by <(A) and it’s vectorised form by vec(A). It follows that the transpose
of A∗ can be written as A∗>. A column-wise Fast Fourier Transform (FFT)
operation on A is written as FFT(A) and the Inverse Fast Fourier Trans-
form operation on A is written as IFFT(A). The expression s·r denotes the
element-wise multiplication of the vectors s and r.
4.5.1 Pairwise method
The pairwise method for FFT based cross-correlation was proposed in [Kings-
bury, 2006]. Given P1 and P2, the column-wise FFT of two P-matrices, the
correlation score C(θ) is calculated as
C(θ) = < IFFT
{∑
rows
P1·P∗2
}
(4.1)
Here P∗2 is the element-wise conjugate of P2. For a finer angular resolution,
one may do a four-fold extension of the element-wise product, P1·P∗2 by
zero-padding the additional (high frequency) FFT elements, before doing
the IFFT. The cost of one 48-point cross-correlation is ≈ O(48 log2 48) +K
complex multiply-adds where K is the descriptor size. A cross-correlation
operation on each pair of P-matrices provides us with matching scores for a
pair of keypoints for 48 relative orientations. The angular resolution of such
correlation scores is 7.5◦.
4.5.2 Anglewise method
Here we describe an alternative way of computing the correlation scores in
an environment which has been optimised for matrix computations, such as
Matlab, which achieves a significant speedup.
Let the number of relative orientations at which we wish to compute
correlation scores be D so that the angular resolution is 360
D
◦. Typically D
is 12 or 48. Let s = vec(P2) and r = vec(P1). Both r and s are column
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vectors of length K (96 for a 12×8 P-matrix). Let W = [w>1 w>2 . . .w>D]>
be the D×K IFFT operator4 (wi is the ith row of W). We can write the
cross-correlation operation in the following form, which allows us to compute
the correlation score at each orientation independent of other orientations,
C(θi) = <
{
w>i ·s∗·r
}
(4.2)
Next, by making a substitution ŝ∗i = w>i ·s∗, we can express the above as a
simple matrix multiplication of O(1×K×1)
C(θi) = <
{
ŝ∗>i r
}
(4.3)
Further, if the weighted descriptor vectors s∗i for many keypoints in one
image are concatenated into a matrix Ŝ∗i = [w>i ·s∗1 w>i ·s∗2 . . .w>i ·s∗N ] (and
for the second image, the descriptor vectors are arranged in the form R =
[r1r2 . . . rM ]), we can compute multiple correlation scores for any orientation,
θi using a similar expression
C(θi) = <
{
Ŝ∗>i R
}
(4.4)
that is simply a matrix multiplication of O(M×K×N). The matrix Ŝ∗>i is
independent of R and has to be computed only once for each orientation.
Note that we need only the real part of the product, this saves half the com-
putation. We need D times as much storage to store Ŝ∗>i as we need for
[s∗1 s
∗
2 . . . s
∗
M ], but the convenient form of (4.4) leads to a significant speedup
of the computation (in spite of its higher asymptotic computational com-
plexity). This speedup is mainly due to the speed and simplicity of matrix
multiplication as well as faster memory access as the data required for the
calculation is stored in contiguous locations in memory and there are very few
cache misses. Similar speedups are likely to be available in any programming
language that supports efficient matrix manipulation.
We list the timings for the pairwise and anglewise methods in Table 4.2.
4In case of 48-point correlation scores, W is a 48×K IFFT operator that includes the
appropriate zero-padding
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Algorithm 1 Pairwise method
1: for all m = 1 to M, do
2: for all n = 1 to N, do
3: C(m,n, all θ) = {IFFT∑Pm·P∗n}
4: end for
5: end for
Algorithm 2 Anglewise method
1: R = [r1 . . . rM ]
2: for all i = 1 to D, do
3: Ŝ∗i = [w
>
i ·s∗1 . . .w>i ·s∗N ]
4: C(all m, all n, θi) = <
{
Ŝ∗>i R
}
5: end for
These were taken using Matlab code on a 2.4 GHz Intel CPU with 2GB
RAM. The timings are averaged over 106 keypoint pairs and several runs of
each algorithm were made before taking timings in order to allow optimisa-
tion of the FFT routine within Matlab5. The timings given are averages
over 10 separate runs.
Method 12-point scores 48-point scores
(descriptor size K = 96) D = 12 D = 48
Pairwise method 22 µ sec 218 µ sec
Anglewise method 0.6 µ sec 3 µ sec
Table 4.2: Time required to calculate the full matching score for one keypoint-
pair, averaged over 106 keypoint-pairs.
If speed of calculation is a major consideration, it is possible to compute
5Matlab uses the FFTW [Frigo and Johnson, 2005, Johnson and Frigo, 2008] library
to compute FFTs. To explain the concept of a planner, we reproduce the following excerpt
from the FFTW documentation: “First, FFTW’s planner ‘learns’ the fastest way to com-
pute the transform on a particular machine. The planner produces a data structure called
a plan that contains this information. Subsequently, the plan is executed to transform the
array of input data as dictated by the plan. The plan can be reused as many times as
needed. In typical high-performance applications, many transforms of the same size are
computed and, consequently, a relatively expensive initialization of this sort is acceptable.”
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Figure 4.4: 48-point correlation scores (blue) and 12-point correlation scores
(red). The 12-point scores are exactly equal to the 48-point scores at relative
orientations that are multiples of 30◦. Dashed lines show a linear fit through
the 12-point scores and solid red curve shows the spline fit through the 12-
point scores. The spline fit is not exactly equal to the 48-point curve, but it
serves as a very good approximation.
only 12-point cross-correlation scores. The cost of computing one 12-point
score is about O(12 log2 12) complex multiply-adds. If 48-point scores are
needed, then we can either use an interpolation on the 12-point scores or re-
compute 48-point scores for only those keypoint pairs whose maximum scores
exceed a certain threshold. We find that 12-point scores do not significantly
reduce the matching accuracy and hence suffice in most cases.
The 48-point scores require four times as much computation as the 12-
point ones, so theoretically one requires five times more computation for a
keypoint pair that passes the initial pruning stage than for one that does
not. Assuming that the 12-point score computation requires N12 operations
and that the fraction of accepted keypoint-pairs is κ, the total computational
cost as a fraction of the computation required to compute full 48-point scores
for all pairs is (4κ + 1)N12/(4×N12) ≈ 0.25 + κ. In practice, the 12 point
score computation is more than 4× faster than the 48 point one, as seen in
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Table 4.2.
Finally, we note that the conventional FFT-based method (and the zero-
padding) for computing correlation scores was proposed primarily for a greater
angular resolution (in the relative orientation that is recovered as a result of
matching a pair of descriptors (7.5◦ instead of 30◦). If we use 12-point scores
in the first stage for speed, one can also consider doing the correlations in the
spatial domain (as opposed to the FFT-one), thereby saving the FFT and
IFFT steps. This would involve K/12 circular correlations of 12-d sequences
for 12 shifts. This can also be written in the form of a big matrix product
and would probably benefit from the conclusions drawn in Section 4.5.2 i.e.
large matrix multiplications can be calculated of efficiently if all the requi-
site data can be accessed in a single memory read operation. The P-matrix
uses an energy-based normalisation for tolerance to illumination changes. An
equivalent normalisation can be applied in the spatial-domain as FFT and
IFFT are energy-preserving transforms.
4.6 Matching groups of keypoints
Keypoints often occur together over a range of viewpoints so we also briefly
explored the idea of matching groups of them. Cluster-cluster matching, our
coarse-to-fine keypoint matching approach, is described in [Bendale et al.,
2007] (reproduced in Appendix D). The basic idea is to encourage correct
matches by enforcing weak spatial inter-match displacement constraints. We
first form clusters of keypoints within each image to be matched. Clusters
are allowed to overlap one another so that keypoints can contribute to sev-
eral nearby clusters. All rotations of the pattern of locations of keypoints
in a reference cluster are compared with the pattern of location of keypoints
in the test cluster by looking for a maximum in the 3D histogram of their
matching scores over a range of displacements and rotations (dx, dy, dθ). The
histogram accumulates the matching scores of the keypoint pairs in the can-
didate clusters. The value of the maximum in the histogram is the matching
score for the two clusters and its location gives the approximate relative dis-
placement between the clusters. We used the memory-efficient anglewise al-
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gorithm described in Section 4.5.2 to compute the correlation scores. We will
not give more details of this method here. The study used an earlier and less
reliable version of our keypoint detector and one of the main conclusions was
that more reliable individual keypoint matches were required. Given this, we
shifted our focus to evaluating individual keypoint matching, as described
in Chapters 5–6, and we have not yet updated the cluster-cluster match-
ing study to incorporate our much-improved detector. Other approaches
attempting to exploit local spatial layout to aid keypoint matching include
[Schmid and Mohr, 1997, Grauman and Darrell, 2005, Mortensen et al., 2005,
Leordeanu and Hebert, 2007, Ng and Kingsbury, 2010]. Keypoint locations
can also been used to constrain feature correspondences using model selec-
tion algorithms [Triggs, 2001]. Traditional approaches for estimating rough
geometry between images using keypoint matches are RANSAC [Fischler and
Bolles, 1981] and its variants [Chum and Matas, 2005].
4.7 Discussion
In this chapter, we have adapted the Polar matching matrix descriptor for
use within the 4S-DTCWT framework. We also formulated the computation
of the descriptors and the matching scores in a simple and convenient matrix
multiplication form. This leads to significant speedup of these operations,
making the system more suitable for use in practical scenarios.
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Chapter 5
Evaluation of keypoint detectors
and descriptors
In this chapter, we present a new 3D dataset that we created to facilitate
evaluation of keypoint detectors and descriptors. This dataset provides the
point to point mapping that is used as a reference for the experiments in this
chapter. Then we detail the geometry of the setup and the test framework,
followed by a quantitative evaluation of our keypoint detector and descriptor
alongside other methods. We also present quantitative results for some of
the important configurations of the keypoint detector discussed in Chapter 3.
Finally, we discuss several issues involved in the evaluation of keypoint de-
tectors and descriptors. The key results are presented in Figures. 5.3 and
5.8.
Throughout this chapter, we shall distinguish between the terms geo-
metric match and appearance match. A geometric match of a keypoint is
considered to be a match by virtue of being at the correct corresponding
location. An appearance match of a keypoint is considered to be a match by
virtue of being visually similar to it. A geometric match may or may not be
visually similar and an appearance match may or may not be at the correct
corresponding location. Ideally, we want a match to be both a geometric
match as well as an appearance match. We shall also use the term inlier
interchangeably with the term match.
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5.1 3D Dataset
Reference
image (r)
Test
image (t)
F_ar ↑  F_ta
← F_tr
Epipolar lines
14.5º
Steps
 of 
3.6º
Fundamental matrix 
to transfer points 
from reference image 
to auxiliary image
F_ar =
Auxiliary
image (a)
Figure 5.1: Top: The rig used to capture the dataset. Note that the upper
camera is inverted but this is handled seamlessly by the calibration and
evaluation frameworks. If desired, the images may be de-rotated (by 180◦)
for display purposes. Bottom: The three image epipolar matching scheme
derived from [Moreels and Perona, 2007].
Previous evaluations of keypoint detectors and descriptors have tended to
focus on planar scenes, relying on homographies to generate the ground truth
[Mikolajczyk and Schmid, 2005, Schmid and Mohr, 1997]. Evaluations on 3D
scenes include [Fraundorfer and Bischof, 2005] (which uses trifocal tensors on
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office scenes) and [Moreels and Perona, 2005, 2007] (which uses calibrated
images in the form of turn-table sequences). In order to provide an accurate
evaluation of methods on real scenes, we wanted to use a method similar to
[Moreels and Perona, 2007]. Unfortunately, although these authors provide
a robust framework, they have not made their complete ground truth, cali-
bration and test software publicly available. Moreover, the objects typically
only occupy a small portion of their images and the image backgrounds are
neither plain nor realistic so there are typically many detections on them.
For this reason we created a new dataset containing 3978 calibrated im-
ages from 2 cameras of 39 different toy cars on a turn-table with a plain
grey background. There are 51 images per car per camera spanning 180◦.
The images in both PNG and raw (NEF) format, the calibration images and
camera parameters including lens distortions, and the Matlab test scripts
are all freely available for download1. We used the publicly available DLR
CalDe and CalLab toolbox [Strobl et al., 2005] for calibration and DCRAW
[Coffin, 2008] for decrypting the NEF (Nikon raw format) files.
Convex polygonal boundaries of the cars in both cameras are available for
14 sequences (first set). Obtaining polygonal boundaries involves extensive
manual intervention and has been performed only for the first set. We used
the polygonal boundaries to ensure that we only used the detections on the
objects in the evaluation. For each car, we use the central 17 of the full 51
views as reference views, so our evaluation is effectively done on 17×14 =
238 images for each angular separation. We used an approximate bounding
box instead of a polygonal boundary for the second and third set but then
found that the number of features detected on the cars were too few to allow
reasonable evaluation.
Calibration process
A two step calibration process is followed. In the first step, we use the
CalDe/CalLab software [Strobl et al., 2005] to obtain the internal parameters
of the two cameras as well as the rotation and translation between them. In
1http://www-sigproc.eng.cam.ac.uk/imu
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Auxiliary image
Test image Reference image
Figure 5.2: Some example images of the set-up used for our dataset and
experiments. For each keypoint in the reference image, epipolar constraints
and normalised colour cross-correlation are used to estimate the location of
the corresponding keypoint in the auxiliary image. The intersection of the
reference-image and auxiliary-image epipolar lines in the test image then
gives us the predicted location of the corresponding keypoint in the test
image (if any).
the second step, we fit an ellipse to the world points obtained by triangulating
the points on the edge of the turn-table in images from both the cameras.
Points on the edge of the turn-table are selected in one image, an epipolar
line is projected in the other image, then the correspondence (intersection
of the epipolar line and the edge of the turn-table) is marked manually on
the epipolar line. These correspondences are then triangulated using the
existing inter-camera calibration to obtain world point coordinates. This
has to be done in only one view because the turn-table rotates around its
centre, so its boundary is the same in all views. Using the least squares
approximation of the true boundary of the turn-table, we obtain its centre
and the direction of its axis of rotation. The boundary points are clicked
manually. In hindsight, it would have been useful to place a fairly small
but obvious marker some distance away from the centre of the turn-table
and use the calibration approach described in [Fitzgibbon et al., 1998]. This
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involves tracking features across a sequence of images, but no edge detection
or manual selection of points is required. Further details of the calibration
and data capture processes can be found in [Bendale et al., 2010a].
5.2 Geometry of the test framework
Geometrically, the cameras have similar focal lengths and are at approxi-
mately the same distance from the centre of the turn-table, and both look
directly at it. One (auxiliary) is placed above and somewhat in front of the
other (reference/test) and the difference in elevation is about 15◦. This ar-
rangement produces near vertical epipolar lines between corresponding ref-
erence and auxiliary images, near horizontal ones between adjacent refer-
ence/test images, and similar image scales in all images (which simplifies the
evaluation of keypoint scale estimates). For the evaluations, for each ‘refer-
ence/test’ image in turn (‘reference’), we use epipolar geometry against its
corresponding ‘auxiliary’ image to find possible matches, then use 3-image
epipolar geometry to evaluate whether a corresponding point was found in
the designated ‘test’ image (the reference/test one at a given angular sep-
aration from the current ‘reference’). Figure 5.1 illustrates the set up. An
example can be seen in Figure 5.2.
5.3 Experiments on our 3D Dataset
We tested the BTK keypoint detector against a selection of other methods
including the original FKA detector [Fauqueur et al., 2006], the SIFT Differ-
ence of Gaussian detector (SIFT-DoG)[Lowe, 2004], and the Intensity Based
Region (IBR) [Tuytelaars and Van Gool, 2004], and the Harris-Affine (HAR-
AFF) and Hessian-Affine (HES-AFF) detectors [Mikolajczyk et al., 2005].
The most comparable previous evaluations are [Moreels and Perona, 2007]
and [Fraundorfer and Bischof, 2005]. To the extent possible, we separated
the evaluation of the keypoint detectors from that of the descriptors.
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Inlier decision rules
In contrast to previous 3D studies, we base the thresholds used for inlier
decisions on the scale of the reference keypoint. Descriptors for coarse scale
keypoints use image gradients from coarse scales, hence they can typically
tolerate bigger shifts in location of the keypoint. On the other hand, de-
scriptors for fine scale keypoints use image gradients from fine scales, which
are resistant to only small shifts in location. To do a realistic evaluation, we
need to measure keypoint localisation errors in the way they would affect the
descriptors, rather than in absolute terms. Scale-based thresholds are also
preferable because when local descriptors are used, they are computed on
scale-normalised image patches and localisation errors should be measured
in terms of their effect on the descriptors, i.e. as a function of the scale of
the keypoint. We also ran comparable tests using fixed thresholds – e.g.
5 pixels from the epipolar intersection, irrespective of keypoint scale. This
did not cause any noticeable change in the shape or relative ranking of the
curves (see Figure 5.4). The fixed-threshold scheme is biased towards fine
scale keypoints in the sense that it allows greater relative localisation errors
for these than for coarse scale ones. Fine scale keypoints are usually more
unstable than coarse scale ones.
Gamma compression
We find that gamma compression of the image – I← [I + c]γ with c ∼ 20–30
and γ ∼ 0.3–0.5 – improves the performance of all of the keypoint detectors
except SIFT-DoG (which has built-in illumination invariance). We use this
correction in all of the tests.
5.4 Detector repeatability
Figure 5.3 summarises the results of an evaluation of the repeatability of
various keypoint detectors under changes in viewpoint, using scale-dependent
thresholds. The test range is from −57.6◦ to 57.6◦ in steps of 3.6◦ and exclud-
ing 0◦. Only reference and auxiliary images from the central 60◦ of the 180◦
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Figure 5.3: The repeatability of various keypoint detectors under changes in
viewpoint. We plot the fraction of reference–auxiliary pairs that have a test-
image keypoint at the estimated location, for a range of angular separations
and for two acceptance thresholds. A gradually falling curve indicates good
tolerance to changes of viewpoint, but the curves become more peaked as
the constraint on localisation error is tightened. The BTK detector improves
significantly on FKA owing to its better position and scale estimation. Its
performance is now in line with the other established detectors. All of the
detectors here are set to find about 100 ± 5 reference–auxiliary pairs per
image tested. Markers are shown at steps of 7.2◦ with extra points at 3.6◦
for better resolution in the critical region near zero.
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Figure 5.4: Use of scale-dependent vs scale independent thresholds. The set
of solid curves show the results obtained as per the experiment shown in
Figure 5.3 for SIFT-DoG keypoints with a fixed threshold (irrespective of
their scale) of 2-20 pixels for all keypoints. The green lines with markers
show the results for thresholds 0.5×Scale (solid) and 0.25×Scale (dashed).
sequences are used so that each ref–aux pair will have the full ±57.6◦ range
of test viewpoints. The thresholds are set so that on average, each detector
finds 100± 5 ref–aux keypoint pairs per image tested. For each viewing an-
gle, we measure the probability that the detector re-detects a keypoint at the
corresponding physical location and scale on the object. To do this, we locate
the auxiliary-image point corresponding to a given reference point by search-
ing for the best match using normalised colour cross-correlation among the
keypoints within a certain scale-independent distance of the reference point’s
epipolar line in the auxiliary image. The selected ref–aux pairs are used to
predict keypoint positions in the test image by epipolar line intersection, and
if a keypoint is detected within a certain distance of this position – 0.5×
the scale of the reference keypoint for Figure 5.3 (top) and 0.25× the scale
for Figure 5.3 (bottom) – we consider it to be a successful detection. Unsur-
prisingly, Harris-Affine, Hessian-Affine and SIFT-DoG detectors show very
similar performance: All these detectors are based on Difference-of-Gaussian
scale-space. Note the extent to which the BTK detector improves on the
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FKA one, owing to its better position and scale estimation.
5.4.1 Comparison of various scale estimation methods
We now test the repeatability (with respect to changes in viewpoint) of a se-
lection of different keypoint detection methods within the 4S-DTCWT scale-
space framework. The variants compared are
No Subpixel. 2D spatial maxima are detected in each level without any
2D spatial sub-pixel refinement. Each keypoint is checked to ensure it attains
a maximum in scale.
No Sublevel. 2D spatial maxima are detected in each level followed by
2D spatial sub-pixel refinement. Each keypoint is checked to ensure it attains
a maximum in scale.
Spline. 2D subpixel spatial maxima as per No Sublevel followed by a
1-D spline interpolation for sub-level scale refinement (Section 3.7.2). Each
keypoint is checked to ensure it attains a maximum in scale.
LS. Least Squares quadratic surface fitting (Section 3.6.2).
Wt LS. Least Squares quadratic surface fitting with Gaussian weighting
based on the distance from the centre of the 3×3×3 region (Section 3.7.1).
Half Max NMS: Half maximum scale estimation with non-maximal
suppression (Section 3.5.2).
DN σ = 0.25. Damped Newton method with (σx, σy) = 0.25×Scale, 3
levels (detection level and 1 above and below each) are used (Section 3.6.1).
DN σ = 0.5. Damped Newton method with (σx, σy) = 0.5×Scale, 3
levels (detection level and 1 above and below each) are used (Section 3.6.1).
Figure 5.5 presents the results of an experiment similar to that in Fig-
ure 5.3, from which we conclude
• When the 2D spatial maxima detected at individual levels are refined
to provide sub-pixel position estimates, this improves the results.
• Half-Maximum scale estimation tends to worsen the results relative
to using just the sampling interval of the detection level as the scale
estimate.
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Figure 5.5: The repeatability of several subpixel and sub-level keypoint loca-
tion estimators for our DTCWT based detector under changes in viewpoint.
We plot the fraction of reference–auxiliary pairs that have a test-image key-
point of the estimated scale (radius) at the estimated location, for a range
of angular separations and for two acceptance thresholds. The experimental
setup is same as in Figure 5.3, except that this experiment uses only a subset
of the dataset (cars 01, 02, 04). All of the methods have the same input
keypoint response, so the differences in performance are solely due to the
scale estimation method.
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• Using a larger smoothing kernel in Damped Newton tends to merge
more points into one, leaving fewer but better points. At small angular
separations this has a desirable effect, but at large angular separation
it seems that fewer points are re-detected.
• An unweighted least squares surface fit is a poor model of the actual
peak keypoint responses so Least Squares tends to drag keypoints away
from their true position and scale, leading to a worse result than not
doing any scale refinement.
• The spline-fit method, which consists of taking a 2D spatial maximum
that is a local maximum in scale as well, and then performing spline
based 1-D interpolation in scale through its location performs very well.
• If Gaussian weighting is used such that the centre of the 3×3×3 grid
has more weight than the corner points of the grid, the least squares
fit of the centre point improves, leading to very good overall results.
Both the spline fit and Gaussian weighted least squares methods give
very good results. The slight differences are due to the fact that the latter
refines the position estimate as well as refining the scale estimate. Gaussian
weighted least squares tends to produce fewer keypoints that the spline fit
method because it enforces a strict maximum over a 3D region, whereas the
spline fit method enforces a maximum only over the three central axes of this
3D region.
5.4.2 Points with multiple orientations
In the SIFT system, an orientation is associated with every SIFT-DoG key-
point. The orientation estimate is based on an orientation histogram of the
local image gradients. If there are multiple dominant peaks in the orienta-
tion histogram (dominant means that the peak value is at least 80% as high
as the highest peak), then separate keypoints are output corresponding to
each peak in the orientation histogram. These keypoints have the same spa-
tial location and scale but they differ in orientation. The descriptor is then
formed by rotating the image patch so as to cancel the effect of the detected
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orientation, in order to make the extracted descriptor invariant to rotational
transformations.
This is appropriate when SIFT-DoG keypoints are used with SIFT de-
scriptors (or any other descriptor that is not rotation-invariant). However, if
these keypoints are used with a rotation-invariant descriptor, then all such
keypoints (with the same x, y, s but different orientations), lead to the same
descriptor vector. In other words, whether or not these detections should
be treated as multiple keypoints depends on the descriptor that they will be
used with and evaluation results presented here differ in the two cases. As
SIFT-DoG detector is a popular keypoint detector that is used in a variety
of applications, albeit not always with the SIFT descriptor, we evaluated its
repeatability with respect to changes in viewpoint in the two cases
i) in which keypoints with the same (x, y, scale) but different orientations
are considered to be a single detection (i.e. the multiple orientations
are viewed as part of the descriptor matching process); and
ii) when different orientations are considered to be different detections.
Figure 5.6 shows the results of this evaluation. The green ’s show the
results for Case 1 (single detection) and the blue M’s show the results for
Case 2 (multiple detections). The experimental setup is the same as in
Figure 5.3. We see that the performance is slightly different in the two cases,
particularly for large angles. A fraction of the (geometric) matches have the
correct (x, y, scale) but the wrong orientation, particularly for large angles.
5.4.3 Simultaneous stability in position and scale
So far, we have not used the scale of the test keypoint anywhere in the
evaluation. For two keypoint descriptors to match reliably, repeatability of
scale is just as important as repeatability of position. Figure 5.7 shows the
result of an evaluation that accepts a test keypoint as being a valid match
for a reference keypoint only if the error in scale is less than half an octave
as well as requiring the position error to be less than a certain threshold.
The markedly different results of Figures 5.7 and 5.3 clearly illustrate the
need to consider the constraints on both scale and position when evaluating
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Figure 5.6: SIFT-DoG detector repeatability for keypoints with multiple
orientations. Proceeding as in Figure 5.3, we see that the performance is
slightly different in the two cases. The green curves are obtained by re-
placing all keypoints with the same (x, y, scale) but different orientations
by a single keypoint. The curves are plotted for threshold = 0.5×Scale
and 0.25×Scale. SIFT-DoG keypoints that are equivalent in (x, y, scale) but
multiple orientations may be counted as a single detection (green ’s) or as
multiple detections (blue M’s) for the purposes of evaluation of the keypoint
detector. The difference between the two approaches becomes significant at
tighter thresholds.
keypoint detectors. For example, due to the additional requirement of scale
matching, the accuracy at small angles drops from approximately 68% to
62% for SIFT (localisation error less than 0.25× Scale). Note that SIFT
demonstrates greater scale accuracy because it fires primarily on blob-like
features that are very well localised in scale.
5.5 Descriptor repeatability
For each viewing angle, we measure the likelihood of a good matching score
(and hence a good matching rank) for the descriptors corresponding to points
that are known to be geometric inliers. For each reference point, we first
determine which keypoints in the test image are geometric inliers (i.e. are
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Figure 5.7: Detector repeatability: Scale and position. We proceed as in
Figure 5.3, but use two constraints to test keypoints in the test image. The
test keypoint should have a spatial localisation error of at most 0.5×Scale of
reference keypoint (or 0.25×Scale for the dotted lines) and a scale error of at
most half an octave. Note that simultaneous stability in position and scale
is significantly harder to achieve than stability in position only.
located within a certain distance from the intersection of the epipolar lines).
If the reference point has at least one geometric match, we select the rank of
that keypoint which lies within the geometric match region and achieves the
highest rank in appearance-based descriptor matching of all keypoints within
the test image with the reference keypoint’s descriptor. This process finds
the highest rank of a descriptor match but with the additional constraint
that the keypoint must also be a geometric match.
Figure 5.8 summarises the result of such an evaluation of the SIFT and
BTK descriptors. If the descriptor similarity remains roughly constant as the
viewing angle increases, the distribution of ranks should also remain roughly
constant because there are about the same overall number of detections in
each image, whereas if the similarity degrades, the rank should increase with
angle. To quantify this, for each descriptor and keypoint type, we plot the
histogram of its ranks for each angle. Figure 5.8 shows that – conditioned
on the associated point being detected at all – the descriptor similarity is
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indeed roughly constant with angle.
Comments. For display purposes, each histogram (column) is normalised to
sum 1. Although the overall number of detections remains roughly constant
with angle, the number of detections that are geometric inliers decreases with
increasing angle as we saw in Figure 5.3 (i.e. on average, old points that are no
longer detected are replaced with new and different ones). Hence different
inlier histograms have similar distributions but very different numbers of
counts. The epipolar geometry of our 3-image setup is weaker at large angles
owing to shallower intersection angles between epipolar lines. This produces a
wider search region for matches at these angles and in turn, slightly decreases
the observed ranks at large angles, where more candidates are tested. This
effect is purely geometric and not due to the descriptor performance. The
slight asymmetry is probably due to lighting coming mainly from the right.
Efficiency
On a 1536×1024 image with 389 keypoints, our current Matlab implemen-
tation takes 11.5 seconds: 6.3 to evaluate the 4S-DTCWT pyramid; 4 to
detect keypoints; and 1 to compute their descriptors. A C implementation
would probably be at least twice as fast. In comparison, Lowe’s C imple-
mentation of SIFT [Lowe, 2004] takes 5.5 seconds on the same image for 329
SIFT keypoints. In both cases the runtime is roughly linear in the total num-
ber of pixels in the image. The Harris-Affine implementation [Mikolajczyk,
2005, Mikolajczyk and Schmid, 2004] took 6.7 seconds and produced 239 fea-
tures. The Hessian-Affine implementation [Mikolajczyk, 2005, Mikolajczyk
and Schmid, 2004] took 4.4 seconds and produced 379 features.
5.6 Summary and future work
We have presented an evaluation of the DTCWT based keypoint detector
and descriptor developed in Chapters 3 and 4. The performances of the de-
tector and descriptor are now in line with those of other established methods.
The new scale space pyramid 4S-DTCWT leads to a better coverage of key-
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Figure 5.8: Normalised histograms of the rank of the true-correspondence
keypoint among all of the keypoints in the image, where rank is measured by
inter-descriptor distance to the target descriptor. Top: Histograms for SIFT
and BTK descriptors over SIFT-DoG keypoints are plotted as a function of
the inter-image angle. Warmer colors indicate higher frequencies. The figure
shows that (unlike detectors) increasing angular separation has relatively
little effect on these descriptors. Bottom: BTK descriptors are computed on
BTK keypoints in bottom row to facilitate comparison.
points across the range of scales, i.e. there are fewer missed detections. The
BTK detector demonstrates significant improvement in scale and spatial lo-
calisation compared to the FKA detector. In comparison with other feature
detectors, we see that
• Repeatability. BTK features are almost as repeatable as other lead-
ing feature detectors. The stability of the BTK features is significantly
better than that of its predecessor FKA. The 4S-DTCWT scale space
offers finer scale sampling, leading to more stable scale estimates and
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also better spatial localisation. Whilst the overall stability is still not
quite as good as that of SIFT, other merits of the detector might be
a good reason to tolerate this slight reduction of stability. While im-
proving the spatial localisation of the BTK detector might be possible,
improving the scale localisation might prove to be tricky (and measur-
ing the scale stability is even trickier). The reason for this is that BTK
detects a wide range of features such as corners and junctions that do
not inherently have a scale and in most cases, the scale associated with
such features is due to the contribution of nearby features.
• Complementarity. BTK detector detects a variety of 2D features -
corners, blobs and junctions. Hence, BTK detects different features as
compared to those detected by other feature detectors (based on Gaus-
sian scale space), because it uses a different response function as it’s
base. When used alongside another feature detector, it will potentially
provide a better coverage of the image than any single feature detec-
tor may on its own. In most computer vision tasks, feature detection
and matching is used as the first stage. The fraction of stable features
(those that can be re-detected and matched correctly) matters, but the
total number of features is also very important. In a computer vision
system, having stable features is good, having a greater number of sta-
ble features is better, especially if they cover all places of likely interest
in the image. Thus BTK can be usefully combined with other feature
detectors leading to improved overall performance (by merit of being
able to detect sufficiently different features).
• Improved orientation handling. The BTK descriptor features a
novel orientation handling mechanism. This allows us to match de-
scriptor not only at their best relative orientation, but also at other
orientations, leading to a smooth matching process which is useful in
applications like image registration. Thus the matching process pro-
vides a two-fold ranking as it’s output, telling us how well two points
match each other over a range of relative orientations, without the need
to store multiple copies of each descriptor. This technique of handling
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orientation removes the need for the detector to estimate an orientation
for each interest point which can be difficult (for points with directional
symmetries) and unreliable.
We also introduced a new dataset and explored several issues in evalu-
ation methodologies. In the future, it may be interesting to investigate the
following aspects:
• We had to set all the detectors to find about 100±5 reference–auxiliary
pairs per image tested. We chose this number because SIFT produced
100± 5 detections on average and SIFT was the only detector that we
did not have any control over2. It was important to have roughly the
same number of features for all detectors because our evaluations of
keypoint detectors are somewhat sensitive to the number of features
detected. For example, if a detector detects a great many features, the
probability that a keypoint is present close to the intersection of the
epipolar lines is increased and the current evaluation framework does
not have any reweighting to account for such variations so it might
be interesting to validate our results at different detection thresholds.
Recently, an open source implementation of SIFT has become available
[Vedaldi and Fulkerson, 2008], which allows better control.
• Another point to note is that while repeatability is one useful measure
of how good a detector is, it is not the only one. Other aspects such as
the spatial spread of keypoints, the spread in detection scales, and the
distinctiveness (uniqueness) of the detected keypoints are not measured
by evaluations based on repeatability. Nevertheless, repeatability has
been used widely as the basis of evaluating keypoint detectors, hence
it is a reliable tool for comparisons.
• It is now well accepted that the re-localisation accuracy of keypoints (or
affine regions) is reduced as a result of changes in viewpoint. However,
there has not been much work done to ascertain how much of this loss
2We used D. Lowe’s publicly available binary, which does not give any control over the
parameters.
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is a result of other effects such as pixelation, resampling, lens distor-
tion, blurring, exposure etc., and how much is a result of the detection
method.
Even though many studies have been done in this area, it continues to
be an active area of research. The sheer variability of the data and the
multitude of choices one is faced with while making rules for evaluation of
keypoint methods makes this an interesting and difficult problem. We pre-
sented some new ways of evaluating keypoint methods. Having established
that the performance of the keypoint detector and descriptors we developed
in chapters 3 and 4 is now comparable to that of other methods, we shift fo-
cus to a new geometry based evaluation framework to help us overcome some
of the problems we faced while doing the current evaluation. This framework
is described in the next chapter.
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Chapter 6
Multiscale epipolar geometry
So far our evaluation of keypoint detectors (c.f. Chapter 5) has treated key-
points as points, measuring only uncertainties in spatial location. In practice,
recent detectors feed a scale as well as a spatial location to a keypoint de-
scriptor. Corresponding keypoints must correspond in both scale and spatial
location. In this chapter, we give an enhanced epipolar constraint that
exploits both positions and scales.
Our method is a purely geometric way of evaluating multiscale keypoint
detections. Multiscale keypoints are treated as ellipses that must be matched
across images - for example this happens if they are projections of a (possibly
planar) 3D ellipsoid on different image planes. In this chapter, the epipolar
geometry is assumed to be known (at least approximately). The method
defines a distance metric between ellipses from different images that are be-
ing matched. This measure corresponds to the disparities in the epipolar
matching of position and scale.
In Section 6.2, we re-derive the main result from [Triggs and Bendale,
2010] for the sake of completeness. The theory there was developed by Bill
Triggs1. Some aspects of this chapter were published in [Triggs and Bendale,
2010] (which is included in Appendix B). We then apply the framework to
1The problem was identified while the authors were working on evaluation of key-
point detectors for [Bendale et al., 2010b]. Bill Triggs was responsible for developing and
implementing the basic method and writing the theoretical part of the paper. Pashmina
Bendale was responsible for implementing the test framework, running the tests, analysing
the results and writing the experimental part of the paper.
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the evaluation of keypoint detectors. The reader is directed to Appendix A
for fundamentals of epipolar geometry and to [Hartley and Zisserman, 2003]
for an in-depth coverage of this topic.
We introduce the problem in Section 6.1 and give a brief derivation of the
method in Section 6.2. We present experimental results in Section 6.3 and
conclude in Section 6.5.
6.1 Motivation
Many recent keypoint detectors [Bendale et al., 2010b, Lowe, 2004, Mikola-
jczyk and Schmid, 2004, Triggs, 2004] associate a local scale (for multiscale
detectors) or even a full affine frame (for affine-invariant detectors) to each
detected keypoint. The conventional epipolar constraint [Hartley and Zisser-
man, 2003] is a powerful tool for matching keypoints (salient local features)
between pairs of images, but in its standard form it treats the detected key-
points as point-like entities without intrinsic scales.
Previous work on evaluation of keypoint detectors includes (amongst oth-
ers) [Mikolajczyk et al., 2005, Moreels and Perona, 2007] and [Fraundorfer
and Bischof, 2005]. While [Mikolajczyk et al., 2005] used homography-based
mapping on planar scenes and considered scale mismatch to some extent,
this study did not consider a full 3D environment. Both [Moreels and Per-
ona, 2007] and [Fraundorfer and Bischof, 2005] were set in full 3D environ-
ments, but [Moreels and Perona, 2007] used appearance based cues (descrip-
tors based on scale-normalised patches) for correspondence search. While the
approach in [Fraundorfer and Bischof, 2005] used trifocal tensor and depth
maps to generate ground truth, and separated the evaluation of planar and
non-planar parts of the images, they still used appearance-based cues for cor-
respondence search. Furthermore, none of these studies (except [Mikolajczyk
et al., 2005] for the 2D case) explicitly measures scale-mismatch as part of
evaluation of the keypoint detector (only implicitly as part of the descriptor).
Prior work on matching blobs using epipolar geometry includes [Forssén
and Moe, 2004]. They detect coloured blobs in (mainly planar) images,
estimate an approximate homography using RANSAC and subsequently use
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epipolar geometry to project the ellipses (and their shape) to the other image,
but do not define an error metric – the errors between the ellipses projected
from first image onto the second image and the ellipses detected in the second
image have to be assessed visually2. Our method is based on the well-known
‘Kruppa constraints’ for correspondence3 between conics [Porrill and Pollard,
1991, Faugeras et al., 1992, Kahl and Heyden, 1998, Hartley and Zisserman,
2003]. Scale mismatch for keypoints has not been seen in this light before.
Before beginning, we note the following about the method presented in
this section:
• This method is purely geometric. It provides a framework for deciding
whether a keypoint is re-detected in the correct location with the cor-
rect scale without using visual descriptors. There is no consideration
of the detailed image content within the keypoint regions and we make
no attempt to create a detailed point to point matching of them.
• It is assumed that the epipolar geometry (Fundamental matrix) is
known.
In the following sections, we present an enhanced epipolar constraint that
exploits both positions and scales, thus making correspondence search 2-4
times more accurate in practice.
6.2 Brief derivation
Let F be the fundamental matrix such that x>F x′ = 0 is the epipolar con-
straint between left image point x and right image point x′. The Singular
Value Decomposition (SVD) of F can be written as
F = U S V> = ( −v u e )
(
µ
ν
0
)
( u′ v′ e′ )
>
= u ν v′>− v µu′> (6.1)
2Some work on measuring distances between corresponding epipolar tangents has been
presented in the associated technical report by the same authors (c.f. [Forssén and Moe,
2004])
3Kruppa equations are an algebraic representation of the conic correspondence of epipo-
lar lines tangent to a conic - see Section 19.4 in [Hartley and Zisserman, 2003] for more
details.
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where the pairs (u,u′) and (v,v′) are in epipolar correspondence: u>F u′ =
0 = v>F v′. The epipoles e and e′ can be expressed in 3×3 skew cross
product matrix form as
[ e ]× = u v
>− v u> and (6.2)
[ e ]′× = u
′ v′>− v′ u′> . (6.3)
Next, we define 2×3 epipolar pencil projection matrices as
B ≡ ( u v )>, B′ ≡ ( µu′ ν v′ )> (6.4)
with B B> = I2×2. The matrices B,B′ project image points onto the epipolar
pencil, as illustrated in Figure 6.1.
It follows from (6.4) and (6.1) that
F = B>( 0 1−1 0 ) B′ and (6.5)
[ e ]× = B
>( 0 1−1 0 ) B . (6.6)
Pairs of image points are in epipolar correspondence iff their epipolar pencil
projections coincide: B x ∼ B′ x′. Multiscale keypoints can be represented
as ellipses and written as 3×3 symmetric dual-form conic matrices q, q′. Two
keypoint ellipses q,q′ are in epipolar correspondence iff the pair of epipolar
lines tangent to q is in correspondence with the pair from q′. Conic corre-
spondence is encapsulated by the ‘Kruppa constraints’ [Porrill and Pollard,
1991, Faugeras et al., 1992, Hartley and Zisserman, 2003]
[ e ]× q [ e ]
>
× ∼ F q′F> (6.7)
Substituting (6.5)-(6.6) in (6.7), the constraint on conic correspondence re-
duces to
B q B> ∼ B′ q′B′>, (6.8)
which happens iff the epipolar pencil projection matrices of q,q′ coincide up
to scale. Evaluating the dual conic q on the epipolar line vector corresponding
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Figure 6.1: Elements of conic correspondence. A 3D quadric projects
to two image conics, whose pairs of tangent epipolar lines are also in corre-
spondence. If the conics or line pairs are projected onto the epipolar pencil
using the 2×3 epipolar projectors B,B′, the Reduced Kruppa Constraints
state that the two projections agree [Porrill and Pollard, 1991]. Figure taken
from [Triggs and Bendale, 2010].
to ‘point’ (α, β)> induces a corresponding reduced quadratic form on the
pencil
( β −α ) B q B>
(
β
−α
)
= aα2 − 2 b αβ + cβ2 (6.9)
Representing (α, β) in parametric form as (α, β)> ∼ (cos θ, sin θ)>, and letting
the roots of (6.9) be θ± = θ¯ ± δθ (δθ is small), the RHS of (6.8) must be
proportional to (θ−θ+)(θ−θ−) and hence to
sin(θ−θ+) sin(θ−θ−) = (sin θ cos θ+ − cos θ sin θ+)(sin θ cos θ− − cos θ sin θ−)
= α2 sin θ+ sin θ− − αβ sin(θ++θ−) + β2 cos θ+ cos θ− .
(6.10)
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Comparing (6.9) and (6.10), the values of (a, b, c) can be read off as (up to
scale) (
a
b
c
)
∼
(
sin θ+ sin θ−
(1/2) sin(θ++θ−)
cos θ+ cos θ−
)
= 12
(
cos 2δθ−cos 2θ¯
sin 2θ¯
cos 2δθ+cos 2θ¯
)
(6.11)(
p
q
r
)
≡
(
c−a
2b
c+a
)
∼
(
cos 2θ¯
sin 2θ¯
cos 2δθ
)
(6.12)
Using scaling of p2 + q2 = 1 and assuming that both the position uncer-
tainty and the scale uncertainty of a typical keypoint are proportional to its
scale and that deviations are approximately Gaussian, we introduce two nor-
malised distances that measure respectively the normalised ellipse position
mismatch and the normalised ellipse scale mismatch in terms of the pencil
projection coordinates of the two ellipses,
dθ¯ ≡ sin
2 2(θ¯−θ¯′)
sin2 δθ+sin2 δθ′ =
(p q′−q p′)2
1−(r+r′)/2 (6.13)
dδθ ≡
(
sin δθ
sin δθ′
)k
+
(
sin δθ′
sin δθ
)k
− 2 = ( 1−r
1−r′
)k/2
+
(
1−r′
1−r
)k/2− 2 (6.14)
Here (θ¯, δθ), (θ¯′, δθ′) are corresponding mean angle, angular width coor-
dinates on the (projective) epipolar pencil. (6.13), (6.14) have appropriate
small and large angle limits and embody a statistical model where keypoint
location and scale uncertainties are proportional to keypoint scale.
Summary of the method. For each ellipse, the matrix q or q′ is pro-
jected using B or B′ (from the SVD of F) to obtain (a, b, c)> (6.8), normalized
to give (p, q, r)> (6.12). ‘Distances’ between these vectors are then computed
using a weighted sum of (6.13) and (6.14) and used to decide whether pairs
of ellipses might correspond.
The method can be summarised as follows:
• Represent multiscale keypoints as image ellipses q or q′;
• Invoke the ‘Kruppa constraints’ that link corresponding ellipses (6.7);
• Project to the “epipolar pencil” (the 1-D family of epipolar lines) using
B or B′ to get reduced constraints linking 1-D quadratic forms on the
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pencil (6.8)-(6.9);
• Enforce a scale-sensitive (angular position, angular width) error model
by a well-chosen algebraic transformation of this representation (6.13)-
(6.14);
• Threshold this metric to find geometric inliers.
This method of matching keypoints with scales is very simple to use. In
the following sections, we apply this method to evaluate keypoint detectors
and present results on synthetic as well as real data.
6.3 Experiments
We now describe some illustrative experiments with the method on both
synthetic data and a real image dataset.
6.3.1 Example
An example of matching SIFT points using only the angular mean constraint
(6.13) and using both the angular mean and angular spread constraint (6.13)-
(6.14) is shown in Figure 6.2. The combined constraint is considerably more
selective.
6.3.2 Synthetic Data
We generate artificial scenes consisting of N 3D ellipsoids with random cen-
tres in the cube [−1, 1]3, random scales distributed as s−2 in the interval
[0.005, 0.1], and random ellipticities with log-normal density of standard de-
viation 30%. These are viewed by two inwards-facing perspective cameras 4
units from the cube centre and 60◦ apart. The resulting image ellipses are
perturbed in position and scale by Gaussian noise with standard deviation
33% of the ellipse radius. The ground truth epipolar geometry is used. Fig-
ure 6.3 (top left) shows an example of the image pairs generated and their
epipolar geometry.
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Reference view Test view Test view
Angular mean only Angular mean + spread
θ
=
3.
6◦
θ
=
28
.8
◦
Figure 6.2: Example use of the method with SIFT keypoints on real images,
for Top: 3.6◦ angular separation Bottom: 28.8◦ angular separation. Three
keypoints (white circles) are selected in the left (reference) image. The cor-
responding centre and tangent epipolar lines are shown in both images. The
three best matches to each point in the right (test) image are shown: under
our angular mean (dθ¯) decision rule (middle) and under our combined de-
cision rule (right). The true correspondences (marked manually) are shown
as white circles. Note how the scale constraint (angular spread dδθ) is useful
for pruning matches (right). Without this scale constraint, one often gets
implausible matches (middle).
With these settings we find that for true correspondences, the errors un-
derlying the θ¯ (6.13) and δθ (6.14) penalty terms are approximately jointly
Gaussian (see Figure 6.3, bottom left and right), so that the penalties dθ¯, dδθ
themselves have scaled 1 d.o.f. χ2 distributions. In contrast, the distribution
of errors for incorrect matches is much broader and is approximately uniform
near the origin. This implies that a near-optimal inlier-outlier decision rule is
to threshold the χ22 variable dθ¯/µθ¯ + dδθ/µδθ, where µθ¯, µδθ are the empirical
means of the penalty functions (i.e. the variances of the underlying errors)
for true matches. At a fixed percentage of false rejections, we find that using
this rule reduces the number of false positives by a factor of around 2 to
2.5 relative to classical epipolar thresholding based on dθ¯ alone. This gain
holds across a wide range of feature densities N , rejection percentages, scene
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Figure 6.3: Experiments on synthetic data. Top left: left and right images
of a scene containing random 3D ellipsoids, showing the epipolar lines tan-
gent to a selected ellipse in the right image, and the corresponding lines in
the left image almost tangent to the corresponding (noise perturbed) left
ellipse. Bottom left: distributions of matching penalty values for correct
but noise perturbed correspondences, for (left) the θ¯ (mean angle) penalty
(6.13), (right) the δθ (angular spread) penalty (6.14). For each penalty d
we histogram
√
d (|linear error| rather than squared error) to show that the
penalties behave roughly like χ21 variables, i.e. the linear errors resemble half-
Gaussians (red curves). Right: scatter plot of δθ penalty versus θ¯ penalty
values over a large dataset. The black ‘∗’s are correct matches and the red
‘o’s are incorrect ones. Again we plot linear errors
√
d. Clearly both the
mean and the spread terms are useful for distinguishing inliers from outliers.
parameters, etc. It is increased by reduced uncertainty in, or broader distri-
butions of, the ellipse scales, but we believe that our settings for these are
representative of real detectors. For frontal camera motion (epipole at the
image centre) the distribution of δθ values becomes somewhat broader and
the gain is increased to around 4. Note that points with particularly large
scales and ones that lie near the epipole are associated with broad sectors
of epipolar lines, and therefore tend to match many other points under dθ¯
alone. Adding dδθ is particularly useful for eliminating these. On the other
hand, there are typically many points with similar scales so dδθ alone is not
useful – it is only useful in combination with dθ¯.
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Figure 6.4: Experiments on real data. Left : For SIFT interest points, the
distributions of
√
dθ¯ and
√
dδθ for corresponding features appear to be ex-
ponential with medians mθ¯ ≈ 1.0 and mδθ ≈ 0.6 (i.e. scale lengths 1.5 and
0.9). Middle: The histogram over an image pair of numbers of candidate
matches satisfying the epipolar correspondence rule
√
dθ¯/mθ¯ < t, for varying
thresholds t. Darkness is proportional to log frequency. Right : The corre-
sponding histogram for the combined decision rule
√
dθ¯/mθ¯ +
√
dδθ/mδθ < t,
which is approximately optimal for independent exponential variables against
a uniform background of outliers. The combined rule is about 4 times more
selective, producing many fewer incorrect correspondences.
6.3.3 Real data
We test the method using SIFT interest points on the real dataset described
in Chapter 5 consisting of calibrated images of toy cars on a turn-table [Ben-
dale et al., 2010b]. Similar to Chapter 5, we use the three image setup and ob-
tain the ground truth by selecting correspondences that correspond both geo-
metrically and by normalised cross-correlation patch matching. The resulting
correspondences are far from perfect, but they suffice for an initial proof-of-
concept test of the method on real data. Figure 6.4 (left) shows that the
distributions of
√
dθ¯ and
√
dδθ for such ‘inliers’ are approximately exponen-
tial (Cauchy-like), not Gaussian. A corresponding scatter plot (not shown)
demonstrates that the two error metrics again provide very complementary
information for correspondence search. Figure 6.4 (middle) and (right) show
that selecting possible correspondences by thresholding a weighted combina-
tion of the two metrics produces far fewer false matches than using epipolar
line distances dθ¯ alone. Similar conclusions are reached if the putative inliers
for the tests are found using SIFT descriptor matching instead of 3-image
108
Multiscale epipolar geometry
epipolar constraints.
6.4 Application to evaluation of keypoint detectors
The framework for evaluating keypoints that we developed in Chapter 5 can
benefit from the enhanced multiscale epipolar matching constraints described
here. We demonstrate this with the help of two examples here. First con-
cerns the selection of correspondences between the reference and auxiliary
images (reference–auxiliary pairs). The second example concerns the use of
multiscale epipolar matching constraints based on (dθ¯,dδθ) distances in place
of conventional search for intersection of epipolar lines in the test image.
An example of selection of reference–auxiliary correspondences using our
multiscale epipolar matching constraints is shown in Figure 6.5-6.6. For each
reference image keypoint, we select a few (typically 4-5) putative matches
amongst the auxiliary image keypoints based on some fixed threshold on the
distances dθ¯ and dδθ (c.f. Figure 6.6). This is followed by normalised cross-
correlation to select a single correspondence from the putative matches. The
final reference–auxiliary matches correspond very well in scale as well as
position.
Figure 6.7 shows the repeatability of SIFT and BTK-WT LS detectors
using our multiscale epipolar matching method for a range of localisation
error and scale mismatch thresholds. Each column shows the result of one
setting of scale mismatch error dδθ (also referred to as dspread). From top to
bottom, the allowed scale mismatch error reduces, thus making the matching
constraint stricter. Within each graph, we have the result of three settings
of localisation error threshold dθ¯ (also referred to as dmean). Within each
graph, from top to bottom, the allowed localisation error reduces, making
the matching constraint stricter. As might be expected, the graphs show
that the repeatability reduces as a result of decreasing either the allowed
localisation error or the allowed scale mismatch or both. Further, as we have
seen before, SIFT has considerably better scale localisation as blobs are well
localised in scale. BTK-WT LS shows good spatial localisation like SIFT,
but picks up a mix of highly textured 2D features including corners, which
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are generally less well-localised in scale.
The thresholds used in these experiments were manually chosen as small
sensible values and the same values were used for both detectors. The exact
values do not matter so much, the trend does. The aim was to highlight
differences in performance of the two detectors used. These thresholds should
ideally be determined empirically from known inlier statistics or based on a
certain application, and will be the subject of our future work.
6.5 Conclusion
For both synthetic as well as real images, we find that, incorporating the ad-
ditional scale constraint into the epipolar matching process cuts the number
of false positive matches by a factor of 2–4 over a wide range of camera geome-
tries and imaging conditions. Overall we conclude that for optimal results,
evaluations of keypoint detectors should use both appearance information
(similar to those presented in Chapter 5) and geometric information. Fur-
ther integration of this framework with the evaluation framework described
in Chapter 5 will be subject of our future work.
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Figure 6.5: An example of selection of reference–auxiliary correspondences
using our multiscale epipolar matching constraints, but using dθ¯ only. Se-
lected pairs are shown using the same colour in the (bottom) reference image
and (top) auxiliary image. The final matches correspond in position but not
in scale.
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Figure 6.6: An example of selection of reference–auxiliary correspondences
using our multiscale epipolar matching constraints on dθ¯ and dδθ. Selected
pairs are shown using the same colour in the (bottom) reference image and
(top) auxiliary image. The final matches correspond in scale as well as posi-
tion.
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Figure 6.7: The repeatability of SIFT and BTK-WT LS detectors using
our multiscale epipolar matching method. The reference–auxiliary pairs are
selected using the method detailed in Figure 6.6. Using these, we plot the
fraction of test image keypoints that satisfy the distance constraints using
our multiscale epipolar matching constraints. The distances are used first
to determine the match between reference image and test image and then
between the auxiliary image and test image. The results are then combined,
so that the results show the fraction of reference auxiliary pairs that satisfy
a 3-way multiscale epipolar matching constraint.
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Chapter 7
Conclusions and future work
This thesis was concerned with the development and evaluation of a wavelet-
based keypoint detector and descriptor.
7.1 Conclusions
In Chapter 3, we began by developing the 4S-DTCWT scale-space frame-
work. 4S-DTCWT provides both better-defined peaks and more consistent
keypoint response amplitudes over scale. Subsequently, we examined in de-
tail the types of keypoint responses at each level and strategies for keypoint
localisation. We established that keypoint localisation in individual levels
leads to better localisation in scale as well as better localisation in space,
over a wider range of the scales available within the image. We investigated
several methods for sub-pixel position and sub-level scale refinement in pyra-
midal scale-space, and least squares surface fitting with Gaussian weighting
seems to work the best. All these changes led to a much improved feature
detector, which we refer to as the BTK detector.
In Chapter 4, we adapted the Polar matching matrix descriptor for use
within the 4S-DTCWT framework. We also formulated the computation of
the descriptors and the matching scores in a simple and convenient matrix
multiplication form. This leads to significant speedup of these operations,
making the system more suitable for use in practical scenarios. We presented
some new ways of evaluating keypoint methods.
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In Chapter 5, we established that the performance of our keypoint detec-
tor and descriptor is now comparable to that of other methods. We presented
the Cambridge toy cars dataset, a new 3D dataset, that we created to fa-
cilitate appearance-based evaluation of keypoint detectors and descriptors.
This dataset provides the point to point mapping that is used as the ground
truth for the experiments. Then we discussed the geometry of the setup and
the test framework, followed by a quantitative evaluation of the repeatability
of our keypoint detector and descriptor alongside other methods. We also
presented quantitative results for some of the important configurations of the
keypoint detector developed earlier in this thesis.
Finally, in Chapter 6, we presented an alternative multiscale geometry
based method for evaluation of keypoint detectors which measures uncer-
tainties in both scale and spatial positions and showed that it can be useful
in evaluating the simultaneous scale and position stability of keypoints.
7.2 Future work
Where relevant, in the individual chapters, we discussed possibilities for fu-
ture work. Here we present a summary.
• We have investigated a number of sub-pixel position and sub-level scale
estimation methods, but we feel there is room for improvement. Specif-
ically, we would like to explore non-isotropic Gaussian weighting for
least squares method.
• The ability to interpolate 4S-DTCWT coefficients at any arbitrary spa-
tial location gives us the flexibility to use fairly simple refinement meth-
ods for position. If this was true of scale as well, it would allow sim-
pler methods for scale refinement and might lead to more stable scale
estimates. Thus, inter-level interpolation of 4S-DTCWT coefficients
(phase and magnitude) would be an interesting area for future work.
• We have primarily compared our detector, which is a more generic 2D
feature detector that detects both corners and blobs, to the SIFT-DoG
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detector, which focusses mainly on blob detection. It would be inter-
esting to develop an equivalent blob detector within the 4S-DTCWT
framework.
• We would like to make an open source C implementation of the detector
and descriptor to facilitate researchers to use our detector and allow
comparisons and further research in this area.
• Aspects other than repeatability can also be evaluated. These include
the spatial spread of keypoints, the spread in detection scales, and the
distinctiveness (uniqueness) of the detected keypoints.
• We would like to investigate the effect of transformations like pixela-
tion, resampling, lens distortion, blurring, exposure etc. on keypoint
localisation accuracy.
• A natural extension of our work would be to further integrate the mul-
tiscale epipolar constraints with descriptor based matching for the pur-
pose of evaluation of keypoint detectors.
SIFT, Harris-Affine and Hessian-Affine methods were very much the best-
in-class methods before we began our work and still are the best methods
for generic keypoint matching. All these methods build upon earlier work
on Gaussian scale spaces. However, the limited orientation selectivity of
Gaussian scale spaces left something to be desired in terms of directional
sensitivity. This project has opened doors to a new class of methods that
seem to show promise of achieving similar or better performance without
any additional computational cost. Previous research on parallelization of
Gaussian pyramid computation is also directly applicable to the DTCWT
pyramid computation, because at the heart of the two pyramids are repeated
convolutions of an image with real, linearly separable filters. DTCWT scale
space has attractive directional selectivity which, assuming everything else
remains similar, should in theory lead to improved feature characterisation.
This project studied the DTCWT as a tool for feature characterisation
(feature detection, description and matching). It investigated the potential
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benefits of using the DTCWT as an alternative to the Gaussian scale space
methods. DTCWT feature detection methods were relatively new to com-
puter vision and early research [Fauqueur et al., 2006] in this area was a little
disappointing (c.f. Figure 5.3), but further work in the area as described in
this thesis has shown that DTCWT methods are capable of achieving near
state-of-the-art performance. In the grand scheme of things, BTK detector is
a useful addition to the battery of feature detectors, because it is reasonably
stable and tends to detect somewhat different features in images.
Future work in this area might be concentrated on efficient implementa-
tions of the 4S-DTCWT pyramid. The idea of using phase of the DTCWT
coefficients for incorporating tolerance to spatial shifts in the BTK descrip-
tor is definitely worth exploring. Another area that is being actively re-
searched at the moment involves making the descriptor tolerant to small
shifts in keypoint position errors and small errors in keypoint scale [Nelson
and Kingsbury, 2010] by pre-computing the derivatives of the descriptor and
then estimating both the shift as well as the corrected matching score. All in
all, DTCWT based feature characterisation methods have opened new and
exciting avenues for research and we are confident they will contribute to the
overall development of object recognition methods in the future.
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Appendix A
Epipolar geometry
For convenience, this appendix summarizes the basic concepts of two view
epipolar geometry. For further details on multiple view geometry, see [Hart-
ley and Zisserman, 2003]. We use the same notation here and base our
description on [Hartley and Zisserman, 2003].
Consider a central pinhole camera located at the point C (camera centre)
in a Euclidean 3-space (c.f. Figure A.1). Let the plane Z = f be the image
plane (or the focal plane). The principal point, p = (px, py)>, is the point
where the line perpendicular to the image plane passing through the camera
centre intersects the image plane. This line is called the principal axis.
p
f
C
Y
Z
f Y / Z
y
Y
x
X
x
p
image plane
camera
centre
Z
principal axis
C
X
Figure A.1: Geometry of projection of a world point on an image plane via
a central pinhole camera. C is the camera centre. p is the principal point.
Figure taken from [Hartley and Zisserman, 2003].
A world point X = (X, Y, Z)> is projected onto the image plane at a
point x = (x, y). The point x lies on the line joining the point X and the
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camera centre C. For the moment, let C be the origin of the coordinate
system. Then, X 7→ x implies
(X, Y, Z)> 7→ (fX/Z + px, fY/Z + py)> = (x, y)>. (A.1)
If we represent the world point X and the image point x in homogeneous
coordinates as X = (X, Y, Z, 1)> and x = (x, y, f) , then this mapping can
be written as
X
Y
Z
1
 7→
 fX + ZpxfY + Zpy
Z
 =
 f px 0f py 0
1 0


X
Y
Z
1
 (A.2)
or, in matrix form, as
x = K [I | 0] X (A.3)
with
K =
 f pxf py
1
 . (A.4)
The 3×3 matrix K is called the camera calibration matrix (internal param-
eters).
Next, consider a world coordinate frame in which the origin of the Eu-
clidean space is not at the camera centre C. The camera centre is related to
the origin of this new coordinate system by a rotation R and a translation
t, so that the world point X = R X˜ + t, with t = −R C˜. Substituting this
in (A), we get
x = K R [I | − C˜] X or, (A.5)
x = K [R | t] X or, (A.6)
x = P X, (A.7)
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where P = K [R | t] is the 3×4 homogeneous camera projection matrix. The
rotation and translation matrices together comprise the external parameters.
If the imaging process is non-square, i.e. the image sensor has non-square
pixels, then the focal length gets scaled unequally in the two directions. If
s is the skew factor and mx, my are the scale factors in x and y directions,
then αx = fmx and αy = fmy represent the effective focal length in x and y
directions respectively. The camera calibration matrix K may be rewritten
to incorporate the skew as
K =
 αx s x0αy y0
1
 . (A.8)
Here, x0, y0 represent the principal point in world coordinates and αy/αx is
the aspect ratio.
Figure A.2 shows the projection of a world point in two views. C and
C′ are the camera centres. The world point X is projected in two views as
x and x′. The intersections of the line joining the two camera centres with
the two image planes are called the epipoles e and e′ respectively. The plane
containing the image points x and x′, the world point X, and the camera
centres, is called the epipolar plane pi. The intersection of the epipolar plane
with the image plane is the epipolar line. All epipolar lines in an image
intersect at the epipole.
x and x′ are called correspondences because they are the projections of
the same world point X. The correspondent of x in the other view, x′, is
constrained to lie on the epipolar line l′. The algebraic representation of the
mapping x 7→ l′ is given by a matrix called the Fundamental matrix. Thus,
l′ = F x and l = F> x′. (A.9)
is a correlation mapping that maps a point in one image to its correspond-
ing epipolar line in the other image. The fundamental matrix is a rank 2
homogeneous matrix with 7 degrees of freedom. For all corresponding pairs
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C C /
π
x x
X
epipolar plane
/
l l/
/e e
Figure A.2: Projection of a world point on two image planes via two cameras.
Figure derived from [Hartley and Zisserman, 2003].
of points (x,x′), the following relation holds
x′> F x = 0. (A.10)
If the camera centre C is taken as the origin of the system, the projection
matrix of the first camera may be expressed as P = K [I | 0]. Further,
if the rotation (R) and translation (t) of the second camera centre C′ is
known, then the projection matrix of the second camera is P′ = K′ [R | t].
The fundamental matrix may be expressed in terms of the two projection
matrices as
F = [e′]× P′ P†, (A.11)
where [e′]× is the 3×3 skew cross product matrix of e′ and P† is the pseudo-
inverse of P. More details may be found in [Xu and Zhang, 1996], [Luong
and Faugeras, 1996] and [Hartley, 1997a].
Just like the bilinear relations Equations (A.10) enable us to derive the
Fundamental matrix for two views, a set of trilinear relations allows us to
come up with an entity called the trifocal tensor. The trifocal tensor is a
124
Epipolar geometry
3×3×3 tensor that define the relations between corresponding points and
corresponding lines in three views of a point.
/
l /
l
l / /
L
/ /
C
C
C
Figure A.3: Projection of a world point (or line) on three image planes via
three cameras. Figure taken from [Hartley and Zisserman, 2003].
Figure A.3 shows a line L projected into three views. Unless the lines
l, l′ and l′′ are the images of the line L, the planes containing the image
lines will not intersect in a single line. This geometric constraint can also
be extended to point incidence (the three back-projected rays from image
points will intersect in a single point) and can be expressed algebraically in
the form of a trifocal tensor.
The use of multiple view tensors is fairly involved and more details on
the use of the trifocal tensor may be found in [Hartley and Zisserman,
2003](Chapter 14: The Trifocal Tensor and Appendix A1: Tensor Nota-
tion). The trifocal tensor was introduced and formalised in [Hartley, 1997b],
but was known in various other forms through earlier work on trilinear re-
lations (c.f. [Weng et al., 1988, Spetsakis and Aloimonos, 1991, Shashua,
1994, 1995]) and generalised to multiple images (Quadrifocal tensors for four
views using quadrilinear relations and on to multiple view tensors) in [Triggs,
1995].
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Appendix B
Epipolar constraints for
multiscale matching
A paper published in the British Machine Vision Conference, 2010 under
the title
“Epipolar constraints for multiscale matching”
Bill Triggs, Pashmina Bendale
is included in the following ten pages.
The problem was identified while the authors were working on evaluation
of keypoint detectors for [Bendale et al., 2010b]. Bill Triggs was responsible
for developing and implementing the basic method and writing the theoret-
ical part of the paper. Pashmina Bendale was responsible for implementing
the test framework, running the tests, analysing the results and writing the
experimental part of the paper.
127
TRIGGS, BENDALE: EPIPOLAR CONSTRAINTS FOR MULTISCALE MATCHING 1
Epipolar Constraints for Multiscale Matching
Bill Triggs
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Laboratoire Jean Kuntzmann
BP 53, 38041 Grenoble Cedex 9
France
Pashmina Bendale
pb397@cam.ac.uk
Signal Processing Laboratory
Department of Engineering
Cambridge CB2 1PZ, UK
Abstract
Many recent keypoint detectors associate a local scale (for multiscale detectors) or
even a full affine frame (for affine-invariant detectors) to each detected keypoint. Al-
though conventional epipolar constraints are a powerful tool for matching point-like fea-
tures between pairs of images, they provide no constraint on their relative scales. We
present an enhanced epipolar constraint that exploits these scales, thus providing more
accurate correspondence search. The method encodes multiscale keypoints as image el-
lipses, invokes the classical Kruppa constraints that link corresponding ellipses, reduces
these to constraints on 1-D quadratic forms on the pencil (1-D family) of epipolar lines,
and enforces a scale-sensitive error model by a well-chosen algebraic transformation of
the resulting homogeneous representation. The required projections onto the epipolar
pencil are extracted from the Singular Value Decomposition of the Fundamental matrix.
The final method is very simple to use. Illustrative tests yielded 2–4 fold reductions in
false matches for both synthetic and real images. Matlab code is available.
1 Introduction
The conventional epipolar constraint is a powerful tool for matching keypoints (salient local
features) between pairs of images, but in its standard form it treats the detected keypoints
as point-like entities without intrinsic scales. In contrast, recent keypoint detectors (c.f . e.g.
[8, 9] and their references) typically associate a scale (for multiscale detectors) or a full
affine frame (for affine-invariant detectors) to each detection. In this paper we reformulate
the epipolar constraint in a way that allows this additional scale information to be brought
into play, thus providing a more selective overall matching process.
Specifically, we suppose that each detected keypoint can be described in terms of a circu-
lar or elliptical image region that characterizes the point’s position, scale and shape, and that
between pairs of images the ellipses of corresponding pairs of keypoints are in approximate
correspondence, i.e. consistent with one another under the inter-image epipolar geometry.
This will allow us to apply the classical Kruppa (conic correspondence) constraints1. We
c© 2010. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.
This work was supported by a PhD grant from the Gates Cambridge Trust and by travel support from the European
network PASCAL2. MATLAB code is available on http://ljk.imag.fr/membres/Bill.Triggs/src.
1Note that these constraints do not control the feature scales themselves, but rather the way that they must change
(for true correspondences) as we move away from the epipole along the epipolar line.
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will convert these to a simple angular ‘epipolar pencil’ representation that is convenient for
matching, and construct an appropriate correspondence error metric in terms of this.
Before starting, we make several caveats. Firstly, note that our method is purely geomet-
ric. We treat ellipses as featureless geometric primitives, taking no account of the finer issue
of establishing detailed pointwise correspondence between their underlying image content.
Our approach is thus complementary to appearance-based correspondence methods such
as multiscale or affine visual descriptors (c.f . e.g. [8, 10, 13] and their references). Both
approaches provide useful constraints on correspondence and one should use whichever is
most convenient for the problem in hand (and, when possible, combine them). In partic-
ular, if two keypoints correspond to the same salient region of a locally smooth surface in
3D, one would expect their ellipses to correspond under both our geometric constraints and
appearance-based ones.
Secondly, throughout this paper we assume that the epipolar geometry (Fundamental
matrix) is known. Any standard method can be used to estimate it [5]. We build an error
model for uncertain multiscale points, not one for uncertain epipolar geometries.
Finally, note that even for fixed-scale keypoints, one can often model the uncertainties in
their estimated positions with associated uncertainty ellipses. This is entirely different from
the above use of ellipses to model associated image regions: although the resulting keypoint
positions should still correspond modulo the uncertainties, there is no particular reason to
expect their uncertainty ellipses to correspond because a keypoint may be localized well in
one image and poorly in the other. Although it is not our focus here, our framework can
handle this situation simply by omitting (13), the error term penalizing scale mismatch.
Prior Work. There has been a large amount of work on multiscale keypoint detectors and
descriptors – e.g. [8, 9, 10, 12, 13], to give only a few examples. The use of epipolar ge-
ometry for inter-image keypoint matching and dense stereo is very well established, and the
closely related ‘Kruppa constraints’ for correspondence between conics are also well known
[3, 5, 6]. However there seems to be surprisingly little work dealing explicitly with inte-
grating scales into epipolar geometry, perhaps because the authors interested in multiscale
detection have tended to take descriptor-centric approaches not geometry-centric ones. The
closest work that we are aware of is Forssén & Moe [4]. This uses elliptical blob features to
estimate and apply epipolar geometry, but in a less unified way than the method given here.
2 Derivation of the Model
We now derive our model for multiscale keypoint correspondence via ellipses. The deriva-
tion takes some time but the final model is straightforward to use and is summarized at the
end. We assume familiarity with the standard projective formulation of vision geometry (im-
age projection, epipolar geometry, conics, etc.). For details see e.g. [5]. ‘∼’ denotes equality
up to scale, and for a 3-vector v, ‘[v ]×’ denotes the corresponding 3×3 skew “cross product”
matrix.
Epipolar Pencil Coordinates. Before starting on ellipses, we reexpress some basic facts
about epipolar geometry in a useful form (c.f . e.g. [5] §18.4 ‘Kruppa Equations’). Let P,P′
be the 3×4 perspective projection matrices of two images, called respectively ‘left’ and
‘right’ below. Let F be the corresponding fundamental matrix – x>Fx′ = 0 is the epipolar
constraint between left image point x and right image point x′ – and let e and e′ be the
corresponding epipoles. From the Singular Value Decomposition (SVD) of F, we can extract
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the following representation
F = USV> = (−v u e)
(µ
ν
0
)
(u′ v′ e′ )> = uν v′>−vµ u′> (1)
Here, the ‘twisted’ naming in the U matrix of the SVD ensures that when viewed as points,
the pairs (u,u′) and (v,v′) are in epipolar correspondence: u>Fu′ = 0 = v>Fv′. Moreover,
viewed as line-vectors, {u,v} and {u′,v′} respectively form bases for the pencils (1-D linear
families) of epipolar lines in the left and right images, and (u,u′) and (v,v′) are correspond-
ing pairs of epipolar lines: right point-vector v′ lies on the right epipolar line u′ (as u′>v′=0)
and has left epipolar line Fv′ ∼ u, and vice versa. Finally, the left epipole e lies on the lines
u and v and we can choose its sign so that [e ]× = uv>−vu>.
To make this more concrete, define the 2×3 “epipolar pencil projection” matrices2
B ≡ (u v)>, B′ ≡ (µ u′ ν v′ )> (2)
and note that
F = B>
(
0 1
−1 0
)
B′, [e ]× = uv
>−vu> = B>
(
0 1
−1 0
)
B, BB>= I2×2 (3)
It follows that points x,x′ are in epipolar correspondence, x>Fx′ = x>B>
(
0 1
−1 0
)
B′ x′ = 0, if
and only if the 2-vectors
(α
β
)
= Bx and
(
α ′
β ′
)
= B′ x′ are equal up to scale. We can view
(α,β )>,(α ′,β ′)> as homogeneous 2D coordinates for the ‘projections’ of x,x′ onto the left
epipolar pencil under B,B′, with epipolar correspondence if and only if the projections agree
up to scale. Moreover, x′ has left epipolar line β ′u−α ′ v, and x = α u+β v+ γ e lies on
left epipolar line β u−α v, so the corresponding epipolar lines have the dual coordinates
(β ,−α) and (β ′,−α ′). Thus, the projections B,B′ allow us to reduce image-based epipolar
geometry calculations to 1D epipolar pencil ones. We will apply this to conics below. The
appendix shows how to extend this to spherical images and signed epipolar geometry.
Conic Correspondence on the Epipolar Pencil. The geometry of projections and epipolar
constraints for quadrics is well known [5] – see fig. 1. Let Q be a 3D quadric – here typically
a (possibly planar) ellipsoid. Its images in the two cameras are 2D conics q,q′ representing
the envelopes of the image rays tangent to Q. Exactly two epipolar planes are tangent to Q in
3D, and in each image these generate a pair of corresponding epipolar lines that are tangent
to the conics q,q′. Conversely, given any two image conics q,q′ with corresponding epipolar
lines, it turns out that there is a 3D quadric Q (in fact a 1 parameter family of them) whose
images are q and q′. The epipolar constraint between conics is thus the requirement that the
two epipolar lines tangent to q are in epipolar correspondence with the two epipolar lines
tangent to q′.
In formulae, if we represent Q in dual (hyperplane) form by 4×4 symmetric matrixQ and
q,q′ in dual (line) form by 3×3 symmetric matrices q,q′, the image projections are simply
2Well-normalized image coordinates should be used to evaluate the B’s: F→K−>1 FK−12 on input to the SVD and
B1 → B1K1, B2 → B2K2 on output, where Ki ∼
(
1/ fx −px/ fx
1/ fy −py/ fy
1
)
are nominal calibration matrices with “focal
lengths” / normalization scales fx, fy (in pixels) and “principal point” / image centre (px, py)>. The exact values
used are not critical, but if unnormalized pixel coordinates are used the resulting epipolar pencil coordinates tend to
be very distorted, leading to unintuitive behaviour in the below angular error estimates.
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Figure 1: Projection of a 3D quadric to two image conics, and then projection via B,B′
of the pair of epipolar lines tangent to each conic (or equivalently, of the quadratic form
defined by the conic) to the epipolar pencil. The reduced Kruppa constraints state that the
two projections agree.
q ∼ PQP> and q′ ∼ P′QP′> [11]. More explicitly, the dual form of an image ellipse with
2D centre c and 2D covariance matrix V is
q =
(
cc>−V c
c> 1
)
(4)
so an image line n>( xy)−d = 0 is tangent to q if and only if (n> −d )q ( n−d ) = (n>c−d)2−
n′>Vn = 0. For a circle, V = r2 I, the tangency equation becomes (n>c−d)2 = r2, i.e. any
line that passes at distance r from the centre c is tangent to the circle. Analogous forms hold
for the 3D quadric Q and its tangent planes, with 3D c,V,n.
In this framework, conic correspondence turns out to be encapsulated by the ‘Kruppa
constraints’3 [3, 5]
[e ]× q [e ]
>
× ∼ Fq′F> (5)
Each side of this equation is a 3×3 symmetric rank 2 matrix of the form l1l>2 + l2l>1 where
l1, l2 are the left epipolar lines tangent q or q′, as appropriate. Applying (3) and cancelling
extraneous factors of B>
(
0 1
−1 0
)
gives the 2×2 symmetric ‘Reduced Kruppa Constraints’4 [5]
BqB> ∼ B′q′B′>, or in coordinate form
(
qvv
quv
quu
)
∼
(
ν2 q′vv
µν q′uv
µ2 q′uu
)
(6)
3An alternative form is that conics correspond iff the symmetric part of [e ]× qFq′F> vanishes. Under corre-
spondence this matrix is ∼ [e ]×. C.f . a homography H is consistent with F iff FH is skew (and ∼ [e ]×).
4Kruppa constraints were originally developed for camera autocalibration [3, 5]. In this context, q,q′ are chosen
to be the “images of the dual absolute quadric” q=KK>, q′ =K′K′>, whereK,K′ are the camera internal parameter
matrices. Their reduced quadratic (6) determines the metric circle structure (“circular points”) of (α,β ) – i.e. which
pairs of epipolar lines correspond to orthogonal pairs of 3D epipolar planes.
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where the coordinates are quv ≡ u>qv, q′uu ≡ u′>q′u′, etc. These equations provide two
independent algebraic constraints representing the two epipolar tangencies. Below we will
use (a,b,c)> to denote either the left or right hand side of (6), as needed.
Evaluating the dual conic q on the epipolar line vector corresponding to ‘point’ (α,β )>
induces a corresponding reduced quadratic form on the pencil
(β −α )BqB>
(
β
−α
)
= aα2−2bαβ + cβ 2 (7)
and similarly for q′ with B′. For example, inserting (4) into (7) gives (αcβ − βcα)2 −
(β −α ) V˜
(
β
−α
)
where
(
αc
βc
)
≡ B( c1) and V˜ ≡ B
(V 0
0 0
)
B>. If V→ 0 this has a double root
at (αc,βc)> as expected.
Algebraic Weakness of Kruppa Form. To gain further intuition, we briefly switch to
angular coordinates (α,β )>∼ (cosθ ,sinθ)>, letting the roots of the reduced quadratic be5
θ± = θ¯ ±δθ . Then up to scale, (7) becomes
sin(θ −θ+) sin(θ −θ−) = (sinθ cosθ+− cosθ sinθ+)(sinθ cosθ−− cosθ sinθ−) (8)
=
(
cos2δθ − cos2(θ − θ¯))/2 (9)
where the various forms follow from standard trigonometric identities, and(
a
b
c
)
∼
(
sinθ+ sinθ−
(cosθ+ sinθ−+sinθ+ cosθ−)/2
cosθ+ cosθ−
)
= 12
(
cos2δθ−cos2θ¯
sin2θ¯
cos2δθ+cos2θ¯
)
(10)(
p
q
r
)
≡
(
c−a
2b
c+a
)
∼
(
cos2θ¯
sin2θ¯
cos2δθ
)
(11)
We would like to use reduced Kruppa vectors (a,b,c)> or (p,q,r)> to quantify the extent to
which two ellipses are in epipolar correspondence. The (cos2θ¯ ,sin2θ¯) components of (11)
should provide good control over errors in the mean epipolar line direction θ¯ . Unfortunately,
the cos2δθ term provides much less control over δθ . In particular, for ellipses that are small
relative to their distance to the epipole, δθ is small and cos2 2δθ ≈ 1−4δθ 2 provides only
a weak second order constraint on it: the Kruppa constraints are algebraically complete but
unsuitable as error models because they provide too little control over the sizes of the small
ellipses that make up most of the keypoint population. One way around this would be to
introduce a fourth coordinate s≡
√
p2+q2− r2 ∼ sin2δθ into (11), to give better control of
δθ . We will embed an analogous transformation in our error metric. Henceforth we suppose
that (p,q,r)> has been rescaled to make p2+q2 = 1, so that (11) becomes an equality.
Epipolar Pencil Error Model. We need to design an error weighting that reflects our ex-
pectations regarding uncertainties in keypoint positions and scales. A great many models
are possible. Here we develop just one as an example, based on the assumption that both
the position uncertainty and the scale uncertainty of a typical keypoint are proportional to
5To ensure consistent signs we take θ− ≤ θ+ < θ−+pi , i.e. 0≤ δθ < pi2 . Also, we assume that the quadratics
(7) have real roots (b2 ≥ 4ac, or r2 ≤ p2 + q2 = 1 below), i.e. that neither image ellipse contains (surrounds) its
epipole. This is true for most keypoints. If not, we can either discard the point, or note that (5), (6) still provide valid
constraints on the match – the geometric interpretation is now that the circular points implied on the line (α,β )> by
the two quadratics must agree – and, e.g., use r−1 in place of 1− r in (12), (13) below, noting that for a match of
this kind, both quadratics must have r > 1.
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its scale and that deviations are approximately Gaussian. To concretize this algebraically
on the epipolar pencil we will use σ ≡√(1− r)/2 = sinδθ as a surrogate for the ellipse
scale, as this scales linearly with δθ at small angles and increases smoothly to 1 at very large
ones δθ ≈ pi2 or θ+− θ− ≈ pi . (Moreover, −σ2 = (r− 1)/2 is the minimum value of (8)).
Assuming independent Gaussian errors of (small) standard deviation δθ in θ¯ , the standard
(two-sample z-test) statistic for deviations of the means is (θ¯ − θ¯ ′)2/(δθ 2 +δθ ′2). We will
algebraize this as
dθ¯ ≡
sin2 2(θ¯−θ¯ ′)
sin2 δθ+sin2 δθ ′ =
(pq′−q p′)2
σ2+σ ′2
= (pq
′−q p′)2
1−(r+r′)/2 (12)
Various penalties (log-normal, etc.) are possible for the errors in δθ , but one viable statistic
is
(
δθ/δθ ′
)k+(δθ ′/δθ)k−2 for some k. This is symmetric, scale invariant, zero at equality
and grows as O(δθ−k) when either δθ shrinks to zero with the other held constant. We will
algebraize this as
dδθ ≡
(
sinδθ
sinδθ ′
)k
+
(
sinδθ ′
sinδθ
)k−2 = ( σσ ′)k+(σ ′σ )k−2 = ( 1−r1−r′)k/2+( 1−r′1−r )k/2−2 (13)
Our final error model will be a weighted6 sum of (12) and (13), and for simplicity we will
use k= 2 below. Although we will not consider them here, other more heuristic error models
could also be used, for example weighting squared distances between (p,q,r,s)> vectors with
a suitable function such as 1
σ2+σ ′2
, 1σ σ ′ or
1
σ2 +
1
σ ′2
.
Summary of Method. The final method is very straightforward. For each ellipse, the matrix
q or q′ (4) is projected using B or B′ (from the SVD of F) to obtain (a,b,c)> (6), normalized
to give (p,q,r)> (11), and – see appendix (14) – optionally unwrapped to signed form. ‘Dis-
tances’ between these vectors are then computed using a weighted sum of (12) and (13) and
used to decide whether pairs of ellipses might correspond.
Further Points. Here we opted for algebraic representations for simplicity, but it would
also have been possible to explicitly recover and use θ¯ ,δθ . In particular, if an efficient
data structure for inlier search is required, one could represent search intervals as rectangles
in (θ¯ ,δθ) coordinates and use some data structure such as a box tree that allows efficient
search for all of the left image rectangles containing an observed pair (θ¯ ′,δθ ′) from the right
image. This would require cutting the θ¯ circle to a flat interval [0,2pi] (so some points would
generate two rectangles), and using the given (θ¯ ,δθ) value, the acceptance thresholds on
(12)-(13) and, for (12), a bound on r′: r′ ∈ [−1,1], to derive search bounds on (θ¯ ′,δθ ′).
The main limitation of the epipolar pencil representation is that it suppresses all informa-
tion about positions along epipolar lines. If such information is useful7, it must be applied
separately from the epipolar pencil method. The above derivations also assume that F,B,B′
are known exactly and we currently make no effort to incorporate uncertainties in these into
the computations. Although the resulting effective geometric search regions (wedge-shaped
ones starting at the epipoles) are actually statistically more correct and simpler to use than
the common parallel strips along epipolar lines, in practice it is wise to allow a few additional
pixels of slack to account for uncertainties in F, especially for keypoints near the epipoles.
6E.g., with the above weightings and for small δθ , a factor-of-2 error in δθ has about the same penalty as a
position error of 2δθ .
7For example, if the scene is bounded by known 3D half spaces or by the plane at infinity, their homographies
can be used to limit the search for a given point’s correspondent along its epipolar line.
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Figure 2: Experiments on synthetic data. Top left: left and right images of a scene contain-
ing random 3D ellipsoids, showing the epipolar lines tangent to a selected ellipse in the right
image, and the corresponding lines in the left image almost tangent to the corresponding
(noise perturbed) left ellipse. Bottom left: distributions of matching penalty values for cor-
rect but noise perturbed correspondences, for (left) the θ¯ (mean angle) penalty (12), (right)
the δθ (angular spread) penalty (13). For each penalty d we histogram
√
d (|linear error|
rather than squared error) to show that the penalties behave roughly like χ21 variables, i.e. the
linear errors resemble half-Gaussians (red curves). Right: scatter plot of δθ penalty versus
θ¯ penalty values over a large dataset. The black ‘*’s are correct matches and the red ‘o’s are
incorrect ones. Again we plot linear errors
√
d. Clearly both the mean and the spread terms
are useful for distinguishing inliers from outliers.
3 Experiments
We now describe some illustrative experiments with the method8 on both synthetic data and
a real image dataset. A more detailed study will be published later.
Synthetic Data. We generate artificial scenes consisting of N 3D ellipsoids with random
centres in the cube [−1,1]3, random scales distributed as s−2 in the interval [0.005,0.1], and
random ellipticities with log-normal density of standard deviation 30%. These are viewed
by two inwards-facing perspective cameras 4 units from the cube centre and 60◦ apart. The
resulting image ellipses are perturbed in position and scale by Gaussian noise with standard
deviation 33% of the ellipse radius. The ground truth epipolar geometry is used. Fig. 2 (top
left) shows an example of the image pairs generated and their epipolar geometry.
With these settings we find that for true correspondences, the errors underlying the θ¯
(12) and δθ (13) penalty terms are approximately jointly Gaussian (see fig. 2, bottom left
and right), so that the penalties dθ¯ ,dδθ themselves have scaled 1 d.o.f. χ2 distributions. In
contrast, the distribution of errors for incorrect matches is much broader and is approxi-
mately uniform near the origin. This implies that a near-optimal inlier-outlier decision rule
is to threshold the χ22 variable dθ¯/µθ¯ + dδθ/µδθ , where µθ¯ ,µδθ are the empirical means
of the penalty functions (i.e. the variances of the underlying errors) for true matches. At a
fixed percentage of false rejections, we find that using this rule reduces the number of false
positives by a factor of around 2 to 2.5 relative to classical epipolar thresholding based on
dθ¯ alone. This gain holds across a wide range of feature densities N, rejection percentages,
8A Matlab implementation is available from http://ljk.imag.fr/membres/Bill.Triggs/src.
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Figure 3: Experiments on real data. (Left) For SIFT interest points, the distributions of
√
dθ¯
and
√
dδθ for corresponding features appear to be exponential with medians mθ¯ ≈ 1.0 and
mδθ ≈ 0.6 (i.e. scale lengths 1.5 and 0.9). (Middle) The histogram over an image pair of
numbers of candidate matches satisfing the epipolar correspondence rule
√
dθ¯/mθ¯ < t, for
varying thresholds t. Darkness is proportional to log frequency. (Right) The corresponding
histogram for the combined decision rule
√
dθ¯/mθ¯ +
√
dδθ/mδθ < t, which is approximately
optimal for independent exponential variables against a uniform background of outliers. The
combined rule is about 4 times more selective, producing many fewer incorrect correspon-
dences.
scene parameters, etc. It is increased by reduced uncertainty in, or broader distributions of,
the ellipse scales, but we believe that our settings for these are representative of real detec-
tors. For frontal camera motion (epipole at the image centre) the distribution of δθ values
becomes somewhat broader and the gain is increased to around 4. Note that points with par-
ticularly large scales and ones that lie near the epipole are associated with broad sectors of
epipolar lines, and therefore tend to match many other points under dθ¯ alone. Adding dδθ is
particularly useful for eliminating these. On the other hand, there are typically many points
with similar scales so dδθ alone is not useful – it is only useful in combination with dθ¯ .
Real data. We also tested the method using SIFT interest points on a real dataset con-
sisting of calibrated images of toy cars on a turntable9 [1]. As a surrogate for ground-truth
correspondences, we used conventional epipolar constraints over a triangle of images – ‘Ref-
erence’, ‘Auxilliary’ and ‘Test’ – selecting point pairs that corresponded both geometrically
and by least squares patch matching in Reference and Auxilliary, and accepting any point
within a generous region around the intersection of their two epipolar lines in Test as an
inlier for the purposes of the evaluation. The resulting correspondences are far from perfect,
but they suffice for an initial proof-of-concept test of the method on real data. Fig. 3 (left)
shows that the distributions of
√
dθ¯ and
√
dδθ for such ‘inliers’ are approximately expo-
nential (Cauchy-like), not Gaussian. A corresponding scatter plot (not shown) demonstrates
that the two error metrics again provide very complementary information for correspon-
dence search. Fig. 3 (middle) and (right) show that selecting possible correspondences by
thresholding a weighted combination of the two metrics produces far fewer false matches
than using epipolar line distances dθ¯ alone. Similar conclusions are reached if the putative
inliers for the tests are found using SIFT descriptor matching instead of 3-image epipolar
constraints.
9http://www-sigproc.eng.cam.ac.uk/imu
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4 Summary and Conclusions
We have introduced a framework for epipolar correspondence search that provides tighter
constraints for matching multiscale keypoints by constraining the features’ relative scales
as well as their positions. The method works by representing uncertain keypoints as image
ellipses, using 2×3 projection matrices B,B′ extracted from the fundamental matrix F to
project these onto the epipolar pencil – i.e. w.r.t. (α,β )> coordinates on the 1-D family of
left epipolar lines – and formulating the quality of the match in terms of an algebraic error
model in these coordinates. The method is elegant, simple to use (probably simpler than
the traditional image search along epipolar strips) and gives a substantial reduction in false
correspondences – typically a factor of 2–4 in our synthetic and real experiments.
5 Appendix: Spherical Images and Unwrapping
This appendix extends the above epipolar pencil constructions to the ‘spherical’ (also called
‘oriented’ or ‘signed’) approach to projective vision in which image points are identified with
points on the camera’s viewing sphere (the sphere of incoming 3D visual rays at its centre)
[2, 7]. In this framework, epipolar lines correspond to half great circles joining the epipole to
its antipode (c.f . the lines of longitude between the north and south poles of the earth): given
the 3D line joining the two camera centres, take the circle of 3D half planes with this line as
edge and project each half plane (on edge) into the two images making its two epipolar half-
circles; the image of any 3D point on the half plane lies on both half-circles. In terms of a
flat image, there is thus a full circle of distinct epipolar half-lines, and for any given point x′,
only the correct half of its epipolar line (to the left of the epipole or to the right of it) need be
searched for its correspondent x. Hence, this framework provides slightly sharper epipolar
constraints whenever the epipole is in the image (notably for omnidirectional cameras).
Algebraically, with appropriate choices of signs, we can write this as Fx′ ∼ [e ]× x with
equality up to positive rescalings. Using (3) and cancelling a common factor of B>
(
0 1
−1 0
)
,
we find that B′ x′ ∼ Bx, again with equality up to positive rescalings. So the epipolar pen-
cil coordinates (α,β )> fully support the circular structure: the coordinates of correspond-
ing points coincide up to positive rescalings and we can view them as angular coordinates
(cosθ ,sinθ)> with 0≤ θ < 2pi and correspondence possible if and only if θ = θ ′. The nec-
essary signs for B,B′ can not be recovered from F alone10 so the easiest approach is to take
a pair of corresponding spherical points, check that their pencil coordinates correspond, and
if not flip the sign of B. This will suffice for us here, although further refinements to ensure
right-handedness, put u,v in canonical positions, etc., are possible.
We can extend this to epipolar pencil conic matching. The basic formulae for conics and
Kruppa constraints are intrinsically unsigned because converting ( c1) to its antipode
(−c
−1
)
leaves q unchanged in (4). This is reflected in the systematic appearance of 2θ¯ in (10), etc.
To correct for this we can algebraically ‘unwrap’ the first two rows of (11). Using multiple
angle formulae and assuming normalization to p2+q2 = 1, we have(
cos θ¯
sin θ¯
)
= ±
( √
(1+p)/2
q/
√
2(1+p)
)
= ±
(
q/
√
2(1−p)√
(1−p)/2
)
(14)
10F itself can usually only be recovered up to sign, and even then the SVD of F is invariant under (u,v′)↔
(−u,−v′), (v,u′)↔ (−v,−u′), e↔−e, and e′↔−e′, some of which affect B,B′.
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where for numerical stability the first form is preferred if p> 0 and the second if p< 0. To
choose the sign we take any signed point within (the desired branch of) the ellipse – e.g. its
centre ( c1) – find its pencil projection Bx or B′x′ ∼
(
cosθ
sinθ
)
, choose the sign that aligns (14)
the best with this direction, and replace the first two coordinates of (11) with the result (14)
so that the feature vector encodes the desired half of the epipolar line. The right hand side of
(12) is unchanged but it now represents only sin2(θ¯ − θ¯ ′) so it should be scaled up by 4 to
preserve the relative weightings of position and scale errors.
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Appendix C
Cambridge toy cars dataset
The images were captured using two Nikon D40 cameras with standard 18–
55mm lenses and a pan-tilt unit (PTUD46 from Directed Perception) on a
Unix system. The pan-tilt unit handles the rotation of the turn-table. Both
the pan-tilt unit and the cameras are controlled remotely using a shell script
or the command prompt. More information about related commands may
be seen in gPhoto2 [Mueller et al., 2000] command reference and PTU D46
user manual at [Perception, 2006]. The shell script used to capture data (i.e.
interact with PTUD46 and the cameras) is available at the web site for the
dataset and in [Bendale et al., 2010a]. A few fairly basic example routines
illustrating the use of the dataset for point transfer and the associated ground
truth are available on the web site. Example images (cropped suitably to
show the cars) are shown in Figure C.1.
C.1 Calibration
A two step calibration process is followed. In the first step, we use the
CalDe/CalLab software [Strobl et al., 2005] to obtain the internal parameters
of the camera as well as the rotation and translation between the two cameras.
In the second step, we recover the rotation parameters for transferring points
between two views of the same camera.
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46 49 51 61 16
25 57 68 50 53
11 36 24 48
Figure C.1: Central 1024 tall ×1536 wide patch from each image in the
dataset.
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C.1.1 Inter-camera calibration
The radial distortion model used in DLR CalDe/CalLab toolbox [Strobl
et al., 2005] (which has been used for the calibration of our dataset) can
be expressed as
x′ = x+ k1 (x− x0) rˆ2 + k2 (x− x0) rˆ4 + . . . (C.1)
y′ = y + k1 (y − y0) rˆ2 + k2 (y − y0) rˆ4 + . . .
where k1 and k2 are radial distortion coefficients, rˆ is the observed radial
distance of a point measured as
rˆ2 =
(
(x− x0)− s (y − y0)/fy
fx
)2
+
(
y − y0
fy
)2
(C.2)
and (x′, y′) are the predicted perspective projections of (x, y). The distortion
is due to the camera lens so it happens after perspective projection but before
digitizing.
While converting from actual image positions to ideal image positions, it
is necessary to undo the effect of lens distortion (i.e. undistort the coordi-
nates), whereas while converting from ideal image positions to actual image
positions, it is necessary to apply appropriate lens distortion (i.e. distort the
coordinates). Ideal image positions obey all rules of linear projection (i.e.
epipolar lines are straight lines). Lens distortion has the effect of converting
these into curves diverging away from the optical centre in the actual image
positions. Lines in the real world do not get imaged as lines. The effect is not
negligible if one wishes to establish sub-pixel correspondences. The extent of
the lens distortion is shown in Figure C.2.
C.1.2 Rotational calibration
In the second step, we fit an ellipse to the world points obtained by trian-
gulating the points on the edge of the turn-table in images from both the
cameras. Points on the edge of the turn-table are selected in one image, an
epipolar line is projected in the other image, then the correspondence (inter-
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Figure C.2: Contours of lens distortion over actual image dimensions. Polyg-
onal boundaries of two of the biggest cars in the dataset are shown in red (car
02) and green (car 12) lines. The dotted lines show the polygonal boundaries
in the images from the upper camera (auxiliary images). The outer edges and
far corners have significant lens distortion. All the cars occupy the central
portion of the image with lens distortion ≤ 1 pixel.
section of the epipolar line and the edge of the turn-table) is marked manually
on the epipolar line. These correspondences are then triangulated using the
existing inter-camera calibration to obtain world point coordinates. This has
to be done in only one view because the turn-table rotates around the central
point, but the boundary of the turn-table is fixed in all views. Using the least
squares approximation of the true boundary of the turn-table, we obtain the
centre as well as the direction of the axis of rotation of the turn-table. The
estimated location of the centre and the axis of rotation of the turn-table is
shown in Figure C.3. These points are clicked manually. Therefore, it would
be advisable to leave a fairly small (but obvious) marker on the turn-table to
aid rotational calibration. Further details of the calibration and data capture
process can be found in [Bendale et al., 2010a].
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Figure C.3: The blue stars are the world points obtained by triangulating the
points clicked on the edge of the turn-table in images from the lower camera
and upper camera. The magenta line is the least squares approximation
of the edge of the turn-table. The plane pi is the plane of the top of the
turn-table. The point X0 is the centre of the turn-table and the blue arrow
indicates the direction of the axis of rotation. Unit vector in the direction of
axis of rotation of the turn-table is uˆ. Note that the turn-table is not parallel
to the X − Y plane because the cameras look down on the turn-table at an
angle (lower camera: 30◦, upper camera: 45◦), and the centre of the lower
camera is the origin of the coordinate system.
C.1.3 Extensions
• For this dataset, the camera batteries had to be removed for charging
after capturing data for about 15 cars. A mains adapter would avoid
this requirement.
• Proper diffuse photographic lighting would improve image quality and
consistency.
• A textured cover for the turn-table top would be interesting. Our turn-
table is supported on a pan-tilt unit, allowing controlled tilts of the test
surface to be introduced. That would allow separation of 3D evaluation
and 2D evaluation with the same setup [Fitzgibbon, 2010].
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Appendix D
Cluster-Cluster matching
Amanuscript1 submitted to the IEEE Computer Society Conference on Com-
puter Vision and Pattern Recognition [CVPR], 2008 under the title
Pashmina Bendale, James D B Nelson, Nick Kingsbury, “Tech-
niques for Establishing Keypoint Correspondences via Polar Match-
ing with Complex Wavelets”
is included in the following eight pages and indicates status of the said work
as of 10 December 2007.
1Pashmina Bendale wrote the software, planned and performed the experiments and
wrote the text, Nick Kingsbury conceived the idea for section 7, provided software for
the Dual-tree Complex wavelet transform and provided general supervision for rest of the
work. James Nelson provided helpful comments.
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Abstract
This paper illustrates a keypoint matching scheme for
object recognition using the polar matching matrix descrip-
tor. The polar matching matrix descriptor is a new rotation-
invariant keypoint descriptor based on the Dual Tree Com-
plex Wavelet Transform (DTCWT). The DTCWT basis func-
tions allow us to locally determine scale, frequency, and
orientation for a given image feature. Like SIFT, we de-
tect keypoints spatially and in scale. However, instead of
imposing a dominant orientation for every keypoint, we ef-
ficiently compute a confidence measure that a pair of key-
points match each other for the full range of orientations.
We then use a clustering scheme that boosts weak matches
that agree on pose and rejects false alarms. Furthermore,
we demonstrate that our clustering scheme helps circum-
vent a winner-takes-all situation during the keypoint match-
ing stage. Lastly, we show how this can be done in a fast and
efficient way.
1. Introduction
A keypoint is essentially a two dimensional structure in
an image that is likely to attract visual attention. Various
recent approaches to object detection [2] and recognition
[7, 20, 19] have concentrated on local-feature based meth-
ods because they are robust to occlusion and clutter, non-
planar regions can be approximated as planar regions [23]
and loose global geometric constraints can be incorporated
at a local computational cost. This enables us to get global
inference at local cost.
A common approach to interest point based object recog-
nition is to first detect an interest point in location, scale and
orientation space. A descriptor of the keypoint neighbour-
hood is then constructed and used to search for matching
interest points in a new image.
2. Orientation–to keep or not to keep?
Some approaches to feature extraction, e.g. SIFT, build
several features at the same location with multiple orienta-
tions [16], to achieve rotation-invariance, and thereby de-
scribe some parts of the image multiple times. When such
keypoints are matched, the dominant orientation may gov-
ern the match probability. Therefore, there is a possibil-
ity that errors in dominant orientation estimation propagate
to the matching stage. Since only one orientation can be
matched reliably, the matching output may be unpredictable
in the case of features that have self-symmetries.
Other rotation invariant approaches include spin images
for object recognition [9] and texture classification [14]
and Gabor-like filter banks for texture classification [27]
and content based image retrieval [22]. Filter bank ap-
proaches to feature extraction as well as texture classifica-
tion have concentrated largely on isotropic filters like Gaus-
sian, Laplacian of Gaussian (LoG) or Difference of Gaus-
sian (DoG) [25, 16, 27]. In cases where oriented filters are
used, the maximum response across all directions is used
at each scale [28, 15, 25] but this ignores all other angular
statistics in order to achieve rotation-invariance.
We propose an alternative technique for rotation-
invariant feature extraction which preserves all angular in-
formation. Specifically, we refrain from assigning a domi-
nant orientation to a keypoint during the keypoint detection
or description stage. Instead, we estimate the relative lo-
cation and orientation of the keypoint in the search image
relative to that in the reference image at the matching stage.
This approach allows us to consider all possible symme-
tries or rotations of the keypoints, and thus achieves a softer
matching process and avoids a winner-takes-all situation.
Groups of keypoints often occur together in objects
across various viewpoints. A recently proposed approach
[18] incorporates this global information by augmenting the
SIFT descriptor with a Shape Context [4] (based on edges)
and weighting these two descriptors to achieve a flexible
local-global tradeoff. In contrast, rather than match each
individual keypoint, we propose a way to match clusters
1
of keypoints and show that this can lead to improved per-
formance. Cluster-cluster matching achieves a more ro-
bust measure of the similarity of regions as it is poten-
tially sensitive to occlusion. Also, we do not assume a
universal local-global tradeoff for entire image; the cluster-
cluster matching constraints can be made as loose or as
tight as possible depending on the application. For in-
stance, a bag-of-features implementation can be achieved
with a loose cluster-cluster matching constraint and a part
based model can be realised by a tightly constrained cluster-
cluster matching process.
3. The Dual Tree Complex Wavelet Transform
Two essential requirements of object recognition are in-
variance and discriminability. The Dual-Tree Complex
Wavelet Transform (DTCWT) introduced by Kingsbury in
[11], achieves invariance and discriminability for scale, lo-
cation and orientation because the basis functions used in
this transform are local in scale, space and orientation.
The DTCWT uses two trees of filter banks to obtain a
real and an imaginary component of each of the wavelet
coefficients. Since the filters in the two trees of the DTCWT
are Hilbert Transforms of each other, we get an analytic and
directionally selective output. Throughout the paper, the
wavelet coefficients are denoted by H{k}(d) and scaling
coefficients by L{k}, where k is the DTCWT level and d is
the subband direction. k takes values (1, . . . , N) for an N
level DTCWT and d takes values (1, . . . , 6). The following
properties of the DTCWT make it an attractive choice for
the problem at hand:
1. Approximate shift invariance: DTCWT coefficients
for any shift of an image can be approximately esti-
mated by smooth interpolation of the DTCWT coef-
ficients in each subband independent of all other sub-
bands.
2. Directional selectivity: Orientations of image fea-
tures can be accurately estimated from the DTCWT
coefficients. This is because the scaling functions in
the two trees of DTCWT form an approximate Hilbert
pair making the transform analytic and hence direc-
tionally selective [24].
3. Separability: A very efficient separable filter bank im-
plementation is available for the DTCWT.
The DTCWT filter responses are similar to those of
a 6-directional Gabor transform with orientations of
±15◦;±45◦;±75◦;±105◦;±135◦;±165◦, but the
DTCWT is implemented using real filters. The price of this
is limited redundancy of (2m:1) for m-dimensional signal
(4:1 for images). A more detailed mathematical analysis of
the Dual Tree Complex Wavelet Transform (DTCWT) is
[12, 24].
(a) Dual−Tree Complex Wavelets: Real Part
Imaginary Part
 15  45  75 105 135 165 
(b) Modified Complex Wavelets: Real Part
Imaginary Part
 15  45  75 105 135 165 
Figure 1. Impulse responses of DTCWT before and after addition
of an extra bandpass filter in each dimension and phase correction
to have zero phase at the mid-point of the responses. This results in
a more rotationally symmetric DTCWT. Figures reproduced from
[13].
3.1. DTCWT with improved rotational symmetry
Although the DTCWT as described in [12] has attrac-
tive perfect reconstruction properties, it is not rotationally
symmetric. One alternative is to use the Steerable Pyramid
[26] because it is rotationally symmetric but we concentrate
on DTCWT here because of it’s greater computational ef-
ficiency. The 45◦ and 135◦ subband centre frequencies of
the DTCWT are further away from the origin than the other
four subbands at a given scale in the frequency spectrum.
This is because the centre of the 1D Hi filter is thrice as far
than the 1D Lo filter (because they both span half the band-
width of the input signal), so a 2D Lo-Hi filter formed from
a combination of 1D Lo and 1D Hi is closer to the origin
than a 2D Hi-Hi filter by a factor of
√
32 + 32 /
√
32 + 12 =√
1.8.
For feature description, the perfect reconstruction con-
straint can be relaxed to create a more rotationally symmet-
ric version of the DTCWT. Kingsbury [13] suggested that
an additional bandpass filter may be added in each dimen-
sion to pull the 45◦ and 135◦ subband centre frequencies
closer to the origin by
√
1.8.
Another feature of the standard DTCWT is that all
six subbands may not have zero phase at the mid-point
of their responses. As in [13], a phase correction of
{j,−j, j,−1, 1,−1} has been applied in the new DTCWT
version to make all real parts of the six subband responses
even symmetric and imaginary parts of all the six sub-
band responses odd-symmetric. This property allows one
to calculate responses in the opposing directions (30d −
15 + 180)◦ by conjugating the responses of the original six
subbands, (30d − 15)◦. The orientation of zero crossing
changes in a cyclic manner across the six subbands. The
phase-corrected impulse responses are compared in Figure
1.
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(a): DTCWT detector [6] (b): Enhanced DTCWT (EnDTCWT) detector (c): DoG detector
Figure 2. Keypoint repeatability test as illustrated by Kadir et al. [10]. Smoothed maps of the three keypoint detectors over 200 images
accumulated in one image. The colour indicates the normalised number of detections in a given area (white is highest). Enhanced DTCWT
keypoint detector detects repeatable keypoints over a larger proportion of the bike than the DTCWT keypoint detector (a) and Difference of
Gaussian (DoG) (c). Also, DTCWT keypoints are seen to be fairly insensitive to background clutter. 84 images with a uniform background
and 116 images with varying degrees of background clutter are used from the CALTECH motorbikes (side) dataset as in [10].
3.2. DTCWT keypoint detector
Our approach to keypoint matching is based on the
keypoint detector recently introduced by Fauqueur et al.
[6]. The DTCWT keypoint detector detects local interest
features at locations characterised by large magnitudes of
wavelet response in all or most of the six subband direc-
tions. Products of the magnitudes of wavelet coefficients
in six directions are considered at each location in the im-
age. This product is large for corners (most of the six values
are large as there is considerable leakage between the sub-
bands) and for blobs (all six values equal and large). Edges
have low response in a few subbands and hence points on
edges are not picked as keypoints.
To make the approach multi-scale, products are calcu-
lated at every level and the product maps are combined us-
ing an amplitude accumulation process [6]. Accumulation
boosts features that show consistency over a range of scales.
Noise is characterised by random statistics and hence does
not show any strong structure across scales. The product
map MΠ{k}(x, y) at scale k and location (x, y) is calcu-
lated from wavelet coefficients of the luminance component
using,
MΠ{k}(x, y) =
(
6∏
d=1
|H{k}(x, y, d)|
)1/4
(1)
Keypoints are marked at local maxima in this accumulated
product map. DTCWT subband responses can be smoothly
interpolated at intermediate directions because there is leak-
age across adjacent subbands. The scale of a keypoint is
detected at the distance where the radial gradient of the ac-
cumulated map in eight equi-spaced directions has a strong
minimum. This distance is found by projecting rays out-
ward from the keypoint location in eight directions (multi-
ples of 45◦) and calculating gradients along these rays us-
ing a forward difference. The distance at which the sum of
negative gradient over all directions reaches a maximum is
marked as the scale of the keypoint. For robustness to noise
in the accumulated map, the minimum is detected using an
area accumulation technique.
4. Enhanced DTCWT keypoint detector
Our keypoint detector is based on [6], but we have en-
hanced it as follows. We use the root mean square(RMS)
wavelet amplitude across RGB components instead of using
luminance. We contrast-equalise the wavelet coefficients
before keypoint detection and also locate the keypoints with
subpixel accuracy. Further, we use a slightly different for-
mula to compute the product map. (Equation 2) We use a
value of 1/6 for exponentiation, instead of 1/4 in [6], be-
cause it preserves dimensionality and direct proportionality
through the product operator. Thus, if all values are scaled
by a factor α, the product map also gets scaled by a factor
α. This operation then becomes a geometric mean of the six
subband responses and has maximum value when all values
are equal.
MΠ{k}(x, y) =
(
6∏
d=1
Erms{k}(x, y, d)
)1/6
(2)
Erms{k}(x, y, d) =
√ ∑
c=RGB
|Hc{k}(x, y, d)|2 (3)
We find that keypoints detected using this keypoint detector
are more stable and more characteristic of the image content
compared with the detector in Equation 1. Furthermore, it
is capable of picking low contrast locations with sufficient
colour activity as keypoints. Computational complexity is
similar to [6], since we are still using only one channel, i.e
the RMS amplitude but there is a useful improvement in the
performance for colour images with large contrast changes
within the image. Figure 2 shows a comparison of the two
detectors.
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Figure 3. Polar matching matrix formation: Each arrangement de-
scribes the formation of one column of the Polar matching matrix.
The numbers associated with the arrows in each column arrange-
ment give the row index of the subband in the corresponding col-
umn of the Polar matching matrix. The direction of the arrows
decides the subband used and the location of the base of the arrow
in each arrangement decides which point of the 13 points is used to
create the Polar matching matrix. Figures reproduced from [13].
An accumulated map is derived from the MΠ{k}(x, y)
values at each scale k as in [6]. We improve the keypoint
localisation by implementing a Hessian based interpolation
in a 3 × 3 neighbourhood of the maxima to determine sub-
pixel locations of the keypoints. The curvature of quadratic
fit depends on the ratio of the largest to smallest eigenval-
ues, r = λmax/λmin of the Hessian H evaluated at the
pixel closest to the maxima. In the vicinity of a maximum,
H is symmetric and positive definite, hence the eigenvalues
satisfy 0 ≤ λmin ≤ λmax. The most dominant keypoints
are detected when r ' 1. We find that an acceptance thresh-
old value requiring r ≥ 0.1 works well.
Prior to keypoint detection, we propose a contrast equal-
isation scheme, based on the wavelet coefficient energies at
various levels, to enhance the keypoint detection ability. At
a given location, the total wavelet energy content of the sig-
nal is a measure of the contrast. To measure contrast vari-
ations that persist across scales, the total activity energy at
a point at each level is calculated using the wavelet energy
at the point, its four children from one level below, and the
four children of each of these from two levels below the par-
ent level. The contrast correction factor is then calculated
on basis of this activity energy, such that within limits the
resulting image has roughly equal contrast throughout the
image. Since both the real and imaginary parts of all three
wavelet coefficients HR,HG,HB are scaled by the same
factor, the phase and color balance of wavelet coefficients
is preserved.
5. Polar matching matrix
We use a new rotation invariant keypoint descriptor in-
troduced by Kingsbury [13]. This descriptor uses the
modified DTCWT version, explained in Section 3.1. The
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Figure 4. Polar matching matrix correlation scores vary smoothly
as an image is rotated. In case of self-symmetric features, (like the
bar edge) the correlation curve shows exactly as many peaks as
the degree of self-symmetry of the feature. In case of asymmetric
features like Lena’s eye the correlation curve has only one well
defined peak and correlation scores are strongly negative at some
angles indicating a non-match. It is worth noting that the dip in
the peak correlation value is very small for different orientations
of the object. Figures reproduced from [13].
DTCWT coefficients within any given subband are suffi-
ciently band-limited to allow us to interpolate between them
smoothly at any desired sampling locations. Descriptors of
arbitrary ‘richness’ can thus be built using this property. We
describe the 2-scale single ring version here.
DTCWT produces responses in six directions (30d −
15)◦ for d = (1, 2, . . . 6), spanning the first two quadrants
of the frequency plane. The third and fourth quadrant are
mirror images of the first and second quadrant and hence the
responses in the six opposing subbands at (30d−15+180)◦
for d = (1, 2, . . . 6) can be obtained by conjugating the re-
sponses of the six actual subbands. Thus there is informa-
tion in 12 directions, as shown in Figure 3. The wavelet
responses in 12 directions at 12 points on a circle centred
at the keypoint and those at the centre are used to form the
descriptor matrix, called the Polar matching matrix, P (P-
matrix). The point at the centre is marked M, that at the
9-o-clock position is marked A, continuing in a clockwise
order until L is at the 8-o-clock position. Further details of
P-matrix construction are in [13, 3]. The Polar matching
matrix P, has the following attractive properties from the
point of view of object recognition:
1. Rotation invariance, Rotation estimation: Rotation
of the object around the keypoint produces cyclic shifts
in the columns of the P-matrix.
2. Illumination and contrast invariance: TheP-matrix
uses band-pass wavelet coefficients and its energy is
normalised before being used for matching. Hence it
is unaffected by pixel intensity offsets and scaling.
The P-matrix can be extended to multiple scales by adding
more columns to the right of the seventh column. It is also
possible to have more than one ring of sampling points. The
key is to use a radius and therefore a region just big enough
to include enough information about the keypoint neigh-
bourhood to distinguish it from other keypoints and yet not
take much background information.
In tandem with our colour keypoint detection method,
we have extended this work to colour images. Although the
colour values of a keypoint location may vary significantly
due to lighting variations, the colour ratios should remain
fairly constant. If three separate matrices, PR,PG,PB are
built for each colour channel and combined into a single
matrix, normalised by the total energy, then colour infor-
mation can be used for matching in a robust way. Note that
other colour spaces (e.g. Lab) could be used here, but we
find that RGB works well enough. An alternative is to use
the colour information only for the midpoint and luminance
for the sampling circle.
The P-matrix correlation scores are highly invariant to
lighting changes but they are sensitive to small errors (a few
pixels) in keypoint location errors. To correct for small er-
rors, a shift correction [3] for the keypoint location is ap-
plied by moving the keypoint location in a direction which
maximises the correlation score. This direction is estimated
by measuring the derivatives of the Polar matching matrix
with respect to small shifts of the sampling circle in x and
y direction. The correlation scores for each location at 48
rotations are then estimated by using a least mean squares
solution. This results in a smoothly varying estimate of cor-
relation scores and hence greater tolerance to shifts in key-
point locations. This is described in further detail, in a com-
panion submission [3].
6. FFT based Polar matching matrix correla-
tion
An FFT based matching scheme for Polar matching ma-
trix descriptors was proposed in [13] that looks for cyclic
shifts in the columns of the P-matrix. Ps,j denotes the P-
matrix for the jth keypoint in the search image and Pr,i
denotes the P-matrix for the ith keypoint in the reference
image.
The goal is to have a correlation result that tells us the
strength of correlation for all possible rotations of the ob-
ject. The location of the peak of the correlation curve
thus formed can be used to estimate the angle of rotation.
DTCWT subband directions have a spacing of 30◦ between
them. Therefore 12 points were chosen on the sampling
circle for P-matrix. Fourier interpolation then creates a 48-
point correlation curve at shifts of 7.5◦. The column-wise
matching process proceeds as follows:
1. Compute FFT of P-matrix for all keypoints in refer-
ence image: Psj = FFT{Psj}
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Figure 5. Matching clusters of keypoints between two images. Po-
lar matching matrix correlation scores are accumulated at rela-
tive cluster displacements and orientations to determine correspon-
dences.
2. Compute FFT of P-matrix for all keypoints in search
image: Pri = FFT{Pri}
3. Compute pairwise products with corresponding conju-
gates Si,j = Pri · {P∗sj} using element wise multipli-
cation, where P
∗
denotes conjugation of matrix P.
4. Zero-pad the low-energy parts of the pairwise prod-
ucts, Si,j , to get si,j . This avoids aliasing and leads to
good interpolability as pointed out in [13].
5. The search and reference images used are both real,
therefore we need to use only the real part of the In-
verse Fourier Transform (IFFT) of si,j signal, to get
the 48 point correlation result, si,j .
The peak in the correlation curve si,j gives the orientation
and score of the best match. Steps 1 and 2 are done only
once per keypoint in each image. Steps 3-6 are done for
each combination of pairs of keypoints between the two im-
ages.
7. Cluster-Cluster correspondences
Based on our robust keypoint detector and the Polar
matching matrix descriptor, we propose a new cluster-wise
keypoint matching scheme. We briefly mention our cluster
matching scheme here (Figure 5) and show preliminary re-
sults (Figure 8). Groups of keypoints often occur together
over a range of viewpoints. We exploit this fact to aid pair-
wise keypoint matching to get the best possible keypoint
correspondences, given a set of pairwise matching scores.
Small clusters of keypoints are formed across the entire
image. Clusters are allowed to overlap each other, so ev-
ery keypoint contributes to several nearby clusters. A clus-
ter is picked in the reference image and all keypoints in the
cluster are rotated about the centroid by the same 7.5◦ angle
shifts used in the pairwise correlation calculation. For every
rotation, θ between the reference image cluster and search
image cluster, x and y location discrepancies (dx, dy) are
(a): SIFT 18 matches
(b): SIFT 2 matches
(c): EnDTCWT-SIFT 25 matches
(d): EnDTCWT-SIFT 10 matches
Figure 6. Comparison of the SIFT DoG detector and the Enhanced
DTCWT keypoints described by SIFT descriptors. All figures in
first row have non-degraded images. In each figure in second row,
the left image is first motion blurred (size = 7) and then gamma
distorted (γ = 0.3), right image is corrupted by Gaussian noise
(σ2 = 0.05). (a),(b): Images matched by SIFT system [D. Lowe’s
code from [16]]. (2 of 18 matches survive the degradation) (c),(d):
Images matched with SIFT descriptors when keypoint locations
are picked by our Enhanced DTCWT(EnDTCWT) keypoints. (10
of 25 matches survive the degradation). This shows that our en-
hanced DTCWT keypoint detector picks stronger keypoints which
can be useful in object recognition from low-quality images.
computed for all pairs of keypoints within the search and
reference image cluster. The pairwise correlation score be-
tween the keypoint pairs is then accumulated in a 3D his-
togram at a location (dx, dy, θ).
When a significant number of keypoints are true corre-
spondences, they agree on the pose (dx, dy, θ), and con-
tribute at the same locations in the 3D histogram producing
a maximum at that pose. A peak in the 3D histogram is
thus indicative of a cluster match. We use trilinear interpo-
lation to bin the correlation scores into the histogram bins.
A third degree surface fitting procedure is used to find the
sub-pixel location of the true maximum. The location of the
Figure 7. Two stage keypoint matching results for two views of
the Tractor. Left: Individual keypoint matches: Initial keypoint
matching ignores all angular constraints and selects the best match
as the correspondence. Right: Keypoint matches after cluster-wise
matching. Some new matches are generated due to cluster match-
ing (front of the tractor) and some false alarms are rejected (carpet
and similar looking wheel).
maximum in the 3D histogram is the estimated pose of the
search cluster relative to the reference image cluster. The
value at the maximum is the matching score for the search
and reference image cluster pair.
Keypoint correlation scores are rearranged with respect
to the cluster matches and keypoint matches are found by
picking the best keypoint match among all the keypoints of
the matched pair of clusters. Once cluster-cluster matches
have been established, the cluster matching is used to con-
strain the keypoint matching to only include points within
the matched cluster pairs. During cluster matching, the an-
gular information is used and hence weak matches of the
first stage win in the second stage by virtue of being in the
correct position and orientation though they might have pro-
duced a lower correlation score initially owing to viewpoint
change. This results in fewer false alarms and more reliable
matching results.
Complete orientation, location and scale information is
preserved in our approach at every stage. Hence, the process
of inferring cluster-cluster matching scores from keypoint-
keypoint matching scores can be repeated at another stage
to form clusters of clusters. Such a system will be charac-
terised by some scale and shift invariance within each stage
and greater invariance between consecutive stages mak-
ing it suitable for a hierarchical object recognition system.
There is evidence [17, 21] that the human brain performs
hierarchical processing for object recognition. Hierarchi-
cal approaches to object localisation [1], object recognition
[8, 25, 19] and object categorization [5] have consistently
been shown to perform better than single stage approaches.
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Figure 8. Quantitative evaluation of SIFT matching scheme, DTCWT individual keypoint matching and our cluster-wise DTCWT keypoint
matching (C-DTCWT) for low quality images. Images used were the same as in Figure 7 and a single type of degradation is used for each
test. The cluster-wise keypoint matching scheme shows improved performance over individual keypoint matching. In all tests, an image
is compared with another image containing the same object from a different viewpoint and one of the images is degraded by the specified
degradation.
8. Object recognition from low quality images
A quantitative evaluation of the SIFT matching scheme,
DTCWT individual keypoint matching scheme and our
cluster-wise DTCWT keypoint matching (C-DTCWT)
scheme for low quality images is shown in Figure 8. We
evaluate the three systems in presence of various image
degradations like Camera shake, Gamma distortion, Blur
and Gaussian noise that can typically be present in images.
In the real world, most images have a combination of degra-
dations, so we evaluate the three systems in presence of a
composite degradation. The results can be seen in Figure 9.
We see that our cluster matching gives more reliable key-
point matches than individual keypoint matching and can
be useful in object recognition from low quality images as
it uses weak spatial constraints along with orientation con-
straints.
9. Conclusion
We have enhanced the keypoint detector and used it with
a rotation invariant feature descriptor to obtain an orienta-
tion invariant confidence measure for keypoint correspon-
dences. We have introduced a new cluster-wise matching
scheme for keypoint matching. We show that this scheme
reduces false alarms and encourages correct matches by en-
forcing weak spatial constraints.
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Appendix E
Alternative maximum
interpolation methods
E.1 Mean-shift scale estimation
A variable-bandwidth mean-shift process [Comaniciu et al., 2001, Comaniciu,
2003] is used to find maxima in scale-space. An application of the variable
bandwidth mean-shift process to finding peaks in scale-space was described
in [Dalal, 2006, Section 5.2]. We use a Gaussian kernel in both space and
scale and the grid points are weighted by the keypoint responses obtained at
these grid points. The 4S-DTCWT scale-space is of ‘pyramidal’ nature, i.e.
has unequal sampling intervals (c.f. Figure. 3.1), the kernel width has to be
scaled for each level according to the sampling interval for that level. The
sampling interval of the level at which the candidate detection is localised
(i.e. the scale value associated with the level) is used as the initial scale for
each grid point as well as candidate detections. When the location of the
candidate detection is updated, the kernel weights are recomputed and a new
set of grid points is determined to be used in the mean-shift process. This
process continues until convergence.
Assume that every grid point is represented by three coordinates (x, y, s)
in the scale-space. All points in any given level k have the same scale s.
Every grid point has a keypoint response w associated with it and the ith
detection is denoted as xi = [xi yi si]>. Here, si is the scale of ith point on
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log2 scale and s′i is the scale of ith point in pixels. The two are related by
si = log2(s
′
i). The non-negative keypoint response at (xi, yi, si) is denoted by
wi. Assuming standard deviations σx, σy and σs in x, y and s, let
K(x,xi,Hi) = exp
[
−1
2
(x− xi)>H−1i (x− xi)
]
(E.1)
be the Gaussian kernel over all detections. The matrix Hi is the diagonal
covariance matrix such that diag(Hi) = [(s′iσx)2 (s′iσy)2 (σs)2].
We define a density function to describe the keypoint response distribu-
tion centred at the detection x = [x y s]> to be of the form,
fˆ(x) =
n∑
i=1
wi K(x,xi,Hi) (E.2)
The gradient of this function is
∇fˆ(x) =
n∑
i=1
H−1i (x− xi) wi K(x,xi,Hi) (E.3)
A mode being the local maximum, will be characterised by a zero gradient.
At the modes, x = x and ∇fˆ(x) = 0, such that
n∑
i=1
H−1i (x− xi) wi K(x,xi,Hi) = 0 , (E.4)
and the shift due to keypoint response in iteration τ + 1 is given by the
mean-shift vector x(τ + 1) as
x(τ + 1) =
∑n
i=1 H
−1
i xi wi K(x(τ),xi,Hi)∑n
i=1 H
−1
i wi K(x(τ),xi,Hi)
(E.5)
The mean-shift process takes as input a candidate detection and the key-
point response at various levels. A stable maximum in scale and space is
found using the mean-shift process. The location of the mode can be affected
by the irregular distribution of grid points and levels around the candidate
detection and by the variation in density of grid points across levels (i.e. there
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are more grid points at finer levels than there are at coarser levels). The bias
introduced by irregular distribution of grid points and levels around the can-
didate position is equivalent to the shift the detection would undergo in a
constant weight scenario (i.e. ∀i, wi = 1). The bias, b(τ + 1) = x(τ + 1)|wi=1
b(τ + 1) =
∑n
i=1 H
−1
i xi K(x(τ),xi,Hi)∑n
i=1 H
−1
i K(x(τ),xi,Hi)
, (E.6)
is subtracted from x(τ + 1), to get the corrected estimate of the mean-shift
vector,
xc(τ + 1) = x(τ + 1)− b(τ + 1) (E.7)
We found that this method required samples from too many levels and
the peak locations drifted in scale and space more than expected.
E.2 Adaptive Maximum Interpolation
This section describes joint work1 with Nick Kingsbury and Hong Tao, Signal
Processing Laboratory, Department of Engineering, Cambridge University.
A second order Taylor series approximation on a 3×3 neighbourhood is
commonly used for estimating the value and location of the maximum of a
function in image processing. Given a function F (x) known at pixel locations,
our aim is to find the location of the maximum, x̂ and the function value
F (x̂). A differentiation of the second order Taylor series expansion of F (x),
F (x) = F + g>x +
1
2
x>Hx , (E.8)
1Pashmina Bendale pointed out the problem, Nick Kingsbury conceived the solution,
Pashmina Bendale formalised it, Hong Tao wrote the code for 4×4 maximum interpolation
based on Nick Kingsbury’s 3×3 maximum finder routine, Pashmina Bendale provided
framework to test the 4×4 maximum interpolation, Hong Tao did the experiments to
produce results in Figure E.2.
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yields the expressions
x̂ = −H−1g and (E.9)
F (x̂) = F +
1
2
g>x̂ , (E.10)
where g is the vector of first-order derivatives and H is the Hessian of F (x).
This scheme gives a good estimate of the function value at the maximum
location when the true maximum is very close to the central pixel in a 3×3
neighbourhood. If instead, the true maximum is midway between the central
pixel and one of the surrounding 8 pixels, there is not enough support within
F to approximate F (x) accurately.
The estimated value of F (x̂) will have least error when the true maximum
(or our current estimate of the true maximum) is at the centre of the group
of pixels used to form F. We use a 4×4 neighbourhood such that the first
estimate of the maximum is one of the four central pixels. We get the first
sub-pixel estimate, x̂1 of the maximum location using this 4×4 neighbour-
hood. We use a bi-linear weighting scheme for the weights from the four
9-point weightings
Distances of x̂1 from each of the four central pixels are used to assign
weights to the four 3×3 subset of the 4×4 neighbourhood. Each 3×3 subset
is centred on one of the four central pixels. The weight matrix W is a
weighted mixture of the four 3×3 weightings
1
16
 1 2 12 4 2
1 2 1
 (E.11)
Therefore, the distances of x̂1 from each of the four central pixels determines
how much of each of the corresponding 3×3 neighbourhood will be used to
form the revised F. A quadratic weighting of the pixel values ensures that
the pixels closest to x̂ have a greater effect on the approximation than the
pixels away from x̂.
To illustrate the weighting scheme, we show three examples in Figure E.1
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Figure E.1: True maximum located at (a): one of the four central pixels,
leads to weights Wa (b): the midpoint of two of the four central pixels leads
to weights Wb. (c): the midpoint of the four central pixels leads to weights
Wc.
and list the weights corresponding to cases (a)-(c) here
Wa =
1
16

1 2 1 0
2 4 2 0
1 2 1 0
0 0 0 0
 ,Wb = 132

1 3 3 1
2 6 6 2
1 3 3 1
0 0 0 0
 ,Wc = 164

1 3 3 1
3 9 9 3
3 9 9 3
1 3 3 1
(E.12)
The expressions for the location of the maximum and the corresponding
function value at iteration τ are obtained by replacing F with Fτ−1 = Wτ−1 ·
F (· denotes an element-wise multiplication), in (E.8)
F (x) = W
[
F + g> · x + 1
2
x>Hx
]
, (E.13)
x̂τ = −H−1τ−1gτ−1 and (E.14)
F (x̂τ ) = Fτ−1 +
1
2
g>τ−1x̂τ (E.15)
where gτ and Hτ is calculated over Fτ−1 subject to initial condition F0 =
F. The process is repeated until ‖x̂τ − x̂τ−1‖ is within an acceptable error
limit. The results of using this maximum interpolation process are seen in
Figure E.2.
159
Alternative maximum interpolation methods
Figure E.2: Comparison of the localisation error of three maxima interpola-
tion methods: The localisation error of (Left) 3×3 fixed weight maxima inter-
polation method, (Middle) 4×4 fixed weight maxima-interpolation method
and (Right) 4×4 adaptive maxima interpolation method is plotted. The
colour indicates the error, red = high error, blue = low error. The true max-
imum is shifted within the range [-1,1] pixels in both x and y direction. The
input image is an image of a blob with radius = 5 pixels and width of the
ramp = 3 pixels. The 4×4 adaptive weight maxima interpolation scheme
clearly has much lower error as compared to the other two methods.
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Acronyms
DTCWT Dual-Tree Complex Wavelet Transform
4S-DTCWT Four Scale Dual-Tree Complex Wavelet Transform
BTK Bendale - Triggs - Kingsbury (detector/descriptor)
FKA Fauqueur - Kingsbury - Anderson (detector)
SIFT Scale Invariant Feature Transform
DoG Difference of Gaussian
MSER Maximally Stable Extremal Regions
IBR Intensity Based Regions
EBR Edge Based Regions
HAR–AFF Harris Affine
HES–AFF Hessian Affine
RANSAC Random Sample Consensus
FFT Fast Fourier Transform
IFFT Inverse Fast Fourier Transform
PCA Principal Components Analysis
DOLP Difference of Low Pass Transform
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