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Abst ract - -A  necessary and sufficient condition for an n-tuple of real numbers (~1, ~2 . . . .  , An) to 
be the spectrum of an oscillatory matrix is that 
A1 >A2 >" ->An >0.  
Some methods of constructing a positive symmetric oscillatory matrix with spectrum a ---- {A1, A2, 
. . . ,  An} are suggested for theorems concerning oscillatory matrices. In this work, we present a new 
procedure of constructing such a matrix which is numerically stable and appears to be less expensive. 
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1. INTRODUCTION 
Oscillatory matrices play an important role on the inverse problems in vibrations [1]. They form 
the mathematical pparatus for the study of the oscillatory properties of small vibrations of 
elastic systems. 
We recall the following definitions [2]. 
DEFINITION 1. A real n x n matrix is caned totally nonnegative (totally positive) if and only if 
all its minors, of all orders, are nonnegative (positive). 
DEFINITION 2. A totally nonnegative matrix A is said to be oscillatory if and only if there exists 
a positive integer m such that A m is totally positive. 
DEFINITION 3. Let A be an n x n matrix. The r th compound matrix of  A is the matrix Cr(A)  o f  
order (n) ,  whose entries are the minors of order r of the matrix A arranged in the lexicographic 
order. 
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The compound matrices play an important role in the study of the properties of oscillatory 
matrices. We recall the following basic theorems for oscillatory matrices, whose proofs can be 
found in the pioneer work of Gantmakher and Krein [3] and in [2]. 
THEOREM 4. A matr ix  A = (aij) is oscillatory i f  and only if  it is totally nonnegative, nonsingular, 
and all its codiagonal entries are positive: a~(i+l) > 0 and a(i+l)i > 0 for all i. 
THEOREM 5. Let A be an n x n matr ix  with eigenvalues A1,A2,... ,An. Then, the eigenvalues 
of Cr(A) are the products of the eigenyalues of A ,  taken r to r, that is, 
Ail Ai= • • • Ai,, , 
where { i l , i2 , . . . , i r}  C {1,2,3, . . . ,n}.  
THEOREM 6. The eigenvalues of  a totally nonnegative matr ix  are nonnegative real numbers. 
THEOREM 7. The eigenvalues of an oscillatory matr ix  are a11 posit ive and distinct. 
THEOREM 8. I rA  is an n x n oscillatory matrix, then Cn-I(A) is also oscillatory. 
From Theorem 5 and 6, we have that if A is a totally nonnegative matrix with eigenvalues 
A1 _> A2 _> ... _> An, then the compound matrix Cr(A) is a nonnegative matrix and its Perron 
root is the product A1A2... A~. 
In this work, we show that if 
A1 > A2 > ""  > An > 0, 
then we may construct a positive oscillatory matrix with eigenvalues A1, A2,...,  An. First, in 
Section 2, we construct a symmetric tridiagonal oscillatory matrix of order n with the prescribed 
spectrum a = {Ai}i~l. Finally, in Section 3, by using the (n - 1) th compound matrix of some 
appropriate symmetric tridiagonal oscillatory matrix and Theorem 5, we arrive to an alterna- 
tive, stable, and less expensive procedure of constructing a positive symmetric oscillatory matrix 
having the prescribed spectrum a. 
Let 
2. CONSTRUCTING SYMMETRIC  
TR ID IAGONAL OSCILLATORY MATRICES 
AI >A2>. . .>An>0.  (1) 
It is well known that we always may construct a symmetric tridiagonal matrix T from its 
spectrum {Ai}? and the spectrum {#i}~ -1 of the submatrix T( - / ) ,  obtained from T by deleting 
its/th row and/th column, if both spectra interlace, that is, Ai > #i -> Ai+l, i = 1, 2 , . . . ,  n -  1 [4]. 
Let us define 
1 (Ai + )~i+l) i = 1,2, n - 1. ~i = ~ , . . . ,  
Then, 
A1 > #1 • A2 > ]A2 > "'" > ~n--2 > An--1 > #n--1 > An- (2) 
For simplicity, we consider l = 1. From the above-mentioned fact, there exists a symmetric 
tridiagonal matrix T such that c(T) = {Ai}~ and a(T(-1)) = {/~i}~ -I. 
There are a number of procedures to construct the matrix T. Most of them are concerned with 
the construction of a Jacobi matrix, that is, a symmetric tridiagonal matrix J with positive (or 
negative) codiagonal elements, given some information on the eigenvalues of the matrix itself and 
some of its principal submatrices. These procedures consist of two parts. In the first one, from 
the initial eigenvalue data we compute an intermediate matrix B with the desired spectrum. In 
the second part, we transform B to a matrix A with the desired structure without changing the 
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spectrum. A very good survey of this kind of inverse igenvalue problems is given in the work of 
Boley and Golub [5]. 
The Lanczos method is a process that reduces any symmetric matrix to tridiagonal form, 
starting with the given matrix and a certain unitary vector. A variation of it may be used 
to construct a Jacobi matrix J from spectral data. The required input data for the Lanczos 
algorithm is the diagonal matrix A = diag{A1, A2,..., An} and the first row qO), (or last row 
q(n)) of the orthogonal matrix of eigenvectors of J. Boley and Golub [6] have shown that if the 
given eigenvalues {Ai}~ and {l~i}~ -1 satisfy the interlacing condition (2), then the vector q(1) (or 
q(*~)) can be computed. It is well known that the Lanczos process is numerically unstable. The 
use of reorthogonalization enhances the numerical stability of the Lanczos method at the expense 
of additional work. A complete treatment of the Lanczos algorithm is presented in [1,7,8]. 
Two other methods are the orthogonal reduction and the fast orthogonal reduction [5]. The 
first method constructs a bordered iagonal matrix 
I3= A ' 
where a0 is a dummy entry, q-C is the first row of the matrix of eigenvectors and A = diag{,kl, A2, 
. . . ,  An}. Then we reduce the matrix t~ to tridiagonal form by using Householder t ansformations. 
The fast orthogonal reduction method, due to Gragg and Harrod [9], is based on the algorithm 
of [10]. The method is applied to the same matrix I3 above and consists of applying a certain 
sequence of orthogonal plane rotations in a particular order, which takes advantage of the special 
form of the bordered matrix I3. Both of these two algorithms consist of applying a series of 
orthogonal similarity transformations to the matrix I3, so there is no problem with numerical 
stability. 
We also mention the algorithm given in [11], which reconstructs a Jacobi matrix J from its 
spectrum {Xi}~ and the spectrum {p~}~-i of the submatrix J ( - / ) ,  2 < 1 < n -  1, obtained from J 
by deleting its/th row and column. Here the reduction scheme is also done by using Householder 
transformations. 
In the spirit of the above-mentioned algorithms, the following procedure shows that (1) is a 
sufficient condition to construct a symmetric tridiagonal oscillatory matrix with the prescribed 
spectrum ~r = {Ai}~. 
Let 
B = 
bl b2 b3 
b2 #1 0 





0 #n--2 0 
0 ]~n--1 
(3) 
~ n-1 Clearly, ~(B(-1))  = { }1 . The entries bl,b2, b3,...,b~ are found by imposing that B to 
have eigenvalues A1, A2,. • •, An. Then, 
n n -1  
bl-- E k- 
k=l  k=l  
(4) 
and 
det ()~I - B) = I~  (~ - Ak). 
k=l  
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Moreover, by expanding det(AI - B) along its first column, we have 
det(AI - B) = 
A-b l  -b2 -b3 
-b2 A -#I  0 
-b3 0 A -#2 
-b ,~ 0 
n--1 
. . . . .  bn 
. . . .  
0 
. . . .  
0 A-  #~-1 
Tt  
k=l  j=2 k#j -1  
Therefore, 
k=l  k=l  j=2 
Setting, in (5), A -- #i, i = 1,2, . . .  ,n - 1, we obtain 
H (~- 'k )  
k#j -  1 
(5) 
n 
H ( , , _~)  = 2 -b,+~ H ('~ - ,k) .  
k=l  k#i 
At this point, we observe that the strict interlacing condition given in (2) guarantees that the 
quotient 
n 
I] (,~ - ~) 
k=l  
II (,~ - ,~) 
is a negative real number for each i = 1, 2 , . . . ,  n - 1. Therefore, taking the positive square root, 
we obtain 
l-I (~  - ~k) 
k=l  
bi+l = 1-I (/~i - #k) 
k#i 
Let us recall the following lemma. 
LEMMA 9. 
1/2 
, i = 1 ,2 , . . . ,n -  1. 
Let u # 0 a given real column vector. Let 
e l  [1 ,0 , . . . ,0 ]  m = , v = u -  [ [u l l2e l ,  
2 m 
H = I - ~ v v  . 
and 
Then, Hu  = IluH2el. 
The matrix H defined in the lemma is called a Householder matrix. It is easy to see that H is 
symmetric and orthogonal. 
Keep in mind that we want to construct an oscillatory symmetric tridiagonal matrix T such 
that a(T)  = {Ai}~. 
Until now, we have constructed a nonnegative symmetric matrix B of the form (3) such that 
a(B)  = {Ai}• and a (B( -1 ) )  = {#~}?-1. Let us write 
uT 1 
B = Co  ' 
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where 
u = [b2, b3,.. . ,  bn] T and 
Co = diag{#l,#2, . . .  , JAn - l}  • 
Now, we reduce the matrix B to a tridiagonal form by using Householder matrices. For this 
purpose, the first step is to construct he Householder matrix H1 of order (n - 1) for the vector 
u = [b2, b3,. . . ,  bn] T and then compute 
__10~][~ u T . [0 o0] [10 
From Lemma 9 and the symmetry of B, we can see that B1 is of the form 
B1 = d2 u . 
Ul C1 J 
S ince  c1 --  [[uH2 , Cl is positive. The construction of B1 guarantees that a(B1) = {Ai}~ and 
a(B I ( -1) )  = {IZ~}~ -1. The second step is to construct the Householder matrix H2 by using now 
the (n - 2)-dimensional vector ul and then compute the matrix 
B 2 [i 0 [i 0 1 0 T d2 u~ 1 0 T . 
0 H2 ul C l J  0 H2 
The form of B2 is 
b i Cl 0 0 T ] 
B2 -~ d2 e2 0 T 
c2 d3 up ' 
0 u2 C2J 
The codiagonal entry c2 is positive with a(B2) -- {Ai}? and a(B2(-1)) -- {#i}~-1. After (n -  2) 
steps, we arrive to a symmetric tridiagonal matrix Bn-2 with positive codiagonal entries except 
possibly the entries in positions (n, n -  1) and (n -  1, n). If these entries are negative an additional 
transformation f similarity is necessary: premultiply and postmultiply by the diagonal matrix 
[i0 1 o] 
We comment that condition (2) implies that no codiagonal entries can be zero. 
In this way, we have constructed a symmetric tridiagonal matrix with positive codiagonal 
entries and spectrum {Ai}~. It is clear that T is nonsingular. According to Theorem 4, to conclude 
that T is oscillatory it only remains to prove that its minors are nonnegative. The interlacing 
property of the eigenvalues of a symmetric matrix with those of its principal submatrices and the 
positivity of the eigenvalues )~i guarantee that the minors corresponding to principal submatrices 
are positive. Clearly, the others minors of T are positive or 0. Thus, we have proved the following 
theorem. 
THEOREM 10. I f  
),1 >A2>'">An>0,  
then there exists a symmetric tridiagonal oscillatory matrix T such that a(T) -- {Ai}~. 
Note that in the Householder tridiagonalization process, the condition number cond2(B) of 
the matrix B is not alteredl that is, cond2(B) = cond2(Bk), k = 1,2, . . .  ,n -  2, since it is, in 
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fact, invariant under orthogonal transformations (this derives from the invariance of the spectral 
matrix norm 11.112). This is one of the advantages of the method, from the numerical stability 
point of view. 
REMARK 11. A different approach to form the n x n matrix B used in the proof of Theorem 10 
consists in computing B = QDQ T, where D = diag{A1, A2, . . . ,  An}, and Q is any orthogonal 
matrix of order n. Clearly, B is a symmetric matrix with eigenvalues (Ai}~. A particular simple 
choice for Q is Q = I -2uu  T, where I is the identity matrix and u is an n-dimensional random 
positive vector with Ilull = 1. Once we have computed the matrix B, we apply Householder t ans- 
formations on B to obtain a symmetric tridiagonal matrix T. If the given spectrum A1, A2,.. . ,  An 
satisfies condition (1), the matrix T is oscillatory. In fact, clearly T is not singular. As in the 
proof of Theorem 10, the Householder t ansformation process guarantee that the codiagonal en- 
tries of T are positive. The totally nonnegativity of T follows from the interlacing property of 
the eigenvalues of T and those of its principal submatrices. 
In the examples, the results are expressed to three decimal places. 
EXAMPLE 12. Let A1 = 6.5, A2 = 6, "~3 : 4.5,  A 4 : 4, A 5 ---- 3, and A6 -- 2. Using the 
above-described procedure, the initial matrix, intermediate matrices, and final matrix are 
B = 
B 1 _- 
82  
"4.250 0.406 1.156 0.513 0.883 0.763" 
0.406 6.250 0 0 0 0 
1.156 0 5.250 0 0 0 
0.513 0 0 4.250 0 0 
0.883 0 0 0 3.500 0 
0.763 0 0 0 0 2.500 
"4.250 1.777 0 0 0 
1.777 4.270 1.027 0.166 -0.090 
0 1.027 4.934 0.106 0.500 
0 0.166 0.106 4.407 0.410 
0 -0.090 0.500 0.410 4.448 
0 -0.509 0.789 0.517 1.099 
"4.250 1.777 0 0 0 
1.777 4.270 1.161 0 0 
0 1.161 4.021 0.422 -0.303 
0 0 0.422 5.008 0.861 
0 0 -0.303 0.861 3.784 
0 0 -0.796 -0.566 -0.700 
"4.250 1.777 0 0 0 
1.777 4.270 1.161 0 0 
0 1.161 4.021 0.951 0 
0 0 0.951 4.448 0.924 
0 0 0 0.924 4.039 






















4.250 1.777 0 0 0 0 
1.777 4.270 1.161 0 0 0 
~ 1.161 4.021 0.951 0 0 
0 0.951 4.448 1.280 0 
0 0 1.280 4.792 0.478 
0 0 0 0.478 4.218 
{Ai}~=I- T is a symmetric tridiagonal oscillatory matrix with the given spectrum 6 
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3. CONSTRUCTING A POSIT IVE 
SYMMETRIC  OSCILLATORY MATRIX  
Procedures of constructing a positive symmetric oscillatory matrix having a prescribed spec- 
trum are given by the following results. 
THEOREM 13. Let A be a symmetric tridiagonal oscillatory matrix of order n. Then, the expo- 
nent of A ,  that is, the least positive integer k for which A k is totally positive, is k = n - 1. 
The proof can be found in [3]. 
COROLLARY 14. I f  
A 1 > A 2 > ' ' '  > An > 0, 
then there exists a totally positive matrix A with spectrum {Ai}~l. 
PROOF. We define the numbers 
which satisfy 
n -- 1 A Pi ~-- ~/ ,  
~1 > p2 > ' ' "  >~n >0.  
Then, there exists a symmetric tridiagonal oscillatory matrix B with spectrum {#~}i~1- From 
Theorem 13, it follows that A = B n-1 is a totally positive matrix with eigenvalues A~ = #in-l, 
i = 1 ,2 , . . . ,n .  | 
Another procedure of constructing a totally positive matrix with prescribed eigenvalues i  given 
in the proof of Lemma 2.15 in [12]. Here, for the given real numbers A1 > A2 > ... > An > 0, 
we define #., = lnAi, 1 _< i _< n. Then, there exists a symmetric tridiagonal matrix T with 
eigenvalues #i. Finally, A = e -r is a symmetric totally positive (oscillatory) matrix. 
Now, we give a new, stable, and less expensive procedure of constructing a positive symmetric 
oscillatory matrix having the prescribed spectrum a(A) = {A~}~. 
THEOREM 15. I f  
A 1 > A 2 > " ' '  > A n > 0, 
then there exists a positive symmetric oscillatory matrix A such that a(A) = {Ai}~. 
PROOF. We define the numbers 
Then, 
1 Ai , k = 1 ,2 , . . . ,n .  (6) 
~/k ~ An_k+l  i=1 
1 1 1 
71 = 7 A~ , 72 - A~ , . - - ,7 ,~ = -C  Ai • 
i=1 
Clearly, 
")'1 > ~'2 > " ' '  > ~'n ]> 0. 
Using the procedure given in Section 2, we may compute a symmetric tridiagonal oscillatory 
matrix T with spectrum {3q}in__l. Now, we compute Cn-I(T), the (n - 1)-compound matrix 
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of T. According to Theorem 5, the eigenvalues of Cn- I (T)  are the products 
- -17k  = 7273 ' ' '7n  = An,  
k~l  
- - I7k  = 7173 • • • 7n  = An- l ,  
k#2 
I - ITk  = 717274 • • • 7n  -~ An-2 ,  
k#3 
l - I  7k = 7172 ' ' '7n - i  = Al" 
k#n 
Then, since T is a symmetric oscillatory n x n matrix, it follows from Theorem 8 that C , - I (T )  
is also symmetric and oscillatory. Finally, we prove that Cn-i (T) is a positive matrix. The inter- 
lacing property of the eigenvalues of T with those of its principal submatrices and the positivity 
of the eigenvalues 7i guarantee that the minors corresponding to the principal submatrices of T 
are positive. Here, it is necessary to prove the positivity of the minors of order (n - I) of T. 
Since T is a tridiagonal matrix, each submatrix of T of order (n -  I) is a block triangular matrix 
in which each diagonal block is a tridiagonal matrix corresponding to a principal submatrix of T 
or a triangular matrix. By the interlacing argument mentioned above, the tridiagonal matrices 
appearing in the blocks have a positive determinant. Moreover, since the diagonal and codiagonal 
entries of T are positive, the triangular matrices appearing in the blocks have positive diagonal 
elements and then they also have a positive determinant. Therefore, each minor of order (n - 1) 
of T is positive, that is, each entry of Cn_I(T) is positive and Cn- I (T )  is a positive matrix. | 
REMARK 16. Each submatrix of T of order (n - 1) is a block triangular matrix in which each 
diagonal block is a tridiagonal matrix corresponding to a principal submatrix of T or a triangular 
matrix. The corresponding minors are easily computed. 
EXAMPLE 17. Let A1 = 6.5, ,~2 = 6, "~3 ~- 4.5, A4 = 4, £5 = 3, and A6 = 2. For this spectrum, 
the numbers 7/defined in (6) are 
71 = 2.654, 72 = 1.769, 73 = 1.327, 
"74 = 1.179, 75 = 0.885, 76 = 0.817. 
{7/}i=1 constructed using the pro- The symmetric tridiagonal oscillatory matrix with spectrum 6 
cedure of Section 2 is 
T = 
1.735 0.747 0 0 0 0 
0.747 1.852 0.451 0 0 0 
0 0.451 1.536 0.303 0 0 
0 0 0.303 1.364 0.412 0 
0 0 0 0.412 1.068 0.187 
0 0 0 0 0.187 1.075_ 
Finally, the positive symmetric oscillatory matrix with the given spectrum 6 {/~i } i=1 is 
(T) = 
5.092 0.904 0.099 0.021 0.006 0.003] 
0.924 5.203 0.567 0.122 0.036 0.016| 
0.099 0.567 4.150 0.896 0.264 0.114| 
0.021 0.122 0.896 3.974 1.170 0.504| " 
0.006 0.036 0.264 1.170 3.814 1.642/ 
0.003 0.016 0.114 0.504 1.642 3.766J 
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EXAMPLE 18. Our numerical procedure is very stable. We have run it for matrices of order a 
few hundred with very good results. Table 1 shows the error of recovering a positive oscillatory 
matrix with eigenvalues given by 
kTr 
£k = 2 -  2cos - -  k = 1 ,2 , . . .n ,  for n = 30,50,100. 
n+l '  
Table 1. 
Size Relative Error 
n = 30 6.233239305449471E - 015 
n = 50 4.911843845378020 E - 014 
n = 100 1.109381115245721E - 013 
The relative rror to compute the positive oscillatory matrix is IIA - ~ll~/llAIl~, where A is the 
vector of the given eigenvalues and ~ is the vector of computed eigenvalues. Our computations 
where carried out in double-precision using a Fortran version of the procedure. 
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