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Abstract
The model of dual superconductivity, used to explain the static quark confinement,
has been revisited considering the typical U(1)-gauged Ginzburg-Landau lagrangian
density on a non-commutative torus T 2
nc
, according to a new approach, we propose, in
dealing with non-commutative space coordinates ([xˆ, yˆ] = iθ).
This led to consider a different set of the twist matrices Ωµ relative to T
2
nc
, since the
corrisponding set, adopted in previous works, has resulted to be incompatible with
the homogeneity of T 2
nc
. Beyond this, we have found other differences which concern
inter alia the observables of the model. Essentially, here, the index labelling the twists
n ∈ Z no longer has the usual physical role. In fact, the energy, suitably rewritten, of
the minimum configurations at the point of Bogomolny and the quark color-electric
charge qe depend on rθ = θc/θnc ∈ Q \ {0}, where θc (θnc) is the parameter that
characterizes the commutative torus T 2
c
(T 2
nc
): here T 2
c
is not characterized only by a
θ null. The quantity rθ was then found to determine the order of a cyclic subgroup of
U(1) generated by eiπθnc . Therefore here qe can also be a fraction as well as a multiple
of g−1, where g is the magnetic charge of the scalar field φ.
Furthermore, the above energy was calculated only considering an appropriate class
of the twisted boundary conditions solutions without solving, as usual, any system of
equations such as the BPS (Bogomolny-Prassad-Sommerfeld).
Another interesting novelty is the presence of a double Higgs mechanism regulated by
rθ. In this regard, it predicts, in general, a non null mass for the usual massless Gold-
stone boson and establishes a relation between the mass spectrum and rθ according to
which a variation over time of rθ involves a quantized variation in time of such masses
that will be null when rθ assumes values outside a certain interval of values.
Keywords: Non-Commutative Geometry, Solitons Monopoles and Instantons, Con-
finement, Higgs Physics, Spontaneous Symmetry Breaking.
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1 Introduction
According to the definition given by [1], a vortex is a configuration of a scalar
field φ in two dimensions characterized by a core of a finite size.
This particular configuration has attracted many interests and different types
of generalizations [1–3].
Among these interests, in particular, there is the one concerning the con-
finement of static quarks. Different models have been proposed to explain
such phenomenon [4], among them there is the so-called dual superconductivity
model [5–7]. In this context, φ represents a color-magnetic monopoles conden-
sate and the core is a bounded portion of the space between two color-electric
charges (representing a quark-antiquark pair qq¯), whose the edges are identified
by the so-called twisted boundary conditions (TBC) [8]. These determine the
appearance of a flux string in-between q and q¯ which produces the static poten-
tial responsible for the confinement (Cornell potential). The above mentioned
core represents but a section of the space orthogonal to the direction of such
flux string (see figure 1).
1
Figure 1: “Plaquette” bidimensional that represents both the core of a vortex φ and
the orthogonal section of the flux string related to Cornell potential [4].
In particular, the abelian projection mechanism [9] on TBC allows the formation
of the flux string. In fact this mechanism breaks the group SU(3) of quarkless
QCD into the maximal abelian subgroup and thus we can predicted the exis-
tence of a component of the gauge invariant field tensor Fµν , orthogonal to the
core and related to the flux string.
Furthermore, the twists around the core determine the quantization of such
flux and, ultimately, the quantization and sign of the color-electric charge of the
quarks. These twists, classified according to a winding number n, correspond
to the elements of the fundamental homotopy group π1(SU(N)/ZN ) ∼= ZN [10].
As a matter of fact, we can consider SU(N)/ZN as the effective gauge group
since the gauge potential Aµ turns trivially under the ZN center of SU(N).
In this frame, we can understand how the system, although originally non-
abelian, can be described by a U(1)-gauged Ginzburg-Landau lagrangian density
L on a torus T 2:
L = −
1
4
FµνF
µν + (Dµφ)
†(Dµφ) − λ(φ†φ− φ20)
2, (1.1)
to which corresponds the energy
E =
∫
T 2
(
1
4
FµνF
µν + (Dµφ)
†(Dµφ) + λ(φ†φ− φ20)
2
)
, (1.2)
where Dµ = ∂µ − igAµ, with µ = 1, 2, is the covariant derivative with respect
to Aµ (U(1) gauge potential) and λ, g are coupling constants.
Therefore, a phenomenology similar to that of the superconductors can be ex-
pected. The vacuum expectation value 〈φ〉 is the order parameter for the system,
which makes a transition from a confined phase at µ2 = −2φ20λ < 0⇔ 〈φ〉 = φ0,
to a deconfined one for µ2 > 0 ⇔ 〈φ〉 = 0. In the former case the typical lines
of force are concentrated into a flux string, whereas in the latter they are dis-
tributed in the space like those of an electric dipole.
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Later, it was observed [11] that E admitted a rewriting (called à la Bogomolny),
according to which, at a specific value of λ (i.e.λ = g2/2), E presented a lower
limit that was achieved when these fields met the so-called Bogomolny-Prassad-
Sommerfeld (BPS) two equations1(later they will be called I BPS eq and II BPS
eq) and that depended on n.
From II BPS eq, a relation was later obtained [12] according to which
|φ|2 6= 0⇔ A− 4π n > 0 (Bradlow’s inequality),
with A area of T 2 and n that, in this context, appeared to determine the num-
ber of vortices.
The interest in considering the coordinates of T 2 non-commutative came
after a study by González-Arroyo and Ramos about solving BPS eqs.
In particular, it was proposed to solve them getting first from TBC some pa-
rameterizations for Aµ and φ and then expanding them in power series of
ǫ = 1− 4πn/A (called Bradlow parameter), in such a way to obtain from BPS
eqs certain recursion relations for the coefficients of the expansions.
Such methodology was later revisited from a non-commutative perspective
according to “Fock space approach” [13]. This time, anyway, instead of Aµ and
φ there were the operators Aµ(xˆ, yˆ) and φ(xˆ, yˆ) where xˆ and yˆ indicated the
non-commutative coordinates such that [xˆ, yˆ] = iθ1ˆ, with θ ∈ R parameter of
non-commutativity and 1ˆ central element of non-commutative algebra of the co-
ordinates. We obtained thus the operators Fˆµν = Fµν(xˆ, yˆ) and |φˆ|2 = |φ(xˆ, yˆ)|2
to which the quantities Fµν(x, y) = Ω
−1
W
Fˆµν and |φ(x, y)|2 = Ω−1W |φˆ|
2 were then
associated with ΩW Weyl map [14]: isomorphism between the algebra of oper-
ators in “Fock space” and the algebra of functions on T 2 multiplied with the
non-commutative Gro¨newold-Moyal product [15, 16].
From these studies, both for the commutative case and for the non-commutative
one no news have emerged as concerns the above-mentioned phenomenology of
confinement. Anyway, in the latter case, they have predicted that the den-
sity of energy E will not have a domain of definition: in fact if the quantities
(Dµφ)
†(Dµφ) and (φ†φ− φ20)2 are defined on T 2, the quantity
1
4FµνF
µν is de-
fined, instead, on T˜ 2 with periods scaled by a factor depending on θ in com-
parison with those of T 2. In addition, a rescaling of the coupling constant g
by θ was expected.
Moreover, having provided an explicit expression of Aµ and φ in terms of the
coordinates in both contexts, it has favoured a direct control on the zeroes of
the quantity |φ|2 (considered as the “positions” of the vortices). This fact, if on
1They are first degree equations and we can easily show [1] that fields that meet these
equations, automatically meet also the Ginzburg-Landau second degree equations (GL eqs).
We understand thus how the GL eqs represent “weaker” conditions compared to BPS eqs for
the minimum-energy configurations.
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one side — in the commutative case — has led to get the metrics that describes
the multivortex dynamics [17], on the other side — in the non-commutative case
— it has shown how the non-commutativity of coordinates prevents |φ|2 from
being null just in those points where in the commutative case, instead, such
quantity is equal to zero.
In this paper, as we said in the Abstract, a new approach to non-commutativity
will be introduced that will lead, inter alia, to redefine the role of θ in the
above-mentioned dual superconductivity model compared to [13, 18].
Bearing this framework, this paper is organized as follows.
In section 2 we will recall [10, 19] the typical equation (called consistency
equation) that characterizes the twist matrices Ωµ in the usual context in which
the algebra of coordinates is commutative.
In section 3, it will be generalized by introducing the non-commutative co-
ordinates xˆ and yˆ according to a new approach to the non-commutativity of
space: the Weyl map will be replaced by exponential mapping typical of the
studies of differential geometry [20], i.e. (xˆ, yˆ) ≡ (xxˆ, yyˆ) with x, y ∈ R, called
normal coordinates, and xˆ, yˆ base of vector space relative to T 2.
It will lead to a systematic classification of the Ωµ and so of the fiber bundles
T 2 × SU(N)/ZN for generic N and for [µˆ, νˆ] proportional or not to 1ˆ: in par-
ticular, this proportionality will depend on the homogeneity of T 2.
The general definition of non-commutative torus T 2
nc
given in [21] will be adapted
to our context. In this regard, we will see how the difference between T 2
nc
(non-
commutative torus) and T 2
c
(commutative torus) lies in general in a “widening”
of the set of twist matrices when we move from T 2
nc
to T 2
c
.
Three results will be the most remarkable: the first is that considering the T 2
c
does not necessarily mean [µˆ, νˆ] = 0: we do not get T 2
c
from T 2
nc
setting θ on zero
as predicted in [13, 18]; the second is that, for T 2
nc
and T 2
c
, in case [xˆ, yˆ] ∝ 1ˆ,
i.e. [xˆ, yˆ] = iθ1ˆ, there is a different relation between exp(iθ1ˆI), with I the N-
dimensional identity matrix, and e (neutral element of SU(N)): while for T 2
c
we
have that exp(iθ1ˆI) = e, for T 2
nc
instead we have that exp(iθ1ˆI) 6= e (therefore
we will have that T 2
c
(T 2
nc
) will be characterized by a specific non-commutativity
parameter θ
c
(θ
nc
)). The third is that the Ωµ’s proposed by [13, 18] is not suit-
able for T 2
nc
(non-commutative torus) but only for T 2
c
: in fact they will result
to belong to a class which is suitable to represent the twist matrices only after
the above-mentioned “widening”.
In the end, in section 4 we will go through the case U(1) studying the la-
grangian density (1.1) with rθ = θc/θnc ∈ Q \ {0}. Some analytical expressions
will be shown for the fields φ and Aµ in terms of xˆ and yˆ, with [xˆ, yˆ] = iθ1ˆ,
which are solutions of the TBC whose Ωµ’s belong to a class found in section 3
compatible with the property of homogeneity of T 2
nc
. With such expressions for φ
4
and Aµ, we will show that E has T 2nc as a domain, differently from what happens
in [13, 18] in which, as we explained above, has not got any domain of definition.
We will evaluate then E rewriting it à la Bogomolny [11] for λ = g2/2 (point
of Bogomolny) and for minimum configurations without solving any system of
equations (as it happens in [1, 3, 13, 18, 22]). In this regard, we will show how
the II BPS eq is incompatible here with the toric geometry and we will find how
E depends only on rθ and on the periods (a1, a2) of T 2nc, so that E → +∞ for
a1, a2 → +∞, and not uniquely on n (as it happens in refs. [1, 3, 10, 13, 18, 22]).
With Aµ, we will show how no rescaling of g of a factor depending on θ is pre-
dicted (as it happens in refs. [13, 18]) and we will calculate the flux F related
to qe showing how it does not depend on n — as [1, 3, 10, 13, 18, 22] claim —
but uniquely on rθ. We will have thus a fractionary qe. We will show then how
rθ determines the order of a cyclic τrθ ⊂ U(1) generated by e
iπθnc .
Finally, we will show how, instead of the vacuum expectation value 〈φ〉, rθ can
be considered as an order parameter for the system phase transition. We will
find thus a relation between rθ and the masses of the particle spectrum related
to φ and Aµ. In this regard, we will predict a double mechanism of Higgs ac-
cording to which also the usual massless Goldstone boson acquires, in general,
a non null mass depending on rθ. Showing then how rθ can vary in time, we
will conclude that such masses can vary in time in a quantized way.
In the Appendix A there is an explicit calculation of how starting from F ,
i.e. a specific set of φ, we can find some solutions of TBC related to φ.
In the Appendix B there is the proof of how a suitable class of fields comes
to be minimum for E, with λ = g2/2, rewritten à la Bogomolny [11], without
solving any system of equations.
In the article, with the expression “translations on T 2”, we refer to the ele-
ments of the group according to which T 2 is homogeneous [20]. Moreover, the
differential calculus is set according to what is indicated in [23].
2 Abelian twist matrices: commutative case
The requirement of periodicity for the gauge invariant quantities of (1.1) pro-
vides the following definition2 for TBC
φ(xµ = aµ) = Ωµφ(xµ = 0), (2.1a)
Aλ(xµ = aµ) = ΩµAλ(xµ = 0)Ω
−1
µ +
i
g
Ωµ∂λΩ
−1
µ , (2.1b)
with 0 ≤ xµ ≤ aµ, µ, λ = 1, 2 (aµ’s indicate the periods of T 2) and Ωµ with
values in SU(N)/ZN (see Introduction). So, considering the two ways in which
2When a coordinate in the argument of a function is fixed to a specific value (for example
xµ = aµ) the value of the other is understood to be arbitrary.
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φ(xµ = aµ, xν = aν) can be expressed in terms of φ(xµ = 0, xν = 0) through
φ(xµ = aµ, xν = 0) and φ(xµ = 0, xν = aν), we get the equation that character-
izes the Ωµ’s:
Zµν = Ωµ(xν = aν)Ων(xµ = 0)Ω
−1
µ (xν = 0)Ω
−1
ν (xµ = aµ) (2.2)
where Zµν is an element of the center ZN of SU(N) of the form
Zµν = e
izµν , with zµν = 2π
ηµν
N
I, (2.3)
where I is the N-dimensional identity matrix and ηµν ∈ Z(modN) with ηµν = −ηνµ.
This integer, independent of the coordinates, is also gauge invariant as it can be
easily verified by noting that Zµν is invariant under an arbitrary gauge trans-
formation Ω of Ωµ:
Ω′µ = Ω(xµ = aµ)ΩµΩ
−1(xµ = 0). (2.4)
And also, considering that π1(SU(N)/ZN) ∼= ZN , we can understand how ηµν
is an index that classifies the maps from a loop in T 2 into a loop in SU(N)/ZN .
In particular, it specifies by which element of ZN a jump occurs [24] at (aµ, aν)
in each class (element of the first homotopy group π1(SU(N)/ZN )) of these
maps.
A more accurate analysis then shows how these maps are defined by the tran-
sition functions of the principal bundle [25] T 2 × SU(N)/ZN and how the Ωµ’s
are but multiple transition functions [10].
Then, by taking into account the consistency equation (2.2), it is proved [10]
that an arbitrary Ωµ assumes the following general expression
Ωµ = U(xµ = aµ)Ω
(ab)
µ U
−1(xµ = 0) (2.5)
where Ω
(ab)
µ can be defined as
Ω(ab)µ = exp
(πi
N
ηµνxν
aν
T1
)
, (2.6)
U is a gauge function on the edge of the core and T1 is a generator of H =
U(1)N−1, i.e. the maximal abelian (Cartan) subalgebra of SU(N). We repre-
sent Ta, with Tr(Ta) = 0 for a = 1, 2, . . . , N − 1, as: Ta = diag(1, 1, . . . , 1,−N +
a, 0, . . . , 0) where the first N − a entries equal to 1.
However, if the purpose is to look for the minimum energy configurations sat-
isfying the eqs. (2.1), we will consider, as mentioned in the Introduction, only
the abelian projection Ω
(ab)
µ of Ωµ. References [17, 19, 22] can be seen in this
regard where, in particular, (2.6) is adopted to represent the abelian projections
of Ωµ’s. Anyway this representation of Ω
(ab)
µ ’s could be adopted:
Ω(ab)µ = exp
(πi
N
ηµν
(xν
aν
+
xµ
aµ
)
T1
)
. (2.7)
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As matter of fact it is also a solution of (2.2) translated to any point x ≡ (x1, x2)
on T 2 :
Zµν = Ωµ(aν + x)Ων(0 + x)Ω
−1
µ (0 + x)Ω
−1
ν (aµ + x). (2.8)
The difference, as can be noted, is that while the (2.7) contemplates a depen-
dence of Ωµ (Ων) on translations along the axis µ (the axis ν), the (2.6) instead
contemplates independence from them.
However, an arbitrariness in the choice between (2.7) and (2.6) as a solution
of (2.8) is noted. In this regard, in the next section, we will show how this
arbitrariness has its origin in a “widening” that presents the class of Ωµ’s, which
is suitable to represent the twist matrices for the non-commutative torus T 2
nc
,
when we move from T 2
nc
→ T 2
c
(commutative torus).
3 Abelian twist matrices: non-commutative case
We will present now a more general form for the equations of section 2.
To this regard, we should recall that, in general, with the expression f(x) (with
x ∈ Rn n-tuple of coordinated functions on a neighborhood IO of the origin O
of a manifold M) we actually indicate the composition f ◦ ψ−1(x) for a generic
homeomorphism ψ on IO to a neighborhood of the origin of R
n.
However we can use a different homeomorphism, that we call ǫ, that maps
the points of IO into a neighborhood NO of the origin 0ˆ of the tangent vector
space MO at O, whose elements (the tangent vectors) are but derivations of
the algebra of the functions on IO [20]. This is in complete analogy with the
representation of a Lie group G(≡ M) that, via the exponential mapping, can
be put in correspondence with its algebra g (for example cf. eq. (2.6) where, in
particular, G = H and the Ta are a basis of g of H).
If therefore we consider T 2 as M and IO as a patch which covers the whole
torus [10, 19] — such assumption is possible because T 2 ≡ S1×S1 with S1 is a
unit circle — we can use ǫ (the expression f(x) is replaced by f(xˆ) ≡ f ◦ ǫ−1(xˆ)
with xˆ ∈ NO) and thus the eq. (2.8) admits the following rewriting
Zµν = Ωµ(xˆ+ aˆν)Ων(xˆ+ 0ˆ)Ω
−1
µ (xˆ+ 0ˆ)Ω
−1
ν (xˆ+ aˆµ) (3.1)
with xˆ = (xµµˆ, xν νˆ), where (xµ, xν) indicate, in this case, the so-called normal
coordinates [20] at O. As in section 2, they parametrize a “translation” to a
generic point p on T 2 while µˆ and νˆ represent a basis in NO. In this regard,
we see that µˆ and νˆ can also be considered the two independent vectors that
generate the lattice Λ(≡ NO) that “fixes the quotient” of the plan R2 in the
definition of the torus: T 2 = R2/Λ.
The consistency equation we have obtained, eq. (3.1), is thus more general
than (2.8): we can indeed consider non-commutative the product defined in NO.
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It’s interesting to understand what novelties this choice brings to the study
of fiber bundle B = T 2 × SU(N)/ZN .
Let’s start with the analysis of the r.h.s. of eq. (3.1). As, by construction,
such r.h.s. is invariant under translations (see section 2), then we begin to look
for the conditions under which this can be represented invariant for xˆ. In this
regard, denoted by [[Ωµ,Ων ]] the quantity Ωµ(aˆν)Ων(0ˆ)Ω
−1
µ (0ˆ)Ω
−1
ν (aˆµ), the fol-
lowing lemma is useful
Lemma 3.1. Given an arbitrary (Ωµ,Ων),
[[Ωµ,Ων ]] is independent of xˆ⇔ [[Ω
(ab)
µ ,Ω
(ab)
ν ]] is independent of xˆ
with (Ω
(ab)
µ ,Ω
(ab)
ν ) pair of abelian projections of (Ωµ,Ων).
Proof. It’s sufficient to note that being [[Ωµ,Ων ]] gauge invariant (cf. eq. (2.4)),
in particular, it is invariant under abelian projection of Ωµ (cf. eq. (2.5)), for which
[[Ωµ,Ων ]] = [[Ω
(ab)
µ ,Ω
(ab)
ν ]]. (3.2)

The focus shifts thus from B to the principal fiber bundle BH = T 2 ×H and,
in particular, to finding the conditions under which [[Ω
(ab)
µ ,Ω
(ab)
ν ]] preserves the
invariance under translations. In this regard, it is useful to redefine the set
of the abelian projections Ω
(ab)
µ ’s Pab = {Ωµ : Ωµ = exp{ifaµ(x)Ta}, with Ta
generators of H , in this way
Definition 3.1. Pab = {Ωµ : [Ωµ]ij = δijeifµ,i(xˆ)}, with i, j = 1, . . . , N ,∑N
i=1 fµ,i(xˆ) = 0ˆ, fµ,i : NO →MO and where δ is the Kronecker delta.
As we can see, the definitions are equivalent if we put
∑N−1
a=1 [Ta]iif
a
µ := fµ,i.
Let’s consider now the following subset of Pab ×Pab
Definition 3.2. C = {(Ωµ,Ων) : (Ωµ,Ων) ∈ Pab×Pab with fµ,i and fν,i satisfying
the equations (C1), (C2), (C3)} below
(C1) fµ,i(xˆ+ aˆν) =
∞∑
n=1
n∑
k=1
(−1)k−1
k
∑
(i1,j1),...,(ik,jk) 6=(0,0)
i1+j1+···+ik+jk=n
[f i1µ,i(aˆν)f
j1
µ,i(xˆ) · · · f
ik
µ,i(aˆν)f
jk
µ,i(xˆ)]
n · i1!j1! · · · ik!jk!
,
(C2) fν,i(xˆ+ aˆµ) =
∞∑
n=1
n∑
k=1
(−1)k−1
k
∑
(i1,j1),...,(ik,jk) 6=(0,0)
i1+j1+···+ik+jk=n
[f i1ν,i(aˆµ)f
j1
ν,i(xˆ) · · · f
ik
ν,i(aˆµ)f
jk
ν,i(xˆ)]
n · i1!j1! · · · ik!jk!
,
(C3) [fµ,i(xˆ), fν,i(xˆ)] = 0
where [f i1µ,i(aˆν)f
j1
µ,i(xˆ) · · · f
ik
µ,i(aˆν)f
jk
µ,i(xˆ)] indicates the right nested commutator based
on the word f i1µ,i(aˆν)f
j1
µ,i(xˆ) · · · f
ik
µ,i(aˆν)f
jk
µ,i(xˆ) (and similarly for [f
i1
ν,i(aˆµ)f
j1
ν,i(xˆ) · · · f
ik
ν,i(aˆµ)f
jk
ν,i(xˆ)]).
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We find that
Lemma 3.2.
[[Ω(ab)µ ,Ω
(ab)
ν ]] is independent of xˆ⇔ ∃ (Ω
(ab)
µ ,Ω
(ab)
ν ) ∈ C .
Proof. It’s sufficient to note that [[Ω
(ab)
µ ,Ω
(ab)
ν ]] is independent of xˆ iff
Ω(ab)µ (aˆν + xˆ) = Ω
(ab)
µ (aˆν)Ω
(ab)
µ (xˆ), (3.3a)
Ω(ab)ν (aˆµ + xˆ) = Ω
(ab)
ν (aˆµ)Ω
(ab)
ν (xˆ), (3.3b)
[Ω(ab)µ (xˆ),Ω
(ab)
ν (xˆ)] = 0ˆ. (3.3c)
Representing now the Ω
(ab)
µ ’s in terms of fµ,i according to the Definition 3.1
and applying the Campbell-Baker-Hausdorff-Dynkin formula (C-B-H-D) [26],
we obtain (C1), (C2) and (C3), respectively. 
We see, therefore, that to represent the r.h.s. of eq. (3.1) invariant under
translations xˆ, it’s sufficient to find an element of C .
We are thus interested in the search for solutions of (Ci)’s. In this regard, we
define D ⊂ Pab ×Pab
Definition 3.3. D = {(Ωµ,Ων) : (Ωµ,Ων) ∈ Pab ×Pab such that
[Ωµ(xˆ, yˆ)]ij = δije
iβµ,i(xν)νˆeiαµ,i(xµ)µˆ, [Ων(xˆ, yˆ)]ij = δije
iαν,i(xµ)µˆeiβν,i(xν)νˆ} with
i, j = 1, . . . , N , αµ,i, βµ,i, αν,i, βν,i : R→ R,
and consider its subsets Dβα ,Dαβ
Definition 3.3.1. Dβα = {(Ωµ,Ων) : (Ωµ,Ων) ∈ D with βµ,i, αν,i 6= 0},
Dαβ = {(Ωµ,Ων) : (Ωµ,Ων) ∈ D with αµ,i, βν,i 6= 0}.
Furthermore, we will continue the discussion for N ≥ 2. Moreover, we are
implicitly under that hypothesis, since we consider non-zero the functions αµ,i’s
and βµ,i’s in Dβα and Dαβ.
3
For instance, we look for which conditions C ∩ Dβα is different from the void
set. But first let’s define the following subset of Dβα
Definition 3.3.2. D∗
βα
= {(Ωµ,Ων) : (Ωµ,Ων) ∈ Dβα with αµ,i, βµ,i, αν,i, βν,i
linear functions satisfying the equations (D∗βα,1)} below
(D∗
βα,1) αµ,i(xµ)βν,i(xν)− βµ,i(xν)αν,i(xµ) = 0, ∀i = 1, . . . , N.
3The case N = 1 is characterized by null αµ,i’s and βµ,i’s. We will have thus that C ∩ D = D.
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We find that4
Lemma 3.3. C ∩Dβα 6= ∅ iff D∗βα 6= ∅ and on T
2 the condition (BH1 ) [µˆ, νˆ] ∝ 1ˆ
holds, where 1ˆ ∈MO is such that [aˆ, 1ˆ] = 0 ∀ aˆ ∈ NO.
Proof. It’s sufficient to apply the (Ci)’s to the representation of fµ,i’s given by
the elements of Dβα:
fµ,i(xˆ) :=
∞∑
n=1
n∑
k=1
(−1)k−1
k
∑
(i1,j1),...,(ik,jk) 6=(0,0)
i1+j1+···+ik+jk=n
in−1[(βµ,i(xν)νˆ)i1(αµ,i(xµ)µˆ)j1 · · · (βµ,i(xν)νˆ)ik(αµ,i(xµ)µˆ)jk ]
n · i1!j1! · · · ik!jk !
,
(3.4a)
fν,i(xˆ) :=
∞∑
n=1
n∑
k=1
(−1)k−1
k
∑
(i1,j1),...,(ik,jk) 6=(0,0)
i1+j1+···+ik+jk=n
in−1[(αν,i(xµ)µˆ)i1(βν,i(xν)νˆ)j1 · · · (αν,i(xµ)µˆ)ik (βν,i(xν)νˆ)jk ]
n · i1!j1! · · · ik!jk !
(3.4b)
where (C-B-H-D) has been used. In particular, from (C1) and (C2), we obtain
the request for linearity on αµ,i’s and βµ,i’s. For example, since the comparison
of both sides of (C1) to the first order, corresponding respectively to
fµ,i(xˆ+ aˆν) = αµ,i(xµ)µˆ+ βµ,i(xν + aν)νˆ+
−
i
2
αµ,i(xµ)βµ,i(xν + aν)[µˆ, νˆ]+
−
1
12
α2µ,i(xµ)βµ,i(xν + aν)[µˆ, [µˆ, νˆ]]+
−
1
12
αµ,i(xµ)β
2
µ,i(xν + aν)[νˆ, [νˆ, µˆ]] + . . .
(3.5)
and to
(
αµ,i(0) + αµ,i(xµ)
)
µˆ+
(
βµ,i(xν) + βµ,i(aν )
)
νˆ+
−
i
2
(
αµ,i(0)βµ,i(aν) + αµ,i(xµ)βµ,i(xν) + αµ,i(xµ)βµ,i(aν) − αµ,i(0)βµ,i(xν)
)
[µˆ, νˆ]+
−
1
12
(
α2µ,i(0)
(
βµ,i(xν) + βµ,i(aν)
)
+ α2µ,i(xµ)
(
βµ,i(xν) + βµ,i(aν )
)
− 2αµ,i(0)αµ,i(xµ)
(
2βµ,i(xν) − βµ,i(aν )
))
[µˆ, [µˆ, νˆ]]+
−
1
12
(
αµ,i(0)
(
β2µ,i(xν) + β
2
µ,i(aν) − 4βµ,i(xν)βµ,i(aν)
)
+ αµ,i(xµ)
(
β2µ,i(xν) + β
2
µ,i(aν ) + 2βµ,i(xν)βµ,i(aν )
))
[νˆ, [νˆ, µˆ]] + . . . ,
(3.6)
we notice that they are equal iff αµ,i and βµ,i are linear functions in their
respective arguments. The same consideration for αν,i and βν,i whose request
of linearity is obtained from (C2).
4With «∝ » we mean “proportional to”.
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From (C3) we obtain the (D
∗
βα,1) and the (B
H
1 ). As a matter of fact, considering
[fµ,i(xˆ), fν,i(xˆ)] =
(
αµ,i(xµ)βν,i(xν)− αν,i(xµ)βµ,i(xν)
)
[µˆ, νˆ]+
+
i
2
αµ,i(xµ)αν,i(xµ)
(
βµ,i(xν) + βν,i(xν)
)
[µˆ, [µˆ, νˆ]]+
−
i
2
βµ,i(xν)βν,i(xν)
(
αµ,i(xµ) + αν,i(xµ)
)
[νˆ, [νˆ, µˆ]]+
−
αµ,i(xµ)α
2
ν(xµ)βν(xν)
12
[µˆ, [µˆ, [µˆ, νˆ]]]+
+
αν,i(xµ)βν,i(xν)
12
(
αµ,i(xµ)βν,i(xν)− αν,i(xµ)βµ,i(xν)
)
[µˆ, [νˆ, [µˆ, νˆ]]]+
−
αν,i(xµ)βµ(xν)β
2
ν(xν)
12
[νˆ, [νˆ, [νˆ, µˆ]]] + . . . ,
(3.7)
from the linear independence of the various addends, we get that [fµ,i(xˆ), fν,i(xˆ)]
is null iff (D∗
βα,1) and (B
H
1 ) occur. 
remark 1. At first, we have tried to obtain (BH1 ) not from (C3) but testing the
validity of (C1) in the various orders of (3.4a). A validity of such equation was
found up to the fifth order without getting thus any condition on [µˆ, νˆ]!5
This leads to formulate the following conjecture that, in general, may happen
to be interesting for the studies on (C-B-H-D):
Conjecture 3.1. Given T 2 with [µˆ, νˆ] 6= 0, a class of solutions for the equa-
tions (3.3a) and (3.3b) is represented by the set Dℓ = {(Ωµ,Ων) : (Ωµ,Ων) ∈ D
with linear functions αµ,i, βµ,i, αν,i, βν,i} with D as above.
Such conjecture is easily proved only in some cases as, for example, for Dℓ
αα
= Dℓ ∩Dαα
with
Definition 3.3.3. Dαα = {(Ωµ,Ων) : (Ωµ,Ων) ∈ D with αµ,i = αν,i = 0},
while for Dℓ ∩ (Dβα ∩Dαβ) the proof, as we said, is less obvious.
Before going on, we notice that for C ∩Dαβ we obtain the same conditions of
C ∩Dβα. Moreover, for N = 2 and [µˆ, νˆ] ∝ 1ˆ, the following sistem of equations6
αµ,i(xµ)βν,i(xν)− βµ,i(xν)αν,i(xµ) = 0, ∀i = 1, . . . , N, (3.8a)
N∑
i=1
αµ,i(xµ)µˆ+ βµ,i(xν)νˆ −
i
2
αµ,i(xµ)βµ,i(xν)[µˆ, νˆ] = 0, (3.8b)
N∑
i=1
αν,i(xµ)µˆ+ βν,i(xν)νˆ +
i
2
αν,i(xµ)βν,i(xν)[µˆ, νˆ] = 0, (3.8c)
does not admit solutions, differently from the case in which N > 2 .
5In the calculation we have used the following identities: [νˆ, [µˆ, [νˆ, µˆ]]] = [µˆ, [νˆ, [νˆ, µˆ]]],
[[µˆ, νˆ], [µˆ, [µˆ, νˆ]]] = [µˆ, [νˆ, [µˆ, [µˆ, νˆ]]]]− [νˆ, [µˆ, [µˆ, [µˆ, νˆ]]]] and [[µˆ, νˆ], [νˆ, [µˆ, νˆ]]] = −[µˆ, [νˆ, [νˆ, [νˆ, µˆ]]]] +
[νˆ, [µˆ, [νˆ, [νˆ, µˆ]]]].
6The eqs. (3.8b) and (3.8c) derive from the request that
∑N
i=1 fµ,i(xˆ) =
∑N
i=1 fν,i(xˆ) = 0
(see Definition 3.1).
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We can thus sum up that
Corollary 3.3.1. C ∩Dβα 6= ∅ or C ∩Dαβ 6= ∅ iff [µˆ, νˆ] ∝ 1ˆ and N > 2.
Considering the Lemma 3.3, we also find that
Lemma 3.4. Given T 2 with [µˆ, νˆ] ∝ 1ˆ, we have C ∩Dβα = D∗βα.
Proof. See the proof of the Lemma 3.3. 
Now, in the case in which [µˆ, νˆ] is not proportional to 1ˆ or N = 2, we may
consider Dαα. Denoting by D
ℓ
αα = D
ℓ ∩Dαα, we find that
Lemma 3.5. C ∩Dαα = Dℓαα.
Proof. We proceed similarly to the proof of the Lemma 3.3. 
We have thus found some representations of the twist matrices in different
contexts: [µˆ, νˆ] proportional or not to 1ˆ and for generic N , imposing as we have
seen the invariance for xˆ of r.h.s. of (3.1).
Let’s examine now such equation as a whole. First let’s define the set
Definition 3.3.4. Dg = {(Ωµ,Ων) : (Ωµ,Ων) ∈ D such that gm+1 = Ωµ(aˆν),
gm = Ων(aˆµ) for some m ∈ Z(modN)} where g is the generator of the center
ZN .
We find the following
Theorem 3.1. Given T 2 with [µˆ, νˆ] = iθ1ˆ, if we represent [[Ωµ,Ων ]] according
to (Ω
(ab)
µ ,Ω
(ab)
ν ) ∈ D∗βα, we have
Zµν = [[Ωµ,Ων ]]⇔


(Dg,1) (Ω
(ab)
µ ,Ω
(ab)
ν ) ∈ Dg
(Dg,2) δij exp(iβµ,i(aν)αν,i(aµ)θ1ˆ) = [e]ij
with e neutral element of SU(N).
Proof. Considering that Zµν ≡ gn, and setting Ωµ ≡ Ω˜nµ, Ων ≡ Ω˜
n
ν , we have
that the (3.1) is satisfied iff
gn = [[Ω˜nµ, Ω˜
n
ν ]] ∀n ∈ Z(modN) . (3.9)
The (3.9) is demonstrated by induction. For n = 1 is true iff, considering
the (3.2), g = [[Ω˜
(ab)
µ , Ω˜
(ab)
ν ]] and it holds, taking into account that by hypothesis
the (Ω˜
(ab)
µ , Ω˜
(ab)
ν ) ∈ D∗βα, iff the (Dg,i)’s hold. In particular the (Dg,2) ensures that
ZN is represented as a group, i. e. for example that gg = g
2.
Now, if it is supposed true for n, it is then proved easily true for n+1, too. 
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On the other hand, if we consider C ∩ Dβα = ∅, i.e. in the case of a fiber
bundle B = T 2 × SU(N)/ZN with [µˆ, νˆ] is not proportional to 1ˆ or N = 2 (see
Corollary 3.3.1), we have that
Theorem 3.2. If C ∩ Dβα = ∅ and [[Ωµ,Ων ]] is represented according to
(Ω
(ab)
µ ,Ω
(ab)
ν ) ∈ Dℓαα,
Zµν = [[Ωµ,Ων ]]⇔ (Ω
(ab)
µ ,Ω
(ab)
ν ) ∈ Dg
Proof. The proof is similar to the one of Theorem 3.1 except that here, being
by hypothesis that αν = 0, no condition is present on [µˆ, νˆ]. 
Let’s now continue the discussion, focusing on (3.9).
This equation, showing that Zµν is generally different from the neutral element
e of SU(N)/ZN , suggests to interpret it as
φ(aˆµ, aˆν) = Zµν(aˆµ, aˆν)φ(aˆν , aˆµ). (3.10)
As matter of fact, the origin O, in the case of T 2, can be “labelled”, through ǫ,
with (0ˆ, 0ˆ) and with the ordered pair (aˆµ, aˆν) or (aˆν , aˆµ) ∈ N0ˆ ×N0ˆ. This leads
to reconstruct the r.h.s. of (3.1) in the following way
φ(aˆµ, aˆν) = Ωµ(aˆν)Zµν(0, aˆν)Ων(0ˆ)Ω
−1
µ (0ˆ)Zµν(aˆµ, 0ˆ)Ω
−1
ν (aˆµ)Z
−1
µν (aˆµ, aˆν)φ(aˆµ, aˆν),
(3.11)
and so to have
Zµν(aˆµ, aˆν) = Ωµ(aˆν)Zµν(0, aˆν)Ων(0ˆ)Ω
−1
µ (0ˆ)Zµν(aˆµ, 0ˆ)Ω
−1
ν (aˆµ), (3.12)
from which we find again the (3.9) considering that Zµν ∈ ZN and that therefore
Zµν(aˆµ, aˆν)Z
−1
µν (0, aˆν)Z
−1
µν (aˆµ, 0ˆ) ≡ g
n. (3.13)
From (3.11), the following twisted boundary conditions derive
φ(xˆµ + aˆµ, xˆν) = (Ω˜
(ab)
µ )
n(xˆµ, xˆν)φ(xˆµ, xˆν), (3.14a)
φ(xˆν + aˆν , xˆµ) = (Ω˜
(ab)
ν )
n(xˆν , xˆµ)φ(xˆν , xˆµ) (3.14b)
and for the gauge potential
Aλ(xˆµ + aˆµ, xˆν) = (Ω˜
(ab)
µ )
n(xˆµ, xˆν)Aλ(xˆµ, xˆν)(Ω˜
(ab)
µ )
−n(xˆµ, xˆν) +
i
g
(Ω˜(ab)µ )
n(xˆµ, xˆν)∂ˆλ(Ω˜
(ab)
µ )
−n(xˆµ, xˆν),
(3.15a)
Aλ(xˆν + aˆν , xˆµ) = (Ω˜
(ab)
ν )
n(xˆν , xˆµ)Aλ(xˆν , xˆµ)(Ω˜
(ab)
ν )
−n(xˆν , xˆµ) +
i
g
(Ω˜(ab)ν )
n(xˆν , xˆµ)∂ˆλ(Ω˜
(ab)
ν )
−n(xˆν , xˆµ)
(3.15b)
with n ∈ Z(modN), (xˆµ, xˆν) = (xµµˆ, xν νˆ) and ∂ˆλ defined as
∂ˆλ :=
i
a̺
ελ̺[xˆ̺, ] λ, ̺ = 1, 2 , (3.16)
where ελ̺ is an antisymmetric tensor with ε12 = 1, xˆ1 = µˆ and xˆ2 = νˆ.
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Let’s conclude now the section illustrating a theorem that proves how T 2
can be considered commutative despite [µˆ, νˆ] 6= 0.
First we will give the following7
Definition 3.4. The torus T 2 is said commutative, and is indicated with T 2
c
,
iff
Ω(ab)µ Ω
(ab)
ν (Ω
(ab)
ν Ω
(ab)
µ )
−1 = e, (3.17)
where e is the neutral element of SU(N), otherwise it is said non-commutative
and it is indicated with T 2
nc
.
We note thus that for T 2
c
, to represent [[Ωµ,Ων ]] invariant for xˆ, the condi-
tion (3.3c), and so (C3), does not exist. In other words, renaming C as CT 2
nc
, we
will have that
CT 2
nc
⊂ CT 2
c
, (3.18)
where CT 2
c
= {(Ωµ,Ων) : (Ωµ,Ων) ∈ Pab with fµ,i and fν,i satisfying the equa-
tions (C1), (C2)}.
As concerns the research for an explicit realization of an element of CT 2
c
we can
state the following
Conjecture 3.2. Given T 2
c
with [µˆ, νˆ] 6= 0,
CT 2
c
∩D = Dℓ (3.19)
with D and Dℓ as above.
remark 2. Such a conjecture is easily proved for the subsets of D as Dαα while
for the ones like Dβα ∩ Dαβ with [µˆ, νˆ] not proportional to 1ˆ, the proof is less
obvious (see Remark 1).
Moreover, as it was predictable (cf. eq. (3.18)), in the case in which [µˆ, νˆ] ∝ 1ˆ,
the subset of Dβα that represents [[Ω
(ab)
µ ,Ω
(ab)
ν ]] invariant for xˆ has “widened” to
include, for example, also the set8 D˜ℓ
βα
⊂ Dℓ
βα
∼D∗
βα
, with Dℓ
βα
= Dℓ ∩Dβα and
D˜ℓ
βα
= Dℓ ∩ D˜βα where D˜βα = {(Ωµ,Ων) : (Ωµ,Ων) ∈ Dβα with αµ,i, βν,i = 0},
that before was excluded (see figure 2). From this point of view, we can thus
reinterpret the arbitrariness we found at the end of section 2 in the choice
between (2.6) and (2.7) as a consequence of this “widening” due to a transition
T 2
nc
→ T 2
c
and ultimately, as we will see later, due to a difference in the value of
θ between T 2
nc
and T 2
c
.
7The definition of non-commutative torus is similar to the one given in [21]: the difference
is that attention here is focused more on the twist matrices than on the function algebra that
derives from them.
8With ∼ we denote the set-theoretic operation of complementation.
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Pab
D
CT 2
nc
D
ℓ
βα
D˜
ℓ
βα
CT 2
c
D
∗
βα
Figure 2: “Widening” of CT 2
nc
in Pab after the transition T
2
nc
→ T 2
c
in the case
[µˆ, νˆ] ∝ 1ˆ. The (Ωµ,Ων) proposed in [13, 18], generalizations in a non-
commutative context of (2.6), belong to D˜ℓβα: they are not so suitable to
represent the twist matrices for T 2
nc
but only for T 2
c
.
We explain now the above-mentioned theorem with which we opened this
discussion about T 2
c
. We find that
Theorem 3.3. Given T 2 with [µˆ, νˆ] = iθ1ˆ, where θ ∈ R, T 2 is commutative iff
exp(iθ1ˆI) = e (3.20)
where I is the N-dimensional identity matrix.
Proof. The quantity Ω(ab)µ Ω
(ab)
ν (Ω
(ab)
ν Ω
(ab)
µ )
−1, calculated for example according
to (Ωµ,Ων) in D˜
ℓ
βα
as above, is equal to:
(
exp(iθ1ˆ)
)αν,i(x)βµ,i(y)
for each i = 1, . . . , N .
As we can see, such quantity is equal to [e]ii iff (3.20) holds. 
From this theorem it follows that
Corollary 3.3.1. In the hypotheses above,
T 2 is commutative iff θ ∈ ker(πC)
with πC ∈ H = {πC : πC(t) := exp(it1ˆI) homomorphism where t ∈ R/C and
πC(t) ∈ H with C ⊂ R, such that πC(c) = e , ∀c ∈ C} .
Proof. Setting eiθ1ˆ = eiπθ and considering that eiπθ = cos(πθ) + i sin(πθ),
from (3.20) we will have that θ ∈ ker(π[0]) with [0] ∈ R/2Z. 
We can see explicitly how T 2
c
is not necessarily characterized by a null value of θ !
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As concerns the (3.1) we can say that
Theorem 3.4. Given T 2
c
, if we represent [[Ωµ,Ων ]] according to (Ω
(ab)
µ ,Ω
(ab)
ν ) ∈ Dℓβα,
Zµν = [[Ωµ,Ων ]]⇔


(Dg,c1) (Ω
(ab)
µ ,Ω
(ab)
ν ) ∈ Dg
(Dg,c2) [µˆ, νˆ] ∝ 1ˆ
Proof. We proceed in the same way to the demonstration of the Theorem 3.1
with the difference that here gg = g2 iff
[e]ii = exp
(
βµ,i(aν)αν,i(aµ)[µˆ, νˆ]−
i
2
βµ,i(aν)αν,i(aµ,i)
(
αν,i(aµ)[µˆ, [µˆ, νˆ]]+βµ,i(aν)[νˆ, [νˆ, µˆ]]
)
+. . .
)
(3.21)
that is, considering the linear independence of the various terms in the exponent
of l.h.s. of (3.21) and the Theorem 3.3, iff the (Dg,c2) holds. 
On the other hand,
Theorem 3.5. Given T 2
c
with [µˆ, νˆ] not proportional to 1ˆ, if [[Ωµ,Ων ]] is rep-
resented according to (Ω
(ab)
µ ,Ω
(ab)
ν ) ∈ Dℓαα,
Zµν = [[Ωµ,Ων ]]⇔ (Ω
(ab)
µ ,Ω
(ab)
ν ) ∈ Dg .
Proof. The demonstration is similar to the one of the Theorem 3.2. 
This approach to the non-commutativity has allowed, we might say, a more
systematic classification of the principal fiber bundles B = T 2 × SU(N)/ZN :
imposing the invariance under translations xˆ of the r.h.s. of the (3.1) (consis-
tency equation), both for T 2
nc
and for T 2
c
, a representation of the twist matrices
has been given for generic N and for [µˆ, νˆ] proportional or not to 1ˆ.
The most remarkable result is that in case [µˆ, νˆ] ∝ 1ˆ, the (2.6), resumed
by [13, 18] in the non-commutative context, is not suitable to represent the
twist matrices for T 2
nc
: it belongs to Dℓ
βα
∼D∗
βα
(in fact, though it is an element
of Dℓβα, it does not satisfy the (D
∗
βα,1)). As we have seen, D
∗
βα is the set of
(Ω
(ab)
µ ,Ω
(ab)
ν ) (generalizations of (2.7)) whose elements are appropriate to rep-
resent the twist matrices for T 2
nc
: for N > 2 and [µˆ, νˆ] ∝ 1ˆ, they represent
[[Ωµ,Ων ]] invariant for xˆ (see Corollary 3.3.1 and Lemma 3.4). The (2.6) has
resulted suitable for T 2
c
(it belongs in fact to D˜ℓ
βα
, see Remark 2 and figure 2).
Moreover, we have understood that the position [µˆ, νˆ] ∝ 1ˆ that in [13, 18] is pre-
sented as arbitrary, may not be considered such a priori : from the Lemma 3.3 we
can see in fact how such position is necessary if, representig the twist matrices as
elements of Dβα, we want to preserve the invariance under translations on T 2nc.
As concerns the cases in which [µˆ, νˆ] is not proportional to 1ˆ or N = 2, the
(Ωµ,Ων) to choose are those of D
ℓ
αα
: they can be useful when ab initio [µˆ, νˆ] is
set non proportional to 1ˆ (see ref. [27]).
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We have moved, then, to the study of (3.1) as a whole. We have understood
that, for T 2
nc
, the (Ωµ,Ων) ∈ D∗βα that represent the twist matrices are more pre-
cisely the ones that belong also to Dg and that exp(iθ1ˆI) has a specific relation
with e (see Theorem 3.1 and (Dg,2)): but only in the case in which N > 2 and
[µˆ, νˆ] ∝ 1ˆ. In the other cases no relation has been found between exp([µˆ, νˆ]I)
and e.
The (3.9) has led then to revisit the consistency equation. So a different
setting (cf. eqs. (3.14) and (3.15)) has been laid out of typical TBC compared
to that of refs. [13, 17–19, 22].
Finally, (3.20) and, more specifically the Corollary 3.3.1, has proved that,
differently from what [13, 18] claim, considering µˆ and νˆ not commutative to
each other does not necessarily mean considering T 2 non-commutative. In other
words, we do not get T 2
c
from T 2
nc
setting θ to zero!
In this regard, differently from T 2
nc
, we have found that exp(iθ1ˆI) = e while as
for T 2
nc
, we have learnt that the position [µˆ, νˆ] ∝ 1ˆmay not be considered a priori
arbitrary: but this time it has been necessary to preserve the property of cyclic-
ity of ZN and not the invariance under translations on T 2c (see Theorem 3.4 and
eq. (3.21)).
4 The Ginzburg-Landau lagrangian density
In this section we will study the typical lagrangian density of the dual super-
conductivity model on the fiber bundle BU(1) = T 2 × U(1) in non-commutative
context according to the approach set out in section 3.
The quantity rθ, that is the ratio between θ related to T
2
c
and the one related
to T 2
nc
, will show to be important. It will be considered belonging to Q\{0} and
demonstrated to be bound to the order of a cyclic subgroup τrθ of U(1).
The section will be divided into two paragraphs.
In § 4.1, taking advantage of solutions of TBC for the fields φ and Aµ, we will
face the question of the domain of the density of energy E and we will evaluate
E at the point of Bogomolny (i.e.λ = g2/2) for minimum-energy configurations
rewriting it à la Bogomolny [11] and without having to resolve, as usual, any
system of equations. In this regard, we will find that E depends on rθ and on
(a1, a2) so that E → +∞ for a1, a2 → +∞: the fact that it does not depend on
n will be seen later in § 4.2.
In § 4.2, we will examine the influence of θ on the other observables of the
model. No rescaling of g by θ will be predicted and we will show the relations
between rθ with F and the masses of the particle spectrum obtained after the
U(1) symmetry breaking: in particular we will see how despite the symmetry
breaking we will not get in general any massless Goldstone boson.
17
We will have that the quantization of qe will depend exclusively on rθ and not
as usual on n. We will show moreover how rθ can vary in time and then how
the abovementioned masses can vary in time in a quantized way.
We will consider the case [µˆ, νˆ] = iθ1ˆ, and we will represent the twist matri-
ces as elements of the set D∗
βα,U(1)
(the analogous for U(1) of D∗
βα
).9 Moreover,
as the group center coincides with U(1) itself, the index n belongs to the whole
Z and it describes only a winding number in the (x, y)-plane being “jumps” ab-
sent (see section 2).
From now on we will consider hemitian µˆ and νˆ, i.e. µˆ† = µˆ and νˆ† = νˆ, and we
will use the following notation µˆ ≡ xˆ and νˆ ≡ yˆ. Moreover, with the expression
T 2, we will indicate either T 2
c
or T 2
nc
and with Bnc
U(1)
(Bc
U(1)
) we will indicate
T 2
nc
× U(1) (T 2
c
× U(1)).
Let’s start with the following
Definition 4.1. The pair (BU(1), ρ) is BU(1) where the quantities eiπ(gi(xj)xˆk+gl(xm)xˆn),
with gi linear and homogeneous functions and i, j, k, l,m, n = 1, 2, x1 = x, x2 = y,
are represented according to the linear and homogeneous map
ρ(eiπ(gi(xj)xˆk+gl(xm)xˆn)) = eiπ(gi(xj)+gl(xm)) (4.1)
and the gi are represented as gi(xj) = gi(aj)
xj
aj
.
remark 3. We can notice how, using (C-B-H-D), from (4.1) we can easily get
that
ρ(eiπgi(xj)xˆkeiπgl(xm)xˆn) = ρ(eiπgi(xj)xˆk)ρ(eiπgl(xm)xˆn)e−
π2
2 gi(xj)gl(xm)[xˆk,xˆn].
(4.2)
From (4.2) we get then that
ρ
( ∞∑
r=0
(ipigi(xj)xˆk)
r
r!
eiπgl(xm)xˆn
)
=
∞∑
p,q=0
(ipigi(xj))
p+q
2qp!q!
(ipigl(xm)[xˆk, xˆn])
qeiπgl(xm)
(4.3)
from which, considering the terms up to the second order (enough in this con-
text) we will have
ρ(xˆk e
iπgl(xm)xˆn) =ρ(eiπgl(xm)xˆn) +
1
2
ρ([xˆk, e
iπgl(xm)xˆn ]), (4.4a)
ρ(xˆ2k e
iπgl(xm)xˆn) =ρ(eiπgl(xm)xˆn) + ρ([xˆk, e
iπgl(xm)xˆn ]) +
1
4
ρ([xˆk, [xˆk, e
iπgl(xm)xˆn ]]).
(4.4b)
9The previous analysis on r.h.s. of the (3.1) for SU(N)/ZN can be easily adapted to the
case U(1): the only difference is that the condition Tr(Ta) = 0 is absent.
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Now, considering10
Definition 4.2. Aθ = {f : f of periods (a1, a2)}, where f(xˆ, yˆ) : MO → C with
M = T 2,
and replacing the integral operator with the following trace operator11
Definition 4.3. (trace)
Given (BU(1), ρ), Tr f(xˆ, yˆ) =
∫
T 2
ρ(f(xˆ, yˆ)) where f ∈ Aθ,
we get the following
Theorem 4.1. Given (Bnc
U(1)
, ρ), if Tr(φ†φ) = Tr(φφ†), Tr(φ†φ)2 = Tr(φφ†)2
and A†i = Ai then E can be rewritten as
E = Tr
(
1
2
(Dˆiφ− iεijDˆjφ)
†(Dˆiφ− iεijDˆjφ) +
1
4
(
Fij − gεij(φφ
† − φ20)
)2
+
(
λ−
g2
2
)
(φ†φ− φ20)
2 −
g
2
φ20εijFij+
+
i
2
εij
(
∂ˆi(φ
†Dˆjφ)− ∂ˆj(φ
†Dˆiφ)
)
+ (4.5a)
−
g
2
εijφ
†F cijφ+
i
2
g2εijφ
†[Ai, Aj ]φ+ (4.5b)
+
g
2
εijF
c
ijφφ
† −
i
2
g2εij [Ai, Aj ]φφ
†
)
(4.5c)
where
Dˆiφ = ∂ˆiφ− igAiφ (4.6)
and
Fij = F
c
ij − ig[Ai, Aj ] (4.7)
with F cij = ∂ˆiAj − ∂ˆjAi.
Proof. Cf. ref. [11]: in the present context the coordinates are non-commutative
by hypothesis and we have to take them into account when we consider the
products between φ, φ† and Ai. 
remark 4. We have to notice how in (4.7) the term [A1, A2] is typical of the
non-commutativity of coordinates and not, as usual, of the non-abelianity of
the gauge group: we are in fact considering here the group U(1)!
The point is, are there on T 2
nc
any solutions to TBC that are compatible with
a rewriting à la Bogomolny of E?
In other words: are there on T 2
nc
any solutions to TBC that meet the hypotheses
of the abovementioned theorem?
In the refs. [13, 18] the answer is negative because, as we said in the Introduction,
E has not got a domain of definition. Despite this, E is anyway evaluated, with
λ = g2/2, rewriting it à la Bogomolny,12 finding out that it depends uniquely on
10We will call Aθc (Aθnc ) the space of functions Aθ when it’s referred to T
2
c
(T 2
nc
).
11The definition of trace is derived from the one given in refs. [13, 18].
12Each quantity that composes E is integrated on its natural domain of periodicity.
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n as in the commutative case (see refs. [1, 3, 10, 22]). As concerns then the other
hypotheses of the theorem, generalizing the expression of E and introducing
φ1 and φ2 (built starting from φ and that meet the same TBC), they only
demonstrate that (see ref. [18])
TrT 2
nc
(φ†1φ2) = TrT˜ 2nc(φ2φ
†
1) (4.8)
where the quantity φ2φ
†
1 is defined there on T˜
2
nc
whose periods, as we have
explained, are scaled by a factor depending on θ in comparison with those of
T 2
nc
. There is not any demonstration about the equality between TrT 2
nc
(φ†1φ2)
2
and TrT˜ 2
nc
(φ2φ
†
1)
2. As concerns Ai, they find a hermitian representation of it on
T˜ 2
nc
.
In the next paragraph, we will show how here the answer to the above
question is affirmative. Starting from the set Frθ of solutions to TBC related
to φ, we will demonstrate that E has T 2
nc
as domain13 and that E can be rewritten
à la Bogomolny. In the end we will evaluate E, thus rewritten, at the point
of Bogomolny for minimum-energy configurations without resolving, as already
stated, any system of equations.
4.1 T 2
nc
as domain of E and the Bogomolny rewriting
In this paragraph we will consider the following generalization of E
E12 =
∫ (
1
4
FijF
ij + (Dˆiφ1)
†(Dˆiφ2) + λ(φ
†
1φ2 − φ
2
0)
2
)
, (4.9)
and the following
Theorem 4.2. Given (BncU(1), ρ), if Tr(φ
†
1φ2) = Tr(φ2φ
†
1), Tr(φ
†
1φ2)
2 = Tr(φ2φ
†
1)
2
and A†i = Ai then E12 can be rewritten as
E12 = Tr
(
1
2
(Dˆiφ1 − iεijDˆjφ1)
†(Dˆiφ2 − iεijDˆjφ2) +
1
4
(
Fij − gεij(φ2φ
†
1 − φ
2
0)
)2
+
(
λ−
g2
2
)
(φ†1φ2 − φ
2
0)
2 −
g
2
φ20εijFij+
+
i
2
εij
(
∂ˆi(φ
†
1Dˆjφ2)− ∂ˆj(φ
†
1Dˆiφ2)
)
+ (4.10a)
−
g
2
εijφ
†
1F
c
ijφ2 +
i
2
g2εijφ
†
1[Ai, Aj ]φ2 + (4.10b)
+
g
2
εijF
c
ijφ2φ
†
1 −
i
2
g2εij [Ai, Aj ]φ2φ
†
1
)
. (4.10c)
Proof. The demonstration is similar to the one of Theorem 4.1. 
13At the origin of the discordance on the domain of E with the refs. [13, 18] there is essentially
the fact that here the quantity xˆ + a1ˆ with a ∈ R is not interpreted as a translation ta in
the direction xˆ of a quantity a: in fact in the present approach ta means xxˆ+ axˆ = (x+ a)xˆ
with x ∈ R.
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We will show up the set Frθ of solutions to TBC related to φ. We will see
how Frθ 6= ∅ iff rθ ∈ Q and how rθ is bound to the order of a cyclic subgroup
τrθ of U(1) (see § 4.1.1). From Frθ , we will see how the three addends of E12,
the density of energy E12, can only belong to a unique Aθnc : no T˜
2
nc
will be
thus involved (see § 4.1.2). We will evaluate eventually the E12 at the point of
Bogomolny for minimum-energy configurations rewriting à la Bogomolny (see
§ 4.1.3). In this regard we will find that E12 depends on rθ and on (a1, a2) so
that E → +∞ for a1, a2 → +∞: the fact that it does not depend on n will be
seen in § 4.2.
4.1.1 Solutions to TBC related to φ
We will show now some solutions to TBC related to φ. In this regard, let’s
consider the set T defined as14
Definition 4.4.T = {φ : φmeets the following TBC, (T1) φ(xˆ + aˆ1, yˆ) = Ω′1(xˆ, yˆ)φ(xˆ, yˆ)
and (T2) φ(xˆ, yˆ+ aˆ2) = Ω
′
2(xˆ, yˆ)φ(xˆ, yˆ), where Ω
′
1(Ω
′
2) are equal to Ω1(Ω2) mod-
ulo a gauge transformation Ωx(Ωy) with (Ω1,Ω2) ∈ D∗βα,U(1)}
and the set15
Definition 4.5. F = {φ : φ(xˆ, yˆ) =
∑∞
q,k=−∞ f
ω
q,k(xˆ, yˆ)} with
fωq,k(xˆ, yˆ) = (−)
q+keIq,k(zˆ1,zˆ2,τˆ1,τˆ2)eωq,k(x,y)e−iπq
2τˆ1−iπk2 τˆ2−2iqzˆ1−2ikzˆ2 (4.11)
where
Iq,k(zˆ1, zˆ2, τˆ1, τˆ2) = −2q(k+1)[zˆ1, zˆ2]−
pi2
2
q2k2[τˆ1, τˆ2]+
pi
3
q3[τˆ1, zˆ1]−piq
2(k+1)[τˆ1, zˆ2]+piqk
2[τˆ2, zˆ1]+
pi
3
k3[τˆ2, zˆ2]
(4.12)
and
ωq,k(x, y) = pi
(
Im2(ω1(x))
Im(ω1(a1))
+
Im2(ω2(y))
Im(ω2(a2))
)
− ipi
(
q2ω1(a1) + k
2ω2(a2) + 2qω1(x) + 2kω2(y)
)
,
(4.13)
with zˆ1 = πα1(x)xˆ + πβ1(y)yˆ, zˆ2 = πα2(x)xˆ + πβ2(y)yˆ, τˆ1 = α1(a1)xˆ and
τˆ2 = β2(a2)yˆ where αi’s, βi’s and ωi’s are linear and homogeneous functions
with ωi : R→ C and Im(ωi(ai)) < 0.
remark 5. The requirement Im(ωi(ai)) < 0 in the Definition 4.5 aims to obtain
ρ(φ(xˆ, yˆ)) as a convergent function series. In fact ρ(φ(xˆ, yˆ)) is a series of analytic
functions uniformly convergent as
|ρ(φ(xˆ, yˆ))| ≤
∞∑
q,k=−∞
eπq
2 Im(ω1(a1))eπk
2 Im(ω2(a2))e2π(q|ω1(a1)|+k|ω2(a2)|) (4.14)
14The (T2) derives from (3.14b) considering the (3.10).
15The elements of F are inspired by Theta functions ϑ4 [28]. In Definition 4.5 we factorized
out the term of fωq,k(xˆ, yˆ, θ1ˆ) with the exponent proportional to 1ˆ.
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that is convergent because d’Alembert ratios are in the form
eπ(2q+1) Im(ω1(a1))eπ(2k+1) Im(ω2(a2))e2π(|ω1(a1)|+|ω2(a2)|) (4.15)
and tend to zero as q, k→∞. In particular we will have thus that ρ(φ(xˆ, yˆ)) is
an integral function.
Let’s take into account that
Lemma 4.1. Considering the non constant function g1(x) (g2(y)) on T 2nc with
g1(x¯) 6= 0 (g2(y¯) 6= 0) where x¯ (y¯) is a specific value of x (y), we have that
eiπg1(x¯)xˆ = ±e (eiπg2(y¯)yˆ = ±e) ⇔ eiπg1(x¯)θ1ˆ = e (eiπg2(y¯)θ1ˆ = e).
Proof. It’s sufficient to consider that by hypothesis T 2 is non-commutative and
so eiπθ1ˆ 6= e (seeTheorem 3.3), and that
eiπg1(x¯)xˆeig2(y)yˆ(eig2(y)yˆeiπg1(x¯)xˆ)−1 = e−iπg1(x¯)g2(y)θ1ˆ. (4.16)
The thesis derives considering that eiπg1(x¯)g2(y)θ1ˆ = (eiπg1(x¯)θ1ˆ)g2(y). Similar
demonstration for eiπg2(y¯)yˆ. 
Denoted by θ
c
(θ
nc
) the parameter θ for T 2
c
(T 2
nc
), with θ
c
∈ [0] \ {0} where
[0] ∈ R/2Z and θ
nc
∈ R \ [0] (see Corollary 3.3.1), the Lemma 4.1 implies the
following
Corollary 4.1.1. In the hypotheses above,
eiπg1(x¯)xˆ = ±e (eiπg2(y¯)yˆ = ±e) ⇔ g1(x¯) = k1rθ (g2(y¯) = k2rθ)
with k1, k2 ∈ Z \ {0} and rθ = θc/θnc.
Proof. It’s sufficient to consider that exp(iπk1θc1ˆ) = e (exp(iπk2θc1ˆ) = e) (see
Theorem 3.3) and so that, taking into account the Lemma 4.1, g1(x¯)θnc = k1θc
(g2(y¯)θnc = k2θc). 
Now, considering the subset of F
Definition 4.6. Frθ = {φ : φ ∈ F with αi
′s and βi′s that meet the (D∗βα,1)
such that ei
π
3 τˆ
′
i are equal to ±e, where τˆ ′1 = β1(a2)yˆ and τˆ ′2 = α2(a1)xˆ},
we find that
Theorem 4.3. Given Bnc
U(1)
, F ∩ T = Frθ .
Proof. Given a φ ∈ F on T 2
nc
, calculating the quantities φ(xˆ + aˆ1, yˆ) and
φ(xˆ, yˆ + aˆ2), we find that
φ(xˆ+ aˆ1, yˆ) = Ω
′
1(xˆ, yˆ)φ(xˆ, yˆ) (4.17a)
φ(xˆ, yˆ + aˆ2) = Ω
′
2(xˆ, yˆ)φ(xˆ, yˆ) (4.17b)
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with
Ω′1(xˆ, yˆ) = −e2izˆ1+iπτˆ1e2[zˆ1,zˆ2]e−
π
3 [τˆ1,zˆ1]eπ[τˆ1,zˆ2]e2iπRe(ω1(x))+iπRe(ω1(a1)), (4.18a)
Ω′2(xˆ, yˆ) = −e2izˆ2+iπτˆ2e−
π
3 [τˆ2,zˆ2]e2iπRe(ω2(y))+iπRe(ω2(a2)) (4.18b)
and equal respectively to Ω1 and Ω2 ∈ D∗βα,U(1) modulo a gauge transformation,
iff the αi’s and βi’s meet the (D
∗
βα,1) and e
iπ3 τˆ
′
i are equal to ±e. In fact, using
the Lemma 4.1, we have that (for more details see Appendix A)
φ(xˆ+ aˆ1, yˆ) ≡ φ(zˆ1+piτˆ1, zˆ2+piτˆ
′
2) = Ω
′
1(xˆ, yˆ)
∞∑
q,k=−∞
fωq+1,k(xˆ, yˆ, θ1ˆ) = Ω
′
1(xˆ, yˆ)φ(xˆ, yˆ)
(4.19)
iff ei
π
3 τˆ
′
2 = ±e, and moreover we have also that
φ(xˆ, yˆ+ aˆ2) ≡ φ(zˆ1+piτˆ
′
1, zˆ2+piτˆ2) = Ω
′
2(xˆ, yˆ)
∞∑
q,k=−∞
fωq,k+1(xˆ, yˆ, θ1ˆ) = Ω
′
2(xˆ, yˆ)φ(xˆ, yˆ)
(4.20)
iff ei
π
3 τˆ
′
1 is equal to ±e and [zˆ1, zˆ2] = 0, i.e.αi, βi’s meet the (D∗βα,1).
We find besides that Ω′1(Ω′2) is equal to Ω1(Ω2) in D∗βα,U(1) modulo a gauge
transformation Ωx(Ωy) where
Ω1(xˆ, yˆ) = e
2πiβ1(y)yˆe2πiα1(x)xˆ, (4.21a)
Ω2(xˆ, yˆ) = e
2πiα2(x)xˆe2πiβ2(y)yˆ, (4.21b)
with αi’s and βi’s that meet the (D
∗
βα,1) such that e
iπ3 τˆ
′
i are equal to ±e, and
Ωx(xˆ, yˆ) = e
iπα1(x)xˆe
2
3π
2α1(x)β1(y)[xˆ,yˆ]e
iπ
(
γ1(x)+
Re2(ω1(x))
Re(ω1(a1))
)
, (4.22a)
Ωy(xˆ, yˆ) = e
iπβ2(y)yˆe−
2
3π
2α2(x)β2(y)[xˆ,yˆ]e
iπ
(
γ2(y)+
Re2(ω2(y))
Re(ω2(a2))
)
, (4.22b)
with γi linear functions such that e
iπγi(ai) = −e, i.e. γi(ai) are odd numbers.
We have that
Ω′1(xˆ, yˆ) = Ωx(xˆ + aˆ1, yˆ)Ω1(xˆ, yˆ)Ω
−1
x (xˆ, yˆ), (4.23a)
Ω′2(xˆ, yˆ) = Ωy(xˆ, yˆ + aˆ2)Ω2(xˆ, yˆ)Ω
−1
y (xˆ, yˆ), (4.23b)
where, in the (4.23a), we consider that [zˆ1, zˆ2] = 0. 
Furthermore, we obtain that
Theorem 4.4. Given (Bnc
U(1)
, ρ), we have that
Frθ 6= ∅ iff rθ ∈ Q.
Proof. It’s sufficient to consider the Corollary 4.1.1. 
We will define (B∗ncU(1), ρ) as
Definition 4.7. (B∗nc
U(1)
, ρ) = (Bnc
U(1)
, ρ) with rθ ∈ Q.
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Now, the Theorem 4.4 is followed by
Corollary 4.4.1. Given (B∗nc
U(1)
, ρ), eiπθ1ˆ is the generator of a cyclic subgroup
τrθ of U(1) so that
(i) if rθ ∈ Z then the order of τrθ is equal to |rθ|, otherwise
(ii) if rθ ∈ Q ∼ Z, representing rθ as prθ/qrθ with prθ , qrθ relatively prime
integers, then the order of τrθ is equal to |prθ |.
Proof. Let’s consider the elements of Frθ and Corollary 4.1.1. 
4.1.2 The belonging of E to Aθnc
The elements of Frθ will thus be “bricks” by which we will build the three
quantities that make E12.
We will analyze now the conditions according to which the three addends of
E12 can be represented biperiodic and we will show how in such conditions E12
belongs to Aθnc .
Let’s see first when the quantities φ†1φ2 and φ2φ
†
1 are biperiodic. In this
regard, let’s define
Definition 4.8. A =
⋃
α∈P
Aαθ with P a non-void index set and A
α
θ related to a
2-dimensional torus of periods (a1;α, a2;α),
and the subsets of Frθ ×Frθ
Definition 4.9. Frθ = {(φ1, φ2) : (φ1, φ2) ∈ Frθ×Frθ with Re(ωi;j(xi)) = Re(ωi;k(xi))
and zˆi;j = zˆi;k},
Definition 4.10. F˜rθ;1 = {(φ1, φ2) : (φ1, φ2) ∈ Frθ × Frθ with [zˆi;j , zˆk;l] = 0
and one of the pairs of conditions arising from {e2πiτˆ1;1 = ±e, e2πiτˆ1;2 = ±e}×
{e2πiτˆ2;1=±e, e2πiτˆ2;2=±e}},
and the subset of F˜rθ;1
Definition 4.11. F˜rθ;0 = {(φ1, φ2) : (φ1, φ2) ∈ F˜rθ ;1 with one of the pairs of
conditions arising from {eπiτˆ1;1=±e, eπiτˆ1;2=±e}×{eπiτˆ2;1=±e, eπiτˆ2;2=±e}}.
We can prove the following
Theorem 4.5. Given (B∗nc
U(1)
, ρ) with (φ1, φ2) ∈ Frθ ×Frθ , we have that
(i) φ†1φ2 ∈ A iff (φ1, φ2) ∈ Frθ ,
(ii) φ2φ
†
1 ∈ A iff (φ1, φ2) ∈ Frθ ∩ F˜rθ;1.
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Proof. Given a (φ1, φ2) ∈ Frθ × Frθ , we indicate with g
ω; 1,2
q,q′,k,k′ and h
ω; 2,1
q,q′,k,k′
respectively the terms of the development of the quantity φ†1φ2 and φ2φ
†
1, i.e.
φ†1φ2(xˆ, yˆ) =
+∞∑
q,q′,k,k′=−∞
gω; 1,2q,q′,k,k′(xˆ, yˆ), (4.24a)
φ2φ
†
1(xˆ, yˆ) =
+∞∑
q,q′,k,k′=−∞
hω; 2,1q,q′,k,k′ (xˆ, yˆ), (4.24b)
and with g
ω; 1,2,ai
q,q′,k,k′ and h
ω; 2,1,ai
q,q′,k,k′ the terms of the development of the quantities
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φ†1φ2(xˆ+ aˆ1, yˆ) = φ
†
1(xˆ, yˆ)Ω
′†
1;1(xˆ, yˆ)Ω
′
1;2(xˆ, yˆ)φ2(xˆ, yˆ) =
+∞∑
q,q′,k,k′=−∞
gω; 1,2,a1q,q′,k,k′(xˆ, yˆ),
(4.25a)
φ†1φ2(xˆ, yˆ + aˆ2) = φ
†
1(xˆ, yˆ)Ω
′†
2;1(xˆ, yˆ)Ω
′
2;2(xˆ, yˆ)φ2(xˆ, yˆ) =
+∞∑
q,q′,k,k′=−∞
gω; 1,2,a2q,q′,k,k′(xˆ, yˆ),
(4.25b)
φ2φ
†
1(xˆ+ aˆ1, yˆ) = Ω
′
1;2(xˆ, yˆ)φ2(xˆ, yˆ)φ
†
1(xˆ, yˆ)Ω
′†
1;1(xˆ, yˆ) =
+∞∑
q,q′,k,k′=−∞
hω; 2,1,a1q,q′,k,k′(xˆ, yˆ),
(4.25c)
φ2φ
†
1(xˆ, yˆ + aˆ2) = Ω
′
2;2(xˆ, yˆ)φ2(xˆ, yˆ)φ
†
1(xˆ, yˆ)Ω
′†
2;1(xˆ, yˆ) =
+∞∑
q,q′,k,k′=−∞
hω; 2,1,a2q,q′,k,k′(xˆ, yˆ),
(4.25d)
where Ω′i;j with i, j = 1, 2 indicates the Ω
′
i related to φj (cf. eqs. (4.18)).
We find that
gω; 1,2,a1q,q′,k,k′ (xˆ, yˆ) = g
ω; 1,2
q−q¯,q′−q¯′,k,k′ (xˆ, yˆ), (4.26a)
gω; 1,2,a2q,q′,k,k′ (xˆ, yˆ) = g
ω; 1,2
q,q′,k−k¯,k′−k¯′(xˆ, yˆ), (4.26b)
with q¯, q¯′, k¯, k¯′ ∈ Z, iff q¯, q¯′, k¯, k¯′ are null andRe(ωi;j(xi)) = Re(ωi;k(xi)), zˆi;j = zˆi;k.
As concerns φ2φ
†
1, considering the Lemma 4.1 and that the condition (D
∗
βα,1)
is met by hypothesis, we find that
hω; 2,1,a1q,q′,k,k′(xˆ, yˆ) = h
ω; 2,1
q−q¯,q′−q¯′,k,k′(xˆ, yˆ), (4.27a)
hω; 2,1,a2q,q′,k,k′(xˆ, yˆ) = h
ω; 2,1
q,q′,k−k¯,k′−k¯′(xˆ, yˆ) (4.27b)
iff q¯, q¯′, k¯, k¯′ are null andRe(ωi;j(xi)) = Re(ωi;k(xi)), zˆi;j = zˆi;k with ei2πτˆi = ±e.

16Let’s omit the explicit expression of gω; 1,2
q,q′,k,k′
, hω; 2,1
q,q′,k,k′
, g
ω; 1,2,ai
q,q′,k,k′
and h
ω; 2,1,ai
q,q′,k,k′
for want
of room.
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Futhermore, we will have that
Theorem 4.6. In the hypotheses above,
φ†1φ2, φ2φ
†
1 ∈ A ⇒ φ
†
1φ2, φ2φ
†
1 ∈ Aθnc .
Proof. It’s sufficient to retrace the proof of the Theorem 4.5 and note that,
taking as an example just the translation in xˆ of aˆ1 (the same is valid also for
the translation in yˆ of aˆ2), φ
†
1φ2(xˆ+ aˆ1, yˆ)
(
φ2φ
†
1(xˆ + aˆ1, yˆ)
)
can only be equal
to φ†1φ2(xˆ, yˆ)
(
φ2φ
†
1(xˆ, yˆ)
)
and not to φ†1φ2(xˆ + aˆ
′
1, yˆ)
(
φ2φ
†
1(xˆ + aˆ
′
1, yˆ)
)
with
(a′1, a
′
2) 6= (a1, a2) periods related to some T
′2
nc
6= T 2
nc
. 
We are now ready to analyze the conditions according to which 14FijF
ij ,(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ, yˆ) and (φ†1φ2 − φ
2
0)
2 can be represented biperiodic.
Theorem 4.7. Given (B∗nc
U(1)
, ρ) with (φ1, φ2) ∈ Frθ ×Frθ and
17
Ai(xˆ, yˆ) = A˜i(xˆ, yˆ) + εij
1
gaj
xˆj (4.28)
where A˜i(xˆ, yˆ) = ciφ˜2;iφ˜
†
1;i, with constant ci
18 and (φ˜1;i, φ˜2;i) ∈ Frθ , for
(a) 14FijF
ij we have that
(a.i) if ˆ˜zk;i 6= ˆ˜zk;j then
1
4FijF
ij ∈ A iff (φ˜1;i, φ˜2;i) ∈ F˜rθ ;1,
(a.ii) if ˆ˜zk;i = ˆ˜zk;j then
1
4FijF
ij ∈ Aθnc , while for
(b)
(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ, yˆ) we have that
(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ, yˆ) ∈ A iff (φi, φ˜j;k) ∈ Frθ ,
and eventually we have that
(c) (φ†1φ2 − φ
2
0)
2 ∈ A iff (φ1, φ2) ∈ Frθ .
Proof. As concerns the term 14FijF
ij , it’s sufficient to notice that, calculating
Fij according to the eq. (4.28), we obtain that
Fij(xˆ, yˆ) = −εij
θ
gaiaj
− ig[A˜i, A˜j ](xˆ, yˆ). (4.29)
Considering
[A˜i, A˜j ](xˆ, yˆ) =
+∞∑
q,q′,k,k′,r,r′,s,s′=−∞
A˜i,j
q,q′,k,k′
r,r′,s,s′
(xˆ, yˆ) (4.30)
17We can notice how the (4.28) are solutions of the (3.15): here the Ωµ’s are dependent
on λ and in the place of (3.15b), taking into account the (T2) (see Definition 4.4 and the
footnote 14), we have considered:
Ai(xˆ, yˆ + aˆ2) = Ω˜2;2,i(xˆ, yˆ)Ai(xˆ, yˆ)Ω˜
†
2;1,i(xˆ, yˆ) +
i
g
Ω˜2;2,i(xˆ, yˆ)∂ˆiΩ˜
†
2;1,i(xˆ, yˆ),
where Ω˜2;1,i (Ω˜2;2,i) indicates the Ω
′
2 related to φ˜1;i (φ˜2;i) (cf. eq. (4.18b)).
18Indicating with [M ] the dimension of the mass, in the system of natural units ~ = c = 1,
we have that ci have dimension [M ]−1/2.
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and
[A˜i, A˜j ](xˆ+ aˆ1, yˆ) =
+∞∑
q,q′,k,k′,r,r′,s,s′=−∞
A˜i,j; a1
q,q′,k,k′
r,r′,s,s′
(xˆ, yˆ), (4.31a)
[A˜i, A˜j ](xˆ, yˆ + aˆ2) =
+∞∑
q,q′,k,k′,r,r′,s,s′=−∞
A˜i,j; a2
q,q′,k,k′
r,r′,s,s′
(xˆ, yˆ), (4.31b)
if ˆ˜zk;i 6= ˆ˜zk;j then, taking into consideration the Lemma 4.1 with the hypothesis
that (φ˜1;i, φ˜2;i) ∈ Frθ , we find that
A˜i,j; a1
q,q′,k,k′
r,r′,s,s′
(xˆ, yˆ) =A˜i,j
q−q¯,q′−q¯′,k,k′
r−r¯,r′−r¯′,s,s′
(xˆ, yˆ), (4.32a)
A˜i,j; a2
q,q′,k,k′
r,r′,s,s′
(xˆ, yˆ) =A˜i,j
q,q′,k−k¯,k′−k¯′
r,r′,s−s¯,s′−s¯′
(xˆ, yˆ), (4.32b)
iff q¯, q¯′, r¯, r¯′ (k¯, k¯′, s¯, s¯′) are null and ei2πτˆi;j = ±e. On the other hand, in
the case in which ˆ˜zk;i = ˆ˜zk;j , we obtain that [A˜i, A˜j ](xˆ, yˆ) is null and so that
1
4FijF
ij ∈ Aθnc without any condition on e
i2πτˆi;j .
Calculating explicitly the quantities
(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ+ aˆ1, yˆ) and
(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ, yˆ + aˆ2),
we can easily notice that they are equal to
(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ, yˆ) iff (φi, φ˜j;k) ∈ Frθ .
In the end, the case (c) is obtained from the case (i) of the Theorem 4.5. 
In particular we have that
Theorem 4.8. In the hypotheses above,
(i) if 14FijF
ij ∈ A then 14FijF
ij ∈ Aθnc ,
(ii) if
(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ, yˆ) ∈ A then
(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ, yˆ) ∈ Aθnc ,
(iii) if (φ†1φ2 − φ
2
0)
2 ∈ A then (φ†1φ2 − φ
2
0)
2 ∈ Aθnc .
Proof. For the terms 14FijF
ij and
(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ, yˆ) it’s sufficient to note
respectively that [A˜i, A˜j ](xˆ+ aˆ1, yˆ)
(
[A˜i, A˜j ](xˆ, yˆ + aˆ2)
)
and
(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ+ aˆ1, yˆ)((
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ, yˆ + aˆ2)
)
can only be equal to [A˜i, A˜j ](xˆ, yˆ) and
(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ, yˆ)
and not to [A˜i, A˜j ](xˆ+ aˆ
′
1, yˆ)
(
[A˜i, A˜j ](xˆ, yˆ + aˆ
′
2)
)
and
(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ+ aˆ′1, yˆ)((
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ, yˆ + aˆ′2)
)
with (a′1, a
′
2) 6= (a1, a2) periods related to some T
′2
nc
6= T 2
nc
.
For the term (φ†1φ2 − φ
2
0)
2 it’s sufficient to consider the Theorem 4.6. 
To the Theorems 4.7 and 4.8 it follows that
Corollary 4.1. In the hypotheses above,
1
4FijF
ij ,
(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ, yˆ), (φ†1φ2 − φ
2
0)
2 ∈ A ⇒ E12 ∈ Aθnc .
Proof. It’s enough to notice that when the three quantities that make E12 belong
contemporarily to A (i.e. for (φi, φ˜j;k) ∈ Frθ (see Theorem 4.7)), they belong in
particular to Aθnc (see Theorem 4.8). 
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Thus, starting from (B∗nc
U(1)
, ρ) and F × F , we have that E has T 2
nc
as do-
main. In the refs. [13, 18], instead, the Corollary 4.1 does not hold, because
the belonging to A of the three addends does not imply the belonging of E
to Aθnc . In fact, they have that while
1
4FijF
ij belongs to A˜θnc related to T˜
2
nc
,(
(Dˆiφ)
†(Dˆiφ)
)
(xˆ, yˆ) and (φ†φ− φ20)
2 belong to Aθnc so that E /∈ A.
Thus, differently from the refs. [13, 18], we can define the following pair on which
E ∈ Aθnc is defined:
Definition 4.12. (Bnc
Frθ
, ρ) = (B∗ncU(1), ρ) with (φ1, φ2) ∈ Frθ ×Frθ and
Ai(xˆ, yˆ) = A˜i(xˆ, yˆ) + εij
1
gaj
xˆj (4.33)
where A˜i(xˆ, yˆ) = ciφ˜2;iφ˜
†
1;i with constant ci and (φi, φ˜j;k) ∈ Frθ .
4.1.3 Evaluation à la Bogomolny of E on T 2
nc
We will evaluate E12 at the point of Bogomolny for minimum-energy configura-
tions rewriting it à la Bogomolny.
Hereinafter, with kα1 , kβ2 (kα2 , kβ1) we will indicate respectively the coeffi-
cient of proportionality between 2α1(a1), 2β2(a2) (α2(a1)/3, β1(a2)/3) and rθ.
Let’s consider the following
Lemma 4.2. (hermitianity)
Given (B∗ncU(1), ρ), considering (φ1, φ2) ∈ Frθ ×Frθ , we have that
φ†1φ2 = φ
†
2φ1 or φ2φ
†
1 = φ1φ
†
2 iff φ1 = φ2.
Proof. It’s sufficient to consider that the terms gω; 1,2q,q′,k,k′(xˆ, yˆ, θ1ˆ) and h
ω; 2,1
q,q′,k,k′(xˆ, yˆ, θ1ˆ)
(see eqs. (4.24)) are such that
gω; 1,2q,q′,k,k′ (xˆ, yˆ) = g
ω; 2,1
q,q′,k,k′(xˆ, yˆ), (4.34a)
hω; 2,1q,q′,k,k′ (xˆ, yˆ) = h
ω; 1,2
q,q′,k,k′ (xˆ, yˆ) (4.34b)
iff φ1 = φ2. 
Let’s also consider the following
Lemma 4.3. Given (B∗ncU(1), ρ), considering (φ1, φ2) ∈ Frθ ×Frθ , we have that
φ†1φ2 = φ2φ
†
1 iff (φ1, φ2) ∈ F˜rθ;1.
Proof. It’s sufficient to consider the terms gω; 1,2q,q′,k,k′(xˆ, yˆ) and h
ω; 2,1
q,q′,k,k′(xˆ, yˆ) re-
spectively of the development of φ†1φ2 and φ2φ
†
1 (see eqs. (4.24)) and notice that
hω; 2,1q,q′,k,k′ (xˆ, yˆ) = e
∆(zˆi;j,τˆi;j)gω; 1,2q,q′,k,k′(xˆ, yˆ) (4.35)
28
with
∆(zˆi;j , τˆi;j) =2pi(q
′k2[τˆ2;2, zˆ1;1]− qk
′2[τˆ2;1, zˆ1;2, ]) + pi
2(q2k′2[τˆ1;2, τˆ2;1]− q
′2k2[τˆ1;1, τˆ2;2])+
+ 4(qk′[zˆ1;2, zˆ2;1]− q
′k[zˆ1;1, zˆ2;2]) + 2pi(q
2k′[τˆ1;2, zˆ2;1]− q
′2k[τˆ1;1, zˆ2;2])+
+ 2pi(q2q′[τˆ1;2, zˆ1;1]− q
′2q[τˆ1;1, zˆ1;2]) + 2pi(k
′k2[τˆ2;2, zˆ2;1]− k
′2k[τˆ2;1, zˆ2;2])+
− 4q′q[zˆ1;1, zˆ1;2]− 4k
′k[zˆ2;1, zˆ2;2]− pi
2q′2q2[τˆ1;1, τˆ1;2]− pi
2k′2k2[τˆ2;1, τˆ2;2],
(4.36)
from which we have to consider that, for i = k, [τˆi;j , τˆk;l] = 0. We have thus the
equality of hω; 2,1q,q′,k,k′ (xˆ, yˆ) with g
ω; 1,2
q,q′,k,k′(xˆ, yˆ) iff
19 (φ1, φ2) ∈ F˜rθ;1. 
remark 6. It’s interesting to notice that the equality between φ†1φ2 and φ2φ
†
1
though granted for T 2
c
, it is not for T 2
nc
: starting from F ×F , while for T 2
c
the
equality is obvious, for T 2
nc
we can see it is valid only if (φ1, φ2) ∈ F˜rθ;1.
Let’s consider now the following two Lemmas
Lemma 4.4. Given (Bnc
Frθ
, ρ),
E12 can be rewritten à la Bogomolny iff φ˜2;i = φ˜1;i and (φ1, φ2) ∈ F˜rθ;1.
Proof. The hypotheses of the Theorem 4.2 are met iff φ˜2;i = φ˜1;i and (φ1, φ2) ∈ F˜rθ;1.
In fact Ai is hermitian iff φ˜2;i = φ˜1;i (see Lemma 4.2) while Tr(φ
†
1φ2) = Tr(φ2φ
†
1)
and Tr(φ†1φ2)
2 = Tr(φ2φ
†
1)
2 iff φ†1φ2, φ2φ
†
1 ∈ A and so iff (φ1, φ2) ∈ F˜rθ;1 (see
Theorem 4.5): once φ†1φ2, φ2φ
†
1 ∈ A and that thus φ
†
1φ2, φ2φ
†
1 ∈ Aθ (see The-
orem 4.6), we have that Tr(φ†1φ2) = Tr(φ2φ
†
1) and Tr(φ
†
1φ2)
2 = Tr(φ2φ
†
1)
2 (see
Lemma 4.3). 
And moreover
Lemma 4.5. Given (B∗ncU(1), ρ) with (φ1, φ2) ∈ Frθ ×Frθ and φ
†
1φ2 hermitian,
we have that
Tr(φ†1φ2) = 0.
Proof. Let’s notice that, according to the hypotheses, φ†1φ2 ∈ Aθ (see the Lemma 4.2
and the case (i) of the Theorem 4.5).
19The request that [zˆi;j, zˆk;l] = 0 implies that [τˆi;j , zˆi;k] = [τˆi;k, zˆi;j ] and the equality to e
of the terms eπ[τˆi;j ,zˆk;l] with i 6= k: if [zˆi;j, zˆk;l] = 0 then, for i 6= k, e
π[τˆi;j,zˆk;l] = eπ[τˆ
′
k;l,zˆi;j ]
but, from the Lemma 4.1 with the hypothesis that φi ∈ Frθ , we have that e
π[τˆ ′k;l,zˆi;j ] is equal
to e.
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Indicating φ1 with φ (see the Lemma 4.2) and defining l = q
′ + q, l′ = q′ − q,
m = k′ + k, m′ = k′ − k, with q′, k′ indexes referred to φ†, we find that
φ†φ(xˆ, yˆ) =
+∞∑
l,l′,m,m′=−∞
g′ωl,l′,m,m′(xˆ, yˆ) (4.37)
where
g′ωl,l′,m,m′(xˆ, yˆ) = (−)
l+me
Ig
′
l,l′,m,m′
(zˆ1,zˆ2,τˆ1,τˆ2)eω
′
l,l′,m,m′
(x,y)eiπmm
′τˆ2+iπll
′τˆ1+2il
′zˆ1+2im
′zˆ2
(4.38)
with
Ig
′
l,l′,m,m′(zˆ1, zˆ2, τˆ1, τˆ2) =−
pi
2
l′(m2 +m′2)[τˆ2, zˆ1] +
pi2
4
ll′(m2 +m′2)[τˆ1, τˆ2] + 2l′(l +m)[zˆ1, zˆ2]+
+ pil′l(l +m)[τˆ1, zˆ2]−
pi
3
l′3[τˆ1, zˆ1]−
pi
3
m′3[τˆ2, zˆ2],
(4.39)
and ω′l,l′,m,m′(x, y) = ω
′
l,l′(x/a1, ω1(a1)) + ω
′
m,m′(y/a2, ω2(a2)) with
ω′l,l′(x/a1, ω1(a1)) = 2π Im(ω1(a1))
(( x
a1
+l
) x
a1
+
(l′2 + l2)
4
)
+2πi Re(ω1(a1))l
′
( x
a1
+
l
2
)
.
(4.40)
Now, according to the hypothesis, αi’s and βi’s meet the (D
∗
βα,1) so that
[zˆ1, zˆ2] = 0 and then, considering what we stated in the footnote 19, we have that
e−
π
2 l
′(m2+m′2)[τˆ2,zˆ1] = (eπ[τˆ
′
1,zˆ2])−
l′(m2+m′2)
2 = e (4.41a)
e
π2
4 ll
′(m2+m′2)[τˆ1,τˆ2] = (eπ[τˆ
′
2,τˆ
′
1])π
ll′(m2+m′2)
4 = e, (4.41b)
eπl
′l(l+m)[τˆ1,zˆ2] = (eπ[τˆ
′
2,zˆ1])l
′l(1+m) = e. (4.41c)
Taking into account (4.41), we have that
ρ(g′ωl,l′,m,m′(xˆ, yˆ)) = G
′ω
l,l′,m′(x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1))G
′ω
m,m′,l′(y/a2, θ, kβ2 , kβ1 ,−kα1 , ω2(a2))
(4.42)
with
G′ωl,l′,m′(x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1)) = (−)
leRe(ω
′
l,l′
(x/a1,ω1(a1)))ei
π
2 ll
′
(
kα1rθ+2Re(ω1(a1))
)
e
iKω
l′,m′
(kα1 ,kα2 ,kβ2 ,ω1(a1))
x
a1
(4.43)
where
Kωl′,m′(kα1 , kα2 , kβ2 , ω1(a1)) = pi
(
2l′ Re(ω1(a1))+
pi
2
m′3kα2kβ2r
2
θθ+(l
′kα1+6m
′kα2)rθ
)
.
(4.44)
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Now, considering that ρ(φ†1φ2(xˆ, yˆ)) is a continuos function (see Remark 5),
we can invoke Fubini’s Theorem and conclude that
∫
T 2
ρ(φ†1φ2(xˆ, yˆ)) is null if∫ a1
0
ρy(φ
†
1φ2)(x) dx (
∫ a2
0
ρx(φ
†
1φ2)(y) dy) is null, where ρy(φ
†
1φ2)(x) = ρ(φ
†
1φ2(xˆ, yˆ))
(ρx(φ
†
1φ2)(y) = ρ(φ
†
1φ2(xˆ, yˆ))). We will show thus that
∫ a1
0 ρy(φ
†
1φ2)(x) dx is
null (analogous demonstration holds for
∫ a2
0
ρx(φ
†
1φ2)(y) dy). Considering that
ρ(φ†1φ2(xˆ, yˆ)) converges uniformly (see Remark 5), we can integrate term to
term and have that
∫ a1
0
ρy(φ
†
1φ2)(x) dx =
+∞∑
l,l′,m,m′=−∞
G′ωm,m′,l′(y/a2, θ, kβ2 , kβ1 ,−kα1 , ω2(a2))
∫ a1
0
G′ωl,l′,m′(x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1))dx
(4.45)
where
∫ a1
0
G′ωl,l′,m′ (x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1)) = Al,l′,m′
(
erf
(2pi l Im(ω1(a1)) + iKωl′,m′
2
√
2pi|Im(ω1(a1))|
)
−erf
( 2pi(l + 2) Im(ω1(a1)) + iKωl′,m′
2
√
2pi|Im(ω1(a1))|
))
(4.46)
with
Al,l′,m′ =
(−)la1
2
√
2|Im(ω1(a1))|
e
(Kω
l′,m′
)2
8π Im(ω1(a1))
+π2 l
′2 Im(ω1(a1))e
i l2 (πl
′kα1rθ+2πl
′ Re(ω1(a1))−Kω;xl′,m′).
(4.47)
Considering that e
π2
3 m
′3[τˆ2,τˆ
′
2]+6πm
′kα2rθ is equal to e (see Lemma 4.1 and Corol-
lary 4.1.1), we can easily get that
∫ a1
0
ρy(φ
†
1φ2)(x) dx is null. 
We are ready to evaluate E12.
Theorem 4.9. Given (Bnc
Frθ
, ρ) with Ai and φ
†
1φ2 hermitian and (φ1, φ2) ∈ F˜rθ ;1,
at the point of Bogomolny (i.e. λ = g2/2) we have that
E12 =
g2φ40
2
a1a2 +
θ2
c
2g2r2
θ
a1a2
. (4.48)
Proof. The (4.48) is obtained rewriting E12 à la Bogomolny (see Lemma 4.4)
that, taking into account that here [A˜i, A˜j ](xˆ, yˆ) = 0 and φ
†
1φ2 = φ2φ
†
1, takes
the following form
E12 = Tr
(
1
2
(Dˆiφ1 − iεijDˆjφ1)
†(Dˆiφ2 − iεijDˆjφ2) +
g2
2
(φ2φ
†
1)
2 −
(
g2φ20 −
θ
a1a2
)
φ2φ
†
1 +
g2φ40
2
+
θ2
2g2a21a
2
2
+
+
i
2
εij
(
∂ˆi(φ
†
1Dˆjφ2)− ∂ˆj(φ
†
1Dˆiφ2)
))
.
(4.49)
Now, Tr(φ2φ
†
1) is null (see Lemma 4.3 and 4.5) and we can show that Tr
(
∂ˆi(φ
†
1Dˆjφ2)− ∂ˆj(φ
†
1Dˆiφ2)
)
,
Tr
(
(Dˆiφ1)
†(Dˆiφ2)
)
, Tr
(
εij(Dˆiφ1)
†(Dˆjφ2)
)
and Tr((φ2φ
†
1)
2) are null (the de-
tailed calculation of E12 is given in the Appendix B). 
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remark 7. We can notice how here, differently from [1, 3, 13, 18, 22], the quanti-
ties Tr
(
(Dˆiφ1)
†(Dˆiφ2)
)
, Tr
(
εij(Dˆiφ1)
†(Dˆjφ2)
)
, Tr((φ2φ
†
1)
2) and Tr(φ2φ
†
1) can-
not be but null. Therefore in this context, to find minimum-energy configura-
tions, it is not necessary to resolve a system of two equations like the follow-
ing20(see eq. (4.49))
Dˆiφ− iεijDˆjφ = 0, (4.50a)
g2
2
(φφ†)2 −
(
g2φ20 −
θ
a1a2
)
φφ† = 0. (4.50b)
4.2 Influence of θ on the observables
We will proceed now with the analysis of the influence of θ on the observables.
We start noting that no θ-depending scaled gauge charge g˜ is expected here. In
the refs. [13, 18], considering AΩi , i.e. a generic gauge transformation Ω of Ai, it
was noted how such quantity was equal to the sum of A˜Ωi characterized by g˜
and by an untrasformed linear field in the coordinates. Thus, it was inferred
that a gauge theory on a non-commutative torus, with non trivial boundary
conditions as the (3.14) and the (3.15), was equivalent to a gauge theory on T˜ 2
with periodic boundary conditions (in that context A˜i resulted periodic on T˜
2)
and with a gauge charge equal to g˜.
Here instead, considering the Ai defined by (4.28), we obtain that
AΩi (xˆ, yˆ) = Ω(xˆ, yˆ)A˜i(xˆ, yˆ)Ω
−1(xˆ, yˆ) + εij
1
gaj
xˆj . (4.51)
We have thus a A˜Ωi with a g˜ → ∞ that is not equal to any θ-depending scaled
gauge charge. As concerns the above equivalence (displayed in eq. (2.24) of
the ref. [18] and in eq. (3.18) of the ref. [13]), we have to admit that it can-
not hold since a gauge theory with periodic boundary conditions implies that(
(Dˆiφ1)
†(Dˆiφ2)
)
(xˆ, yˆ) /∈ Aθnc .
We will deal now with the flux of the magnetic field F , i.e.F = TrF12, for
generic n. In this regard, we consider the following subset of Frθ
Definition 4.13.Frθ ;n = {φ : φ ∈ Frθ such that αi(x) = nα¯i(x) and βi(y) = nβ¯i(y)
with α¯i(x), β¯i(y)’s relative to some φ¯ ∈ Frθ}.
We can easily realize that, calling Ω¯i the Ωi’s relative to φ¯, the Ω
′
1(Ω
′
2) of
φ ∈ Frθ ;n is equal to Ω¯
n
1 (Ω¯
n
2 ) modulo a gauge transformation. We show that
Theorem 4.10. Given (Bnc
Frθ
, ρ), we have that
F = −
1
rθ
θ
c
g
. (4.52)
20We can notice how the system (4.50) is not the usual one of the two BPS eqs because
while the (4.50a) is the I BPS eq, the (4.50b) is, instead, different from II BPS eq.
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Proof. It’s sufficient to consider the eq. (4.29) with the fact that by hypothesis
[A˜i, A˜j ](xˆ, yˆ) = 0 and that rθ is by definition equal to θc/θnc. 
In particular we have that the eq. (4.52) holds even if we consider the φ of
(Bnc
Frθ
, ρ) belonging to Frθ ;n. Thus, we can notice how here differently from the
refs. [1, 3, 10, 13, 18, 22] there is no dependence of F on n and so the quantization
of the color-electric charge qe does not depend on n but on rθ that belongs to Q
(see Definition 4.12).
remark 8. It’s interesting to notice that, if instead of the (4.33), we put
Ai(xˆ, yˆ) = A˜i(xˆ, yˆ) + εij
n
gaj
xˆj (4.53)
with A˜i(xˆ, yˆ) = ciφ˜2;iφ˜
†
1;i and φ˜j;i ∈ Frθ ;n, though we would obtain that F
is dependent on n, i.e. F = n(n− 2)θ/g, in any case the (3.15) would not be
satisfied and so such ansatz could not be taken into consideration.
We have thus that
Corollary 4.10.1. Given (Bnc
Frθ
, ρ), we have that
qe =
1
rθg
. (4.54)

Now, we will deal with E12 (cf. eq. (4.48)). In this regard, we can notice
how the Theorem 4.9 holds in particular also φi ∈ Frθ ;n. We are thus in the
presence of a lower limit of energy at the point of Bogomolny whose quantization,
as for qe, depends on rθ and it is such that E → +∞ for a1, a2 → +∞. In the
refs. [1, 3, 10, 13, 18, 22], instead, such limit depended exclusively on n.
We will analyze now the influence of θ on the masses of the particle spectrum.
In this regard, we find that
Theorem 4.11. Given (Bnc
Frθ
, ρ) with L defined by (1.1), λ > 0, ci > 0, Ai
and φ†1φ2 hermitian and (φ1, φ2) ∈ F˜rθ ;0, denoting by H and Ξ the fields of the
perturbative expansion of φ†1φ2 around the vacuum, we have that
mH =
√( 1
a21
− 2µ2
)
cos(ϑ(rθ)), mΞ =
1
a1
√
sin(ϑ(rθ)), for 0 ≤ ϑ(rθ) <
pi
2
,
(4.55a)
mH = 0, mΞ =
√( 1
a21
− 2µ2
)
, for ϑ(rθ) =
pi
2
, (4.55b)
mH =
√
−
cos(ϑ(rθ))
a1a2
(a1
a2
+
a2
a1
)
, mΞ =
√(
1
a1a2
(a1
a2
+
a2
a1
)
− 2µ2
)
sin(ϑ(rθ)), for
pi
2
< ϑ(rθ) < pi,
(4.55c)
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mH = mΞ = 0 for ϑ(rθ) = pi ≤ ϑ(rθ) ≤
3
2
pi, (4.55d)
mH =
√(
1
a1a2
(a1
a2
+
a2
a1
)
− 2µ2
)
cos(ϑ(rθ)), mΞ =
√
−
sin(ϑ(rθ))
a1a2
(a1
a2
+
a2
a1
)
, for
3
2
pi < ϑ(rθ) < 2pi,
(4.55e)
and
mA˜1 = 0, mA˜2 =
√
−
2gc2µ2
a1λ
cos(ϑ(rθ)) for 0 ≤ ϑ(rθ) <
pi
2
, (4.56a)
mA˜1 =
√
2gc1µ2
a2λ
cos(ϑ(rθ)), mA˜2 =
√
−
2gc2µ2
a1λ
sin(ϑ(rθ)) for
pi
2
≤ ϑ(rθ) < pi,
(4.56b)
mA˜i = 0 for ϑ(rθ) = pi ≤ ϑ(rθ) ≤
3
2
pi, (4.56c)
mA˜1 =
√
2gc1µ2
a2λ
sin(ϑ(rθ)), mA˜2 =
√
−
2gc2µ2
a1λ
cos(ϑ(rθ)) for
3
2
pi < ϑ(rθ) < 2pi,
(4.56d)
with mH and mΞ the masses of the scalar fields H and Ξ, mA˜i the masses of the
vectorial fields A˜i, µ
2 = −
(∑
i
1
a2i
+ 2φ20λ
)
and
ϑ(rθ) =
π
2
(
kα1rθ + 2Re(ω1(a1))
)
+
π
2
(
kβ2rθ + 2Re(ω2(a2))
)
. (4.57)
Proof. Indicating φ1 and φ2 with φ (see the Lemma 4.2), we start noting that
ρ((φ†φ)(xˆ, yˆ)) can be rewritten as
ρ((φ†φ)(xˆ, yˆ)) = cos(ϑ(rθ))Φ21(x, y, rθ, ω1(a1), ω2(a2))+sin(ϑ(rθ))Φ
2
2(x, y, rθ, ω1(a1), ω2(a2))
(4.58)
where21
Φ2i (x, y, rθ, ω1(a1), ω2(a2)) =
+∞∑
l,l′,m,m′=−∞
(−)l+me
Re(ω′
l+1,l′+1
(x/a1,ω1(a1))+ω
′
m+1,m′+1
(y/a2,ω2(a2))) cos
(
ζωl,l′,m,m′ (rθ)+ϕ
ω
l′+1,m′+1(x, y, rθ)+δi2
pi
2
)
,
(4.59)
with
ζωl,l′,m,m′(rθ) =
pi
2
((
l(l′+1)+l′
)(
kα1rθ+2Re(ω1(a1))
)
+
(
m(m′+1)+m′
)(
kβ2rθ+2Re(ω2(a2))
))
,
(4.60)
ϕωl′,m′(x, y, rθ) = K
ω
l′,m′(kα1 , kα2 , kβ2 , ω1(a1))
x
a1
+Kωm′,l′(kβ2 , kβ1 ,−kα1 , ω2(a2))
y
a2
.
(4.61)
Now, considering that by hypothesis (φ1, φ2) ∈ F˜rθ;0, we obtain that
ρ
((
(Dˆiφ)
†(Dˆiφ)
)
(xˆ, yˆ)
)
= −
εijεij
2a2j
ρ([xˆj , [xˆj , φ
†φ]])+g2c2iρ(φ
†φ)(ρ(φ˜iφ˜
†
i ))
2+2gci
εij
aj
ρ(φ†φ)ρ(φ˜iφ˜
†
i )+
εijεij
a2j
ρ(φ†φ),
(4.62)
21Considering the Lemma 4.1 and the Corollary 4.1.1, we can show that Φ2i are biperiodic.
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and that
ρ(V (φ)) = −2λφ20ρ(φ
†φ) + λ(ρ(φ†φ))2 + λφ40. (4.63)
Considering thus the (4.58) and taking into consideration the term
εijεij
a2j
ρ(φ†φ)
in ρ
((
(Dˆiφ)
†(Dˆiφ)
)
(xˆ, yˆ)
)
, for Higgs mechanism we will consider the following
potential
ρ(V ′(φ)) = µ2
(
cos(ϑ(rθ))Φ
2
1+sin(ϑ(rθ))Φ
2
2
)
+λ
(
cos(ϑ(rθ))Φ
2
1+sin(ϑ(rθ))Φ
2
2
)2
+
1
4λ
(
µ2+
∑
i
1
a2i
)2
(4.64)
with µ2 = −
(∑
i
1
a2i
+ 2φ20λ
)
, whose critical points are obtained from the follow-
ing equations
∂ρ(V ′(φ))
∂Φ1
= 2Φ1 cos(ϑ(rθ))
(
µ2 + 2λ
(
Φ21 cos(ϑ(rθ)) + Φ
2
2 sin(ϑ(rθ))
))
, (4.65a)
∂ρ(V ′(φ))
∂Φ2
= 2Φ2 sin(ϑ(rθ))
(
µ2 + 2λ
(
Φ21 cos(ϑ(rθ)) + Φ
2
2 sin(ϑ(rθ))
))
. (4.65b)
For the case 0 < ϑ(rθ) <
π
2 , taking into consideration the eqs. (4.65) and consid-
ering a neighbourhood of the originO so thatΦ2i (x, y, rθ) ≥ 0 for any 0 ≤ ϑ(rθ) ≤ 2π,
we can show that the symmetry breaking typical of Higgs mechanism can happen
around the vacuum Φ1 =
1√
2
Φ0 andΦ2 = 0 withΦ0 > 0 and µ
2 = −λ cos(ϑ(rθ))Φ
2
0.
We will indicate with ρ((φ†φ)′(xˆ, yˆ)) the expansion of ρ((φ†φ)(xˆ, yˆ)) around
Φ1 =
1√
2
Φ0 and Φ2 = 0 in terms of the fields H and Ξ, i.e.
ρ((φ†φ)′(xˆ, yˆ)) =
1
2
Φ20 cos(ϑ(rθ))+Φ0 cos(ϑ(rθ))H(x, y)+
1
2
cos(ϑ(rθ))H
2(x, y)+
1
2
sin(ϑ(rθ))Ξ
2(x, y).
(4.66)
Let’s calculate now the mA˜i . In this regard, from the (4.62) let’s consider the
quantity
g2c2i ρ(φ
†φ)(ρ(φ˜iφ˜
†
i ))
2 + 2gci
εij
aj
ρ(φ†φ)ρ(φ˜iφ˜
†
i ) (4.67)
and instead of ρ(φ†φ(xˆ, yˆ)) let’s insert the expansion ρ((φ†φ)′(xˆ, yˆ)). We will
obtain thus that such quantity is equal to
εij
aj
gciΦ
2
0 cos(ϑ(rθ))ρ(φ˜iφ˜
†
i ) +
g2c2i
2
Φ20 cos(ϑ(rθ))(ρ(φ˜iφ˜
†
i ))
2 + 2
εij
aj
gciΦ0 cos(ϑ(rθ))ρ(φ˜iφ˜
†
i )H + g
2c2iΦ0 cos(ϑ(rθ))(ρ(φ˜i φ˜
†
i ))
2H+
+
εij
aj
gci cos(ϑ(rθ))ρ(φ˜iφ˜
†
i )H
2 +
g2c2i
2
cos(ϑ(rθ))(ρ(φ˜iφ˜
†
i ))
2H2 +
εij
aj
gci sin(ϑ(rθ))ρ(φ˜iφ˜
†
i )Ξ
2 +
g2c2i
2
sin(ϑ(rθ))(ρ(φ˜iφ˜
†
i ))
2Ξ2.
(4.68)
From the expansion (4.68) let’s isolate the first two addends defining
ρ(V˜ (φ˜i)) =
εij
aj
gciΦ
2
0 cos(ϑ(rθ))ρ(φ˜iφ˜
†
i ) +
g2c2i
2
Φ20 cos(ϑ(rθ))(ρ(φ˜iφ˜
†
i ))
2. (4.69)
ThemA˜i will be obtained from the symmetry breaking of the potential ρ(V˜ (φ˜i)).
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Considering that φ˜iφ˜
†
i = φ˜
†
i φ˜i (see Lemma 4.3) and taking into consideration
the eq. (4.58), we have that
ρ(φ˜iφ˜
†
i (xˆ, yˆ)) = cos(ϑ(rθ))Φ˜
2
1;i(x, y, rθ, ω˜1;i(a1), ω˜2;i(a2))+sin(ϑ(rθ))Φ˜
2
2;i(x, y, rθ, ω˜1;i(a1), ω˜2;i(a2))
(4.70)
with Φ˜2j;i(x, y, rθ, ω˜1;i(a1), ω˜2;i(a2)) = Φ
2
j(x, y, rθ, ω˜1;i(a1), ω˜2;i(a2)). The critical
points of ρ(V˜ (φ˜i)) are obtained from the following equations
∂ρ(V˜ (φ˜i))
∂Φ˜1;i
= 2cigΦ
2
0 cos(ϑ(rθ))Φ˜1;i cos(ϑ(rθ))
(εij
aj
+ cig
(
Φ˜21;i cos(ϑ(rθ)) + Φ˜
2
2;i sin(ϑ(rθ))
))
,
(4.71a)
∂ρ(V˜ (φ˜i))
∂Φ˜2;i
= 2cigΦ
2
0 cos(ϑ(rθ))Φ˜2;i sin(ϑ(rθ))
(εij
aj
+ cig
(
Φ˜21;i cos(ϑ(rθ)) + Φ˜
2
2;i sin(ϑ(rθ))
))
.
(4.71b)
For 0 < ϑ(rθ) <
π
2 , taking into consideration the eqs. (4.71) and considering, as
for ρ(V ′(φ)), a neighbourhood of the origin O so that Φ˜2j;i(x, y, rθ) ≥ 0 for any
0 ≤ ϑ(rθ) ≤ 2π, we can show that while for ρ(V˜ (φ˜1)) a symmetry breaking can-
not occur, it is not the same for ρ(V˜ (φ˜2)). In fact such breaking can occur
around Φ˜1;2 =
1√
2
Φ˜0;2 and Φ˜2;2 = 0, with Φ˜0;2 > 0 and
2
a1
= gc2 cos(ϑ(rθ))Φ˜
2
0;2.
Inserting thus in ρ(V˜ (φ˜2)) the expansion ρ((φ˜
†
2φ˜2)
′(xˆ, yˆ)) of ρ((φ˜†2φ˜2)(xˆ, yˆ))
around Φ˜1;2 =
1√
2
Φ˜0;2 and Φ˜2;2 = 0 in terms of the fields H˜2 and Ξ˜2, i.e.
ρ((φ˜†2φ˜2)
′(xˆ, yˆ)) =
1
2
Φ˜20;2 cos(ϑ(rθ))+Φ˜0;2 cos(ϑ(rθ))H˜2(x, y)+
1
2
cos(ϑ(rθ))H˜
2
2 (x, y)+
1
2
sin(ϑ(rθ))Ξ˜
2
2(x, y),
(4.72)
we obtain
−
gc2µ
2
a1λ
cos(ϑ(rθ)) =
1
2
m2A˜2 . (4.73)
In the end, we obtain the mH and mΞ inserting ρ((φ
†φ)′(xˆ, yˆ)) in ρ(V ′(φ)) and
ρ((φ˜†2φ˜2)
′(xˆ, yˆ)) in the expansion (4.68). Thus we obtain that
(
µ2 −
1
2a21
)
cos(ϑ(rθ)) = −
1
2
m2
H
, (4.74a)
1
a21
sin(ϑ(rθ)) = m
2
Ξ
. (4.74b)
The other cases are obtained in a similar way. In the figure 3, ρ(V ′(φ)) is
shown for some values of ϑ(rθ). 
Now, considering the eq. (4.52), we obtain the following
Corollary 4.11.1. Given (Bnc
Frθ
, ρ) with L defined by (1.1), θ
nc
> 0, λ > 0,
ci > 0, Ai and φ
†
1φ2 hermitian and (φ1, φ2) ∈ F˜rθ ;0, considering g > 0 and the
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Figure 3: ρ(V ′(φ)) for some values of ϑ(rθ).
quantities (kα1 + kβ2)θc > 0 and ωR ≤ −1/2, with ωR =
∑2
i=1Re(ωi(ai)), in the
confined phase we have that
θ
c
(kα1 + kβ2)
g(1 + 2ωR)
< F <
θ
c
(kα1 + kβ2)
2g(ωR − 1)
for ωR < −1/2 , (4.75a)
F < −
θ
c
(kα1 + kβ2)
3g
for ωR = −1/2 . (4.75b)
Proof. Considering what already said in the Introduction, the eqs. (4.75) are
obtained from (4.52) and by the fact that the confined phase is characterized
by −π2 < ϑ(rθ) < π (see eqs. (4.55)). 
remark 9. Differently from [1, 3, 10, 13, 18, 22], the possibility to have a supe-
rior and an inferior limit is thus predicted for F . This is particularly interesting
in the phenomenology of Meissner effect. From our point of view, the espul-
sion of an external magnetic field B
ext
from inside a superconductor, typical of
such effect, ceases when ϑ(rθ) assumes values corresponding to a restoration of
the U(1) symmetry (see eqs. (4.55d)). In this regard, a novelty is noted: the
symmetry breaking of Higgs mechanism is thus determined by the belonging
or not of ϑ(rθ) to a specific interval of values and not, as usual, by the sign of
the constant µ2. And this, as ϑ(rθ) can vary in time (on the basis of what we
have just said about Meissner effect), implies particle spectrum whose masses
can vary in time in a quantized way and they are null when ϑ(rθ) takes values
outside a specific interval.
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In the end, a further novelty is the absence, in general, of a massless Gold-
stone boson: the expansion of ρ(V˜ (φ˜i)) around a minimum, together with the
usual one ρ(V ′(φ)) around one of its minima, leads to predict in general a non
null mass for such boson (see proof of the Theorem 4.11).
We have thus shown how, differently from refs. [13, 18], thanks to our ap-
proach to non-commutativity, E has a domain of definition. The analysis on the
domain of integration has led to define the pair (Bnc
Frθ
, ρ) (see Definition 4.12)
such that E ∈ Aθnc and, inter alia, to characterize e
iπθnc1ˆ as the generator of a
cyclic subgroup τrθ of U(1) (see Corollary 4.4.1).
Successively, for an appropriate choice of fields φ and Aµ, we have evaluated E
for λ = g2/2 rewriting it à la Bogomolny (see Theorem 4.9). In this regard, two
novelties have emerged: the first is that E depends only on rθ and on (a1, a2)
so that E → +∞ for a1, a2 → +∞ (in the refs. [1, 3, 10, 13, 18, 22], instead, it
depended only on the index n that labelled the homotopic classes of the fields φ
and Aµ) and the second is that the fields, in the hypothesis of the Theorem 4.9,
already appear like minimum energy configuration: therefore it is not necessary
to solve any equation system, even less a BPS one (see Remark 7) as it happens
for the refs. [1, 3, 13, 18, 22] instead. In particular, in such regard, we have
noticed how we cannot get back the II BPS eq as [A˜i, A˜j ](xˆ, yˆ) = 0.
Then we have moved on to deal with the influence of θ on the other observ-
ables of the model. No dependency of g from θ has been predicted as in the
refs. [13, 18].
We have found that F , and so the quantization and the sign of qe, depends
exclusively on rθ (see eq. (4.52) and eq. (4.54)) and not on n as in refs. [1, 3, 10,
13, 18, 22]. In the end, we have obtained a relation between the masses of the
particle spectrum, relative to the fields φ and Aµ, and ϑ(rθ) (see Theorem 4.11).
According to this relation, these masses can vary in time in a quantized way
just because ϑ(rθ) can vary in time (see Remark 9) and are null when ϑ(rθ) is
outside a specific interval: considering the (i) of the Corollary 4.4.1, we can also
say that the masses vary in time as the order of τrθ varies in time and are null
when such order is outside a specific interval.
As for the particle spectrum, we have found that the double U(1) symmetry
breaking regulated by rθ, one relative to the minima of ρ(V˜ (φ˜i)) and the other
due to the minima of ρ(V ′(φ)), has implied, in general, that also the usual mass-
less Goldstone boson acquired mass (see Theorem 4.11).
Let’s finish with a question: what gives stability to the vacuum of the theory
as this is not granted anymore by the belonging of such vacuum to a homotopic
class labelled by n, as we have already seen? From this point of view, we will
be able to answer after investigating the nature of rθ and its dynamics.
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5 Conclusions
The Tables 1 and 2 show the main differences between “Fock space approach”, as
it is dealt with in [13, 18], and the approach proposed here to non-commutativity.
We conclude with five considerations. The first concerns the fact that, without
any loss of generality, we could replace the usual commutative treatment of co-
ordinates with ours: in the ordinary calculations we can replace (x, y) ∈ R2 with
(xxˆ, yyˆ), with [xˆ, yˆ] = iθ1ˆ, and consider then the commutative case setting θ
not necessarily on zero (as in [13, 18]) but equal to an element of [0] \ {0} with
[0] ∈ R/2Z. In this way it will be interesting to evaluate the possible influence
of θ
c
, and then also of θ
nc
, on the observables in different models from the one
examined so far.
The second consideration is that here it is possible to predict, for the color-
electric charge of a quark, also fractional charges and not only therefore integer
ones as in refs. [1, 3, 10, 13, 18, 22].
The third consideration concerns energy at the point of Bogomolny for min-
imum configurations. Unlike the aforementioned references, here such energy
depends on global parameters of the manifold on which E is defined, i.e. the
periods (a1, a2), and it is not such that E < +∞ for a1, a2 → +∞. In other
words, in our case, it is not possible to consider the model on a plane.
The fourth concerns the masses of the particle spectrum. In fact, these
masses depend on rθ which in its turn may be non constant on time (still in a
non specified way). Thus, in general, we may conjecture that the dark matter
is not made up necessarily of unknown particles (here, among other things, it is
expected that even the usual Goldstone boson acquires mass). But it could also
be the ordinary matter whose particles have however mass values different from
the current ones.
Finally, the fifth and ultimate consideration concerns the open question on
the stability of the vacuum that, as we have seen, is no longer guaranteed by
topological instances (belonging or not of the vacuum to a homotopic class).
From our point of view, the question is: considering the eqs. (4.55) and (4.56),
how come is ϑ(rθ) “confined” in an interval of values that does not imply the
annulment of all the masses of the particle spectrum?
In the future, we plan to answer this question, by first studying the model
statics for energies with λ 6= g2/2 and then the multivortex dynamics (already
discussed in the commutative context on the T 2 in ref. [17]). In this regard, it
is interesting to check if also for λ 6= g2/2 it is possible, as here, to find the min-
imum configurations without solving any equation system but the TBC only,
and so to develop a multivortex dynamics starting from them (usually this dy-
namics is developed starting from GL or BPS eqs (see ref. [1])). At the moment,
the only useful indication about the dynamics comes from the fact that only the
parameter rθ can be considered time-dependent (see Remark 9).
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Coordinates Map
Translation ta in the
direction xˆ of a quantity a
[xˆ, yˆ] ∝ 1ˆ
Twist matrices
θ
Domain of E
dual superconductivity model
Weyl map
(x, y) 7→ (xˆ, yˆ)
ta : xˆ 7→ xˆ + a1ˆ
Arbitrary position
U1(xˆ, yˆ) = e
iπωL1yˆ , U2(xˆ, yˆ) = e
−iπωL2xˆ
with ω = 1
θπ
(1 − s(θ))
s(θ) =
√
1− 2piθn/L1L2, n ∈ Z
For T 2
c
, θ = 0 with θ ∈ R
For T 2
nc
, θ > 0
No domain:
(Dˆµφ)
†(Dˆµφ) and (φ†φ−φ20)
2 definedonT 2,
1
4FµνF
µν defined on T˜ 2,
with L˜i = s(θ)Li, L˜i periods of T˜ 2
Exponential mapping
p ∈ T 2 7→ (xˆ, yˆ) ≡ (xxˆ, yyˆ)
ta : xxˆ 7→ xxˆ + axˆ = (x + a)xˆ
A position that, for T 2
c
, can derive from the
property of cyclicity of ZN : if (Ω
(ab)
µ ,Ω
(ab)
ν ) ∈ D
ℓ
βα
Zµν = [[Ωµ,Ων ]]⇔ [µˆ, νˆ]∝ 1ˆ and (Ω(ab)µ ,Ω(ab)ν )∈Dg
A position that can derive from the homogeneity of T 2
nc
For T 2
nc
, C ∩ Dβα 6= ∅ ⇔ [µˆ, νˆ] ∝ 1ˆ and D∗βα 6= ∅
For T 2
c
, (U1, U2) ≡ (Ωµ,Ων ) ∈ D
ℓ
βα,U(1)
∼D∗
βα,U(1)
Ω1(xˆ, yˆ) = e2πinβ1(y)yˆ, Ω2(xˆ, yˆ) = e2πinα2(x)xˆ
with n ∈ Z
For T 2
nc
, (Ωµ,Ων) ∈ D∗βα,U(1)
Ω1(xˆ, yˆ) = e2πinβ1(y)yˆe2πinα1(x)xˆ,
Ω2(xˆ, yˆ) = e2πinα2(x)xˆe2πinβ2(y)yˆ
Given BcU(1), e
iπθc1ˆ = e
where θc ∈ [0] \ {0} with [0] ∈ R/2Z
Given (B∗nc
U(1)
, ρ), eiπθnc1ˆ is the generator of a cyclic
subgroup τrθ of U(1) where rθ = θc/θnc ∈ Q
and θnc ∈ R \ [0] (see Corollary 4.4.1)
T 2
nc
Table 1: Differences between “Fock space approach”, as it is dealt with in [13, 18], and
the approach proposed here relatively to the non-commutative treatment of
space coordinates. The sets Dℓβα,U(1) and D
∗
βα,U(1) are the analogous for
U(1) respectively of Dℓβα and D
∗
βα.
On this aspect, it will be interesting to find the relation between rθ and the
metric that regulates the aforementioned multivortex dynamics. So, consider-
ing the eqs. (4.55) and (4.56), we will obtain relations between the masses and
such metric which could represent, more generally, the first step in the search
for a relation between mH0 (mass of Higgs) and c (speed of light).
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Gauge charge g
F
E, rewritten à la Bogomolny,
for λ = g2/2 and for
minimum configurations
Masses of the particle spec-
trum relative to φ and Aµ
dual superconductivity model
g˜ = s(θ)g
2πn
g
piφ20|n|
if the BPS system holds
No relation with θ
g
− 1rθ
θc
g
It can have an upper and a
lower limit (see Corollary 4.11.1)
g2φ40
2 a1a2 +
θ2
c
2g2r2θa1a2
in the hypotheses of the Theorem 4.9
Relation with θ according
to the eqs. (4.55) and (4.56)
Table 2: Differences between “Fock space approach”, as it is dealt with in [13, 18], and
the approach proposed here relatively to the influence of θ on the observables
of the dual superconductivity model.
Finally, from a mathematical point of view, it will be interesting to test the
validity of the Conjecture 3.1 at higher orders than the fifth one, by using the
computer aid and a calculation algorithm of (C-B-H-D) like the one illustrated
in [29]. If, at a certain order, such a conjecture does not hold, a condition can
be “captured” on [xˆ, yˆ] and we can already get from it the proportionality to 1ˆ
without having to consider the (3.3c) for T 2
nc
or the property of cyclicity of ZN
for T 2
c
(see Theorem 3.4).
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A Some calculations about φ(xˆ+aˆ1, yˆ) and φ(xˆ, yˆ + aˆ2)
We will report here the detail of the calculations of the equations (4.17).
Given a φ ∈ F , we have that
φ(xˆ+aˆ1, yˆ) =
∞∑
q,k=−∞
(−)q+keIq,k(zˆ1+piτˆ1,zˆ2+piτˆ
′
2,τˆ1,τˆ2)eωq,k(x+a1,y)e−ipiq
2τˆ1−ipik2τˆ2−2iqzˆ1−2iqpiτˆ1−2ikzˆ2−2ikpiτˆ ′2 ,
(A.1)
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where
Iq,k(zˆ1 + piτˆ1, zˆ2 + piτˆ
′
2, τˆ1, τˆ2) =− 2q(k + 1)[zˆ1, zˆ2]−
pi2
2
(q2 + 2q)k2[τˆ1, τˆ2] +
pi
3
q3[τˆ1, zˆ1]− pi(q
2 + 2q)(k + 1)[τˆ1, zˆ2]+
+ piqk2[τˆ2, zˆ1] +
pi
3
k3[τˆ2, zˆ2]− 2piq(k + 1)[zˆ1, τˆ
′
2] +
pi2
3
k3[τˆ2, τˆ
′
2].
However
φ(xˆ+aˆ1, yˆ) =
∞∑
q,k=−∞
(−)q+keIq,k(zˆ1+πτˆ1,zˆ2+πτˆ
′
2,τˆ1,τˆ2)eωq,k(x+a1,y)e−iπ(q+1)
2τˆ1−iπk2 τˆ2−2i(q+1)zˆ1−2ikzˆ2+2izˆ1+iπτˆ1−2ikπτˆ ′2 ,
(A.2)
so that
φ(xˆ + aˆ1, yˆ) = e
2izˆ1+iπτˆ1e2iπRe(ω1(x))+iπRe(ω1(a1))
∞∑
q,k=−∞
(−)q+keIq,k(zˆ1+πτˆ1,zˆ2+πτˆ
′
2,τˆ1,τˆ2)eI
′
q,k(zˆ1,zˆ2,τˆ1,τˆ2)eωq+1,k(x,y)
× e−iπ(q+1)
2τˆ1−iπk2 τˆ2−2i(q+1)zˆ1−2ikzˆ2−2ikπτˆ ′2
(A.3)
with
I ′q,k(zˆ1, zˆ2, τˆ1, τˆ2) = −2k[zˆ1, zˆ2]−
π2
2
k2[τˆ1, τˆ2]+πq(q+1)[τˆ1, zˆ1]−πk[τˆ1, zˆ2]+πk
2[τˆ2, zˆ1]−2πk[zˆ1, τˆ
′
2].
(A.4)
Now, considering that
Iq,k(zˆ1+piτˆ1, zˆ2+piτˆ
′
2, τˆ1, τˆ2)+I
′
q,k(zˆ1, zˆ2, τˆ1, τˆ2) = Iq+1,k(zˆ1, zˆ2, τˆ1, τˆ2)+2[zˆ1, zˆ2]−
pi
3
[τˆ1, zˆ1]+pi[τˆ1, zˆ2]−2pi(q(k+1)+k)[zˆ1, τˆ
′
2]+
pi2
3
k3[τˆ2, τˆ
′
2],
(A.5)
we obtain that
φ(xˆ+ aˆ1, yˆ) = Ω
′
1(xˆ, yˆ)
∞∑
q,k=−∞
e−2pi(q(k+1)+k)[zˆ1,τˆ
′
2]+
π2
3
k3[τˆ2,τˆ ′2]eIq+1,k(zˆ1,zˆ2,τˆ1,τˆ2)eωq+1,k(x,y)
× e−ipi(q+1)
2 τˆ1−ipik2τˆ2−2i(q+1)zˆ1−2ikzˆ2−2ikpiτˆ ′2
(A.6)
and so, taking into account the Lemma 4.1, we have that
φ(xˆ + aˆ1, yˆ) = Ω
′
1(xˆ, yˆ)
∞∑
q,k=−∞
fωq+1,k(xˆ, yˆ, θ1ˆ) = Ω
′
1(xˆ, yˆ)φ(xˆ, yˆ) (A.7)
iff ei
π
3 τˆ
′
2 = ±e.
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As concerns φ(xˆ, yˆ + aˆ2), proceeding in the same way, we obtain that
φ(xˆ, yˆ + aˆ2) = Ω
′
2(xˆ, yˆ)
∞∑
q,k=−∞
e4q[zˆ1,zˆ2]+2piq
2[τˆ1,zˆ2]+2piqk[zˆ2,τˆ ′1]+
π2
3
q3[τˆ1,τˆ ′1]eIq,k+1(zˆ1,zˆ2,τˆ1,τˆ2)eωq,k+1(x,y)
× e−ipiq
2τˆ1−ipi(k+1)2τˆ2−2iqzˆ1−2i(k+1)zˆ2−2iqpiτˆ ′1
(A.8)
and so, taking into account the Lemma 4.1, we have that
φ(xˆ, yˆ + aˆ2) = Ω
′
2(xˆ, yˆ)
∞∑
q,k=−∞
fωq,k+1(xˆ, yˆ, θ1ˆ) = Ω
′
2(xˆ, yˆ)φ(xˆ, yˆ) (A.9)
iff22 ei
π
3 τˆ
′
1 is equal to ±e and [zˆ1, zˆ2] = 0 .
B Some details about the terms in E rewritten
à la Bogomolny
Here is the detailed calculation of E12 rewritten à la Bogomolny in the hypothe-
ses of the Theorem 4.9.
Considering the (4.29), the Lemma (4.3) and that23 [A˜i, A˜j ](xˆ, yˆ) = 0, we
can easily see how the sum of the quantities (4.10b) and (4.10c) is null.
The Tr(φ2φ
†
1) is null (see Lemma 4.3 and 4.5) and as concerns the remaining
quantities (see eq. (4.49)), we show here their representation by ρ. The demon-
stration then that Tr
(
∂ˆi(φ
†
1Dˆjφ2)− ∂ˆj(φ
†
1Dˆiφ2)
)
, Tr
(
(Dˆiφ1)
†(Dˆiφ2)
)
, Tr
(
εij(Dˆiφ1)
†(Dˆjφ2)
)
and Tr((φ2φ
†
1)
2) are null, is analogous to the one of the Lemma 4.5.
For i2εij
(
∂ˆi(φ
†
1Dˆjφ2)− ∂ˆj(φ
†
1Dˆiφ2)
)
, we have that
∂ˆ1(φ
†Dˆ2φ)−∂ˆ2(φ†Dˆ1φ) =
i
a1
∂ˆ1(φ
†φ xˆ)+
i
a2
∂ˆ2(φ
†φ yˆ)−igc2∂ˆ1(φ†φ˜2φ˜
†
2φ)+igc1∂ˆ2(φ
†φ˜1φ˜
†
1φ).
(B.1)
We obtain that (see Remark 3)
ρ
( i
a1
∂ˆ1(φ
†φ xˆ) +
i
a2
∂ˆ2(φ
†φ yˆ)
)
=
iθ
a1a2
+∞∑
l,l′,m,m′=−∞
(
2 + ipirθ
(
ll′
kα1
2
+ (l′kα1 + 6m
′kα2)
x
a1
)
+ ipirθ
(
mm′
kβ2
2
+ (6l′kβ1 +m
′kβ2)
y
a2
))
×G′ωl,l′,m′ (x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1))G
′ω
m,m′ ,l′ (y/a2, θ, kβ2 , kβ1 ,−kα1 , ω2(a2))
(B.2)
22It is not necessary to impose ei2πτˆ1 = ±e as a further condition as if [zˆ1, zˆ2] = 0 then
[τˆ1, zˆ2] = [τˆ ′2, zˆ1] and so, considering the Lemma 4.1 and the condition e
i π
3
τˆ ′2 = ±e already
obtained from (A.6), we find that the quantity (eπ[τˆ1,zˆ2])2q
2
in (A.8) is equal to e.
23According to the hypotheses (φ˜k;i, φ˜l;j)∈ Frθ and so A˜
i,j
q,q′,k,k′
r,r′,s,s′
(xˆ, yˆ, θ1ˆ) is null (see eq. (4.30)).
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and that
ρ
(
ig∂ˆ2(φ
†
1φ˜1φ˜
†
1φ2(xˆ,yˆ)) − ig∂ˆ1(φ
†
1φ˜2φ˜
†
2φ2(xˆ, yˆ))
)
=
+∞∑
l,l′,m,m′,r,r′,s,s′=−∞
(
−
pigc1θc
a1
(
(mm′ + ss′)
kβ2
2
+
(
6(l′ + r′)kβ1 + (m
′ + s′)kβ2
) y
a2
)
× G˜′ωm,m′,l,l′,s,s′,r,r′ (y/a2, θ, kβ2 , kβ1 ,−kα1 , ω2(a2), ω˜2;1(a2))G˜
′ω
l,l′,m,m′,r,r′,s,′s′(x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1))+
+
pigc2θc
a2
(
(ll′ + rr′)
kα1
2
+
(
(l′ + r′)kα1 + 6(m
′ + s′)kα2
) x
a1
)
G˜′ωl,l′,m,m′,r,r′,s,′s′(x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1), ω˜1;2(a1))
× G˜′ωm,m′,l,l′,s,s′,r,r′ (y/a2, θ, kβ2 , kβ1 ,−kα1 , ω2(a2), ω˜2;2(a2))
)
(B.3)
with
G˜′ωl,l′,m,m′,r,r′,s,′s′(x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1)) = (−)
l+re
Re
(
ω′
r,r′
(x/a1,ω˜1;1(a1))+ω
′
l,l′
(x/a1,ω1(a1))
)
ei
π
2
(
ll′(kα1rθ+2Re(ω1(a1)))
)
× ei
π
2
(
rr′(kα1 rθ+2Re(ω˜1;i(a1)))
)
e
iK˜ω
l′,m,m′,r′,s,s′
x
a1
(B.4)
where
K˜ωl′,m,m′,r′,s,s′ (kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1)) = π
(
2l′ Re(ω1(a1))+2r
′ Re(ω˜1;1(a1))+
π
2
kα2kβ2r
2
θθ
(
m′3+3m′s′(m−s)+s′3)+((l′+r′)kα1+6(m′+s′)kα2)rθ
)
.
(B.5)
For the demonstration that Tr
(
∂ˆi(φ
†
1Dˆjφ2)− ∂ˆj(φ
†
1Dˆiφ2)
)
is null, it’s useful to
consider the (4.46) and that
∫ a1
0
G˜′ωl,l′,m,m′,r,r′,s,′s′ (x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1)) dx = (−1)
l+ra1A˜l,l′,m,m′,r,r′,s,s′ (kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1))
×
(
erf(bl,l′,m,m′ ,r,r′,s,s′(kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1)) − erf(bl+2,l′,m,m′,r+2,r′,s,s′ (kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1))
)
,
(B.6)
with
A˜l,l′,m,m′ ,r,r′,s,s′(kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1)) =
e
π
2
(
l′2 Im(ω1(a1))+r
′2 Im(ω˜1;1(a1))+(l−r)
2 Im(ω1(a1)) Im(ω˜1;1(a1))
Im(ω1(a1))+Im(ω˜1;1(a1))
+
(K˜ω
l′,m,m′,r′,s,s′
)2
4π2(Im(ω1(a1))+Im(ω˜1;1(a1)))
)
2
√
2(|Im(ω1(a1))|+ |Im(ω˜1;1(a1))|)
× e
i
2
(
πkα1rθ(ll
′+rr′)+2π(ll′ Re(ω1(a1))+rr
′Re(ω˜1;1(a1)))−K˜
ω
l′,m,m′,r′,s,s′
l Im(ω1(a1))+r Im(ω˜1;1(a1))
Im(ω1(a1))+Im(ω˜1;1(a1))
)
(B.7)
and
bl,l′,m,m′,r,r′,s,s′(kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1)) =
2π
(
l Im(ω1(a1)) + r Im(ω˜1;1(a1))
)
+ iK˜ωl′,m,m′,r′,s,s′
2
√
2π
(
|Im(ω1(a1))|+ |Im(ω˜1;1(a1))|
) .
(B.8)
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As concerns (Dˆiφ1)
†(Dˆiφ2) and εij(Dˆiφ1)†(Dˆjφ2), taking into account the (4.4)
and defining
al,l′,m′(x, kα1 , kα2) = rθ
(
ll′
kα1
2
+
(
l′kα1 + 6m
′kα2
) x
a1
)
, (B.9a)
bl′,m,m′(y, kβ1 , kβ2) = rθ
(
mm′
kβ2
2
+
(
6l′kβ1 +m
′kβ2
) y
a2
)
, (B.9b)
we obtain that
ρ
(
(Dˆiφ)
†(Dˆiφ)
)
(x, y) =
+∞∑
l,l′,m,m′=−∞
(
piθ
a21
(
1 + (1− piθ)bl′,m,m′(y, kβ1 , kβ2)−
pi
2
b2l′,m,m′ (y, kβ1 , kβ2 )θ
(
1−
pi
2
θ
))
+
+
piθ
a22
(
1− (1− piθ)al,l′,m′ (x, kα1 , kα2)−
pi
2
a2l,l′,m′ (x, kα1 , kα2)θ
(
1−
pi
2
θ
)))
G′ωl,l′,m′ (x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1))G
′ω
m,m′,l′ (y/a2, θ, kβ2 , kβ1 ,−kα1 , ω2(a2))+
+ 2g
+∞∑
l,l′,m,m′,r,r′,s,s′=−∞
(
c1
a2
Gˇ′ωl,l′,m,m′,r,r′,s,′s′ (x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1))Gˇ
′ω
m,m′,l,l′,s,s′,r,r′(y/a2, θ, kβ2 , kβ1 ,−kα1 , ω2(a2), ω˜2;1(a2))+
−
c2
a1
Gˇ′ωl,l′,m,m′,r,r′,s,′s′ (x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1), ω˜1;2(a1))Gˇ
′ω
m,m′ ,l,l′,s,s′,r,r′ (y/a2, θ, kβ2 , kβ1 ,−kα1 , ω2(a2), ω˜2;2(a2))
)
+
+ g2c2i
+∞∑
l,l′,m,m′,r,r′,s,s′,u,u′,v,v′=−∞
G˚′ωl,l′,m,m′,r,r′,s,′s′,u,u′,v,v′ (x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1), ω˜1;i(a1))G˚
′ω
m,m′,l,l′,s,s′,r,r′,v,v′ ,u,u′ (y/a2, θ, kβ2 , kβ1 ,−kα1 , ω2(a2), ω˜2;i(a2)),
(B.10)
and
εijρ((Dˆiφ)
†(Dˆjφ)(xˆ, yˆ)) =
iθ
a1a2
+∞∑
q,q′ ,k,k′=−∞
(
1 + ipial,l′,m′ (x, kα1 , kα2) + ipibl′,m,m′ (y, kβ1 , kβ2)
)
G′ωl,l′,m′ (x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1))
×G′ωm,m′,l′(y/a2, θ, kβ2 , kβ1 ,−kα1 , ω2(a2)) + pigθ
+∞∑
l,l′,m,m′,r,r′,s,s′=−∞
(
c2
a2
(al,l′,m′ + ar,r′,s′)(x, kα1 , kα2)Gˇ
′ω
l,l′,m,m′,r,r′,s,′s′(x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1), ω˜1;2(a1))
× Gˇ′ωm,m′,l,l′,s,s′,r,r′ (y/a2, θ, kβ2 , kβ1 ,−kα1 , ω2(a2), ω˜2;2(a2)) −
c1
a1
(bl′,m,m′ + br,r′,s′)(y, kβ1 , kβ2)Gˇ
′ω
l,l′,m,m′,r,r′,s,′s′(x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1))
× Gˇ′ωm,m′,l,l′,s,s′,r,r′ (y/a2, θ, kβ2 , kβ1 ,−kα1 , ω2(a2), ω˜2;1(a2))
)
(B.11)
where
Gˇ′ωl,l′,m,m′,r,r′,s,′s′ (x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1)) = (−)
l+re
Re
(
ω′
r,r′
(x/a1,ω˜1;1(a1))+ω
′
l,l′
(x/a1,ω1(a1))
)
ei
π
2
(
ll′(kα1 rθ+2Re(ω1(a1)))
)
× ei
π
2
(
rr′(kα1rθ+2Re(ω˜1;1(a1)))
)
e
iKˇω
l′,m,m′,r′,s,s′
x
a1 ,
(B.12a)
G˚′ωl,l′,m,m′,r,r′,s,′s′,u,u′,v,v′(x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1)) = (−)
l+r+ue
Re
(
ω′
l,l′
(x/a1,ω1(a1))+ω
′
r,r′
(x/a1,ω˜1;1(a1))+ω
′
u,u′
(x/a1,ω˜1;1(a1))
)
× ei
π
2
(
ll′(kα1rθ+2Re(ω1(a1)))+(rr
′+uu′)(kα1 rθ+2Re(ω˜1;1(a1)))
)
e
iK˚ω
l′,m,m′,r′,s,s′,u′,v,v′
x
a1 ,
(B.12b)
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with
Kˇωl′,m,m′,r′,s,s′(kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1)) = pi
(
2l′ Re(ω1(a1)) + 2r
′ Re(ω˜1;1(a1)) +
pi
4
kα2kβ2r
2
θθ
(
m′2(2m′ + 3s′)− s′(s′2 − 3(m − s)2)
)
+
+
(
(l′ + r′)kα1 + 6(m
′ + s′)kα2
)
rθ
)
,
(B.13a)
K˚ωl′,m,m′,r′,s,s′,u′,v,v′ (kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1)) = pi
(
2l′ Re(ω1(a1)) + 2(r
′ + u′)Re(ω˜1;1(a1)) +
pi
2
kα2kβ2r
2
θθ
(
m′3 + s′3 + v′3 + 3s′v′(s− v)+
+ 3m′(s′(m − s) + v′(m− v))
)
+
(
(l′ + r′ + u′)kα1 + 6(m
′ + s′ + v′)kα2
)
rθ
)
.
(B.13b)
This time to show that Tr
(
(Dˆiφ1)
†(Dˆiφ2)
)
and Tr
(
εij(Dˆiφ1)
†(Dˆjφ2)
)
are null,
apart from considering the eqs. (4.46) and (B.6), we have to consider that
∫ a1
0
G˚′ωl,l′,m,m′,r,r′,s,′s′,u,u′,v,v′(x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1)) dx = (−)
l+r+ua1A˚l,l′,m,m′ ,r,r′,s,s′,u,u′,v,v′(kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1))
×
(
erf(˚bl,l′,m,m′,r,r′,s,s′,u,u′,v,v′(kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1))− erf(˚bl+2,l′,m,m′,r+2,r′,s,s′,u+2,u′,v,v′ (kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1))
)
,
(B.14)
with A˚l,l′,m,m′,r,r′,s,s′,u,u′,v,v′(kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1)) equal to
e
(K˚ω
l′ ,m,m′,r′,s,s′,u′,v,v′
)2+4π2
(
((r−u)2+2(r′2+u′2))(Im(ω˜1;1(a1)))
2+((l−r)2+(l−u)2+2l′2+r′2+u′2) Im(ω˜1;1(a1)) Im(ω1(a1))+l
′2(Im(ω1(a1)))
2
)
8π
(
Im(ω1(a1))+2 Im(ω˜1;1(a1))
)
2
√
2(|Im(ω1(a1))|+ 2|Im(ω˜1;1(a1))|)
× e
i Im(ω1(a1))
2(|Im(ω1(a1))|+2|Im(ω˜1;1(a1))|)
(
πkα1rθ(ll
′+rr′+uu′)+2π(ll′ Re(ω1(a1))+(rr
′+uu′)Re(ω˜1;1(a1)))−lK˚
ω
l′,m,m′,r′,s,s′,u′,v,v′
)
× e
i Im(ω˜1;1(a1))
2(|Im(ω1(a1))|+2|Im(ω˜1;1(a1))|)
(
2πkα1rθ(ll
′+rr′+uu′)+4π(ll′ Re(ω1(a1))+(rr
′+uu′) Re(ω˜1;1(a1)))−(r+u)K˚
ω
l′,m,m′,r′,s,s′,u′,v,v′
)
(B.15)
and
b˚l,l′,m,m′,r,r′,s,s′,u,u′,v,v′(kα1 , kα2 , kβ2 , ω1(a1), ω˜1;1(a1)) =
2π
(
l Im(ω1(a1)) + (r + u) Im(ω˜1;1(a1))
)
+ iK˚ωl′,m,m′,r′,s,s′,u′,v,v′
2
√
2π
(
|Im(ω1(a1))|+ 2|Im(ω˜1;1(a1))|
) .
(B.16)
In the end, we obtain
ρ((φφ†)2(xˆ, yˆ)) =
+∞∑
l,l′,m,m′,r,r′,s,s′=−∞
G˜′ωl,l′,m,m′ ,r,r′,s,′s′(x/a1, θ, kα1 , kα2 , kβ2 , ω1(a1), ω1(a1))G˜
′ω
m,m′,l,l′,s,s′,r,r′(y/a2, θ, kβ2 , kβ1 ,−kα1 , ω2(a2), ω2(a2)).
(B.17)
For the demonstration that Tr((φ2φ
†
1)
2) is null, we can just consider the (B.6).
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