An algorithm was developed to obtain reconstructions from truncated projections by utilizing cross-correlation of a "knowledge set" of a priori nontruncated cross-sections with a similar structure. A cross-correlation matrix was constructed for the known set of cross-sectional images. The eigenvectors of this matrix form a set of orthogonal basis vectors for the reconstructed image. The basis set is optimal in the sense that the average of the differences between members of a given set of a priori images, and their truncated linear expansion for any basis set, is minimal for this particular basis set. A procedure for finding optimal basis vectors is fundamental for deriving the Karhunen-Loeve (K-L) transform. Therefore, one can represent an image not in the "knowledge set," but of similar structure by a linear combination of basis vectors corresponding to the larger eigenvalues; thus, the number of basis vectors is reduced to a number less than the total number of pixels. The projection of an image represented by this linear combination of basis vectors is a linear combination of projected basis vectors which are not necessarily orthogonal. A constrained least-squares method was used to evaluate the coefficients of this expansion by minimizing the sum of squares difference between the expansion and the projection measurements taking into account the distribution of coefficients over basis vectors. The constrained least-squares estimates of the coefficients were used in an expansion of the orthogonal basis to obtain the reconstructed image. The constrained solution has a reduced noise level in this inverse problem. It is shown that the reconstruction of truncated projections can be significantly improved over that of commonly used iterative reconstruction algorithms.
I. INTRODUCTION
The truncation problem due to a relatively small detector size is well known in single photon emission computed tomography (SPECT). The image projections are greatly truncated during transmission imaging of the chest by a threedetector SPECT system with fan-beam collimators [ 11. The truncation problem results in solving a rank deficient system of linear equations, which leads to reconstruction artifacts when common reconstruction algorithms are applied [2]- [7] .
In some reconstruction algorithms for truncated projections, the truncated projections were reconstructed by data extrapolation methods to "complete" the projections [SI-
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The research work presented in this manuscript was partially supported by NIH Grant RO1 HL39792 and Picker International 191. Another approach is to determine the solution with the information available by solving only the system of linear equations given by available truncated projections at a different view [IO] . Considering the pixel values as unknowns, a fully determined problem can be ill-conditioned. The singular value decomposition (SVD) method has been applied to obtain a solution to this ill-conditioned problem [11, 12] . It has been shown that accurate image reconstruction can be obtained with truncated projections, provided the projection model is accurate, that is, the coefficients in the linear equations model are accurate. However, this generalized inverse method by using SVD is very sensitive to model-mismatch and systematic errors in projections, due to the ill-conditioness of the problem. This paper describes a method to reconstruct the image from truncated projections by solving a system of linear equations, which is neither ill-conditioned or rank deficient (underdetermined). The system is better-conditioned by reducing the number of unknowns in the system of linear equations based on the fact that images of defined anatomical objects have similar forms. The unknowns are coefficients of a truncated basis vector expansion of the projected image, derived from the Karhunen-Loeve (K-L) transform. The leastsquare method is applied to find the unknowns, i.e., the coefficients of the K-L transform. Since a truncated basis expansion does not represent an image precisely, the leastsquares method can be unstable, especially in cases of existing model-mismatching and systematic error. To regularize this inverse problem, a constraint based on the distribution of the magnitude of the expansion coefficient is explored.
METHODS

A. Karhunen-Loeve Transform
Suppose one has a set {Xi} of n members of a "knowledge set" of images of similar structure, where each Xi has a dimension N. One wants to find an optimal orthonormal basis {v,, j=l, ..., N}, for {Xi}. In our development we will consider an approximation by using m basis vectors where r is the residual error. In order to find the optimal basis vectors { vj}, the residual norms must be minimized, that is 0-7803-4258-5/98/$10.00 0 1998 IEEEn (2) = vi R v j must be minimized. Here R is the correlation matrix for the given set. Next, we minimize the quadratic form ( 2 ) with constraint v . v . = 1 , It is known [14] that extremums of this quadratic form correspond to eigenvectors of the matrix R and that eigenvectors shou Id be chosen corresponding to the smaller eigenvalues of R that minimize (2). This procedure finds the optimal basis set in the sense that the average of the differences between members of (a given set of a priori images, and their truncated linear expansion for any basis set, is minimal for this particular basis set. This procedure is the foundation for deriving the Karhunein-Loeve (K-L) transform [ 131. Its basis vectors are often referred to as principal components. The Karhunen-Loeve transform has some important properties. One of them is that the eigenvalue A,, normalized by the number of images from a knowledge set, represents the average value of bf for the whole knowledge set ensemble, that is, Equations (3) and (4) are valid only for images from the "knowledge set," ancl the distribution property (4) for the magnitudes of the expansion coefficients is expected for each image of similar structure.
B. Application to hileconstruction
The K-L transform has found many applications in inverse problems [ 141. Let Z be a test image approximately represented as a truncated linear expansion of basis vectors using only those basis vectors corresponding to the largest eigenvalues: is the expansion in the projection space. In practice, one has acquired projections P(Z) and can generate projections of basis vectors ( P ( v j ) } . Because the generated projections of the basis vectors are no longer orthogonal, a linear least-squares method is used to find the coefficients j3, of the linear expansion. One can look at expression (3) from a different point of view. The first eigenvector, corresponding to the largest eigenvalue of the correlation matrix of the "knowledge set," can be considered as the average image over all images in the "knowledge set." The average of the expansion coefficients, excluding the first coefficient, for the "knowledge set" is zero. The corresponding eigenvalues are the standard deviations of distribution of expansion coefficients. For a the solution to inverse problem, the expansion coefficient magnitude should not be much larger than the corresponding standard deviation and the regularized solution should be biased towards the a priori estimate of the average image.
The coefficients of the expansion in (5) can be obtained by solving the following minimization problem mir2(1IP(I)-APlI2+Y. P*AP>,
where columns of the matrix A are P(vj) and y is the constraint parameter. The constrained linear inversion solution is
We use a QR decomposition method to find the solution in (8) . Once the coefficients p are estimated, the image is reconstructed by using (5).
RESULTS
A. Knowledge Set
We obtained approximately 1200 PET transmission images of actual patient data from the database of Emory Crawford Long Hospital. From this a "knowledge set" or imagefamily consisting of 64x64 cross-sectional images of 933 male and female patients of different ages were selected. Those not selected (approximately 150 patients) were excluded from the family or "knowledge set" in order to use them as test images. All cross-sectional images were reconstructed from PET transmission scans that were refined by removing truncated edges and reconstruction artifacts. Initially the PET images contained emission data. After removing emission data (of the heart), almost all cross-sections displayed a black hole on the left side, which corresponds to the left ventricle of the heart. Also, all images had a noisy inner circle. Figure 1 shows several images from the "knowledge set" to illustrate the similarities and differences between them. Figure 2 represents the eigenvalue spectrum of the largest 500 values, scaled logarithmically. The largest eigenvalue was approximately 20 times larger than the second one. This reflects the fact that all cross-sections had a similar structure. The successive eigenvalues decayed rapidly in the spectrum. This again reflects the fact that images of the "knowledge set" are similar. From the magnitudes of the eigenvalues, one can estimate relative residual errors of the truncation of the expansion by using property (4) . 
B. Computer Simulations
Computer simulations were used to demonstrate how the reconstructions were affected by severely truncated fan-beam projections. Test images of cross-sections had sizes that were larger than, the same as, and smaller than what is the typical, cross-sectional image defined by the first eigenvector of the correlation matrix.
Parameters of fan-beam projections such as the noncircular detector scanning orbit radii, the number of bins in the detector, and the number of views were taken from typical clinical patient data acquisitions. The number of detector bins was 56, the number of views was 120 (uniformly distributed from 0 to 2x) and the detector bin size was equal to the pixel size. The focal length was 65 cm and the typical value of orbit radius was 30 cm. Therefore, fan-beam projections were truncated by 40%.
The projection data were simulated by projecting a test image using a line-length weighted projector. We refer to these data as pseudo-projection data. The condition number and the spectrum of the singular values of matrix A in (7) showed that the problem in (7) was not ill-conditioned. The generalize inverse of A and the solution to the normal equation for the least-squares method gave the same results. Figures 4, 5, and 6 represent the reconstructions of test images with different sizes. Figure 4 shows the test images and reconstructions by ML-EM algorithm (50 iterations) from truncated projections. The ML-EM algorithm solved a system of a linear equations of 4096 unknowns. The system was illconditioned. Figure 5 displays reconstructions by nonconstrained (i.e., y = 0 in (7)) least-squares method and constrained method (with y = 1000). The constrained leastsquares method gave better results. Only 100 basis vectors were used in the reconstructions in Fig. 5 . In other words, there were 100 unknowns. The same studies were repeated with 500 basis vectors and the results are shown in Fig. 6 . It is observed that (5) 
C. Physical Jaszczak Phantom Study
The Jaszczak torso phantom was first scanned using a parallel collimator ancl a scanning line-source. Picker's PRISM 2000XP SPECT scanner was used. The reconstruction of one slice of the Jaszczak phantom from the nontruncated parallel collimator acquired transmission projections is shown in Fig. 8 .
This image can be considered a reference image. The phantom was scanned again, using a fan-beam collimator and a fixed linesource on a Picker PRISM 3000XP SPECT system. The fanbeam projections were severely truncated. The phantom image was very different from the images in the "knowledge set." Figure 9 represents the ML-EM reconstruction from severely truncated fan-beam projections. Figure 10 represents the solution via the proposed method and the same patient "knowledge set" as in the previous computer simulations. 
IV. DISCUSSION
Using a priori knowledge of imaging objects can help solve ill-conditioned inverse problems, as in the case of reconstruction from truncated projections. Computer simulations, where model mismatch and systematic errors do not exist, display good quality of reconstructed images. It is shown that the solution is not greatly sensitive to residual errors in the truncated expansion.
The situation is changed when one tries to obtain reconstruction from real projections where model mismatch and systematic errors exist. The Jaszczak phantom study shows that one can obtain a much better reconstruction than what is commonly done using iterative ML-EM algorithm. The reconstruction is not perfect. The reasons can be found in the 129-136, 1980. answer to: 1) how well a particular phantom approximates the projector P is in simulating the projection physics when projecting the eigenvectors (see Eq. (6)).
One can improve the reconstruction by using a "knowledge set" of images of the same position and size. This can be achieved by three methods: ') Some figure Of merit to choose a subset from the "knowledge set" according to the expected image. In the case of real patients, it can be age, sex, etc. 2) Transforming all images by rotating, translating, 131 G. L. Zeng and G. T. Gullberg, "A study of reconstruction
