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A-HYPERGEOMETRIC SERIES ASSOCIATED TO A LATTICE
POLYTOPE WITH A UNIQUE INTERIOR LATTICE POINT
ALAN ADOLPHSON AND STEVEN SPERBER
Abstract. We associate to lattice points a0, a1, . . . , aN in Z
n an A-hyper-
geometric series Φ(λ0, . . . , λN ) with integer coefficients. If a0 is the unique
interior lattice point of the convex hull of a1, . . . , aN , then for every prime
p 6= 2 the ratio Φ(λ)/Φ(λp) has a p-adic analytic continuation to a closed unit
polydisk minus a neighborhood of a hypersurface.
1. Introduction
Let a0, a1, . . . , aN ∈ Z
n and put aj = (aj1, . . . , ajn). For each j = 0, . . . , N , let
aˆj = (1, aj) ∈ Z
n+1 and put A = {aˆj}
N
j=0. We let x0, . . . , xn be the coordinates
on Rn+1, so that aˆj0 = 1 while aˆjk = ajk for k = 1, . . . , n. Let L be the module of
relations among the aˆj :
L =
{
l = (l0, . . . , lN ) ∈ Z
N+1 |
N∑
j=0
ljaˆj = 0
}
.
We consider the A-hypergeometric system with parameter −aˆ0. This is the system
of partial differential equations in variables λ0, . . . , λN consisting of the operators
l =
∏
li>0
(
∂
∂λi
)li
−
∏
li<0
(
∂
∂λi
)−li
for l ∈ L and the operators
Zi =
{∑N
j=0 ajiλj
∂
∂λj
+ a0i for i = 1, . . . , n,∑N
j=0 λj
∂
∂λj
+ 1 for i = 0.
Let L+ = {l ∈ L | li ≥ 0 for i = 1, . . . , N}. Taking v = (−1, 0, . . . , 0) in [7,
Eq. (3.36)] and applying [7, Proposition 3.4.13] shows that this system has a formal
solution λ−10 Φ(λ), where
(1.1) Φ(λ) =
∑
l∈L+
(−1)−l0(−l0)!
l1! · · · lN !
N∏
i=0
λlii .
Since
∑N
i=0 li = 0 for l ∈ L, we can rewrite this as
(1.2) Φ(λ) =
∑
l∈L+
(−1)
∑N
i=1
li(l1 + · · ·+ lN )!
l1! · · · lN !
N∏
i=1
(
λi
λ0
)li
,
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which shows that the coefficients of this series lie in Z. This implies that for each
prime number p, the series Φ(λ) converges p-adically on the set
D = {(λ0, . . . , λN ) ∈ Ω
N+1 | |λi/λ0| < 1 for i = 1, . . . , N},
(where Ω = completion of an algebraic closure of Qp) and Φ(λ) takes unit values
there. In particular, the ratio Φ(λ)/Φ(λp) is an analytic function on D and takes
unit values there.
Remark: Rewrite the series Φ(λ) according to powers of −λ0:
(1.3) Φ(λ) =
∞∑
k=0
( ∑
l1,...,lN∈Z≥0
l1aˆ1+···+lN aˆN=kaˆ0
(
k
l1, . . . , lN
)
λl11 · · ·λ
lN
N
)
(−λ0)
−k.
It is easy to see that the coefficient of (−λ0)
−k in this expression is the coefficient
of xka0 in the Laurent polynomial
(∑N
i=1 λix
ai
)k
. In particular, if a0 = 0, then
it is the constant term of this Laurent polynomial. The series Φ(λ) may thus be
specialized to the hypergeometric series considered in Samol and van Straten[8].
Define a truncation of Φ(λ) by
Φ1(λ) =
∑
l∈L+
l1+···+lN≤p−1
(−1)
∑N
i=1 li(l1 + · · ·+ lN )!
l1! · · · lN !
N∏
i=1
(
λi
λ0
)li
and let
D+ = {(λ0, . . . , λN ) | |λi/λ0| ≤ 1 for i = 1, . . . , N and |Φ1(λ)| = 1}.
Note that D+ properly contains D. Let ∆ be the convex hull of the set {a1, . . . , aN}.
Our main result is the following theorem.
Theorem 1.4. Suppose that a0 is the unique interior lattice point of ∆. Then for
every prime number p 6= 2 the ratio Φ(λ)/Φ(λp) extends to an analytic function
on D+.
Remark: If we specialize λ1, . . . , λN to elements of Ω of absolute value ≤ 1,
Equation (1.3) allows us to regard Φ as a function of t = −1/λ0 for |t| < 1. By
Theorem 1.4, this function of t continues analytically to the region where |t| ≤ 1 and
|Φ1(t)| = 1 (for p 6= 2). When λ1, . . . , λN ∈ Zp, this result on analytic continuation
was proved recently by Mellit and Vlasenko[6] for all primes p. We believe that the
restriction p 6= 2 in Theorem 1.4 is an artifact of our method and that that result
is in fact true for all p.
Example:(the Dwork family): Let N = n and let ai = (0, . . . , n, . . . , 0), where
the n occurs in the i-th position, for i = 1, . . . , n. Let a0 = (1, . . . , 1). Then
L+ = {(−nl, l, . . . , l, ) | l ∈ Z≥0}
and
Φ(λ) =
∞∑
l=0
(−1)nl(nl)!
(l!)n
(
λ1 · · ·λn
λn0
)l
.
Then Theorem 1.4 implies that for every prime p 6= 2 the ratio Φ(λ)/Φ(λp) extends
to an analytic function on D+. We note that J.-D. Yu[9] has given a treatment of
analytic continuation for the Dwork family using a more cohomological approach.
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In [5], Dwork gave a contraction mapping argument to prove p-adic analytic
continuation of a ratio G(λ)/G(λp) of normalized Bessel functions. In [2], we modi-
fied Dwork’s approach to avoid computations of p-adic cohomology for exponential
sums, which allowed us to greatly extend his analytic continuation result. The
proof we give here follows the method of [2].
Special values of the ratio Φ(λ)/Φ(λp) are related to a unit root of the zeta
function of the hypersurface
∑N
i=0 λix
a0 = 0. We hope to return to this connection
in a future article. We believe that the methods of this paper will extend to complete
intersections as well.
For the remainder of this paper we assume that p 6= 2. This hypothesis is needed
in Section 2 to define the endomorphism α∗ of the space S.
2. Contraction mapping
We begin by constructing a mapping β on a certain space of formal series whose
coefficients are p-adic analytic functions. The hypothesis that a0 is the unique
interior point of ∆ will imply that β is a contraction mapping.
Let Ω be the completion of an algebraic closure of Qp and put
R =
{
ξ(λ) =
∑
ν∈(Z≥0)N
cν
(
λ1
λ0
)ν1
· · ·
(
λN
λ0
)νN
| cν ∈ Ω and {|cν |}ν is bounded
}
Let R′ be the set of functions on D+ that are uniform limits of sequences of ra-
tional functions in the λi/λ0 that are defined on D+. The series in the ring R are
convergent and bounded on D and R′ is a subring of R. We define a norm on R by
setting
|ξ| = sup
λ∈D
|ξ(λ)|.
Note that for ξ ∈ R′ one has supλ∈D |ξ(λ)| = supλ∈D+ |ξ(λ)|. Both R and R
′ are
complete in this norm.
Let C be the real cone generated by the elements of A, let M = C ∩ZA, and let
M◦ ⊂M be the subset consisting of those points that do not lie on any face of C.
Let pip−1 = −p and let S be the Ω-vector space of formal series
S =
{
ξ(λ, x) =
∑
µ∈M◦
ξµ(λ)(piλ0)
−µ0x−µ | ξµ(λ) ∈ R and {|ξµ|}µ is bounded
}
.
Let S′ be defined analogously with the condition “ξµ(λ) ∈ R” being replaced by
“ξµ(λ) ∈ R
′”. Define a norm on S by setting
|ξ(λ, x)| = sup
µ
{|ξµ|}.
Both S and S′ are complete under this norm.
Define θ(t) = exp(pi(t− tp)) =
∑∞
i=0 bit
i. One has (Dwork[4, Section 4a)])
(2.1) ord bi ≥
i(p− 1)
p2
.
Let
F (λ, x) =
N∏
i=0
θ(λix
aˆi) =
∑
µ∈M
Bµ(λ)x
µ,
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where
Bµ(λ) =
∑
ν∈(Z≥0)N+1
B(µ)ν λ
ν
with
(2.2) B(µ)ν =
{∏N
i=0 bνi if
∑N
i=0 νiaˆi = µ,
0 if
∑N
i=0 νiaˆi 6= µ.
The equation
∑N
i=0 νiaˆi = µ has only finitely many solutions ν ∈ (Z≥0)
N+1, so
Bµ is a polynomial in the λi. Furthermore, all solutions of this equation satisfy∑N
i=0 νi = µ0, so Bµ is homogeneous of degree µ0. We thus have
(2.3) Bµ(λ0, . . . , λN ) = λ
µ0
0 Bµ(1, λ1/λ0, . . . , λN/λ0).
Let p˜i ∈ Ω satisfy ord p˜i = (p− 1)/p2.
Lemma 2.4. One has Bµ(1, λ1/λ0, . . . , λN/λ0) ∈ R
′ and
|Bµ(1, λ1/λ0, . . . , λN/λ0) ≤ |p˜i
µ0 |.
Proof. The first assertion is clear since Bµ is a polynomial. We have
Bµ(1, λ1/λ0, . . . , λN/λ0) =
∑
ν∈(Z≥0)N+1
B(µ)ν (λ1/λ0)
ν1 · · · (λN/λ0)
νN
Using (2.1) and (2.2) gives
ordB(µ)ν ≥
N∑
i=0
ord bνi ≥
N∑
i=0
νi(p− 1)
p2
= µ0
p− 1
p2
,
which implies the second assertion of the lemma. 
Using (2.3) we write
(2.5) F (λ, x) =
∑
µ∈M
Bµ(1, λ1/λ0, . . . , λN/λ0)λ
µ0
0 x
µ.
Let
ξ(λ, x) =
∑
ν∈M◦
ξν(λ)(piλ0)
−ν0x−ν ∈ S.
We claim that the product F (λ, x)ξ(λp, xp) is well-defined as a formal series in x.
Formally we have
F (λ, x)ξ(λp, xp) =
∑
ρ∈Zn+1
ζρ(λ)λ
−ρ0
0 x
−ρ,
where
(2.6) ζρ(λ) =
∑
µ∈M,ν∈M◦
µ−pν=−ρ
pi−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)ξν(λ
p).
By Lemma 2.4, we have
(2.7) |pi−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)ξν(λ
p)| ≤ |p˜iµ0pi−ν0 | · |ξ(λ, x)|.
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Since µ = pν − ρ, we have
ord p˜iµ0pi−ν0 = (pν0 − ρ0)
p− 1
p2
−
ν0
p− 1
= ν0
(
p− 1
p
−
1
p− 1
)
− ρ0
p− 1
p2
.(2.8)
Since (p− 1)/p− 1/(p− 1) > 0 (we are using here our hypothesis that p 6= 2), this
shows that p˜iµ0pi−ν0 → 0 as ν → ∞, so the series (2.6) converges to an element
of R. The same argument shows that if ξ(λ, x) ∈ S′, then the series (2.6) converges
to an element of R′.
Let γ◦ be the the truncation map
γ◦
( ∑
ρ∈Zn+1
ζρ(λ)λ
−ρ0
0 x
−ρ
)
=
∑
ρ∈M◦
ζρ(λ)λ
−ρ0
0 x
−ρ
and define for ξ(λ, x) ∈ S
α∗
(
ξ(λ, x)
)
= γ◦
(
F (λ, x)ξ(λp, xp)
)
=
∑
ρ∈M◦
ζρ(λ)λ
−ρ0
0 x
−ρ.
For ρ ∈M◦ put ηρ(λ) = pi
ρ0ζρ(λ), so that
(2.9) α∗(ξ(λ, x)) =
∑
ρ∈M◦
ηρ(λ)(piλ0)
−ρ0x−ρ
with (by (2.6))
(2.10) ηρ(λ) =
∑
µ∈M,ν∈M◦
µ−pν=−ρ
piρ0−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)ξν(λ
p).
Proposition 2.11. The map α∗ is an endomorphism of S and of S′, and for
ξ(λ, x) ∈ S we have
(2.12) |α∗(ξ(λ, x))| ≤ |p| · |ξ(λ, x)|.
Proof. By (2.9), the proposition follows from the estimate
|ηρ(λ)| ≤ |p| · |ξ(λ, x)| for all ρ ∈M
◦.
By (2.10), this estimate will follow from the estimate
(2.13) |piρ0−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)| ≤ |p|
for all µ ∈M , ν ∈M◦, µ− pν = −ρ.
Consider first the case µ0 ≤ 2p− 1. For 0 ≤ i ≤ p− 1 we have bi = pi
i/i!, hence
|bi| = |pi
i|. One checks easily that for p ≤ i ≤ 2p − 1 one has |bi| ≤ |pi
i|. This
implies by (2.2) that |Bµ(λ)| ≤ |pi
µ0 |, thus
|piρ0−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)| ≤ |pi
ρ0−ν0+µ0 |.
Since µ = pν − ρ we have ρ0 − ν0 + µ0 = (p− 1)ν0, so
(2.14) |piρ0−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)| ≤ |p|
ν0 .
Since ν0 ≥ 1 for ν ∈M
◦, Eq. (2.14) implies (2.13) for µ0 ≤ 2p− 1.
Now consider the case µ0 ≥ 2p. Lemma 2.4 implies that
(2.15) |piρ0−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)| ≤ |p˜i
µ0piρ0−ν0 |.
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We have (using µ = pν − ρ)
ord p˜iµ0piρ0−ν0 = (pν0 − ρ0)
p− 1
p2
+ (ρ0 − ν0)
1
p− 1
= ν0
(
p− 1
p
−
1
p− 1
)
+ ρ0
(
1
p− 1
−
p− 1
p2
)
.
Since ρ ∈ M◦ we have ρ0 ≥ 1, and since µ0 ≥ 2p and µ = pν − ρ we must have
ν0 ≥ 3. It follows that
(2.16)
ν0
(
p− 1
p
−
1
p− 1
)
+ρ0
(
1
p− 1
−
p− 1
p2
)
≥ 3
(
p− 1
p
−
1
p− 1
)
+
(
1
p− 1
−
p− 1
p2
)
.
This latter expression is > 1 for p ≥ 5, hence (2.15) implies (2.13) when µ0 ≥ 2p
and p ≥ 5.
Finally, suppose that p = 3 and µ0 ≥ 2p = 6. By explicitly computing bi, one
checks that |bi| = |pi
i| for i ≤ 8. This implies by (2.2) that |Bµ(λ)| ≤ |pi
µ0 | for
µ0 ≤ 8, so (2.14) holds in this case and we conclude as before that (2.13) holds
also. For i = 9, 10, one has |bi| = |pi
i−4|, so |Bµ(λ)| ≤ |pi
µ0−4| for µ0 = 9, 10. We
thus have
|piρ0−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)| ≤ |pi
ρ0−ν0+µ0−4|
for µ0 = 9, 10. Since µ = pν − ρ, this gives
|piρ0−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)| ≤ |3
ν0−2|.
For µ0 = 9, 10, µ = pν − ρ implies that ν0 ≥ 4, hence |3
ν0−2| ≤ |32| and (2.13)
holds. One computes that |b11| = |pi
9|, so |Bµ(λ)| ≤ |pi
9| for µ0 = 11. This gives
(using µ = pν − ρ)
|piρ0−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)| ≤ |3
ν0−1| = |33|
since ν0 ≥ 4 for µ0 = 11, so (2.13) holds in this case. Finally, if µ0 ≥ 12, then
µ = pν − ρ implies ν0 ≥ 5. When p = 3, the left-hand side of (2.16) is > 1 when
ν0 ≥ 5, so (2.15) implies (2.13) in this case. 
Remark: It follows from the proof of Proposition 2.11 that equality can hold
in (2.13) only if ν0 = 1. And since
piρ0−ν0Bµ(1, λ1/λ0, . . . , λN/λ0) ∈ Qp(pi, p˜i)[λ1/λ0, . . . , λN/λ0]
and Qp(pi, p˜i) is a discretely valued field, we conclude that there exists a rational
number C, 0 < C < 1, such that
(2.17) |piρ0−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)| ≤ C|p|
for all µ ∈M , ν ∈M◦, µ− pν = −ρ, with ν0 > 1.
Lemma 2.18. Suppose a0 is the unique interior lattice point of ∆. If ξaˆ0(λ) = 0,
then |α∗(ξ(λ, x))| ≤ C|p| · |ξ(λ, x)|.
Proof. Since a0 is the unique interior lattice point of ∆, the point ν = aˆ0 is the
unique element of M◦ with ν0 = 1. So for ν ∈ M
◦, ν 6= aˆ0, we have ν0 ≥ 2. The
assertion of the lemma then follows from (2.10) and (2.17). 
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We examine the polynomial B(p−1)aˆ0(λ) to determine its relation to Φ1(λ). Let
V =
{
v = (v0, . . . , vN ) ∈ (Z≥0)
N+1 |
N∑
i=0
viaˆi = (p− 1)aˆ0
}
.
From (2.2) we have
B(p−1)aˆ0(λ) =
∑
v∈V
( N∏
i=0
bvi
)
λv00 · · ·λ
vN
N .
For v ∈ V we have
∑N
i=0 vi = p− 1 so v0 = (p− 1)− v1 − · · · − vN . Furthermore,
vi ≤ p− 1 for all i so bvi = pi
vi/vi!. And since pi
p−1 = −p, this implies
B(p−1)aˆ0(λ) = −pλ
p−1
0
∑
v∈V
(λ1/λ0)
v1 · · · (λN/λ0)
vN
(p− 1− v1 − . . .− vN )!v1! · · · vN !
.
It follows that
p−1B(p−1)a0(1, λ1/λ0, . . . , λN/λ0) = −
∑
v∈V
(λ1/λ0)
v1 · · · (λN/λ0)
vN
(p− 1− v1 − . . .− vN )!v1! · · · vN !
,
a polynomial in the λi/λ0 with p-integral coefficients.
Lemma 2.19. Φ1(λ) ≡ p
−1B(p−1)a0(1, λ1/λ0, . . . , λN/λ0) (mod p).
Proof. The map (v0, . . . , vN ) 7→ (−v1 − · · · − vN , v1, . . . , vN ) is a one-to-one corre-
spondence from V to the elements l ∈ L+ satisfying l1 + · · · + lN ≤ p − 1. The
lemma then follows immediately from the congruence
−
1
(p− 1−m)!
≡ (−1)mm! (mod p) for 0 ≤ m ≤ p− 1,
which is implied by the congruence (p− 1)! ≡ −1 (mod p). 
Corollary 2.20. The polynomial B(p−1)a0(1, λ1/λ0, . . . , λN/λ0) is an invertible
element of R′ with |B(p−1)a0(1, λ1/λ0, . . . , λN/λ0)| = |p|.
Proof. The first assertion is an immediate consequence of Lemma 2.19. The asser-
tion about the norm follows from the fact that all the coefficients are divisible by p
and the constant term equals −p/(p− 1)!. 
Suppose that a0 is the unique interior lattice point of ∆, so that ν = aˆ0 is the
unique element of M◦ with ν0 = 1. From Equation (2.10) we have
ηaˆ0(λ) =
∑
µ∈M,ν∈M◦
µ=pν−aˆ0
pi1−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)ξν(λ
p)
= B(p−1)aˆ0(1, λ1/λ0, . . . , λN/λ0)ξaˆ0(λ
p)
+
∑
µ∈M,ν∈M◦
µ=pν−aˆ0
ν0≥2
pi1−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)ξν(λ
p).
(2.21)
Lemma 2.22. Suppose that a0 is the unique interior lattice point of ∆. If ξaˆ0(λ)
is an invertible element of R (resp. R′) and |ξaˆ0(λ)| = |ξ(λ, x)|, then ηaˆ0(λ) is also
an invertible element of R (resp. R′) and |η(λ, x)| = |ηaˆ0(λ)| = |p| · |ξaˆ0(λ)|.
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Proof. By Corollary 2.20 we have that B(p−1)aˆ0(1, λ1/λ0, . . . , λN/λ0)ξaˆ0(λ
p) is an
invertible element of norm |p| · |ξaˆ0(λ)|. By hypothesis, we have
|ξν(λ
p)| ≤ |ξaˆ0(λ)| for all ν ∈M
◦.
Equation (2.17) with ρ = aˆ0 gives
(2.23) |pi1−ν0Bµ(1, λ1/λ0, . . . , λN/λ0)| ≤ C|p|
for all µ ∈ M , ν ∈ M◦, µ − pν = −aˆ0, ν0 ≥ 2 and some constant C, 0 < C < 1.
Equation (2.21) then implies that ηaˆ0(λ) is invertible and that
|ηaˆ0(λ)| = |p| · |ξaˆ0(λ)|.
Equation (2.12) then implies that |η(λ, x)| = |p| · |ξaˆ0(λ)|. 
Suppose that a0 is the unique interior lattice point of ∆. Put
T = {ξ(λ, x) ∈ S | ξaˆ0(λ) = 1 and |ξ(λ, x)| = 1}
and put T ′ = T ∩ S′. It follows from Lemma 2.22 that if ξ(λ, x) ∈ T , then ηaˆ0(λ)
is invertible. We may thus define for ξ(λ, x) ∈ T
β(ξ(λ, x)) =
α∗(ξ(λ, x))
ηaˆ0(λ)
.
Lemma 2.22 also implies that ∣∣∣∣α∗(ξ(λ, x))ηaˆ0(λ)
∣∣∣∣ = 1,
so β(T ) ⊆ T . It is then clear that β(T ′) ⊆ T ′.
Proposition 2.24. Suppose that a0 is the unique interior lattice point of ∆. Then
the operator β is a contraction mapping on the complete metric space T . More
precisely, for C as in (2.17), if ξ(1)(λ, x), ξ(2)(λ, x) ∈ T , then
|β
(
ξ(1)(λ, x)
)
− β
(
ξ(2)(λ, x)
)
| ≤ C|ξ(1)(λ, x) − ξ(2)(λ, x)|.
Proof. We have (in the obvious notation)
β
(
ξ(1)(λ, x)
)
− β
(
ξ(2)(λ, x)
)
=
α∗
(
ξ(1)(λ, x)
)
η
(1)
aˆ0
(λ)
−
α∗
(
ξ(2)(λ, x)
)
η
(2)
aˆ0
(λ)
=
α∗
(
ξ(1)(λ, x) − ξ(2)(λ, x)
)
η
(1)
aˆ0
(λ)
− α∗
(
ξ(2)(λ, x)
)η(1)
aˆ0
(λ) − η
(2)
aˆ0
(λ)
η
(1)
aˆ0
(λ)η
(2)
aˆ0
(λ)
.
By Lemmas 2.18 and 2.22 we have∣∣∣∣α∗(ξ(1)(λ, x)− ξ(2)(λ, x))
η
(1)
aˆ0
(λ)
∣∣∣∣ ≤ C|ξ(1)(λ, x) − ξ(2)(λ, x))|.
Since η
(1)
aˆ0
(λ) − η
(2)
aˆ0
(λ) is the coefficient of x−aˆ0 in α∗
(
ξ(1)(λ, x) − ξ(2)(λ, x)
)
, we
have
|η
(1)
aˆ0
(λ) − η
(2)
aˆ0
(λ)| ≤ |α∗
(
ξ(1)(λ, x) − ξ(2)(λ, x)
)
| ≤ C|p| · |ξ(1)(λ, x) − ξ(2)(λ, x))|
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by Lemma 2.18. We have |η
(1)
aˆ0
(λ)η
(2)
aˆ0
(λ)| = |p2| by Lemma 2.22, so by (2.12)∣∣∣∣α∗(ξ(2)(λ, x))η
(1)
aˆ0
(λ) − η
(2)
aˆ0
(λ)
η
(1)
aˆ0
(λ)η
(2)
aˆ0
(λ)
∣∣∣∣ ≤ C|ξ(1)(λ, x) − ξ(2)(λ, x))|.
This establishes the proposition. 
By a well-known theorem, Proposition 2.24 implies that β has a unique fixed
point in T . And since β is stable on T ′, that fixed point must lie in T ′. This fixed
point of β is related to a certain eigenvector of α∗. Suppose that ξ(λ, x) ∈ S is an
eigenvector of α∗, say,
α∗
(
ξ(λ, x)
)
= κξ(λ, x),
with ξaˆ0(λ) invertible and |ξ(λ, x)| = |ξaˆ0(λ|. Then ξ(λ, x)/ξaˆ0(λ) ∈ T .
Lemma 2.25. With the above notation, ξ(λ, x)/ξaˆ0(λ) is the unique fixed point
of β, hence ξ(λ, x)/ξaˆ0(λ) ∈ T
′. In particular, ξρ(λ)/ξaˆ0(λ) ∈ R
′ for all ρ ∈M◦.
Proof. We have
(2.26) α∗
(
ξ(λ, x)
ξaˆ0(λ)
)
=
α∗
(
ξ(λ, x)
)
ξaˆ0(λ
p)
=
(
κξaˆ0(λ)
ξaˆ0(λ
p)
)
ξ(λ, x)
ξaˆ0(λ)
.
By the definition of β, this implies the result. 
Corollary 2.27. With the above notation, ξaˆ0(λ)/ξaˆ0(λ
p) ∈ R′.
Proof. Since α∗ is stable on S′, Lemma 2.25 implies that the right-hand side
of (2.26) lies in S′. Since the coefficient of (piλ0)
−1x−aˆ0 on the right-hand side
of (2.26) is κξaˆ0(λ)/ξaˆ0(λ
p), the result follows. 
In the next section we find the fixed point of β by finding the corresponding
eigenvector of α∗. This eigenvector will be constructed from solutions of the A-
hypergeometric system; in particular, we shall have ξaˆ0(λ) = Φ(λ), so Corollary 2.27
will imply Theorem 1.4.
3. Fixed point
We begin with a preliminary calculation. Consider the series
G(λ0, x) =
∞∑
l=0
(−1)ll!(piλ0x
aˆ0)−1−l.
It satisfies the equations
(3.1) γ−
(
xi
∂
∂xi
− piλ0aˆ0ix
aˆ0
)
G(λ0, x) = 0
for i = 0, 1, . . . , n, where γ− is the operator on series defined by
γ−
( ∞∑
l=−∞
cl(piλ0x
aˆ0)−1−l
)
=
∞∑
l=0
cl(piλ0x
aˆ0)−1−l.
It is straightforward to check that the series
∑∞
l=0 cl(piλ0x
aˆ0)−1−l that satisfy the
operators γ− ◦ (xi∂/∂xi − piλ0aˆ0ixaˆ0) form a one-dimensional space.
Consider the series
H(λ0, x) = γ−
(
exp
(
pi(λ0x
aˆ0 − λp0x
paˆ0)
)
G(λp0 , x
p)
)
.
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Formally one has
xi
∂
∂xi
− piλ0aˆ0ix
aˆ0 = exp(piλ0x
aˆ0) ◦ xi
∂
∂xi
◦
1
exp(piλ0xaˆ0)
and
γ− ◦
(
xi
∂
∂xi
− piλ0aˆ0ix
aˆ0
)
◦ γ− = γ− ◦
(
xi
∂
∂xi
− piλ0aˆ0ix
aˆ0
)
.
It follows that
γ−
(
xi
∂
∂xi
− piλ0aˆ0ix
aˆ0
)
H(λ0, x) =
γ−
(
exp(piλ0x
aˆ0)xi
∂
∂xi
(
G(λp0, x
p)/ exp(piλp0x
paˆ0)
))
.
Eq. (3.1) implies that this latter expression equals 0, i. e., H(λ0, x) also satisfies
the operators γ− ◦ (xi∂/∂xi−piλ0aˆ0ix
aˆ0). Since the solutions of this operator form
a one-dimensional space, we have H(λ0, x) = cG(λ0, x) for some constant c.
We determine the constant c by comparing the coefficients of (piλ0x
aˆ0)−p in
G(λ0, x) and H(λ0, x). The coefficient of (piλ0x
aˆ0)−p in G(λ0, x) is (−1)
p−1(p−1)!.
A calculation shows that the coefficient of (piλ0x
aˆ0)−p in H(λ0, x) is
−p
∞∑
l=0
bpl(−1)
ll!pi−l.
By Boyarsky[3, Eq. (5.6)] (or see [1, Lemma 3]) this equals −pΓp(p) = (−1)
p+1p!,
where Γp denotes the p-adic gamma function. It follows that the constant c satisfies
the equation
(−1)p+1p! = c(−1)p−1(p− 1)!,
so c = p and we conclude that
(3.2) H(λ0, x) = pG(λ0, x).
We now consider the series
ξ(λ, x) = γ◦
(
G(λ0, x)
N∏
i=1
exp(piλix
aˆi)
)
,
where γ◦ is as defined in Section 2. A calculation shows that
G(λ0, x)
N∏
i=1
exp(piλix
aˆi) =
∑
ρ∈Zn+1
( ∑
l0,...,lN∈Z≥0
l1aˆ1+···+lN aˆN−(l0+1)aˆ0=−ρ
(−1)l0 l0!pi
−1−l0+
∑
N
i=1
liλl11 · · ·λ
lN
N λ
−l0−1
0
l1! · · · lN !
)
x−ρ.
It follows that we can write ξ(λ, x) as
(3.3) ξ(λ, x) =
∑
ρ∈M◦
ξρ(λ)(piλ0)
−ρ0x−ρ,
A-HYPERGEOMETRIC SERIES ASSOCIATED TO A LATTICE POLYTOPE 11
where
(3.4) ξρ(λ) =
∑
l0,...,lN∈Z≥0
l1aˆ1+···+lN aˆN−(l0+1)aˆ0=−ρ
(−1)ρ0−1+
∑
N
i=1
li(ρ0 − 1 +
∑N
i=1 li)!
l1! · · · lN !
N∏
i=1
(
λi
λ0
)li
.
Remark: One can check that the series λ−ρ00 ξρ(λ) is a solution of the A-hyper-
geometric system with parameter −ρ (although we shall not make use of that fact
here). Thus the coefficients of powers of x in the series ξ(λ, x) form a (p-adically
normalized) family of “contiguous” A-hypergeometric functions.
The series ξρ(λ) have coefficients in Z for all ρ ∈ M
◦, hence ξ(λ, x) ∈ S and
|ξ(λ, x)| ≤ 1. Note that ξaˆ0(λ) = Φ(λ), where Φ(λ) is defined by (1.1). In particular,
ξaˆ0(λ) takes unit values on D, hence |ξaˆ0(λ)| = 1 and ξaˆ0(λ) is an invertible element
of R. To show that ξ(λ, x) satisfies the hypothesis of Lemma 2.25, it remains only
to establish the following result.
Lemma 3.5. We have α∗
(
ξ(λ, x)
)
= pξ(λ, x).
Proof. From the definitions we have
α∗(ξ(λ, x)) = γ◦
(
F (λ, x) · γ◦
(
G(λp0, x
p)
N∏
i=1
exp(piλpi x
paˆi)
))
.
One checks that
(
mult. by F (λ, x)
)
◦ γ◦ = γ◦ ◦
(
mult. by F (λ, x)
)
. Furthermore,
by definition we have F (λ, x) =
∏N
i=0 exp(piλix
aˆi)/ exp(piλpi x
paˆi). It follows that
α∗(ξ(λ, x)) = γ◦
(
γ◦
(
exp(piλ0x
aˆ0)
exp(piλp0x
paˆ0)
G(λp0, x
p)
) N∏
i=1
exp(piλix
aˆi)
)
.
By (3.2) we finally have
α∗(ξ(λ, x)) = γ◦
(
pG(λ0, x)
N∏
i=1
exp(piλix
aˆi)
)
= pξ(λ, x).

Proof of Theorem 1.4. We have shown that the series ξ(λ, x) given by (3.3) and (3.4)
satisfies the hypotheses of Lemma 2.25. Since ξaˆ0(λ) = Φ(λ), Theorem 1.4 follows
from Corollary 2.27. 
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