Abstract-Identification
I. INTRODUCTION
Identification in the context of multivariate state-space (SS) modeling involves the specification of the dimension of the state vector. This note focuses on an identification approach based on the Kronecker theorem; see [1] . This method consists of estimating the rank of the Hankel covariance matrix. The most frequently used rank determination methods in the systems literature rely on model selection criteria techniques, see [2] and references therein. Alternatively, statistical tests (henceforth referred to as tests) for determining the rank of a matrix exist, see [3] - [5] and [6] . This note evaluates the performance of some tests of rank together with their bootstrapped versions against information criteria (IC) for system identification. Bootstrap methods have been used by [7] to evaluate model uncertainty in the context of sub- space identification methods, and by [8] to estimate the variance of an "undermodeled" model. This note explores the use of the bootstrap to estimate the order of a system. Results presented show that two bootstrapped procedures improve upon the performance of the corresponding asymptotic tests, and that tests have in general a better performance than standard IC methods. However, the power properties of a third bootstrap statistical method seriously deteriorate with respect to its asymptotic equivalent when the sample size is small. the infinite-dimensional Hankel matrix is defined as
II. SYSTEM IDENTIFICATION
where the observability matrix is defined as ... . The order of the system is defined as the minimal dimension of the state vector that replicates the transfer function. Kronecker's theorem implies that the order of the system is equal to the rank of the Hankel matrix (see [1] ). The computation of the rank of H H H is not an easy task, as it is unlikely that the impulse response matrices are given exactly, and in a majority of cases they are estimated. Further, searching for the rank of the Hankel matrix is not conducted directly on (2 [9] . One cannot use the infinite dimensional matrix above, and a finite truncation of the Hankel matrix is required. This Hankel covariance matrix can be defined as the covariance matrix between the vectors y y 
:
The matrix V V V a is of reduced rank but the rank ofV V V a is only of reduced rank asymptotically. This is problematic for one of the procedures considered later. An estimator of V V V a with equal rank to V V V a , 8T can be constructed by following the procedure suggested in [6] . An alternative representation of (1) 
where y y y 
A. Statistical Tests of Rank
The tests consider the following null hypothesis H0 : r(H H H) = r 3 against the alternative H 1 : r(H H H) > r 3 . Starting with the null hypothesis of r 3 = 1, a sequence of tests is performed. If the null is rejected r 3 is augmented by one and the test is repeated. When the null cannot be rejected, r 3 is adopted as the estimate of the rank of H H H. This estimate will not converge in probability to the true value of the rank of the Hankel matrix, denoted by r 0 since, even if the null hypothesis tested is true, the testing procedure will reject it with probability , where is the significance level. The estimate will converge to its true value, r 0 , as T goes to infinity, if is made to depend on T and goes to zero as T goes to infinity but not faster than a given rate. We denote this 1 T -dependent by T . Hosoya [11] shows that if T goes to zero as the sample size T goes to infinity and lim T !1 ln T =T = 0, then the estimate provided by the sequential testing procedure will converge in probability to r 0 ; see also [4] .
The procedure proposed in [3] is based on the transformation of H H H using Gaussian elimination with complete pivoting. 2 It tests for the linear dependence of the columns of a matrix after the required reordering is carried out. 3 This procedure uses the inverse of the covariance matrix of the Hankel matrix, but this covariance matrix is singular. In [6] , it has been shown that if the rank ofV V V is known and rk[V V V ] = rk[V V V ]; 8T,thenuseoftheMoore-Penroseinverseprovidesavalidtest.
We will refer to this procedure using generalized inverses as GE when applied to theĤ H H pair. An alternative method is based on the computation of canonical correlations; see [13] . Given two random vector series x x x1 and x x x2, each of dimension k, the rank of the covariance matrix between those two random vectors is equal to the number of nonzero canonical correlations; see [14] This test will be denoted as BA in this note. The BA test was developed under independence and normality assumptions. Fujikoshi [15] proved that this test procedure is based on the likelihood ratio method for x x x 1 and x x x 2 being a pair of real normal variates and, thus, converges to a 2 distribution with degrees of freeedom (mk 0 r) 2 (mp 0 r) under the null. But y y y + t and y y y 0 t are weakly dependent, and this introduces nuisance parameters to this distribution. Nonetheless, we have made use of the 2 (mk0r)(mp0r) distribution as an approximation to the true distribution. This turns out to be a very useful approximation as will be shown later. Dependence is no problem for the bootstrapped version because the distribution of the test statistic is estimated numerically and takes into account the nuisance parameters.
B. Information Criteria
Reference [16] showed that the number of linearly independent components of the projections of the previously defined y y in probability. This suggests that there is a positive probability that AIC will be minimized for some r 3 > r 0 since the probability that T r i=r +1 ln(1 0 2 i ) < 2(F(r 0 ) 0 F (r 3 )) may be greater than zero. Therefore, the estimated rank will not converge in probability to r 0 when AIC is used.
Alternatively, one could use an estimate of the covariance matrix of the error term e e et for a model specified for a certain rank r 3 , and denoted as r in the expression to be minimized. To compute r use is made of the regression based method for the estimation of the system parameter matrices suggested by [10] . These parameter estimates are used to provide an estimate of e e e t via the Kalman filter which is used to compute r . We note that simply using the estimate of r obtained via the subspace algorithm of [10] gives similar results. 4 Denote this loss function to be minimized as: AICc(r The penalty used by BIC is much more severe than that used by AIC. In fact it is easy to see that the rank estimate obtained by the BIC will converge in probability to r 0 . Nevertheless, BIC is likely to underestimate 4 Reference [2] has pointed out that the use of , obtained via the subspace algorithm of [10] , in IC methods, may perform poorly for certain data generation processes. 
C. Bootstrap Testing Procedures
The use of a bootstrap distribution has advantages compared to an asymptotic distribution since the approximation error of the bootstrap distribution as an estimate of the true exact distribution of a test statistic may be smaller. This holds both for independent and dependent data. For dependent data the properties of the bootstrap have been discussed, among others, in [19] and [20] . One might conjecture that an extension of the results of [19] and [21] to a multivariate framework should provide a rigorous proof for similar advantages of the bootstrap distribution for statistics obtained from SS models. However, given the asymptotic nature of the above arguments, these conclusions may prove misleading for the performance of the bootstrap in finite samples. In this note, we adopt a parametric bootstrap procedure, i.e., the data are resampled using C r ), n = 1; . . . ; N . 5 The regression based approach to estimate the coefficient matrices is the subspace algorithm suggested by [10] . Use of maximum likelihood estimation is computationally prohibitive. The bootstrap versions of the GE, CC, and BA tests using this bootstrapping method will be referred to as GE1, CC 1 , and BA 1 , respectively.
IV. MONTE CARLO ANALYSIS
We concentrate on model (1) . The dimension of y y y t is fixed to 3.
Experimentation with alternative dimensions provided similar results.
The rank of the Hankel matrix is equal to the dimension of s s s t which is also fixed to 3. 2), which allows to check for the robustness of the procedures when one of the eigenvalues is small. Using these matrices and random normal disturbances generated by the GAUSS random number generator with an identity covariance matrix, a sample from a process following (1) 
V. CONCLUSION
This note has studied the performance of tests of rank and their bootstrap versions against IC methods in determining the rank of the Hankel matrix. Results show that the bootstrap improves the size properties of the tests. The price to pay for this improvement is lower power. This is of concern for the GE1 test, but less so for the BA1 and CC1 tests. Overall, CC 1 , BA and BA 1 were shown to be superior to most information criteria.
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