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Abst rac t - -Three  kinds of networks, namely, fuzzy minimal spanning tree, fuzzy PERT, and fuzzy 
shortest path, are analyzed by the use of a recently developed fuzzy ranking method to handle the 
various fuzzy quantities. To overcome the problem of double-inclusion f the amounts of uncertainties 
involved in the fuzzy quantities when extended subtraction is used for problems uch as fuzzy PERT, 
fuzzy deconvolution is used. Since we are only interested in the ranking and aggregation of the 
results, the existence or nonexistence of the results from deconvolution does not influence the resulting 
analysis. A technique based on the ranking method is developed to handle negative spreads in the 
resulting fuzzy quantities. With the use of this fuzzy ranking method, the structure of the network is 
maintained and conventional gorithms can be applied with appropriate modifications. Emphasis is 
placed on the use of the subjective decision maker's opinion in the proposed fuzzy network analysis 
approach. Numerical examples are given to illustrate the approach. (~) 1999 Elsevier Science Ltd. 
All rights reserved. 
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Network analysis is a useful tool for providing a systematic analysis to many practical problems. 
A problem depicted in a network not only gains computational dvantages, but also provides a 
visual representation which promotes a better understanding of the problem and shows clearly the 
relationships among the various components of the problem. Important practical applications of 
network analysis have appeared in such diverse areas as information theory, cybernetics, location 
planning, transportation planning, flowing problems, reliability, construction and maintenance, 
production scheduling, project planning and control, etc. 
However, because of these diverse practical applications, different kinds of uncertainties must 
be considered for different problems. Although probability theory has been used to attack ran- 
domness in stochastic networks, many practical problems in the application of network analysis 
are vague and subjective in nature and is thus particularly suited for the use of fuzzy set theory. 
The problems of fuzzy shortest path and fuzzy PERT/CPM were analyzed by Dubois and 
Prade [1]. Extended addition/subtraction a d fuzzy maximum/minimum were used for the ag- 
gregation and comparison of fuzzy quantities. Unfortunately, the path length determined may 
not correspond to the original one in the network. Moreover, in the PERT system, the operation 
of extended subtraction causes another major problem. During the determination of the critical 
path, double inclusion of the uncertainties of the fuzzy durations resulted. This is due to the 
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traversing backward after the operation of extended addition has been applied in the forward 
calculations. Chanas and Kamburowski [2] also proposed an approach based on the extended 
addition and strong-level sets for solving fuzzy PERT. 
Fuzzy PERT was also analyzed by Mare~ and Hor~k [3,4]. In their approach, fuzzy duration 
times were aggregated through the use of the convolution law. Instead of the classic approach, the 
critical path was obtained by the use of enumeration to examine all possible paths individually. 
The overall fuzzy duration times were determined in terms of the maximum/minimum elements in 
the supports, the modes, or the median elements, depending upon the decision maker's attitude of 
pessimism or optimism. Obviously, the computational time required in this enumeration approach 
can be tremendous. Buckley [5] developed a fuzzy PERT based on the theory of possibility; but 
the earliest starting times and the slacks are still difficult to calculate. 
To circumvent he problem created by using the fuzzy maximum and minimum, Klein [6] 
proposed an approach for the fuzzy shortest path problem using the dynamic programming 
formulation. Klein and Kincaid [7] also suggested a similar approach for the fuzzy location 
problem. Several fuzzy network models were proposed by these authors with an example of 
application of the method to the site selection of waste disposal network. 
The fuzzy decision tree problem was investigated by Adamo [8]. Chanas and co-workers [9,10] 
applied the fuzzy concept o the maximum flow problem. Even problems which at first glance 
appear not connected with network have been approached by the use of fuzzy networks. Some 
examples in this direction are the use of fuzzy network for solving multicriteria integer program- 
ming [11] and technological forecasting [12]. 
One of the main difficulties in applying the fuzzy concept o network problems is the manip- 
ulation and ranking of fuzzy numbers. Since fuzzy numbers do not have linear order, it is not 
simple to rank fuzzy numbers. However, in practical applications, order or ranking is a necessity 
and an answer of partial order never really satisfies the user. Furthermore, due to the fuzzy and 
subjective nature, the decision maker's attitude is another important consideration. 
By the use of a recently developed fuzzy ranking method, the overall existence ranking index 
(OERI) [13,14], a more effective approach for the analysis of fuzzy network problems is proposed. 
The double inclusion of fuzzy uncertainties in the fuzzy PERT system is avoided by using de- 
convolution. Since we are only interested in the magnitude of the resulting deconvolution, the 
problem of existence during deconvolution need not be concerned. Also, a method is proposed 
to handle the possible negative spread during deconvolution. Three types of network problems, 
namely: fuzzy minimal spanning tree, fuzzy PERT, and fuzzy shortest path, were analyzed and 
numerical examples are given to illustrate the approach. 
2. RANKING OF FUZZY NUMBERS AND DECONVOLUTION 
Only a brief summary to introduce the nomenclature will be given in the following. The reader 
is referred to the literature for details on the various subjects uch as graph theory [15], CPM 
and PERT [16], and fuzzy ranking methods [1,13,14,17]. 
Fuzzy  Rank ing  Methods  
Many different approaches for the ranking of fuzzy numbers have been proposed [14,17]. In 
this work, the method of overall existence ranking index (OERI) [13,14] will be used. One of the 
main advantages ofthis approach is the emphasis on the decision maker's attitude. Although the 
OERI is not restricted to fuzzy numbers, only fuzzy numbers which are convex and normal will 
be considered in this paper. 
Let #A 1 (w) and #~1 (w) denote the inverse images of the membership functions of the two fuzzy 
numbers A and B, respectively, from a given existence level w. For computational purposes, 
existence level is equal to the membership level. The overall existence ranking index for fuzzy 
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numbers A and B is defined as 
OERI(A, B) = OERI(A) - OERI(B), (1) 
with 
OERI(A) = [X(w)L(W)#A[ (w) + (1 - X(w))R(W)#A~ (w)] dw, (2) 
where L(w) and R(w) represent the subjective weights for the left and right parts of the fuzzy 
number A, respectively. Similarly, subscripts L and R denote left and right. X(w) and (1 - X(w)) 
with X(w) E [0, 1] denote the subjective weights at the existence level w. Similar expressions can 
be obtained for OERI(B) for fuzzy number B. 
Based on this ranking index, we have 
A > B, if OERI(A, B) > 0, 
A = B, if OERI(A, B) = 0, 
A < B, if OERI(A, B) < 0. 
The subjective weighting functions L(w), R(w), and X(w) are to be determined by the decision 
maker. A detailed discussion on the various aspects of weighting can be found in [14]. For this 
work, only three different cases, namely, the indifference weighting with X(w) = 1/2 and L(w) = 
R(w) = 1, the optimistic weighting with X(w) = 1 - (1/2)w and L(w) = R(w) = 1, and the 
pessimistic weighting with X(w) = (1/2)w and L(w) = R(w) = 1, will be considered. 
Deconvo lut ion  
We shall restrict our discussion to the L-R fuzzy numbers [1]. The extended addition and 
extended subtraction for L-R fuzzy numbers A and B are 
(aL, am, aR)Lit ~ (bL, bin, bR)LR = (aL + bL, am + bin, aR + bR)LR, 
(aL, am, aR)Lit (~ (bL, b,n, bR)RL = (aL + bit, am - bin, aR + bL)LR, 
where A = (aL, am, aR)LR and B = (bL, bin, bR)LR. The subscripts L and R denote the left and 
right spreads, respectively. 
The extended addition will be used for summing up fuzzy quantities. However, if the extended 
subtraction is also used in the backward procedure in PERT, double inclusion of the uncertainties 
will be resulted. In order to avoid this double inclusion, the deconvolution approach [18] is used 
for the backward procedure in the PERT calculations. For L-R fuzzy numbers A and B, the 
deconvolution, or backward extended subtraction, can be expressed as 
(aL, am, aR) [--] (bL, bin, bit) = (aL -- bL, am -- bin, ait - bit), 
or in Zadeh's notation, 
A t - IB= + [#A~(W)- -#~(w)  ] " 
The basic problem in using deconvolution i fuzzy numbers is the problem of nonexistence of
the results. However, since we are only interested in the comparison or ranking of the results, 
the problem of existence or nonexistence of the fuzzy number can be ignored if an appropriate 
ranking method is used. 
Another problem in using deconvolution is the possibility of negative spreads in the results. For 
comparison purposes for using the ranking method OERI, this negative spread can be converted 
to an equivalent nonnegative spread by using the following approach. 
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Consider the deconvolution equation. 
(i) If aL -- bL < 0 and art- bR >_ O, then 
(a) transform the mode to Im, 
(b) transform the left and right spreads to IL and In, respectively, 
(3) 
IL = lm - (am - bm) , In = (an - bn) - lL. 
(ii) If aL -- bL >_ 0 and aR -- bR < 0, then 
(a) transform the mode to rm, 
f~ [ ,~(w) - ,~(w) ]  dw, r m - (4) 
(b) transform the right and left spreads to rn and rL, respectively, 
rn  = (am -- bin) - rm, rL = (aL -- bL) -- rn.  
For triangular fuzzy numbers, equations (3) and (4) reduce to 
1 1 
tm = -~ (aL - bL) + (am - bin), rm = (am - bin) + ~ (an - bn). 
3. FUZZY MIN IMAL  SPANNING TREE PROBLEM 
In the fuzzy minimal spanning tree (FMST) problem, the costs, time, or distance between each 
pair of locations or nodes are fuzzy quantities. The following algorithm with the aid of the OERI  
ranking method can be used to solve the problem. 
Let G be an n-node graph (n > 2). 
(i) Set i = 1. Arbitrarily select a node in G. Connect it to one of the other nodes in G with 
a least-cost branch. Let Gi denote this resultant subgraph. 
(ii) If i = n-1, then Gi = GM,  and terminate the algorithm. Otherwise, continue to Step (iii). 
(iii) Increment i by 1. Without forming any cycle, add to Gi an unconnected node with a 
least-cost branch. Return to Step (ii). 
EXAMPLE i. To illustrate the approach, let us consider the simple problem plotted in Figure 1. 
The fuzzy costs, C~j ( i , j  = 1,2,...,6, i ~ j) between locations are indicated as triangular 
numbers on the branches joining each pair of the nodes. For example, the OERI for 612 of 
branch (1,2) is 
/01 OERI (612) = [X(w)L(w)#512L (w) + (1 - X(w)) R(w)#bl2a(w)  ] dw, 
= [x(w)n(w)(35 + 5w) + (1 - x(w))  R(w)(45 - 5w)] d~. 
For the three cases of the decision maker's attitude, we have 
(i) Indifference case: X(w) = 1/2, L(w)  = R(w)  = 1 
~1121 - 1 ] ona I  (612) :- (35 -{- 5w) -[- (45 - 5w) dw ~- 40.0, 
(ii) Optimistic ase: X(w)  = 1 - (1/2)w, i (w)  = R(w)  = 1 
OERI (612) ---- -- zW (35 "4- 5W) -~- W(45 -- 5W) dw = 38.3, 
(iii) Pessimistic ase: X(w) = (1/2)w, L(w)  : R (w)  = 1 
(1 ] OERI (612)= w(35+5w)+ -2w (45-5w) dw=41.7 .  
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Indif. & Opti. cases ...¢,- 
Pess. case -o -  
Figure 1. FMST. 
Table 1. Fuzzy minimal spanning tree problem. 
OERI(C O) 
Branch Indifference Optimistic Pessimistic 
(i, j) Case Case Case 
X(w) = 1/2 X(w) = 1 - (1/2)w X(w) = (1/2)w 
(1,2) 40.0 4" 38.3 4" 41.7 4" 
(1,3) 47.5 44.2 50.8 4" 
(1,5) 62.5 54.2 70.8 
(2,3) 45.0 4" 36.7 4" 53.3 
(2,4) 58.8 56.3 61.3 
(3,4) 40.0 36.7 43.3 
(3,5) 26.3 4" 22.2 4" 30.4 4" 
(4,5) 31.3 4" 28.8 4" 33.8 4" 
(4,6) 48.8 4" 46.3 4" 51.3 4" 
(5,6) 57.5 52.5 62.5 
4" indicates the selected branch. 
In a similar manner, the ranking index for other branches can be obtained and the results are 
listed in Table 1. 
The above algorithm can be used to solve this problem with the index values listed in Table 1. 
The solutions for the three cases are: 
(i) for both the indifference and optimistic cases, the solution is {(1,2), (2,3), (3,5), (4,5), 
(4,6)}, and the minimum overall cost is (60,190,55); 
(ii) for the pessimistic ase, the solution is {(1,2), (1,3), (3,5), (4,5), (4,6)}, and the minimum 
overall cost is (40,190,45); and 
(iii) the absolute center of this network can be placed on the branch (3,5). 
The solution is also indicated in both Table 1 and Figure 1. 
4. FUZZY PERT 
Although conventional PERT has been used successfully in various applications, the beta ap- 
proximation always seems to be fairly arbitrary. Furthermore, most PERT-type projects require 
subjective judgment either due to the lack of data or due to the extreme complexity of the project. 
Thus, the subjective nature of fuzzy set theory is ideally suited for solving this type of problem. 
In fuzzy PERT, the uncertainty of the system can be treated either as fuzzy or as a hybrid, which 
is both random and fuzzy [18,19]. 
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The fuzzy PERT equations can be represented as: 
Fi(j) = Rj @ E~j, for (vi, vj) E E, (5) 
Ri = {Fi( j*) IOERI(Fi( j*))= v,maXep(o [OERI (Fi(j))] } ,  (6) 
Bi(j) = Dj[-]Eij, for (vi,vj) • E, (7) 
D~ = {Bi( j*) IOERI(Bi( j*))= v:s(0min [OERI (S~(j))]} , (8) 
where Rj and Dj denote the fuzzy earliest starting time and the fuzzy latest ending time, respec- 
tively. E~j denotes the fuzzy activity duration time of a directed branch (vi, vj). P(i) and S(i) 
represent the set of events immediately preceding the node v~ and the set of events immediately 
following the node vi, respectively. An event vi with P(i) = 0 is a source. A sink vi in a network 
has S(i) = O. The functions F and B denote the forward and backward calculations, respectively. 
The slack of an event can be computed by: 
si : OERI (Di) - OERI (R,) (9) 
which is a crisp number. 
[slack] 
[2.75] (earliest arting time) [0] 
(lO, 55, 3) (latest ending time) (13, 215, 30) 
(4.5,54.5, 10.5) ,~, (10 lO0 12) ¢'2x (13,215,30) 
• :7 -  
,o, ..oV ,o Oy ,o, 
(0, O, O) (T~ (6, 120, 20) ~ ~'~ (20, 335, 50) 
(0, O, O) k ~  ( o . ~ ~ . / o .  ~/ /~ (20, 335, 50) 
[4 75] [0] ~ (10,95,8) ~ux,~ [4.75] 
(3, 55, 10) (14, 235, 25) 
(3, 55, I0) (15, 235, 45) 
Figure 2. Fuzzy PERT. 
EXAMPLE 2. Figure 2 shows a planning network for the control of a project with fuzzy duration 
times. The calculations and comparisons by the described procedure for this fuzzy PERT problem 
are briefly described in the following. 
(A) THE FORWARD PROCEDURE. In the forward procedure, equations (5) and (6) are used with 
R1 = (0, 0, 0). The fuzzy earliest starting time R2 for event 2 is 
F2(1) = R1 (~ E21 : (0, 0, 0) ~ (10, 55, 3) = (10, 55, 3). 
Thus R2 = F2(1) = (10, 55, 3). Similarly, R3 for event 3 is 
F3(1) = R1 ~BSzz = (0,0,0) ~B (3,55,10) = (3,55, 10), 
and Ra = F3(1) = (3, 55, 10). The earliest fuzzy starting time R4 for event 4 can now be computed 
as follows: 
F4(2) = R2 ~ E42 -- (10, 55, 3) ~) (15, 70, 5) -- (25,125, 8), 
F4(3) = Ra (9 E43 = (3, 55, 10) (B (3, 65, 10) = (6,120, 20). 
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F4(2) and F4(3) have the tr iangular membership functions 
t - 100 
#Fa(2)L ( t )  - -  25  ' for 100 < t < 125, 
133 - t 
~F4(2)R(t) -- 8 ' for 125 < t < 133, 
t -- 114 
#F4(3)L(t) -- 6 ' for 114 < t < 120, 
140 -- t 
#f4(3)R(t) -- 20 ' for 120 < t < 140. 
After writ ing out their inverse functions for w E (0, 1], the OERI  function can be written for 
these fuzzy quantit ies Fa(2) and Fa(3) as 
11 OM (F4(2)) = [X(w)L(w)(lO0 + 25w) + (1 - X(w)) R(w)( la3  - aw)l aw. 
If  the optimistic case X(w) = 1 - (1/2)w and L(w) = R(w) = 1 is used, then we have 
OM (F4(3)) = [X(w)L(w)(ll4 + 6w) + (1 - X(w)) n(w)(140 - 20w)] dw, 
OM(F4(2) )= 1 -2  w (100+25w)+ w(133-8w)  dw=115.3, 
OM(F4(3) )= -2  w (114+6w)+ w(140-20w)  dw= 119.2. 
Hence, 
R4 = {F~(3) I OERI  (F4(3)) = max [OERI (F4(2)), OERI  (F4(3))]} 
and R4 = F4(3) = (6,120, 20). 
Analogously, the indifference (X(w) = 1/2) and pessimistic (X(W) = (1/2)w) cases can be 
computed. This forward procedure is continued until the destination ode 7 is reached. Table 2 
lists these results, which are also plotted in Figure 2. The fuzzy earliest start ing t ime of node 7 
is obtained as R7 -- (20,335, 50), which is also the fuzzy completion t ime of the entire project. 
Table 2. Fuzzy PERT: forward. 
OERI(Fi(j)) 
j i F~ (j) Indifferent Optimistic Pessimistic 
X(w) = 1/2 X(W) -- 1 - (1/2)w X(W) = (1/2)w 
2 4 (25,125, 8) 120.8 115.3 126.3 
3 4 (6,120,20) 123.5 4 119.2 4" 127.8 4" 
2 5 (13,155,15) 155.5 150.8 160.2 
4 5 (13,215,30) 219.3 4" 212.2 4" 226.4 J 
3 6 (13,160,16) 160.8 156.0 165.6 
4 6 (14,235,25) 237.8 4" 231.3 4' 244.3 4" 
5 7 (20,335,50) 342.5 4" 330.8 4" 354.2 4" 
6 7 (19,335,30) 337.8 329.7 345.9 
4" indicates the decision of a comparison. 
60 P.-T. CHANG AND E. S. LEE 
(B) THE BACKWARD PROCEDURE. The backward procedure proceeds in a similar manner by 
the use of equations (7) and (8) with the starting value D7 = R7 = (20,335, 50). However, the 
possibility of negative spread must be considered. For example, the fuzzy latest ending time D2 
of event 2 can be obtained by first computing B2(4) and B2(5) by 
B2(4) = D4[-]E24 = (6,120, 20)[-](15, 70, 5) = (-9, 50, 15), 
B2(5) = Ds[-]E25 = (13,215, 30)[-](10, 100, 12) -- (3,115, 18). 
B2(4) has a negative left spread -9  and thus the new mode (lm) for B2(4) is 
lm = -2 (6  - 15) + (120 - 70) = 54.5 
and the new left (IL) and right (lR) spreads are 
IL = 54.5 -- (120 -- 70) = 4.5, IR = (20 -- 5) -- 4.5 = 10.5. 
Thus, B2(4) is corrected as B2(4) = (IL, lm, IR) ---- (4.5, 54.5, 10.5). Now, D~ can be determined 
according to whether the decision maker is optimistic or pessimistic. The results for the backward 
calculations are listed in Table 3 and plotted in Figure 2. The fuzzy latest ending time D1 is 
(0, 0, 0) and the slack for node 1 is 0 for all three cases of weighting. Moreover, as indicated 
in the table, B1(2) was also transformed ue to negative spread. The value of B1(2) before 
transformation is ( -5.5, -0.5,  7.5). 
Table 3. Fuzzy PERT: backward. 
OERI(B~(j)) 
j i Bi(j) Indifferent Optimistic Pessimistic 
x(~)  = 1 /2  x (~)  = 1 - (1/2)~ x(~) = (1/2)~ 
5 4 (6,120,20) 123.5 / 127.8 4" 119.2 ,1" 
6 4 (7,120,40) 128.3 136.1 120.5 
4 3 (3,55,10) 56.8 J 58.9 4" 54.7 4" 
6 3 (5,140,37) 148.0 155.0 141.0 
4 2 (4.5,54.5,10.5)* 56.0 4" 58.5 J 53.5 4" 
5 2 (3,115,18) 118.8 122.3 115.4 
2 1 (2.75,2.25,4.75)* 2.75 3.67 1.5 
3 1 (0,0,0) 0 4" 0 4" 0 4" 
*: transformed fuzzy numbers due to negative spread. 
The critical path of the network was found to be: 1 ~ 3 --* 4 -* 5 ~ 7 for all the three cases 
of weighting. This is also indicated in Figure 2. 
5.  FUZZY SHORTEST PATH 
The shortest path problem concerns the finding of the shortest route from an origin (or a 
source) to a destination (or a sink) through a connected network. Various approaches have been 
developed for different circumstances. One of the general approaches together with the dynamic 
programming approach are used to illustrate the fuzzy aspects. 
The  Forward  Approach  
This technique uses a source-to-destination f rward approach. At each stage, only two groups 
of nodes are considered: 
(1) the first group of nodes denoted as Gs contains nodes directly connected to unconsidered 
nodes, and 
(2) the second group of nodes denoted as Gu contains nodes directly connected to nodes of 
the first group. 
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Other nodes that are not in these two groups are temporarily set aside. Let Ri denote the fuzzy 
realization of vi and E~j denote the fuzzy nonnegative distance between vi and vj. The shortest 
path(s) of a network can be obtained by using the following algorithm. 
Let G = (V, E) be an n-node connected graph (n _> 2) with V = {v0, v l , . . . ,  vt}, where v0 is 
the source and vt the destination. 
(i) Set Ri=o = (0,0,0), g = 1, i = 0, and G K = {vi}. 
(ii) Identify nodes vj that are directly connected with nodes G~ and let G K denote by {vj}. 
(iii) Realize vj, for all vj E G K, by 
F j ( i )=R i~E i j ,  for all v~ E GK and (vi,vj) EE .  
(iv) Determine possible branches to be included on shortest path(s) by 
(v) Mark all (vi, vj)* as possible branches that might finally be determined on the shortest 
path(s). Let Rj = Fj(i)*. 
(vi) Add to G K vj which belongs to (v~, vj)*. Remove any v, from G K if all of its immediately 
following nodes are 'considered' nodes. A 'considered' node is defined as a node on any 
possible branch(s) so far being marked. 
(vii) If node vt is being identified on a possible branch, find the shortest path(s) by backtracking 
from vt to v0; otherwise, increment K by 1 and return to (ii). 
EXAMPLE 3. The network together with the fuzzy distances is shown in Figure 3. This problem 
is solved by using the algorithm listed, above and the results for the indifference weighting case is 
shown in Table 4. The fuzzy shortest path obtained was 0 ~ B --* D --* T, which is also shown 
in Figure 3. The fuzzy shortest distance is RT = FT(D) = (25,240, 35). This fuzzy distance can 
be interpreted as: 240 is the most probable shortest distance with uncertainties of minus 25 and 
plus 35. 
(~  x~j  (10'140'15' ~(~) 
Figure 3. Fuzzy shortest path. 
The Dynamic Programming Approach 
In this approach, the nodes of the network are divided into different stages. A graph with 
this form usually is called a layered graph. Denote a fuzzy realization of a node as F(i). The 
following equations of dynamic programming (DP) can be used to solve the shortest path problem 
recursively backward until the source is reached. 
Let F(t) = O. Fi(j) = E i j•  f( j ) ,  for (vi, vj) E E, 
F(i) = { F~ (j*) [ OERI (F~ (j*)) = minOERI(Fi(j))~<j , (vi,vj) E E}  . 
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Table 4. Fuzzy shortest path. 
i j Fj (i), Total n th Rj, 
Last 
K E E Distance OERI(Fj (i)) Nearest Minimum 
Connection 
Gs Gu Involved Node Distance 
1 O B (5, 50, 5) 50 B (5, 50, 5) OB 
O A (7, 90,15) 92 A (7, 90,15) OA 
2 
B C (10,110,13) 110.8 
A C (12,175,30) 179.5 
3 B C (10,110,13) 110.8 C (10,110,13) BC 
B D (20,170,15) 168.8 
B D (20,170,15) 168.8 D (20,170,15) BD 
4 C D (20,190,21) 190.3 
C T (20,250,28) 252 
C T (20,250,28) 252 
5 
D T (25,240,35) 242.5 T (25,240,35) DT 
Pess. case ~ Indif. & Opti. cases 
"°' H2' 
Figure 4. Fuzzy shortest path, DP. 
Table 5. Fuzzy shortest path, dynamic programming. 
OERI[~Fi(j)) OERI(F~ (j)) 
j i Fi(j) Indifferent Optimistic Pessimistic Fi(j) 
x(w)  = 112 x (w)  = 1 - (1/2)w x(w)  = (112),o 
T D (6, 90, 6) - - - (6, 90, 6) 
T C (5, 50, 5) - - - (5, 50, 5) 
D B (14,160,14) 160 4" 155.3 J 164.7 4' (14,160,14) 
C B (9,180,20) 182.8 177.9 187.6 (9,180,20) 
D A (11,172,11) 172 168.3 175.7 4" (11,172,11) 
C A (15,169,20) 170.3 V" 164.4 J 176.1 (15,169,20) 
B O (19,303,24) 304.3 297.1 311.4 (19,303,24) 
A O (25,239,30) 240.3 4" 231.1 4" 249.3 4" (21,242,21) 
EXAMPLE 4. The network is shown in Figure 4. By using the above equations for the dynamic 
programming approach, the indifference, optimism, and pessimism cases were solved in a back- 
ward recursive fashion and summarized in Table 5. For the pessimistic ase, the fuzzy shortest 
path was found to be: O ~ A ~ D --* T, with a fuzzy distance (21,242,21). For both the 
indifference and optimistic ases, the fuzzy shortest path obtained is: O ---* A -* C --* T, with a 
fuzzy overall distance (25,239,30). The shortest paths are also indicated in Figure 4. 
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