We present a gravity inversion method for determining the deep structure of rifted margins. It uses a 2-D earth model parametrized as multiple, irregularly shaped, polygonal bodies, each of uniform density. The method has three novel features. First, it links parameters in the shallow parts of the model to those in the deep parts by using a uniform extension model as a constraint in the inversion. The shallow structure will typically be known with greater certainty than the deep structure from shallow seismic and borehole data. Second, it provides for variable weighting of prior information on densities, shapes, the extension model and smoothing to ¢nd geologically reasonable models. Third, it estimates densities and shapes simultaneously. The ¢rst two features are used to compensate for the inherent de¢ciencies of poor depth resolution and non-uniqueness in gravity modelling. The last two make the method an e¤cient way to explore a range of models. Synthetic tests of sensitivity to noise indicate that the isostatic extension constraint promotes the recovery of the short-wavelength Moho topography and eliminates spatial undulations in deep structure due to noise in the data. Synthetic tests of sensitivity to untrue prior information show that the isostatic extension constraint increases the range of acceptable recovered models over no isostatic extension constraint. The range of recovered Moho positions suggests a vertical resolution of about 2 km. Although many recovered models ¢t the data, the results imply a methodology for choosing a best set of models, and we suggest guidelines for applying the method to real margins.
INTRODUCTION
Gravity modelling plays an important role in margin studies. It is typically used together with seismic data to infer margin deep structure (e.g. Hutchinson et al. 1983) . In many cases, re£ection seismic data of reasonably good quality can be used to constrain the shallow structure. Lower-crustal structure, however, may be less well imaged because of poor data quality, and the presence of thick sediments can preclude the possibility of penetrating the deep structure of the crust. In the absence of deep seismic data, gravity modelling is the sole method used to infer the deep structure. When deep seismic data are available, gravity can provide an independent check (e.g. Holbrook et al. 1994) or deep seismic data can be used as an additional constraint on the gravity model. Even when deep seismic refraction data are available, the velocity structure of the lower crust is often not well constrained (e.g. Zelt & White 1995) . The problem is ampli¢ed when the margin is volcanic because the crust is anomalously thick.
Gravity modelling, however, has certain well-known limitations. Perhaps the two most prominent are poor depth resolution and the non-uniqueness of the solution. Shortwavelength variations decay rapidly from the source so that resolution is limited to features that vary on a length scale comparable to the sensing distance. This distance will change in traversing a margin. The Moho depth in the Carolina Trough based on multichannel seismic and 2-D potential ¢eld modelling is estimated to vary from approximately 38 km at the landward side of the transition zone to approximately 15 km at the seaward side over a horizontal distance of about 100 km (Hutchinson et al. 1983) . A more recent estimate, using multichannel and wide-angle seismic in another part of the Carolina Trough, proposes a smoother Moho with less overall relief and a more complex crustal structure (Holbrook et al. 1994) . Whilst high-resolution gravity data may not be available for a margin, gravity data from satellites are readily available and are convenient for determining deep structure. The limitation of non-uniqueness is usually addressed by using prior information to constrain the problem. The prior information can come from a number of sources such as boreholes and shallow seismic data.
Most gravity modelling is performed by trial and error in a forward sense (e.g. Hutchinson et al. 1983; Holbrook et al. 1994) . However, inversion holds a number of advantages over trial-and-error forward modelling. It provides estimates of model parameter resolution, uncertainty and non-uniqueness, and an assurance that the data have been ¢tted according to a speci¢ed norm (e.g. Zelt & Smith 1992) . It also reduces the time required to interpret the data. In addition, an inversion scheme that uses existing geological and geophysical information may ¢nd the most geologically reasonable models that ¢t the gravity data.
We present a gravity inversion method for determining the deep structure of rifted margins. The method provides for the use of prior information to ¢nd geologically reasonable models. We show that this information, however, need not be limited to physical properties or seismic data, but can also include physical constraints re£ecting processes such as isostasy and uniform extension which are believed to operate to a large degree on rifted margins. The method links parameters in the shallow parts of the model to those in the deeper parts by using an isostatic extension model as a constraint. These techniques are used to compensate for the inherent de¢ciencies in gravity modelling and at the same time exploit knowledge of the processes that operate on rifted margins. In the next section, we discuss the gravity inverse problem, review some of the methods used to solve it and describe our approach to the problem. We then present our method.
THE GRAVITY INVERSE PROBLEM
The integral equation for gravity can be discretized and written as g~Añ ,
where g is a vector of the gravity values, A is a matrix containing the shape information and ñ is a vector of densities (Appendix A). For the forward problem, ñ and A are assumed and g is calculated. For the inverse problem, the gravity is speci¢ed, and the densities or shape information or both are unknown and must be determined. The problem is linear if only the densities are unknown. The problem is non-linear if the shape information or both the shape information and densities are unknown.
We do not attempt to present an exhaustive review of gravity inversion. Blakely (1995) and Parker (1994) review the problem. Rather, we make some general remarks concerning its relation to our application. The techniques used to solve the problem can e¡ectively be divided into (1) iterative (trial-and-error) methods, (2) optimization methods, and (3) Fourier transform methods. Bott (1960) used an iterative method to estimate the shape of sedimentary basins by modelling them in two dimensions as regularly shaped (rectangular) blocks of varying thickness. Bott assumed a density contrast and iterated on block thickness until the error was acceptable. The technique was extended to three dimensions by Cordell & Henderson (1968) . In an optimization approach to solving the 3-D problem with application to mineral bodies, Li & Oldenburg (1998) used a depth function to counteract the decay of the gravity kernel. Their parametrization of the earth used many rectangular cells. Oldenburg (1974) used a Fourier transform method based on the work of Parker (1973) for potential ¢elds and applied it to a continental margin. Oldenburg's results provide a good contrast with our results and we discuss this later.
In margin studies, the earth model is typically parametrized using polygons of uniform density to approximate real bodies of nearly uniform density. Talwani et al.'s (1959) method is often applied in these calculations. The densities and shapes are varied in a subjective manner until the predicted gravity data agree with the observed data to within some tolerance.
For our part, we consider the non-linear problem. Our method estimates densities and shapes of multiple bodies simultaneously, using irregular polygons. We allow for the use of prior geological and geophysical information to obtain a geologically reasonable result. Although prior information can be used to constrain the problem, a range of solutions may exist that ¢t the gravity data equally well to within some desired degree of mis¢t. In practice, the true model is not known and many models which ¢t the data may be recovered. Therefore, we propose a method to provide a range of models and guidelines to choose amongst them.
EARTH MODEL PARAMETRIZATION
Polygons are typically used in gravity modelling to approximate regions of near-constant properties termed bodies. A polygon may be used to represent a salt dome, a sedimentary package, inhomogeneities within the crust, the entire crust of a rifted margin or any other region deemed suitable by the modeller. The polygon sides approximate the edges of the body and therefore an irregular polygon is usually required to represent the body. On a gross scale, four bodies can be used to model a rifted marginöone each for water, sediments, crust and mantle. The boundaries between two immediately adjacent polygons such as those representing the crust and mantle represent an interface, in this case the Moho. If an interface is adjusted in an attempt to ¢t the data, then the corresponding polygonal boundaries should move as a common boundary and not overlap each other. This is a physical realizability requirement and the parametrization should account for it.
Our approach uses an earth model that is parametrized using multiple irregular polygons, each having a uniform density. We specify a grid ¢xing the horizontal coordinates of the polygon vertices but allowing the vertical coordinates to vary (Fig. 1) . Vertices that comprise an interface between adjacent polygons are not duplicated but rather shared to ensure an exact treatment of the interfaces. No additional constraints are required to force a coordinate match. Furthermore, this treatment reduces the number of required parameters since the vertices are non-redundant.
The unknowns are the densities and the vertical coordinates of the polygon vertices. The problem is therefore nonlinear. We treat the problem as a mixed problem, determining densities and vertical coordinates simultaneously rather than assuming values for densities and iterating on coordinates or vice versa. The forward calculation of gravity is performed using a line integral method (Appendix A).
THE OBJECTIVE FUNCTION
An inverse problem is often formulated as an optimization problem in which objectives are expressed mathematically in a function. An example of an objective is to obtain the best ¢t of a straight line to data. This kind of problem is termed unconstrained since there are no requirements other than to minimize the mis¢t. Constraints can be introduced into the problem requiring that certain data points be honoured or that the slope of the line does not exceed a certain value. The problem is now constrained and the line with smallest mis¢t may not satisfy the constraints.
One procedure to solve a constrained problem is to convert it to an unconstrained problem. A constraint is multiplied by a weighting factor and adjoined to the objective function. If the weighting factor is large, then small deviations from the constraints are penalized in minimizing the objective function. If the weighting factor is small, then larger deviations are allowed. The constraints are now imposed in the soft sense as components of the objective function. They are no longer honoured exactly; however, the cost of violation can be high.
An inverse problem is often regularized by adding constraints to the problem to make an underdetermined problem into an overdetermined one (e.g. Scales et al. 1990) . A smoothing constraint imposes a penalty on roughness and can be used to ¢nd the model with minimum structure that ¢ts the data to the desired data mis¢t. Smoothing gives a particular quality to the recovered model.
A prior model constraint requires the recovered model to honour densities and shapes that are known to varying degrees of certainty. Knowledge of these properties may be derived from boreholes, seismic data or other means.
In contrast, a physical constraint requires the recovered model to respect physical processes such as the kind of compensation (e.g. isostasy, £exure) occurring on a margin and the mode of formation (e.g. uniform extension, di¡erential extension).
Our approach is to construct an objective function that is a linear combination of the square of the gravity data residual, deviation from a prior density and shape model, smoothing using a second-order di¡erence operator, and an extension model compensation constraint. The constraints are incorporated into the objective function through penalties and are therefore no longer hard constraints. We refer to these components of the objective function throughout, however, as constraints in the soft sense.
The objective function, 0, can be written in compact notation as
where m is the model vector containing densities and vertical coordinates, äg is the gravity data residual vector, dm is the deviation from a prior model vector, dh is the di¡erence in the depth of water-loaded crust calculated using an extension model from that calculated by unloading, C g is the gravity data covariance matrix, W m is a density and geometry model constraint weighting matrix, W s is a smoothing constraint weighting matrix and W e is the extension model constraint weighting matrix (Appendix B). The gravity data covariance matrix is a diagonal matrix with diagonal elements p 2 i , where p i represents the prior uncertainty in the ith element of the gravity data. A weighting matrix is typically a diagonal matrix, where the diagonal element, w i , represents the weight of prior information.
We have expressed the extension model compensation constraint in terms of depth. Depth (or subsidence) is typically a quantity that is estimated in the various extension models. The extension model and unloading compensation can be of any type and therefore the objective function is general in this sense. Our concern in this paper is to illustrate the use of an extension model as a constraint in the inverse problem. By choosing a uniform extension model evaluated at in¢nite time and isostatic unloading, we implement the simplest constraint. The derivation is presented in the next section. Further re¢ne-ments using more sophisticated variations such as £exure and di¡erential extension would be implemented in the same manner.
ISOSTATIC EXTENSION CONSTRAINT
Extension models parametrize the evolution of the crust and subcrustal lithosphere as they pass from an initial, unextended state to a ¢nal, extended, mature margin state. The simplest extension model is the uniform extension model (McKenzie 1978) . In the initial state, represented by the vertical column in Fig. 2(a) , the geotherm is assumed to increase linearly from the Earth's surface to the bottom of the lithosphere and then maintain a constant temperature, T a , downwards into the asthenosphere. The crust and subcrustal lithosphere undergo an instantaneous extension and resulting instantaneous adjustment to a second state, characterized by an upward displacement of the geotherm and either subsidence or uplift, depending on the mass of the vertical column (Fig. 2b) . If the mass of the extended column is greater than that of the original, the surface of the crust subsides to a waterloaded depth called the initial subsidence. The factor by which the crust and subcrustal lithosphere have been thinned is represented by the parameter b, de¢ned as the original thickness divided by the ¢nal thickness.
Whilst the second state is in isostatic equilibrium, it is not in thermal equilibrium. The crust and mantle then cool to a ¢nal equilibrium state which is in both isostatic and thermal equilibrium. The return to thermal equilibrium causes an additional thermally driven subsidence beyond the initial subsidence until the ¢nal equilibrium state is reached (Fig. 2c) .
The ¢nal temperature distribution at in¢nite time is assumed to be a linear gradient from the top of the crust to the bottom of the lithosphere. The expression for the water-loaded subsidence of the crust at in¢nite time, h (LePichon & Sibuet 1981):
where o c and o l are the pre-extension values for the average densities of the crust and lithosphere, o Eq. (3) is an expression for the depth of water-loaded crust. To apply it to actual situations, a correction must be made for sediments that are loading the crust. Isostatically balancing sediment-loaded crust and water-loaded crust yields
where d w is the water depth in the presence of sediments, h s is the sediment thickness, o s is the sediment density, and the superscript u denotes that the depth of the water-loaded crust was obtained by sediment unloading. The unloading need not be done using local isostasy as in eq. (4), but can be done assuming £exural compensation. Sawyer (1985) called h u w the total tectonic subsidence and used it to discriminate between continental and oceanic crust on rifted margins. Eqs (3) and (4) together form a constraint. For isostatic balance, both of these equations should yield the same value for the depth of the water-loaded crust. This constraint links the shallow parts of the earth model to the deeper parts. The shallow parts are generally better resolved by seismic and borehole information than the deeper parts.
In keeping with our principle of using the simplest model to illustrate the method, we make one approximation to the extension model. The average densities and consequently the subsidence depend on the amount of extension. The crust is thinner, and according to the extension model has an average temperature which is lower than in the initial state. Therefore, its average density is greater. The subcrustal lithosphere is thicker and contains material at a lower temperature than in the initial state. Therefore, it also has a higher average density. Since average density varies with extension it can vary across the margin because extension can vary across the margin. We can calculate the variation (Fig. 3a) by using the expressions for density given in LePichon & Sibuet (1981) . However, in calculating gravity using irregularly shaped polygons, the crust and subcrustal lithosphere are often represented as bodies whose densities do not vary laterally. The crust is sometimes modelled with bodies stacked one atop the other, to approximate an upper and lower crust with di¡erent densities, and it is possible to account for lateral variations in density by de¢ning multiple, laterally adjacent bodies. To illustrate the inversion method, the simplest parametrization is that of the crust as a single body with no lateral variations in density. If the pre-and 
We estimate the e¡ect of the approximation on the subsidence using the values from LePichon & Sibuet (1981) in eqs (3) and (5) (Fig. 3b) . Eq. (5) predicts a somewhat shallower margin than eq. (3), by about 13 per cent. For the synthetic example that we consider in this paper, we use eqs (5) and (4) as the isostatic extension constraint.
INVERSION PROCEDURE
There are e¡ectively two kinds of parameters that need to be determined. The ¢rst are the formal inversion parameters for density and shape. The second are elements of the weighting matrices which we call the weighting parameters. They are free parameters in that they can be set independently, and they are analogous to trade-o¡ parameters since they determine the degree of adherence to some constraint in trying to satisfy the gravity data. The choice of parameters is at the discretion of the modeller. If the weighting is large for some component of the objective function relative to the others, that component is forced to apply at the expense of the others. Therefore, it is possible to have a satisfactory ¢t to the gravity observations and not obtain a completely isostatic model if the margin is not in isostatic equilibrium. Likewise, it is possible to require and obtain an isostatic model and have the gravity observations not satis¢ed to within their uncertainty. Finally, it is conceivable that all components may be satis¢ed to within their tolerances on a margin in isostatic balance and with prior information that is su¤ciently accurate.
The problem of ¢nding the model parameters to satisfy the objectives requires minimizing eq. (2) with respect to the model parameters. Mathematically, this can be expressed as
where the subscript m denotes derivatives with respect to the model parameters. The objective function, eq. (2), is constructed from a series of functional relations, F (Appendix B), which for ¢xed weighting parameters, can be described mathematically as
where m is a vector containing the densities and vertical coordinates of the polygons. Any solution to eq. (7) will minimize eq. (2) (Dennis & Schnabel 1996; Press et al. 1992) . The procedure to solve eq. (7) involves linearizing it,
where dF is the residual vector, dm ¬ represents an incremental change in the parameters, and J is the Jacobian matrix (Appendix C). We use a globally convergent Newton method with backtracking (Dennis & Schnabel 1996; Press et al. 1992) together with the LSQR algorithm (Paige & Saunders 1982; Nolet 1987) to solve the system of equations. Since the problem is non-linear, it will require a starting model. Backtracking is a strategy used to counteract the tendency of Newton's method to diverge if the starting guess is not close enough to the solution. Our approach is to vary the weighting parameters systematically and estimate densities and vertical coordinates simultaneously by solving eq. (7) for each combination of weighting parameters. The advantage to this approach is that it allows us to investigate e¤ciently the e¡ect of the constraints on the recovered models and on the goodness of ¢t to the gravity data.
The criteria used to determine which models are valid is based on the gravity data ¢t. The s 2 error or mis¢t can be expressed as the ¢rst term in eq. (2) divided by the number of observation points. Models which ¢t the data to the desired degree of mis¢t have a s 2 value of 1; anything substantially greater is considered under¢t, and less, over¢t.
For a given set of gravity data and prior information, we expect that many models may ¢t the data. The true model is known for the synthetic case presented here, but we need a methodology that can be used on real data when the true model is unknown. To this end, we investigate the range of models that ¢t the data, the possibility of selecting a best model or best set of models, the ability of the method to recover the true model when some of the prior information is incorrect, and the importance of the constraints in recovering models which ¢t the data.
SYNTHETIC MODEL
We construct a synthetic model of an isostatically balanced margin, assuming an extension parameter distribution and water depth pro¢le along the margin and calculating the crustal thickness and the depth in accordance with eq. (5) (Fig. 4) . The region of interest is 300 km long, but the model extends 1000 km beyond the region of interest on each side so that ¢nite length e¡ects are eliminated in the gravity calculation. Water, sediment, crust and mantle are each represented by a single body, for a total of four bodies. In the following discussions we refer to this as the true model and the resulting gravity anomaly as the true gravity data.
There are two scales of deep structure present along the Moho. The ¢rst is a gross structure de¢ned by a gradually curving Moho. The second is a short-wavelength topographical feature that is exhibited around 150 km horizontal distance in the form of a dogleg (Fig. 4b) . This feature is a result of isostatic compensation due to the sediment wedge above and is used in discriminating amongst recovered models.
The true gravity data were generated by a forward gravity calculation using the true model. To simulate real gravity data, we added noise with a standard deviation of 10 per cent of the maximum value of the true anomaly (57.92 mGal). We refer to the noisy gravity data as the observed data (Fig. 5) . The observed data are used as input for the inversions.
We use density contrasts in the synthetic tests and refer to them hereafter as densities. We have treated water density as a parameter to be estimated. This we believe is a more general approach that allows for small, acceptable departures from assumed values. However, it is possible to assume a value for water density and not treat water density as a parameter to be estimated in the inversion.
The Moho is ¢xed at 30 km depth from 0 to 100 km horizontal distance (Fig. 4) and is free to vary vertically from greater than 100 km horizontal distance outwards to the right. The synthetic model contains 113 vertical coordinates and four densities to be estimated. The horizontal grid spacing is 5 km.
The starting model constitutes prior information and represents our best estimate of the margin structure prior to inversion. When deep seismic information is unavailable, the starting model may be much farther from the true model than when deep information is available. In addition, noise will always accompany real data. Three starting models were selected to illustrate these situations.
The ¢rst uses a starting model with incorrect prior information on sediment and mantle densities and Moho position. The starting Moho position is linear across the margin from unextended continental crust to oceanic crust and varies by as much as 25 per cent from the true model. This is a reasonable starting model when no deep information is available. The starting densities for the sediments and mantle were perturbed from their true values by of the order of 3.5 per cent. This starting model allows us to examine the e¡ect of untrue prior information on the performance of the method, and we refer to it as the preferred starting model (Table 1 and The two other starting models, which we consider to be end-member cases, allow us to isolate the e¡ects of noise on recovery (case 2) and consider the situation when the Moho is known but the starting density information is not true (case 3). Case 2 has all prior information correct except Moho position and case 3 has all prior information correct except sediment and mantle densities ( Table 2) .
SYNTHETIC INVERSION PROCEDURE AND RESULTS
The weighting parameters, as presented earlier, were grouped into matrices corresponding to a type of constraintöprior model, smoothing and isostasy. Any weighting parameter in any group can be assigned a value individually or grouped together as required by the problem. In a real margin study, the shallow structure will typically be known with greater certainty than the deep structure and therefore a higher weight would be placed on the shallow prior model. As an analogue to a real margin analysis, we divide the weighting on the synthetic prior model vertical coordinates into a shallow group (¦10 km) and a deep group (b 10 km). We also divide the density weighting into one group for sediment^crust^mantle densities and one for water density.
The smoothing constraint can be handled in two ways. One philosophy promotes the idea that the weight on smoothing should be relative to the magnitude of the parameter values on which the smoothing operates. For example, we would enforce a higher penalty on roughness on a shallow interface than on a deeper interface. Alternatively, we could enforce an equal penalty on roughness of both shallow and deep interfaces. In a real margin study both approaches could be taken to ¢nd a range of models. In keeping with the simplest illustration of the method, we choose to enforce the same weight on smoothing in both shallow and deep parts of the model.
If we consider the ¢t to the gravity data as a function of these weighting groups, then the result is a 6-D weighting space in which the axes correspond to group weights on the following: vertical coordinates shallower than or equal to 10 km; vertical coordinates deeper than 10 km; water density; sediment^crust^mantle densities; isostatic extension; smoothing.
We explore weighting space by varying one weighting group whilst keeping the others ¢xed, then varying the next group until we sweep through weighting space. At each point we obtain a recovered model with some mis¢t to the gravity data. The procedure is best visualized in three dimensions. We ¢x a high weight on the prior shallow coordinates (10 km and less), a low weight on the deep coordinates including the Moho, and a high weight on the water density (Table 3) . The ¢t to the gravity data can then be mapped as a function of group weights on the prior density model for sediment^crust^mantle, isostasy and smoothing (Fig. 6) . The values for the isostatic and smoothing constraints vary by factors of 10, from 10 2 , representing a very high weight or strong constraint, to 10 {7 , representing a negligible weight or negligible constraint. The scale for the axes representing the smoothing and isostatic weighting is log 10 (1/w). This allows us to map the ¢t so that the greatest weighting of a constraint is at the origin of the plot. A qualitative description of the weight of the isostatic and smoothing constraints based on the value of log 10 (1/w) is as follows: values from {1 to 2 are designated as high, greater than 2 but less than or equal to 4 as moderate, and greater than 4 as low.
The horizontal planes in Fig. 6 are cuts through the 3-D space that show the e¡ect of variation in smoothing and isostatic weighting on the s 2 ¢t to the gravity data. The lower plane corresponds to high weight on the prior density model and the upper plane to low weight on the prior density model. Any model which falls on the bold contours ¢ts the data (s 2~1 ). The ¢gure suggests that there are many models recovered under various weighting combinations that ¢t the data.
We now examine the e¡ects of various weighting combinations of isostasy, smoothing and prior density model on the recovered deep structure (Fig. 7) by selecting models that illustrate the range of weighting.
The s 2 ¢t plot for high weight on the prior density model (top row of Fig. 7) shows that the acceptable region lies between a value of {1 (high isostatic weighting) and 4 (moderate isostatic weighting). This suggests that it is not possible to recover an acceptable model without isostatic weighting. The ¢rst three recovered models, a, b and c, all exhibit the short-wavelength topography of the Moho and are all recovered under high isostatic weighting. Model d, recovered under moderate isostatic weighting, captures the gross structure of the true model. However, it does not exhibit the short-wavelength topography. The ¢ts to the gravity data are acceptable, as indicated by the values in Fig. 7 and the gravity plot (Fig. 8) . The densities did not change from the prior model values (Table 2) .
For low weight on the prior density model (second row of Fig. 7) , the ¢rst two recovered models, a and b, recovered under high isostatic weighting, both exhibit the short-wavelength topography of the Moho. The recovered Mohos for models c and d show the general trend of the true gross structure; however, they are undulatory and do not exhibit the true shortwavelength topography. Whilst it is possible to ¢t the data without the isostatic constraint for a low weight on the prior density model, the recovered model is not a good approximation to the true model. Again, ¢ts to the gravity data are acceptable as indicated by the values in Fig. 7 . The densities have changed from the prior model values and there is a tradeo¡ between density and Moho position (Table 4) . For case 2, in which the starting model has all prior information true except the Moho position (third row of Fig. 7 and Table 2 ), recovered models a^c have a s 2 of between 1 and 0.97. The ¢rst two models, a and b, are recovered under high isostatic weighting, and both exhibit the true short-wavelength topography of the Moho. Model c, recovered under moderate isostatic weighting, shows the general trend of the true gross structure but does not exhibit the short-wavelength topography. Model d with a s 2 of 0.75 was chosen to show the e¡ect of over¢tting. The recovered Moho in model d is undulatory, suggesting the in£uence of noise in the data. When the same weighting combination as used for recovered model d is applied using gravity data with no noise, the undulations disappear and both the gross structure and the short-wavelength topography are recovered (no noise d in Fig. 7) . The densities did not change from the starting values (Table 2) .
Case 3 examined correct geometry but untrue prior density information (Table 2) . Recovered models a^c all ¢t the data to an acceptable level with a s 2 of between 0.94 and 0.95, and all recover the structure well. Model c, recovered under high isostatic weighting, is the best at recovering the true densities (Table 5 ).
DISCUSSION
Our results show three types of recovered Moho: undulatory, smooth with gross trend, and smooth with both gross trend and short-wavelength topography. A similar undulatory structure Figure 6 . s 2 ¢t to the gravity data as a function of weighting in three dimensions. Level curves represent the log 10 (s 2 ) ¢t to the gravity data. The bold contours represent s 2~1 , the dashed contours, s 2`1 . Acceptable values are on or near the bold contours. Weight on the prior density model is represented by the vertical axis whilst weights on isostatic extension and smoothing are represented by the horizontal axes. The scale on the horizontal axes is log 10 (1/w). The scale on the vertical axis is also log 10 (1/w); however, it is exaggerated about 4.5 times for clarity. Weighting increases in the direction of the arrows, towards the origin of the plot, for all axes. was obtained by Oldenburg (1974) and was attributed to errors in de¢ning the upper structure of the margin. Oldenburg found that using a low-pass ¢lter on the gravity data with progressively lower cut-o¡s diminished the undulatory character. Case 2, in which all starting information is true except the Moho position, allows us to isolate the e¡ect of noise on the recovered Moho. Since we know that the upper structure is correct, the noise in the data is manifested in the undulatory character of the recovered Moho of model d. This is made clear in Fig. 7 (no noise d) , where the undulations disappear along with the noise in the data. The s 2 value for model d is 0.75, indicating that part of the ¢t is to noise in the data. A procedure such as ¢ltering could preclude the possibility of recovering deep structure since the isostatic constraint links the deep structure to the shallow structure. Instead, using high isostatic weighting, we are able to recover the short-wavelength deep structure, eliminate the undulations, and ¢t the data to the desired mis¢t in the presence of noise (third and fourth rows of Fig. 7) .
The preferred case allows us to examine the sensitivity of the model to untrue prior information in densities and Moho. For high weight on this prior density model, isostatic weighting is necessary to recover models that ¢t the data and strong isostatic weighting is necessary to recover the short-wavelength topography, suggesting that isostatic weighting makes the method robust. 2 ¢t plots are ¢rst in each row, with log 10 (s 2 ) level curves plotted as a function of log 10 (1/w e ) and log 10 (1/w s ). The weights on the isostatic extension constraint, w e , and smoothing, w s , increase towards the origins of the plots. Letters positioned on the s 2 ¢t plots represent various weighting combinations. The recovered models for these combinations are shown to the right of the s 2 ¢t plots with the letters corresponding to those on the s 2 ¢t plot. In each row, the progression in isostatic weighting of the recovered models a^d is from most isostatic to least isostatic. Circles in the ¢gure highlight the Moho short-wavelength structure. For low weight on the incorrect prior model, the inversion changes the densities from the prior values and the trade-o¡ between density and shape comes into play. Isostatic weighting is necessary to recover a good smooth representation of the Moho with short-wavelength deep topography. Fig. 9 (a) presents the range of recovered Mohos for the starting models that we have discussed. The models recovered under high isostatic weighting are shown in Fig. 9(b) . We consider these to be a best set of models. The distinguishing feature of the best set from the range of all models is the recovered short-wavelength topography and lack of undulations. This suggests an optimum isostatic weighting value of between 0.01 and 10. Smoothing appears to be of secondary importance.
The range of models suggests a vertical resolution of the Moho of about 2 km. This is similar to that found by Zelt & White (1995) using seismic traveltime inversion.
Traditionally the search for an earth model that ¢ts the data is through trial and error. In practice, a trial-and-error search can take a long time and be biased towards preconceived ideas of expected structure. Practical inversion methods may restrict us to regions close to the starting model. In addition, the ¢rst acceptable model that is found may be chosen as the most likely. A better procedure would be to execute a systematic search for many models which ¢t the data and have a range of acceptable models to choose from. Whilst we cannot expect to search all of model space, we can attempt to de¢ne a fertile region by ¢nding end-member models, some of which are far from the starting model. Our method provides an e¤cient way to e¡ect a search to de¢ne this region. One strategy would be to select a coarse starting model and a coarse series of free parameters. For example, weights of 0.1, 1, 10, 100 and 1000 for both isostasy and smoothing can be applied for a total of 25 separate inversions. The s 2 values can be examined and those deemed acceptable selected for further examination.
CONCLUSIONS
We have presented a method for determining the deep structure of rifted margins. It estimates densities and vertical coordinates of polygonal bodies simultaneously whilst varying weight on prior information. We have found that this is an e¤cient way to recover and investigate a range of models. To compensate for the problems of poor depth resolution and non-uniqueness, we used a uniform extension model along with prior information on densities and shapes in the inversion.
In tests that we performed on a synthetic, isostatically balanced margin, multiple recovered models were found that ¢t the data acceptably well for multiple starting models. We found that high isostatic weighting was necessary to recover the short-wavelength topography along the Moho. Furthermore, moderate isostatic weighting was required to recover the gross deep structure of the Moho.
The isostatic weighting increased the robustness of the method and the range of recovered models, suggesting that models recovered under isostatic weights of between 0.01 and 10 are preferred. The deep structure recovered in this way is valid because it is not due to an arti¢ce such as smoothing but to a physical process, isostatic compensation, which is believed to operate to a large degree on rifted margins.
The uniform extension model assumes that density varies across a margin. Our intent in this paper was to illustrate the use of margin models as inversion constraints. The simplest test for the gravity calculation is to parametrize the crust as a single body, and consistency requires a simplifying assumption that the density of the crust remain constant across the margin in the extension model. We have not treated the case of the thermal anomaly but do not foresee major problems in adapting the method. This may be of more concern on younger margins. The assumption of local isostasy is not an unrealistic one. The role of £exure appears to be limited in some basins; for example, the Baltimore Canyon Trough (Watts 1988) . In some cases it may be necessary to incorporate £exure. This is a simple extension of the method.
