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The rate of convergence of various sweep strategies of stochastic relaxation for 
simulating multivariate Gaussian measures are calculated and compared. Each 
sweep strategy prescribes a method for chasing which coordinates of the random 
vector are to be updated. Deterministic sweep strategies in which the coordinates 
are updated according to a fixed order are compared to random strategies in which 
the coordinate to be updated is chosen through some random mechanism. In addi- 
tion block updating, in which a few coordinates are updated simultaneously, is 
compared to single coordinate updating. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
Stochastic relaxation is a technique that is being used extensively in 
pattern research for carrying out simulations of probability measures in 
high-dimensional spaces. The idea was first introduced in a different form 
by Metropolis et al. [14] and replaces one step simulation, which may be 
computationally impossible, by an iterative scheme, each step of which 
takes place in a lower dimensional space. 
More precisely, consider the random vector V= (V,, . . . . V,) E R” with an 
essentially positive density function f(u), with respect to the Lebesgue 
measure da. The procedure is started by selecting an initial value X0 by 
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either a deterministic or a random choice. The iterations proceed as 
follows. Given X, E R” and a sweep area S, c Z,, = [ 1, . . . . II i, set (X, + L ), = 
(X,), for .jg Si and sample the remaining coordinates of X,, , from the 
conditional distribution of 
(V,iiESk I V,=(X,),;jES;.). (1.1) 
The cardinalities N, of Sk should be kept small, otherwise the problem of 
simulating a distribution in a high dimensional space remains. Many 
applications have used N, = 1; in other words, one coordinate or site is 
visited at a time. The family of sets S,, SZ, . . is called the sweep strategy 
and it is essential that each site be visited infinitely often. In practice only 
two types of sweeps have been used, deterministic periodic and random. 
The deterministic sweep strategies assume that the set valued function 
SC., is periodic. For a general distribution in R” the sites are visited accord- 
ing to some fixed permutation of the coordinates. For example if the sites 
are arranged in a rectangular array of size LVx LH, with LV rows and LH 
columns, we may sweep the sites as in a TV-scan, row after row. 
For the random sweep strategies the set S, is selected by some random 
choice mechanism for each k. For example one could select for each k a 
pair (ik, jk), such that ik # jkr with equal probabilities for all such pairs. In 
this case Nk = 2 and each selection is independent of the previous one. One 
could, however, chose at each step-k a single index ik (i.e., Nk = 1 ), 
uniformly from the set { 1, . . . . n}\(ikpl}. This selection would depend on 
the previous one and would ensure that the same coordinate is not updated 
twice. 
It has been shown in some cases that the probability measures P, corre- 
sponding to the process X, converge weakly to the desired distribution 
f(x) dx. This is done for the discrete case in Geman and Geman [9] and 
for continuous cases in Knoerr [12], Chow, Grenander, and Keenan [S]. 
When X, is Markov this implies ergodicity because the desired distribution 
is invariant under the Markov process defined by stochastic relaxation. 
The power of stochastic relaxation lies in its universality. In principle it 
is applicable to almost any probability distribution. It requires no special 
structure for f: This is compensated by the slow speed of convergence, 
which is an empirical observation, not an analytically established fact. 
Finding reasonable bounds on the rate of convergence would help in deter- 
mining when to terminate the relaxation. So far this has been done using 
less than satisfactory stopping rules of an ad hoc nature. It would also help 
in settling a controversial issue: are deterministic sweep strategies better 
than random? 
As clearly as 1963 Fosdick [7] suggested that (in the case of the original 
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Metropolis algorithm) it would be advantageous to visit sites in a chaotic 
manner, a belief shared by several researchers. No hard evidence for or 
against this conjecture has been found except for a computer experiment 
carried out by McClure Cl31 in a discrete case. The experimental results 
were striking, one of them showing that random sweeps gave a lower rate 
of convergence than any periodic deterministic strategy. 
In recent years the Gaussian case has received attention for modelling 
global random shapes in R* and R3. In some cases we have a structured 
situation in which direct simulation is possible even for large values of n. 
However, in other cases when n is extremely large, stochastic relaxation is 
needed (see [5, 121). 
The main goal of the present paper is to derive upper bounds on the rate 
of convergence of the process defined by stochastic relaxation to the 
required distribution, in the special case of Gaussian distributions. This has 
been done for two random updating schemes and the generic deterministic 
scheme, and is summarized in Theorem 1, the proof of which is carried out 
in Section 3. All bounds on the convergence rates are given in terms of the 
smallest eigenvalue of the inverse covariance matrix of the Gaussian 
distribution. A remarkable consequence of these results is that the old 
question as to whether random updating can ever be better is finally settled 
in the affu-mative (see Theorem 1). In Section 4 we construct an example 
in which the bound on the rate of convergence in the deterministic case is 
asymptotically achieved as n + co. 
Sections 5 and 6 deal with updating schemes in which more than one site 
is updated at a time. In Section 7 we discuss the asymptotics of the smallest 
eigenvalue of the inverse covariance matrix as n --f cc in some special cases 
of practical interest. In Section 8 we present some numerical results. 
It should be mentioned that stochastic relaxation is related to classical 
relaxation used for the numerical solution of PDEs and for various 
non-linear optimization problems; the reader could consult, e.g., Blum and 
Oettli [4]. In the Gaussian case the calculation of the rate of convergence 
of stochastic relaxation reduces to calculating the rate of convergence of the 
Gauss-Seidel relaxation method for solving a system of linear equations 
(See Rice [ 141). This method has been widely used for solving systems of 
difference equations arising from second-order PDEs. (See Ames [l], 
Smith [ 163.) In the specific setting of the Laplace equation specific rates of 
convergence have been calculated (see Smith [16]). However, to our 
knowledge, no explicit formula for the rate of convergence in the general 
case of positive definite matrices has been calculated, nor has the possibility 
of random coordinate updating been addressed. Thus the rates of 
convergence calculated in this paper offer some additional insight into the 
behaviour of Gauss-Seidel relaxation. 
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2. GENERALITIES 
In this section we describe the special form of stochastic relaxation when 
the underlying distribution is Gaussian with mean zero and positive 
covariance matrix Q ~ ‘, that is, with density 
WQ) 
4(x) = (3.4”/2 - exp[ - 1/2(x’Qx)]. (2.1) 
We show that in this case calculating the rate of convergence is equivalent 
to calculating certain norms of random matrices. We start with some 
general remarks for the case where one coordinate is updated at a time, i.e., 
Nk = 1, leaving the case with larger updating areas to Sections 5 and 6. 
First an elementary lemma on the conditional distributions of Gaussians. 
LEMMA 1. Let G be an n-dimensional random vector with a Gaussian 
distribution of mean 0 and covariance matrix Q - ‘. Let xCiI = (x1, . . . . xi-, , 
xi, 1, ..*, x,). Then 
where N(cr, o) denotes a Gaussian distribution of mean CI and variance 0. 
Proof: Expanding the quadratic form in the exponent for the density of 
G we obtain 
2 
x’Qx=Q,x~+~ C QqXixj+Y=Qii Xi+ C e,Xj +7, 
j#i j+< Qii > 
where y, jj do not depend on xi, From the above expression it is clear that 
if xCij is fixed j can be absorbed into the normalizing constant and we 
obtain the desired result. 1 
From the lemma it follows that if the kth iteration of the stochastic 
relaxation process is updating the ith coordinate it has the form 
x,=Ajx,_l=(I-DiQ)Xk~l+N~. (2.2) 
The matrix Di has all entries zero except for the ith entry on the diagonal 
which is Q,; i, and the vector 
N; = ( 0, . . . . 0, ek, 0, . . . . 0), 
- 
i - 1 COOT. 
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where .sk are i.i.d. N(0, Q,‘). In other words, X, is obtained by applying 
the afline map Ai to X,-i. 
Note that the matrix I- DiQ corresponds to the Gauss-Seidel iteration 
at coordinate i. The equation for the error of Gauss-Seidel relaxation is 
precisely &~=(Z-DiQ)&~;,_l (see Ames [l] or Smith [16]). 
Let X,(x) denote the state of the process generated by stochastic relaxa- 
tion at step k, given that X,=x. If the updating is deterministic X,(x) = 
A,A,-, ... AIx, for k = 1,2, . . . . The process X, is Markov but not 
homogeneous. However, taking a whole sweep through all sites, or n 
updates, as one step we obtain a homogeneous Markov process. Thus if we 
write ~=Ar,AI,-l...A~r-l,,+l, then &[ is also a random affine map 
(only the translation part is random) and 
Y,(x) = X,,(x) = d/d/, 1 . . . dlX (2.3) 
is a homogeneous Markov process in R” generated by a product of i.i.d. 
random afline maps. 
If the updating is random then X,(x) = A,A,-, ... Ai,x, where ik, k = 
1, 2, . ..) is a stationary Markov process in Z,. For the sake of comparison 
to the deterministic case, we again consider one step as n-updates. In other 
words we define dl = A, . . . AiC,-I,~+, which forms a stationary Markov pro- 
cess in the space of afline maps and the process Y,(x) as defined in (2.3) 
is again a process in R” generated by products of identically distributed 
although not necessarily independent random affine maps. 
For both updating schemes the stochastic relaxation process for a 
Gaussian distribution is a stochastic process in R” generated by products 
of identically distributed random affine maps &,, I= 1, 2, . . . . applied to the 
initial point. The matrix part of the afline maps will be denoted by M, and 
the translation part by bl. The following lemma states that the rate of con- 
vergence of the distribution of such a process is governed by the behaviour 
of the matrix parts of the affme maps. 
LEMMA 2. Let J& 1= 1, 2, . . . . be a stationary Markov process on the 
space of random affine maps, with d,x = M,x+ bl. Assume there exist 
positive constants y, d, D with y < 1 such that 
(i) E(IMI...M,x12 1 dI)<dy’-’ Ix(‘for I= 1, 2, . . . . 
(ii) EJM~~~<0*~x~~for aZlxER”. 
(iii) E lb12 < D*. 
M, b are distributed according to the stationary distribution of M,, b,. 
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Then the process Y,(x) = d,. . . JY’, x has a unique limit measure n, and jbr 
any Lipschitz continuous function f with Lipschitr constant L, 
Proof: Let f be Lipschitz continuous with constant L: 
JP’+tf(x)-P’f(x)l=IEf(~+,-.‘~~x)--f(~...~,x)J 
= lEf(4+ 1 ...~lx)-Ef(~,+l...~2x)1. 
In the last equality we have used the fact that the &I are stationary. By the 
Lipschitz continuity off we bound the above expression by 
LE I&/+, . ..&x-&.+, ...J~xI 
~L(EI~,+i~-~-~~-~,+,~...~~~/2)1’2 
= W W,+ I 442(dlx-x)12)“* 
= L(EE(IM,+, ... &(4x--X)IZ I 4w2 
< Ld”2y”2(E j~&‘~x-xxJ~)~‘~ 
d 3DLdl94 1x1 + 1). 
Thus Pff(x) is Cauchy and converges to some limit If(x). Moreover, 
< 3DLd Ii2 
y----qm + 1). 
Similarly, we can show that IP’f(x) - P[f(y)l < dyU2 Ix - yl, so that the 
limit i’,. = I,(x) does not depend on the initial point x. From this it follows 
that there exists a unique limit probability measure n such that n(f) = 4 
and IPff(x)-x(f)\ < (3DLd”*/(l --Y’/~)) ~“~(1x1 + 1) for any XER”. 1 
For other aspects of the theory of products of afine random maps see 
Berger and Amit [2] and Berger and Soner [3]. 
For the random updating process the matrix of the random afine map 
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to be considered is M = (I- D,Q) . . . (I- D, Q), where i, is a stationary 
Markov process in 2,. The translation term has the form 
n-1 
b=N”,+ 1 (I-D,)...(Z-D,+,)Nk,, 
k=l 
(2.4) 
with Nt as in (2.2). For the deterministic updating process the matrix to 
be considered is M=(Z-D,Q)(Z-D,-,Q)...(Z-DIQ), andthetransla- 
tion term has the form 
n-l 
b=N;+ c (I-D,)+Z-D,+,)N,k. 
k=l 
(2.5) 
As mentioned above the matrix part of the afline maps in the deterministic 
updating scheme is non-random. Only the translation term is random. 
Using the notation defined in Lemma 2 we are now in position to state 
the main theorem. 
THEOREM 1. Let Q be an n x n symmetric positive definite matrix. Let 
d(x) = det(Q)(27r-(“/‘) exp[ - (l/2) x’Qx] be the density of the Gaussian 
distribution in R” with mean zero and covariance matrix Q-l. Let A,,, be the 
smallest eigenvalue of Q and A,,, the largest. Let A = diag[Q Al/*, . . . . Q,&‘/‘] 
and let 1 be the smallest eigenvalue of the matrix AQA. Let Q* = 
max[l, Q;“‘, . . . . Q,‘/*]. Let i, denote the stationary Markov process in Z, 
which determines the updating strategy, and let Y, be the corresponding 
process in R” as defined in (2.3). Then for any Lipschitz continuous function 
f with Lipschitz constant L, 
3LDd I/* 
Ef(Y,(x))-Sf(x))(x)dx -y-qyy'"p1!2(I~l+1)~ 
with y, d, D given as 
(1) If the i, are i.i.d. and uniformly distributed over Z, then y = 
(1 -x/n)“, d= A,/,?,, and D = Q*(A,/A,)“’ n. 
(2) rf the i, is uniformly distributed over Z, - (ik- 1} then y = 
(1 - x/(n - l))“, d= (AM/&J/( 1 - x/(n - l)), and D = Q*(A,/A,)“’ n. 
(3) rf the ik is deterministic, i.e., i,=(k-l)modn+l then y= 
(1 - l/16n3)*“, d= AM/Am, and D = Q*(L,/l,)'/2 n. 
3. PROOF OF THEOREM 
In both cases, random and deterministic, we shall be studying expres- 
sions of the form (I- D&)(Z- Dkp 1 Q) . . . (Z-D, Q). As mentioned above 
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this product of matrices governs the behaviour of the error in Gauss-Seidel 
relaxation. It turns out much easier to study these products through the 
following change of coordinates. Let K be the symmetric square root of Q, 
which exists due to the assumption that Q is positive definite. We then can 
write 
(Z--D,Q,(Z-D,-,Q,...(Z-D,Q, 
=K-‘K(Z-D,Q) K-‘K(Z-D,p,Q)K-‘...K(Z-D,Q) K-‘K 
=K-‘(Z-KD,K)(Z-KD,_,K)..(Z-KD,K)K. (3.1) 
Now KD,K=Q,‘K,K: and KD,Kx=(L,,x) L,, where L,=Qr;“‘K, 
and K, is the rth column or row of K. Moreover, since (K,, K,) = Q,,, the 
vectors L, are unit vectors. Therefore, T, = KD,K, r = 1, . . . . n, is a projec- 
tion on the unit vector L, and P, = I- T, is a projection on the hyperplane 
orthogonal to L,. We have reduced the initial product to a product of 
projections. 
From (3.1) we have that 
II(Z-DkQ)(Z-D,-,Q)...(Z-D,Q,ll G IV-‘II IIKII &/‘,%i?%i, 
so that the mean square of the translation term as given in (2.4) or (2.5) 
is dominated by n’(A,/l,) E(NT)2 < (Q*)’ (A,/A,)n’. Similarly, 
E IMxl* < E llMl/2 lx12 < (Q*)2 (1,/A,) n2 1~1~. This takes care of the 
constant D in all three cases of the theorem. 
Random Sweep Strategies 
We consider two random updating schemes. The first generates a 
sequence it, i,, . . . of i.i.d. random variables uniformly distributed over the 
set Z, = { 1, . . . . n}. In the second scheme the sequence i,, k= 1,2, . . . is a 
Markov chain on Z, with transition probabilities pij = (1 - aG)/(n - 1). In 
other words j is chosen from a uniform distribution over Z, - {i >. This 
updating scheme is better than the first because it does not allow updating 
of the same coordinate twice successively. It is easily verified that if i, is 
uniformly distributed over Z, then this Markov chain is stationary. 
F~~POSITION 1. Let i,, i2,..., ik be i.i.d. integer valued random variables 
uniformly distributed on Z,. Let A,, A,,,, 1, and A be as in Theorem 1. Then 
EI(Z-Di~Q)‘..(Z-Di,Q)xI’~~ 
m 
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ProoJ: First we prove that for any k>O, 
E IPik k ,x(2, 
where Pil are the projections I- KD,,K. We shall prove it by induction. For 
k= 1, 
EIPi,x12=g ,(I- Tj)x,2= ,x,2-g ITjX12. 
Now, since 1 is the smallest eigenvalue of @II = AKKA, it is also the 
smallest eigenvalue of KAAK. Consequently, 
it jx12< lAKx12=i (L,,x)~. (3.2) 
Plugging this inequality into the above equation we obtain 
EIPi,x12< 1-i [XI*. 
( ) 
Assume the statement is known for 1,2, . . . . k- 1: 
Finally, we have 
E I(Z-D,Q)‘..(Z-Di,Q)xl’ 
=EIK-‘(I-KD,,K)...(Z-KDi,K)Kxj2 
(3.3) 
Ik 
+ I-- 
( > 
WI2 
m  n 
(3.4) 
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From the above proposition it is clear that 
E(IM,M,- 1 .-M,x(2 1 sill) 
=EjMlM,-,...M2x1’ 
=El(Z-~,Q,~..(Z-~i,,,_,,+,Q,.~.(Z-~i2,Q,...(Z-~,+,Q,xl2 
IX12. 
Thus by Lemma 2, the first item in the theorem is proved. 
PROPOSITION 2. Let i,, k = 1, 2, . . . . be a Markov chain on the set Z, with 
transition probabilities pii = (1 - Sq)fn - 1). Assume that i, has a uniform 
distribution over Z,. Then 
E()(Z-D,Q).~.(Z-D,Q)x12 ) i,)<$( 1 --&)‘-2 1~1~. 
m 
Proof: As in Proposition 1 it is sufficient to prove 
E((Pi,...Pi,x(2 (i,)d(l----&r-* lx,*. 
The proof is again done by induction. For k = 2, 
E((P,,xJ’ 1 i, =j)= 
for all 1 <j< n. Assume the statement is true for k - 1. For any 1 <j< n, 
1 
=(n- l)k-l c Ipj~pj~-~~~~pj~x12 
jkfjk-I# ... #j2#i 
1 
=(n-l)k-l jk~jk~,~,,~3j2~j~pj~pj~-~‘~‘~~x12 ( 
c 
c Ipjk-l . ..Pj.XJ2 
jk-I# ... #j2#j > 
1 
=(n--l)kpljk-,f 
C 
+j*+j 
[( i Ipj~pj~~~*~~pj~x12)-Ipj~~~*~~pj~x12] 
jk = 1 
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c 
=(n-11)k-1j~-,Z...2j2ij 
=(1-l ) 
(n- 1-X) IPjk-, ea’PjzX12 
x 1 
c 
n-1 (n-11)k-2jk_z+...Zj*+j 
Ipjk-l . ..P.,xl* 
<(l-A)*-* lx?. 
The first inequality follows from Eq. (3.3) and the last inequality follows 
from the induction assumption. Finally using the same derivation as in 
Eq. (3.4) we obtain the required result. 1 
Now 
E(IM,M,- 1 -M,X~*) dl) 
=El(~-~~,~Q)...(~-~i,,,_,,+,Q)...(~-~,Q)...(Z-~i~+,Q)xl’ 
Thus by Lemma 2, the second item in the theorem is proved. 
Deterministic Sweep Strategies 
As mentioned above in the deterministic case we have a non-random 
matrix part 
M=(Z-D,Q)(Z-D,-lQ)..~(Z-DIQ). (3.5) 
PROPOSITION 3. Let A,, A,, 1 be as in Proposition 1. Then 
ProojI Once again we change coordinates and estimate the norm of the 
matrix 
B=(Z-T,)(Z-T,-,)..-(I-T,)=P,-..P,. (3.6) 
By (3.2) we have 
x 
max IT,yl*= max (y,L,)*2;=S, 
1gi-gfl l<rin 
for any unit vector y. 
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We prove the following estimate. Let T,, . . . . T, be projections in R”, such 
that max lCrsl [Try)‘36 for any unit vector y. Then 
Ip,...p,yl’=I(Z-T,)...(Z-T,)y/‘6 ‘. 
Choose a unit vector y and let T, be such that 1 T, y12 2 6. Let 
P r-1 . ..P.J 
z=IP,-,~‘.P,y). 
Case 1. 17’,z12 B 614. Since z is a unit vector we have in this case, 
IP,z12 = 1 - I T,zl* < 1 - J/4. Therefore, 
IP,...P,yl<jP;.. P, yl < IPA< $-Ti* 
Case 2. lT,z12<6/4. Let y= T,y/lT,yl and z”= T,z/lT,zl. Since T, is a 
projection ( y, jj) = / T, yl > $. Since y, z, jj, Z are all unit vectors, 
IY-~12=<Y-Y,y-p>=2-2(y,~)~2(1-~). 
Again, since T, is a projection (z, Z) 2 (z, jj) and using the assumption 
that I T,zl d 6/4, we obtain 
~~-~~~~Iz-~~~=2-2(z,i)=2-2IT,z~>2(1-J6!4). 
From the mean value theorem &- &> (x- y)/2, for 1 >x> y>O, 
so that by the two inequalities above we obtain 
We write 
lP,-I 
Ip,-l.-.plyl=Ip,~2...p1yI 1 
‘~~p”‘...!+5-$plyl. 
Since P,, q = 1, . . . . n, are projections, it follows that 
(3.7) 
(3.8) 
Now define 
P,...P,y 
zq = IP, . . . P, y( ’ 
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for q = 1, . . . . r - 1, z,- i = z, and z,, = y. From (3.7) and (3.8) we obtain 
r-1 
P-1 *..P,yl= fl (l-;lz,-z,_,l*). 
q=l 
Each term in the above product is non-negative and from the triangle 
inequality it follows that 
r-1 
c Izq-zq-ll 2lz-Yl >-J&h. 
Consequently the product above would be dominated by maximizing 
subject to the constraints that 0 < clq < & and Cl- ’ ~1, = fi/,/k This 
maximum is achieved when all the variables are equal, i.e., CI, = 
$/Ji(r-- 1) for q= 1 , . . . . r - 1. This leads to the estimate 
for any unit vector y. 
Now by simple calculation of derivatives it is easy to see that for 0 < x < 1 
we have Jw d (1 - x/( 16n2))“, so that the estimate in the second case 
is the dominant one. Another calculation of derivatives shows that if 6 < 16 
then x log( 1 - 6/(16x*)) is increasing in x for x 2 2. Consequently, 
Finally, by (3.1) and the above estimate we obtain 
IPfI12< 11~-1112 11~112 llKIl’+ 1 - .,( Kg. 
Again by Lemma 2 the third item of the theorem is proved. 1 
It is surprising that the bound on the converge rate for deterministic 
updating is so much higher than the ones for random updatings. Of course, 
the rate given here is just an upper bound of the norm of the matrices M 
(3.5) and B (3.6) and is valid for any permutation of the coordinates. 
However, we shall now construct an example for which it is possible to 
calculate the eigenvalues of B precisely and where the largest eigenvalue of 
683/37/2-6 
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B is of the same order as the expression in Proposition 3. The worst cases 
are clearly the nearly degenerate ones, i.e., those cases for which the unit 
vectors L,, Y = 1, . . . . n, are all very close. 
4. THE CIRCULANT EXAMPLE 
The case when Q is circulant corresponds to situations encountered in 
Knoerr [12] and Chow, Grenander, and Keenan [S]. It is then possible 
to derive simple expressions for the eigenvalues of B. First note that since 
Q is circulant and symmetric it has a circulant and symmetric square root 
K. Define the permutation matrix 
! 
0 1 0 
0 0 1 
c= ; ; 
0 0 0 
1 0 0 
. . . 
. . . 
. . . 
0 
0 
Ii 
. . 
1 
0 
If we assume that Q has ones on the diagonal then 
L =K =C-“-“K C(r-1) r I I 7 r=l n. I . . . . 
Let B be as in (3.6) then the equation Bx=px can be written as 
~~‘“-“p~“~“...~-~p~~~-~p~px~~x , 
where P = P, is the projection on the hyperplane orthogonal to K,. Setting 
x = Cy and noting that C” = Z, we have (PC)” y = py. Solving this last 
equation reduces to finding the eigenvalues of PC or solving Pz = pC-‘z. 
Set K, = (k,, . . . . k,), and let k. = k,, zO = z,. We obtain the set of equa- 
tions for 1 < r < n, 
,uz,_~=z,-- i krkyzq=z,-ck?, 
q=l 
with c = Cy k,z,. Let (,?,, . . . . 2,) denote the Fourier transform of (z,, . . . . zn), 
4-- i’-&q=, w-)zq, t= l)...) n l i 
with w  = exp(2ni/n). The transformed equations become 
pi?,w’=2,-ckt or (1 - pw’)P, = c&, 
for t = 1, . . . . n. 
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It should be noted that, since K is circulant, its eigenvectors are of the 
form (w’, . . . . w+l)‘, 1) for t= 1, . . . . n. Therefore the eigenvalues of K are 
simply &R, and, since K is symmetric positive definite, the vectors ff, are 
real and non-zero. From the estimate of the norm of B in the general case, 
e.g., Proposition 3, we know that the modulus of p is strictly less than one. 
Therefore, 1 - pw’ # 0 and we can write 
c 
i =-If,, 
f l-pw’ 
and by Parseval’s relation we have 
Setting f, = (k,)*, the equation for p becomes 
Equation (4.1) can be dealt with explicitly, in an asymptotic sense, in 
several cases, one of which is as follows: Let 
K, = 
1 
J(l+r)*+(n-l)V2 
(1 + q-9 % .*.3 vl). 
As q + cc we approach the degenerate case K, = (l/&)( 1, . . . . 1). 
The Fourier transforms are given by 
for t = 1, . . . . n - 1 and 
Hence, 
1 
~m=a=(l+#+(n-l)q* 
=nf,, (4.2) 
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for t = 1, . . . . II - 1 andf,l = 1 - (n - 1) ,f., . Note that the n - 1 eigenvalues nj; 
are equal and small. Returning to Eq. (4.1) we have 
l=i fl _ fn I y.r; 
, l-/Wr l-/A , 1 - j.W’ 
fn-fl 1 L-f, nf, -+fli-:- - 
] 1 -#uw’ 1-P +1-/p. 
Since f, - fi = 1 -E we obtain the rational equation 
l--E & 
I=- - 
l-:+1-:“’ 
which reduces to [” + ’ - 65” - (1 - E)[ = 0. Factoring out the solution [ = 0 
we obtain 
<“-El”-i-(1-&)=0. (4.3) 
The solution c = 1 is ruled out a priori, since all the eigenvalues are known 
to be of modulus less than one. 
The issue now is to determine the behaviour of the solutions for small E. 
Note that for E = 0 the solutions become the n - 1 roots of unity w, = w’, 
t = 1, . ..) n - 1. Since the roots of a polynomial are continuous in the coef- 
ficients c, = w, + a,(s), t = 1, . . . . n - 1, where d,(s) + 0 as E -+ 0. Since I[,1 < 1 
it follows from (4.3) that 
In addition, 
Now arg([,) + arg(w,) as E -+ 0, so that we may assume that n larg([,) - 
arg(w,)l < x/2, for all t = 1, . . . . n - 1. Consequently, 
>l, 
and we obtain 
2&> li:-w:l > lit-w,1 = M&N. 
Substituting w,+d,(s) in Eq. (4.3) we have 
0=1+w:-‘?zd,(&)-W-i-l+&++(&) 
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(O(E)/& + 0 as E + 0). Multiplying both sides by w, we get 0 = EW, + rid,(s) - 
E + O(E), which leads to d,(s) = (s/n)( 1 - w,) + O(E). Consequently, 
Now 
Hence the largest eigenvalue of PC is cl and 
for n 2 3. The eigenvalues of the initial matrix B are consequently bounded 
between (1 - (2x2/n3) n,)” and (1 - (z’/n’) &,)n which are of the same 
order as the bound given in Proposition 3 for the norm of B in the general 
case. Modulo certain constants this is therefore the best rate one can obtain 
for the deterministic updating scheme, in general. 
5. BLOCK STRATEGIES 
It is of course possible to update more than one site at a time, and it 
seems plausible that updating sites (ii, . . . . ir) at once would get us closer to 
the statistical equilibrium than updating first i, then i2 and so on. To prove 
that this is indeed so we proceed as follows. 
For convenience of notation assume that the coordinates to be updated 
are given by the multi-index a = (1, . . . . I). All the derivations can be carried 
over to a general multi-index a = (i 1, . . . . jr). Write any vector x E Rd as 
x = (x,, xc,,), where x, is an I-dimensional vector; write the matrix Q as 
Q=(% Q;m)), 
where Q,, is an Ix 1 matrix. Let G be as in Lemma 1, then using the same 
procedure as in Lemma 1 we obtain that 
(G, I G,,, = z) -N( -Qcco’Qa,(a)z, Q,‘h 
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for any z E R”-‘. Let D, denote the n x y1 matrix 
D = Q,’ 0 
a 
c > 0 0’ 
The updating procedure for the coordinates 1, . . . . 1 is therefore 
where Nt = (sr, . . . . E,, 0, . . . . 0), and (sr, . . . . E/) N N(0, Q,‘). The vectors N’j: 
are independent for all k and all multi-indexes a. 
Using the same change of coordinates as in (3.1) we obtain for any 
multi-index c( = (i, , . . . . if) that 
I- DzQ= K-‘(I- KD,K)K. 
Note that D, QDo, = D, and, therefore, KD, K = KD, KKD, K is a projection 
on the subspace E, = span(Ki,, . . . . K,). Set 9. = I- KD,K and P, = 
P, Pi,_, . . . P, . 
We now prove a simple lemma that will enable us to compare block 
updating to sequential updating. 
LEMMA 3. Let a,, x2, . . . be a sequence of identically distributed and 
independent random multi-indexes of length I from the set Z,. If 
supIxl = 1 E lP,,x12 -c p then 
sup E IP,, . ..P.,x12<pk. 
l.Yl = 1 
ProoJ: The proof is done by induction. The statement is clearly true for 
k = 1. Assume it is true for k - 1 then 
sup E IP,, . . P,,xl* 
1x1 = 1 
= sup EE( 1 P,, -~p,,xl* I PUIX) 
JxJ= 1 
< sup E(( sup E If&...P~242) IP,,x12) 
1x1 = 1 121 = 1 
GP k. I 
The same statement holds, of course, if c!& are taken instead of P,,. 
We shall compare the block updating scheme to the sequential one 
by comparing the exact rates of one iteration; i.e., we show that 
suplX, = r E JP,,x12 > suplXl = r E \PtiIx12, in general, and find the ratio 
between the two suprema in a special case. Note that the above lemma 
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only gives upper bounds on the rate for k iterations in terms of the exact 
rate of one iteration. Thus comparing the one iteration rates does not 
represent a precise comparison of the two updating schemes. 
Any vector XE R” has a decomposition x= y +z, where YE E, and 
z E Ei. Clearly, 9=x = z. On the other hand, P, y E E, and P,z = z; there- 
fore, 
IP,x12= jP,y+z12= IP,yl*+ 121% (zl2= Isqnxl*. 
Since this relationship holds for any x E R” it holds also for the suprema. 
One can hence conclude that no matter what scheme is used for choosing 
the coordinates to be updated, the larger the blocks that are updated 
simultaneously-the faster the convergence. 
When the size of the block is 2 we can in fact calculate the ratio between 
the one-iteration rates of simultaneous and sequential updating. We assume 
the pairs are sampled from a uniform distribution over the set of ordered 
pairs. 
Let E, = span{& K,}, for 1 < i, j< n. Denote by TV the projection on 
the subspace E, and set P,= I- T,. 
Now fix i, j, and let Li, Lj be the unit vectors corresponding to Ki, Kj. 
For any y we have 
lpipjY12= Iyl*= (Lj,y)2- (y, pjLi>2* 
Similarly, for i, j reversed. Let Hi = PjLi/lPjLil and let Hj = PiLj/lPiLj 1, It 
is easily seen that {Li, Hi} and {Lj, Hj} are orthonormal bases of E,. 
Note also that 
Consequently, 
IPiLj12= (PjLi12= 1- (Li, Lj)? 
lpipjY12 + IpjpiY12 
~2 lyl*-(Li, y>*-(Hi, Y>*-(Lj> Y>*-<Hj, Y>* 
+ (Li, Lj)* ((Hjv J’)*+ <Hi, J’>‘) 
= <Li, Lj)* ((Hi, Y >* + (Hi, Y >*h 
for any ye E,. Since y, Hi, Hj~ E,, we have 
(H~,Y)*+(H~,Y)~~(~--I(H~,H~>I)IYI* 
(5.1) 
=(l-I(Li,Lj>l) IyI*= l- 2. IY12, (5.2) 
( I I) 
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where the first inequality can be deduced from the trigonometric inequality 
cos2 y + cos2 6 > 2 sin*( (y - S)/2), for Iy - 6) < 7r/2. Hence, 
NOW since P,P,a = P,Pj(T,z) + P,P,(P,-z) = P,Pj( T,,:) + P,z, and since 
the two terms are orthogonal we have 
The first inequality follows from (5.3), the second inequality follows from 
(3.2) via 
c JT,zJ’> c ITiz12>n(n-1)x, 
i#j i#j 
and the last one from the fact that lzj* > (l/n(n - 1)) xi, j IPiiz12. Since the 
relation above holds for any z E R”, it holds also for the suprema and we 
can summarize the preceding discussion in the following theorem. 
THEOREM 2. Let (i, j) be a unifarmly distributed random pair from Z, 
such that i # j. Then 
where 
SUP E IPex12, 
[xl= 1 
c=rnjn(l--lgl)($)*. 
Note that simulating the block may require more computational work 
than updating the sites sequentially. Indeed, in the first case we simulate 
one Z-dimensional measure whereas in the second case we simulate 1 one- 
dimensional measures. 
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6. COLOURING THE MATRIX 
The inverse covariance matrix can be considered as a graph. The vertices 
of the graph being the n coordinates, and the edges corresponding to pairs 
of coordinates (i, j) for which Q, # 0. Assume that this graph has 
chromatic number 1. This means that there exists a partition of Z, into I 
disjoint subset S,, . . . . S, such that for any Q, = 0 for any i, je S,, r = 1, . . . . 1. 
We now adopt an updating strategy which randomly chases a colour or 
an index 1~ r < I and then updates all the coordinates in that set S,. Since 
the vectors Ki, ie S,, are orthogonal it does not matter in which order the 
coordinates are updated. Moreover, updating them sequentially is equiva- 
lent to updating them as a block. Thus we have Yr = JJi,, (I- Ti) = 
I-F,, where Fr is the projection on the subspace spanned by {Ki, ie S,}. 
In addition, we can write 
x< i (x, LJ2= i ITx12. 
i=l i-=1 
If the colour to be updated is selected from a uniform distribution over 
z, = { 1, . ..) I}, we obtain just as in Proposition 1 that 
where Rj, 1 < j< k, are i.i.d. with uniform distribution on Z,. If we avoid 
updating the same colour twice we obtain just as in Proposition 2 that 
k-2 
Et I pRk ...~,QxI* 1 R1 =r)< 1~12, Vr E Z,, 
where Rj is chosen uniformly from Z, - { Rj- 1 }. 
Note that in the case I= 2 this random update strategy reduces to a 
deterministic one with convergence rate (1 -x)2. This is the situation in 
neares neighbours models or equivalently in difference schemes used to 
approximate the Laplace equation and other second-order PDEs. The case 
I = 2 is known in numerical analysis as the A-type matrix (see Smith [ 163). 
This observation is due to P. Barone. 
If the colours are chosen in a fixed non-random order the bound we 
obtain for a sweep over all coordinates is (1 - 1/1613)‘. This can be 
obtained through the estimate proved in Proposition 3 through the 
inequality suplGrGr IZ-,122VZ 1.~1~. 
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7. ASYMPTOTIC BEHAVIOUR OF A,,, 
In this section we consider the asymptotic behaviour of i, as a function 
of the dimension n is some special cases that arise in aplications. For pur- 
poses of comparison we define the relaxation time rrelax, expressed with n 
iteration steps as a time unit, to be the time needed to halve the rate. In 
other words if the rate of convergence is given by clpf then 
In 2 
t PAaX =-- n In y (7.1) 
In particular, if y is of the form (1 - ~jl,/rz’)~ then 
-In 2 In 2 
t N- 
re’ax=nln(l -cl,/n’) cjl,ni-’ 
for large n. 
A case of considerable practical interest is when Q is circulant (see 
Section 4) so that Qk, is a periodic function of k - 1 with say Q. = 1. As 
indicated in Section 4 the minimal eigenvalue of Q can be expressed as 
follows 
&,, = min i Qke2nikt’n, 
I k=l 
which gives a bound on trelax. This can be applied to the situation arising 
when modelling boundaries of random shapes (see [S, 121). 
A related case is when we have a matrix Q with translation invariance 
so that the entries Qkr form a Toeplitz matrix. The most important case of 
this is when 
with some non-negative functionfE L,[ -rc, Z] such that l/f/j i = 1. Let f, 
be the essential minimum off: This is then well known that R, +f, as 
n --) co. Thus if f, > 0 then the rate bound, for n steps, is asymptotically 
(1 -fJn)" and haxJG!f,. On the other hand, if f, = 0 we can apply 
sharper asymptotics for A,, known from the theory of Toepliz forms (see 
Grenander and Szegii [ 11, Section 5.41). Then trelax + co as n + o, which 
means computational trouble. What really matters is how fast trelax tends 
to infinity as n + co. If the growth is fast it implies that stochastic relaxa- 
tion is computationally unfeasible. 
Still another case is when Qk,= q&/n, I/n), for all n = 1, 2, . . . . where 
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q( ., -) is a positive definite integral kernel on [0, l]*. For simplicity we 
assume that q is continuous and q(x, x) = 1. We would then relate the 
asymptotics of 1, with the properties of the integral kernel q. 
For example, returning to the circulant case, let q(x, y) = g(x - v), with 
g periodic with period 1. Expand g in Fourier series to get g(x - JJ) = 
Ce- 2ni(x- ““2,. Assume now that g, - A/Iv1 *, p > 1, which amounts to a 
smoothness condition on g. Applying again the theory of circulant matrices 
we obtain 
I,(n)=n min f g,+l,. 
1<t<?l r= -02 
Set f(t)=C,“= --m l/lt+mlP. The function f(t) is periodic in t with 
f(0) =f(n) = cc, and it is convex in the interval [0, n]. Moreover, it is 
easily seen that f(t) is symmetric around the point n/2. Consequently f(t) 
achieves its minimum at n/2. Now 
cc 1 00 
’ (n/2+mlP 
1 
=‘,Zo ln,2+rnlP=nP~=,l1/2+rlP’ 2f l I= -02 
Thus A,(n) N B/n*- ‘, leading to the relaxation time trelax - Cnp- ‘. If p is 
considerably larger than 1 we conclude that stochastic relaxation converges 
at a very slow rate. 
8. NUMERICAL EXPERIMENTS 
To illustrate the above analysis we present results from some numerical 
experiments. The results are best expressed in terms of trelax defined in (7.1). 
First consider circulant matrices Q such as those defined in Section 4 for 
different values of the parameter q. We are particularly interested in what 
happens near singularity, meaning q large. 
For the deterministic updating strategy we derive trelax from the norm of 
B (see (3.6)), which is calculated numerically as the square root of largest 
eigenvalue of B’B. This is compared to trelax derived from the rate 
calculated in Proposition 1 for random updating via the smallest eigen- 
value of Q. For n = 6 we obtain the relaxation times shown in Table I. 
The table confirms that the random sweep strategy is better for such 
Q-matrices. For large q it is almost four times as fast as the deterministic 
strategy. Note also the large number of sweeps needed when Q is close to 
singularity. 
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TABLE I 
‘I Determ. Random 
1 6.48 2.06 
2 23.65 6.68 
3 51.26 14.07 
4 89.20 24.24 
5 137.49 31.11 
6 196.12 52.89 
7 265.10 71.37 
8 344.43 92.63 
9 434.11 116.66 
10 534.14 143.46 
11 644.51 173.03 
12 765.23 205.38 
13 896.30 240.50 
14 1037.71 278.39 
15 1189.47 319.05 
16 1351.58 362.49 
17 1524.04 408.70 
18 1706.84 457.68 
19 1900.00 509.44 
20 2103.50 563.97 
TABLE II 
k Bipartite Random 
1 0.02 0.14 
2 0.04 0.16 
3 0.05 0.18 
4 0.06 0.21 
5 0.08 0.24 
6 0.10 0.28 
7 0.12 0.33 
8 0.14 0.40 
9 0.17 0.49 
10 0.21 0.61 
11 0.24 0.77 
12 0.28 0.99 
13 0.32 1.31 
14 0.36 1.79 
15 0.39 2.55 
16 0.43 3.85 
17 0.46 6.31 
18 0.48 11.77 
19 0.50 27.78 
20 0.51 1 16.58 
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TABLE III 
No. Determ. Random 
1 335 
2 135 
3 219 
4 3441 
5 399 
6 465 
1 8187 
8 801 
9 313 
16 2181 
17 42668 
18 495 
19 553 
20 116 
452 
141 
265 
1182 
144 
349 
2419 
419 
1800 
33268 
621 
131 
21 
Now let Q be a tri-diagonal matrix, i.e., the ith row has the form 
if i = j; 
if i=jkl (modn); 
otherwise; 
with a = k/21, k = 1, 2, . . . . 20. We compare the relaxation times of the 
bi-partite sweep strategy with that of the random sweep strategy. The 
relaxation time for the bi-partite strategy is calculated in terms of the norm 
of 
B= (I- T,)(Z- T,)(Z- T,)(Z- T,)(Z- T,)(Z- T,). 
In Table II we compare the relaxation times for n = 10. As expected the 
bipartite strategy is faster. It is about twice as fast as the one based on 
choosing a random permutation and repeating it for all sweeps. 
Now we select Q as a random symmetric and positive definite matrix but 
with no further structure. Again the relaxation time of the deterministic 
updating scheme was compared to that of the random updating scheme. In 
more than 80% of the cases the random scheme was faster. Table III again 
represents a comparison of relaxation times of the first 20 cases. It thus 
seems that in the generic case there is some advantage to random updating. 
9. CONCLUSION 
The fact that, in general, the bound on the convergence rate for the ran- 
dom sweep strategy is lower than that of the deterministic sweep strategy 
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should be interpreted as follows. With no specific prior knowledge on the 
inverse covariance matrix Q a deterministic strategy arbitrarily chosen risks 
being very slow for most initial points. A random strategy avoids getting 
trapped in such a situation. However, as shown above, in the case where 
the chromatic number of the matrix Q is relatively low, it is possible that 
there exists a deterministic strategy or a part deterministic part random 
strategy, which performs better than the random one. In other words given 
more information on the matrix it is possible to find an updating strategy 
which will perform better than the purely random one. 
As mentioned in the Introduction Gaussian measures have an essentially 
linear structure which allows for all the precise computations carried out in 
this paper. The question remains open as to the rates of convergence of 
stochastic relaxation for general exponential distributions. 
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